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ABSTRACT

Spatially-resolved x-ray scattering experiments

by

Eliseo J. Gamboa

Co-chairs: R Paul Drake, Paul A. Keiter

In many laboratory astrophysics experiments, intense laser irradiation creates novel

material conditions with large, one-dimensional gradients in the temperature, density,

and ionization state. X-ray Thomson scattering (XRTS) is a powerful technique for

measuring these parameters in dense plasmas. However, the scattered signal has

previously been measured with little or no spatial resolution. This limits XRTS to

characterizing homogenous plasmas like steady shocks or isochorically heated matter.

This dissertation reports on the development of the imaging x-ray Thomson spec-

trometer diagnostic for the Omega laser facility, which extends XRTS to the general

case of plasmas with one-dimensional structure. The di↵raction of x-rays from a

toroidally-curved crystal creates high-resolution images that are simultaneously spec-

trally and spatially resolved along a one-dimensional profile.

The technique of imaging x-ray Thomson scattering is applied to produce the

first measurements of the spatial profiles of the temperature, ionization state, relative

material density, and shock speed of a blast wave in a high-energy density system. A

decaying shock is probed with 90� scattering of 7.8 keV helium-like nickel x-rays. The

spatially-resolved scattering is used to infer the material conditions along the shock

xii



axis. These measurements enable direct comparison of the temperature as observed

with that inferred from other quantities, with good agreement.
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CHAPTER I

Introduction

1.1 Warm dense matter

Warm dense matter (WDM) is a state of matter common to massive bodies in the

solar system and beyond. It encompasses a physical regime of matter that is much

more energetic than can be described by condensed matter physics, yet significantly

colder and denser than classical high temperature, low-density plasmas. At pressures

above 1 Mbar and temperatures on the order of 10 eV, atoms may only be slightly

ionized leading to strong inter-ion forces and a partially degenerate electron popula-

tion. A rigorous understanding of the equation of state (EOS) of these materials is

essential to the validity of models for planetary interiors (1), which sheds light on the

origin of planetary magnetic fields (2) and the formation and distribution of extra-

solar planets (3). The dynamics of WDM are also important to inertial confinement

fusion (4), where WDM is created in the outer layers of the fuel capsule.

The study of WDM more generally belongs to the field of plasma physics, which

finds applications to a diverse set of fields from cosmology to medicine. Plasmas span

an enormous parameter space in density and temperature from the tenuous interstellar

medium containing just a few particles per cubic centimeter at a fraction of an eV to

the extreme conditions inside a pair instability supernova with densities on the order

of 7⇥105 g/cc and temperatures of over 240 keV (5). For the conditions of present

1
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Figure 1.1:
The Coulomb coupling parameter �

ee

and degeneracy parameter ⇥ are
plotted over temperature-density space. A blue shaded region shows the
approximate extent of the conditions characterized in the experiments
presented in this dissertation.

interest, plasmas may interact through some combination of thermal, electrostatic,

and quantum forces. The scaling of the physical interactions may be characterized

with a few dimensionless parameters, which help express the range of applicability of

theoretical descriptions.

The Coulomb coupling parameter is defined as the ratio of the electrostatic po-

tential energy to the thermal energy. For electrons, this may be written as

�
ee

=
e2

r
s

k
B

T
, r

s

=

✓
4⇡n

e

3

◆�1
3

(1.1)

where we can get an analogous coupling term for two ionic species, a and b, by

replacing e2 with Z
a

Z
b

e2 and n
e

with n
i

. Here the Wigner-Seitz radius, r
s

, is the

mean separation between the electrons.

Likewise, the degeneracy parameter measures the strength of quantum e↵ects in
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the plasma. It is taken as the ratio between the electron temperature and the Fermi

energy.
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The thermodynamic state of the plasma is dependent upon the Hamiltonian of

the individual particles through the definition of the partition function. If either of

the dimensionless parameters are at an extreme value, we can assume one of the

three interactions dominates the Hamiltonian and the other e↵ects are separable

perturbations. For example, if �
ee

<< 1, the electrostatic coupling is minimal so

that the system may be treated as an ideal gas. This can be either a quantum gas

for ⇥ << 1 or a classical one in the opposite limit. Quantum corrections may be

introduced as small additive terms in the Hamiltonian, such as the e↵ect of ionization

for hot plasmas or exchange forces for cold ones.

For weakly coupled systems, the electric fields are at least partially screened by

the charges in the plasma. This reduces or eliminates long range order in the system.

In a classical plasma, electric fields are screened over distances larger than a Debye

length.

�
D

=

r
k
B

T

4⇡n
e

e2
. (1.3)

A basic requirement for the screening is a large number of charges within the screen-

ing volume. This condition is equivalent to n
e

�3
D

>> 1, which is fulfilled for high

temperatures and low densities. A similar screening e↵ect occurs in degenerate plas-

mas, which we may define as one in which the thermal wavelengths of the particles

overlap. Writing the de Broglie wavelength of an electron as

⇤
e

=
h

2⇡m
e

k
B

T
, (1.4)
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a degenerate plasma contains many particles within a volume defined by the thermal

wavelength, n
e

⇤3
e

>> 1. Evidently, this will occur at low temperatures and high

densities. The Thomas-Fermi model is applicable to the screening of the electric

fields with a characteristic screening length of

�
TF

=

r
✏
F

6⇡n
e

e2
. (1.5)

In the intermediate case of medium temperatures and densities, the plasma can

no longer e↵ectively screen electric fields. For a classical plasma, as we increase the

density the interparticle spacing decreases. When the Wigner-Seitz radius becomes

smaller than the Debye length, the screening clouds begin to overlap. Charges may

now interact, leading to correlations in the motions of the particles in the plasma.

We can then make the distinction between an ideal plasma and a weakly coupled one

by the requirement that �
D

= r
s

.

WDM can be defined as a strongly coupled plasma (�
ee

⇠1 ) with partial degen-

eracy (⇥ �1) (6). The plasma is not e↵ective in screening electric fields, so it may

exhibit long range order that is typical of fluids or solids. Plotted in Figure 1.1 are the

two dimensionless parameters over a wide temperature-density space spanning from

an ideal plasma to a Fermi-degenerate solid. Using the previous definitions, WDM

loosely corresponds to the region around the intersection of the lines ⇥ = 1 and �
ee

= 1 with temperatures from a few to tens of eV and near or above solid density.

This state is challenging to describe theoretically because of the similar strength

of the quantum, thermal, and electrostatic interactions, which makes a perturbative

expansion invalid (7). Additionally, higher-Z systems may be in a state of partial

electron degeneracy and strong ion coupling (8). Various theoretical approaches to

model the EOS and material properties like the opacity and the electrical and thermal

conductivities of WDM have given inconsistent results (9). This demonstrates the
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need to perform experiments to characterize these measurable quantities to better

constrain the theoretical descriptions.

1.2 Nuclear fusion

With the exception of isolated communities of chemosynthetic organisms (10), all

of life on the Earth is dependent on the energy that is created by fusion reactions

that take place in the core of the sun. Stellar fusion was first proposed by Arthur

Eddington in the 1920s, based upon early quantum theory and the results of a pre-

cise measurement of the masses of the atoms. Eddington conjectured that the sun

converted hydrogen into helium, releasing the small di↵erence in mass between four

hydrogen atoms and helium as energy. The details of this reaction would be later

revealed by Hans Bethe in work which resulted in the 1967 Nobel Prize in Physics.

In stars about the same size as the sun, fusion is dominated by the proton-proton

chain in which four protons are converted into a 4He nucleus. The first step is the

joining of two protons to form a 2He nucleus. This state is highly unstable and the

majority of the time it splits back into two protons. There is a very small chance

that the 2He nucleus will undergo �+ decay to form a deuteron. The deuteron carries

on the reaction, fusing with another proton to form 3He and then with another 3He

to create a 4He nucleus and two extra protons. The formation of the deuteron is the

bottleneck for this reaction and, consequently, the sun burns its fuel very slowly. This

slow reaction rate is responsible for the long lifetimes of stars, which is perhaps 10

billion years for a main-sequence star like the sun.

The proton-proton reaction would be unsuitable for terrestrial energy production

as it requires high densities, temperatures, and long confinement times. In the core

of the sun, temperatures reach up to 15 million K with a density of 150 g/cm3. While

these conditions may be partly met in fusion experiments, the sun maintains this

state for billions of years, which compensates for the extremely slow reaction rate of
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the proton-proton chain. The power density at the core of the sun is only the order of

300 W/m3 (11), which is amusingly within a factor of two or so of human metabolism

and several orders of magnitude less than a commercial fission reactor.

1.2.1 Fusion reactions relevant to energy production

Fusion energy research is primarily focused on the deuterium-tritium (DT) reac-

tion of the two heavy hydrogen isotopes. For a fusion reaction to take place, the

nuclei must be brought close enough for the attraction from the strong nuclear force

to overcome the electrostatic repulsion. The strong force scales with the number of

nucleons, so the heavy isotopes of hydrogen are the easiest to bring together. The

DT reaction releases 17.6 MeV of energy, which is split between the kinetic energy of

a 4He nucleus and a free neutron.

D + T ! 4He + n + 17.6 MeV (1.6)

By momentum conservation, the majority of the energy is carried by the neutron. At

temperatures of interest for terrestrial fusion reactors, a less probable reaction is the

fusion of two deuterium nuclei

D + D ! 3He + n + 3.27 MeV (1.7)

D + D ! T + H+ 4.03 MeV. (1.8)

These species may undergo various other fusion processes, including T-T, D- 3He,

3He- 3He, but these are much rarer owing to the smaller reaction cross section.

The first artificial fusion reaction to release a significant amount of energy was the

“George” explosion in the Operation Greenhouse series of nuclear tests conducted by

the United States in 1951. In this test, a container of DT gas was attached to a large

fission bomb. The later “Item” test would be the basis what would later be called a
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boosted fission weapon. A small amount of DT gas was introduced into the center

of the fission “primary” bomb. The heating from the fission explosion drove fusion

reactions in the DT gas, which provided fast neutrons to increase the fission reaction

rate in the primary.

The American Castle Bravo and Soviet RDS-37 hydrogen bomb tests in 1954 and

1955 would be more representative of later proposals for fusion energy. The fusion

fuel was lithium deuteride, which is an ionic solid at room temperature. Neutrons

from the fission primary bred tritium from the two naturally occurring isotopes of

lithium

6Li + n ! 4He + T + 4.78 MeV (1.9)

7Li + n ! 4
He + T + n� 2.47 MeV. (1.10)

In a hydrogen bomb, the implosion of a plutonium spark plug creates an excess of

neutrons to create tritium. This tritium is consumed in the DT reaction, creating

additional neutrons to breed more tritium and burn up the fissile tamper. With a

half-life of only 12 years, only trace amounts of tritium are found in the environment.

To achieve a closed fuel cycle, any fusion energy plant must be able to create and

recover more than one tritium atom per fusion reaction .

1.2.2 Approaches to fusion energy

Conceptually, a fusion energy reactor would consist of a means to create and

extract energy from a very hot DT plasma. This reaction emits most of the energy

in the form of energetic neutrons. Those neutrons must interact with a blanket made

of a material like lithium to breed the tritium fuel needed to supply the reactor.

The tritium must be e�ciently extracted from the blanket and processed to fuel the

reaction. Energy can then be pulled from the fusion neutrons through heating a
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working fluid for a heat engine.

The two main research e↵orts into controlled fusion energy are inertial confine-

ment fusion (ICF) and magnetic confinement fusion (MCF). In ICF, large amounts

of energy are deposited onto a hollow DT fuel capsule, driving an inward implosion

that compresses and heats the fuel to conditions favorable to fusion. In MCF, mag-

netic fields are used to contain a low-density DT plasma which is heated by various

methods to induce fusion. Current research in these two communities centers on

demonstrating a burning plasma that generates an excess of energy. The two largest

experimental e↵orts in these two fields are the National Ignition Facility (NIF) at

Lawrence Livermore National Laboratories (LLNL) in the USA and the international

collaboration that forms the ITER magnetic confinement fusion (MCF) project.

A successful fusion power plant must produce both an excess of energy and tritium

fuel. These two requirements can be parameterized in the following way. The fusion

energy gain factor, Q, is the ratio of the fusion power produced to the power consumed

in maintaining the reaction. The tritium burning ratio (TBR) is defined as the average

number of atoms of tritium that are bred per DT reaction. For break-even operation,

both of these parameters would be equal to unity.

The economic feasibility of a fusion reactor depends on how large the values of

these two parameters can be achieved. A reactor must produce a large energy surplus

with Q >> 1. In the context of ICF, this represents a self-propagating reaction where

the energetic alpha particles deposit enough energy to burn a significant fraction of

the fuel; in MCF the goal is continuous operation. A commercial power plant must

also have TBR > 1, to both account for losses in the recovery and refining process

and to provide for safety margins for interruptions in the fuel supply.

The fusion triple product provides a useful metric for the conditions that are

needed to create an ignited plasma. It is defined as the product of the density (n),

temperature (T ), and energy confinement time (⌧
e

) (12). For a self-sustaining DT
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Figure 1.2:
Three schemes for ICF are (a) indirect drive, (b) direct drive, and (c) fast
ignition (14)

reaction, the triple product must be at least

nT ⌧
e

> 5⇥ 1015 keV · s/cm3. (1.11)

MCF aims for low-density plasmas (⇠ 1013 cm�3) with long confinement times (tens of

seconds). Alternatively, ICF favors high densities (1026 cm�3) and short confinement

times (tens of ps) (13).

1.2.3 Inertial confinement fusion

An illustration of three di↵erent approaches to ICF is shown in Figure 1.2. All

three approaches employ the same basic strategy and elements. The target is a fuel

capsule consisting of a hollow DT ice shell, surrounded by a solid ablator made of

plastic or a similar low-Z material, with the interior filled with DT gas. A sudden burst

of energy drives a shock that implodes the fuel inwards, creating a highly compressed

final state. While the shock implosion leads to both heating and compression of

the fuel, which drives the triple product, reaching an ignited state with shocks alone

would require an unfeasibly enormous amount of energy (4). ICF attempts to sidestep

this problem by separating the compression and heating stages, with the bulk of the
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compressed fuel self-heated by fusion reactions that begin at a central “hot-spot”.

Conceptually, the simplest configuration is direct drive where laser energy is de-

posited onto the surface of a fuel capsule. The laser energy heats the ablator to

temperatures of several keV, causing a plasma to stream away from the surface at a

high velocity. The momentum flux from this ablated material drives a steady shock

that pushes the DT shell inwards at velocities of hundreds of km/s. This spherical

implosion converges at the center of the capsule and stagnates, with the shell dumping

its kinetic energy into the enclosed DT gas. At this point, the shell is compressed to

densities on the order of 1000 g/cm3 while the DT gas is heated to several keV (15),

creating a central hot spot at high densities and temperatures. Fusion reactions begin

at the hot spot and release large amounts of energy. Some of this energy is absorbed

by the rest of the assembled fuel, raising its temperature and inducing further fusion

reactions in an outward propagating wave.

Direct drive puts stringent requirements on the spatial uniformity of the capsule

surface and the laser or ion beams used to drive the implosion. Small non-uniformities

in the intensity of the laser spots can drive fluid instabilities that greatly reduce the

compression of the fuel.

Indirect drive (4) is an attempt to reduce the requirements on the driver by en-

casing the fuel capsule in a hollow gold or uranium can called a hohlraum. Energy

is deposited onto the hohlraum walls which heat up and re-emit the energy as soft

x-rays. The x-ray energy bounces around the hohlraum walls so that the interior

rapidly comes to equilibrium with a uniform temperature radiation bath. The soft

x-rays drive the implosion of the capsule, potentially much more smoothly than direct

drive because of the uniformity in the driving radiation bath. However, compared to

direct drive, less energy is coupled to the capsule because of geometric losses and the

e�ciency of the conversion process from laser light to x-rays.

In fast ignition (16), the compression and heating processes are further separated
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to reduce the requirements on the shock strength and symmetry. As before, the fuel

shell is compressed by either a direct or indirect drive approach. With the cold fuel

assembled in a highly compressed state, a high-power, short pulse laser generates a

beam of relativistic electrons that drive the central hot spot. In one approach, the

short pulse laser bores a hole in the capsule (17), in another the electrons are guided

into the capsule by a metal cone (18).

ICF research is performed at a number of research facilities around the world.

The NIF is the largest ICF facility in world. It was built to demonstrate an ignited

plasma using the indirect drive approach. A similar facility for indirect drive, the

Laser Megajoule, is under construction in France. Experiments relevant to direct

drive and fast ignition are underway at facilities including the OMEGA and Omega-

EP lasers at the University of Rochester, the GEKKO XII at the University of Osaka,

and the Trident laser facility at Los Alamos National Laboratory (LANL).

1.3 High-energy density facilities

1.3.1 Laboratory for Laser Energetics

The majority of the experimental work presented in this thesis was carried out at

the Omega Laser facility at the LLE, University of Rochester. OMEGA is the latest

in a series of long-pulse laser facilities built at the University of Rochester with the

goal of investigating direct drive ICF.

One of the University of Rochester’s earliest successes in building a high-power,

long pulse laser facility involved the creation go the four beam DELTA laser in the

early 1970s (19). Like all of Rochester’s later e↵orts, DELTA used neodymium-doped

glass as the gain medium, which lases at the fundamental wavelength of 1.054 µm.

The laser yield was 15-50 J/beam in a pulse duration of 100 ps. This facility allowed

for diagnostic development (20), investigations of laser-plasma instabilities, and some
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of the some of the first reported fusion neutron yields (21)

Following the success of DELTA came plans to build the larger, 24 beam OMEGA

laser that could provide symmetric illumination of a laser fusion target. In 1977 a

prototype beam line was created as the Glass development laser (GDL), followed by

the first 6 beams of the Omega laser which began operation as ZETA in 1978. The

Omega laser fired its first shot in 1980, delivering up to 1.75 kJ of 1 µm laser light in

a 300 ps pulse (22).

ICF experiments in the 1980s demonstrated that there were significant problems

with the lasers used to implode the capsules. These di�culties were related to the long

wavelength of the laser light and the non-uniformities in the beam spots. The tech-

nology developed to solve these problems are essential to the experiments presented

in this thesis.

1.3.1.1 Frequency conversion

At the high intensities (I > 1014 W/cm2) that are required to drive an ICF im-

plosion, the laser light can couple nonlinearly to the plasma formed at the laser spot

through laser plasma instabilities (LPI). Of the various interaction, stimulated Bril-

louin scattering (SBS) and stimulated Raman scattering (SRS) are perhaps the most

serious. SBS and SRS both represent the scattering and coupling of laser energy into

waves within the plasma. For SRS, the driven mode is an electron plasma wave while

in SBS it is an acoustic wave. In the ICF context, the e↵ect of SBS is to scatter the

incident laser light away from the target, reducing the drive e�ciency, while SRS can

couple laser energy to the creation of a population of very high energy electrons. This

both saps energy from driving the implosion and preheats the fuel, reducing the final

compression.

Although the e↵ects of these instabilities are determined by nonlinear saturation

dynamics, the magnitude of these e↵ects is correlated with the exponential growth
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rate for small-amplitude modulations. This growth rate is proportional to the inten-

sity and wavelength of the laser light as I�2. Experiments on the 1.054 µm Shiva

laser at LLNL in the 1970s demonstrated the seriousness of the problem from LPI; up

to 50% of the incident laser energy was converted to hot electrons or scattered light

(4). To reduce this growth rate, either the laser intensity or the wavelength of the

light must be reduced. The intensity is set by the amount of kinetic energy that is

needed to drive the implosion. The solution was to decrease the wavelength through

the use of a frequency doubling or tripling crystal.

The fundamental wavelength for Nd-doped phosphate glass of 1.054 µm can be

converted to the second ( 0.527 µm) or third harmonic (0.351 µm) using a potassium

dihydrogen phosphate (KDP) frequency conversion crystal (FCC). This nonlinear

optics e↵ect was first described by Franken and coauthors (23). In the context of

high power lasers, work at the GDL in 1980 demonstrated conversion e�ciencies of

up to 80% of the incident laser light to the third harmonic (24). While the laser

output is diminished, frequency tripling reduces the LPI growth rate by a factor of

9. Additionally, the shorter wavelength light is more strongly absorbed to drive the

shocks to implode the capsule.

Frequency tripling has since become a mainstay of laser ICF research since the

mid-1980s. In 1984, the 10-beam NOVA laser came online at LLNL with a yield of

about 40 kJ in the UV. This was closely followed by the upgrade to the 24-beam

Omega laser to UV light in 1985.

1.3.1.2 Beam smoothing

To successfully implode an ICF capsule it is critical that the driving laser beams

have very little variation in the intensity over the laser spot. In practice, the laser

amplifier and optics seed the beams with spatial non-uniformities. For direct-drive

ICF, this spatial structure leads to areas of the capsule that are driven with much
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higher intensities. This can seed the capsule with hydrodynamic instabilities, such as

Rayleigh-Taylor, leading to much lower final compressions or breakup of the capsule.

Indirect-drive ICF su↵ers from similar problems. The high intensities in the hot spots

can create the same LPI that frequency-tripling was intended to overcome.

One component of this spatial structure is generated by nonlinear e↵ects in the

amplification process and inhomogeneities in the gain medium. The gain process of

the laser amplifiers is strongly non-uniform. The Kerr e↵ect is responsible for the

modification of the index of refraction of a material in response to a strong electric

field. High-powered laser light can induce a change in the refractive index n as (25)

n = n0 + �I (1.12)

where a baseline index of refraction, n0, is modified by an intensity, I, dependent

term with a growth coe�cient �. Small perturbations in the laser intensity can

grow exponentially through self-focusing. This leads to the creation of filamentary

structures in the light intensity over the laser spot. At very high intensities, self-

focusing can exceed the damage threshold of the focusing optics. A consequence is

that laser facilities must limit the gain of the amplifiers. The energy of a laser facility

may be increased only by building more beam lines or upgrading to larger aperture

amplifiers.

Experiments on the 24-beam Omega laser found that near-field phase errors in the

beam lines are magnified by the frequency tripling process (26). These phase errors

are introduced from a number of sources including atmospheric turbulence, variations

in amplification, and scattering from the focusing optics. They cause the emergence

of hot-spots in the beam spot, much like the speckle pattern in a laser pointer.

Phase plates were developed at LLE to correct for the phase errors in the beams.

The simplest phase plate configuration is called a random phase plate (RPP). These
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Figure 1.3:
The use of random phase plate on the NOVA laser significantly reduced
the large scale beam structure (4).

consist of a flat glass plate upon which are etched an array of hexagonal elements. The

individual hexagons are randomly distributed between two levels that are ⇡ radians

out of phase. The laser light enters the RPP and is broken into numerous packets,

half of which lag the initial phase of the beam. The light is subsequently brought to

a focus by the final focusing optic.

The smoothed beam spot is made up of the superposition of many thousands

of the randomly phase delayed packets. The spatial structure from the beam is

averaged from the interference of the packets. Figure 1.3 shows the results from

implementation of this technique on the NOVA laser. The di↵raction-limited focus

from a beam smoothed with an RPP is an Airy pattern set by the dimensions of

the hexagonal phases elements. Each phase plate is tailored to create a specific spot

size. The high spatial frequencies from the vertices of the phase elements are poorly

focused, so hexagonal RPPs create a six-spoked, star-like pattern around the central

beam spot. Distributed phase plates (DPP) are a later refinement of this smoothing

technique, where the spacing of the phase elements is adjusted to finely control the

spatial profile of the laser spot (27).

Another beam smoothing technique that was developed at LLE is smoothing by
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spectral dispersion (SSD) (28; 29). SSD is used in conjunction with phase plates to

mitigate the high-frequency spatial noise that the latter imposes on the beam spot.

Using only phase plates, the overall phase of the beam is recovered at the target plane

from the interference of the many beam packets. However, small di↵erences in the

path length from the various phase elements tends to create small phase errors in

the reconstruction of the beam. This generates high-frequency spatial variation in

the laser spot. SSD mitigates this e↵ect by eliminating the coherence and monochro-

maticity of the laser beam before it reaches the phase plate.

In SSD, a small amount of spectral bandwidth is introduced to the seed laser pulse

by means of a electro-optical phase modulator and a pair of di↵raction gratings. As

before, the amplified and frequency converted laser beam is split up into a number of

beam packets by a phase plate. When the beam is recombined at the target plane,

the frequency variation between the beam packets cause the high-frequency speckle

in the laser spot to vary in time. The frequency of the phase modulation is chosen so

that the speckle varies much faster than the time scale of the hydrodynamic evolution

of the experiment. The e↵ects of speckle are thus reduced by being smoothed out

over time. Since the e�ciency of the frequency tripling process depends on a very

precise alignment between the wavelength and the angle of incidence with respect to

the FCC, the use of SSD entails a small drop in the maximum laser energy.

1.3.1.3 Omega laser facility

The OMEGA laser came online in 1995 as a replacement to the earlier 24 beam

facility. It is a 60 beam laser system capable of delivering up 500 J/beam of 0.351

nm light in a 1 nanosecond pulse. Early experiments on OMEGA demonstrated a

record fusion yield of 1014 DT neutrons (30), which was surpassed only recently by

the ignition campaign on the NIF. The laser beams are uniformly distributed over

the spherical target chamber to serve the primary research goal of direct drive ICF
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Figure 1.4: The OMEGA laser facility at the LLE

research. The flexibility a↵orded from this arrangement also serves a wide variety

of high energy density physics (HEDP) experiments. Experimental shot days are

awarded to outside researchers on a competitive basis by the National Laser Users’

Facility (NLUF) program sponsored by the United States Department of Energy.

As it is a multipurpose facility, OMEGA possesses a wide variety of experimental

diagnostics. These diagnostics are classified either as fixed to the target chamber or

removable. Fixed diagnostics include a variety of cameras, spectrometers, and detec-

tors for x-ray, visible light, and in some cases neutrons. Removable diagnostics tend

to be more specialized and are generally developed to meet a specific experimental

need. For each shot day, up to six removable diagnostics may be inserted into the

target chamber through the use of a Ten-inch manipulator (TIM).

The TIM is a general-purpose insertion mechanism for removable diagnostics on

OMEGA and other laser facilities. A diagram of the TIM is shown in Figure 1.5.

The TIM consists of an airlock, an internal rail system, and a positioner with flexible

bellows. To insert a diagnostic into the target chamber, it is first loaded into an

external airlock on the TIM. After pumping the TIM down to vacuum, an internal

airlock is opened to allow access to the chamber. The diagnostic is guided into the
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Figure 1.5:
A schematic diagram of the Omega TIM. In this image, diagnostics are
loaded into the airlock on the left and inserted into the chamber towards
the right.

chamber by a set of rails and a lead screw. The final positioning of the diagnostic is

done by translational stages on the TIM which permit precise movement along one

rotational and three translational axes.

Many of the TIM-based diagnostics were developed by outside groups, notably

LANL and LLNL. LLE maintains a qualification process for diagnostics, which em-

phasizes safety and compatibility with the existing target chamber layout. A signif-

icant portion of the work reported in this thesis concerns the design and implemen-

tation of a new TIM-based x-ray spectrometer for the OMEGA laser facility.

65t

1.3.2 Trident Laser Facility

The Trident Laser Facility is a kJ class laser system located at LANL. The laser

has three beamlines which are split between the two (A & B) long-pulse and (C) short

pulse beam. All three beams can be frequency doubled and one may be tripled. The

A & B beams can deliver up to 200 J in 1 ns pulse, while the C beam’s maximum

yield is 100 J. The C beam can use chirped pulse amplification (CPA) to compress
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Figure 1.6: A diagram of the Trident north target chamber (31)

the duration of the laser pulse to less than 600 fs resulting in powers of over 200 TW.

The Trident beams may be routed individually to either of the two available target

chambers.

Experiments in the south target chamber typically use the long-pulse beams. Like

much of the laser facility, the South target chamber was inherited from KMS Fusion.

Unlike the North, the South target chamber can be used for experiments with targets

that contain beryllium. Beryllium is an attractive material for HEDP experiments

because it is largely transparent to x-rays and is an unreactive solid at room tempera-

ture. However, it is quite toxic and inhalation of beryllium dust can cause berylliosis,

a chronic inflammation of the lungs. In work presented in this thesis, the concept

of using one dimensional imaging to diagnose x-ray Thomson scattering was first

demonstrated in an experiment on shock-compressed beryllium at Trident.

The IXTS diagnostic that forms the core of this thesis work was first tested on

the North target chamber. The North target chamber is used primarily for short-

pulse experiments and diagnostic development. It is fitted with an TIM , making it
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compatible with many of the removable diagnostics from the OMEGA laser facility.

Being a smaller scale facility, the presence of the TIM allows OMEGA diagnostics to

be tested and refined over week-long campaigns without incurring the large expense

of a shot day on OMEGA. The vacuum chamber itself was brought from LLE in

the mid-1990s; it was originally the chamber for the now-decommissioned 24 beam

Omega laser. The C-beam can be focused by an o↵-axis parabola to intensities on

the order of 1020 - 1021 W/cm2 (32).

1.4 Chapter summary

The introduction to this dissertation has discussed the motivation for studying

astrophysically relevant matter in the lab. WDM is a particularly interesting physi-

cal regime where many of the theoretical descriptions break down and so it must be

studied empirically. ICF research over the past fifty years has developed much of the

technology that makes it possible to create these conditions in the lab. In chapter

2, I give an overview of the technique of laser-driven shock compression that may be

used to create WDM in the laboratory. I include a discussion of the relevant physi-

cal scalings and a theoretical description of the fluid motion. The chapter concludes

with a survey of the diagnostic techniques for characterizing these experiments in

the lab. One of these techniques, x-ray Thomson scattering, forms the focus of this

thesis. I give a theoretical description of x-ray scattering in dense plasmas in chapter

3. The various shortcomings of existing x-ray scattering instrumentation motivated

the design and implementation of a spatially resolving spectrometer, the Imaging

x-ray Thomson spectrometer (IXTS), which I detail chapter 4. The content in this

chapter was originally presented as two articles published in the Review of Scientific

Instruments (33) and the Journal of Instrumentation (34). Chapter 5 reports on the

application of the IXTS to perform the first spatially resolved x-ray scattering mea-

surement of a solid-density plasma. As of this writing, this work has been submitted
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for publication. I conclude in chapter 6 with directions for future experimental work

and a discussion of possible improvements to the IXTS. Appendix A discusses an

experiment to measure the gain characteristics of an x-ray image intensifier, work

which originally appeared in the Review of Scientific Instruments (35).
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CHAPTER II

Blast wave physics

2.1 Introduction

In this chapter, I describe the potential of creating shocks in the laboratory to

access WDM conditions. I start with the challenges in describing these states of

matter in terms of self-consistent thermodynamic variables. I then introduce the

fluid conservation laws and derive the jump conditions that describe a hydrodynamic

shock. I use these relations to estimate orders of magnitude for the material conditions

that are accessible in laser experiments. I close the chapter with an overview of

diagnostic techniques for diagnosing these experiments and the associated limitations

that motivated the implementation of imaging x-ray Thomson that I discuss in later

chapters.

When energy is very rapidly introduced into a fluid, it can create a transient

discontinuity within the fluid. The discontinuity forms because the energy is deposited

faster than the timescales over which the bulk of the fluid can react, typically the fluid

scale length divided by the local speed of sound. This leads to the formation of a steep

increase in the fluid pressure, density, and temperature at a traveling interface called

a shock. Shocks are not typical part of everyday experience, but are nonetheless a

fairly common phenomenon. The sound from a thunderclap, a knocking car engine,

or cracking your knuckles (36) are all examples of a type of shock called a blast wave
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which forms after the release of a sudden (and finite) amount of energy.

Blast waves are common in the astrophysical setting, found in phenomenon such

as supernovae, colliding galaxies, and the formation o↵ stars. The energy imparted

by the shock often entails a significant amount of heating and compression. In the

laboratory, we can drive shocks with short ( nanosecond), high-energy ( kJ) laser

pulses to access material conditions similar to those found in these violent astro-

physical events. While diagnosing these transient states is challenging, shocks can

create pressure regimes far in excess of what is possible in static experiments such as

diamond anvil cells.

2.2 Equations of state

An EOS describes a relationship between two or more thermodynamic state vari-

ables, such as pressure, temperature, or enthalpy. Much of the technology we take

for granted depends on detailed knowledge of the EOS of materials. For example, the

EOS of some metals like steel or plutonium can be very complex with many di↵erent

crystalline phases giving rise to a diverse set of physical properties. An incorrect

application or understanding of a material EOS can lead to catastrophic failure, such

as the collapsing of various cast-iron railway bridges in late 19th century Britain.

In the HEDP context, the equation of state of most astrophysically-relevant mate-

rials is poorly known. Part of the di�culty is that only tiny amounts of these extreme

material states can be created in the laboratory, often for only a few nanoseconds at

a time. Nevertheless, an accurate understanding of the EOS is essential to correctly

modeling the dynamics of experiments in the lab and therefore predicting the prop-

erties of astrophysical objects.
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2.2.1 Ideal gas law

One of the simplest EOS, the ideal gas law, is useful for approximating the behav-

ior of many weakly-coupled, non Fermi-degenerate systems. For an ionized plasma in

which the electrons and ions have the same temperature, one can write this as

P =
⇢(1 + Z)k

b

T

Am
u

. (2.1)

This is a relationship between the material pressure P , density ⇢, average ionization

Z, and temperature k
b

T where Am
u

is the average atomic weight of the matter.

In many HEDP experiments, intense laser irradiation creates a shock or other

related phenomenon which moves much faster than the sound speed, c
s

. Energy is

slowly lost to the environment through thermal di↵usion, with fluxes progressing at

some fraction of c
s

. Therefore, we can approximate the experiment as an adiabatic

process in a closed system. For any adiabatic process, the following relationship holds

P

⇢�
= Constant (2.2)

where the ratio of specific heats, � = C
p

/C
v

, is the adiabatic index. The specific

internal energy ✏ of the gas is related to the pressure-volume work as

P

⇢
= ✏(� � 1). (2.3)

which defines another EOS for an adiabatic ideal gas.

2.2.2 Tabular equation of state

The discontinuity in the material conditions across a shock means that matter may

straddle a range of conditions over which no single EOS is applicable. For example,

a solid irradiated by a laser may be Fermi degenerate upstream of the shock, very
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nearly an ideal gas in the ablated plasma, and a WDM state in the shock for which

no analytical EOS relation exists.

Tabular equations of state are constructed as an array of equilibrium values of state

variables that is compiled over a wide range of parameters. These values generally

come from some combination of experimental data and theoretical estimates from

numerical simulations or analytical models. The speed and flexibility of EOS tables

makes them useful for hydrodynamic simulation codes used to model experiments

and ultimately predict the nature of astrophysical objects and processes.

The SESAME Equation-of-state library (37), developed by LANL, is a tabular

EOS database that is commonly used in the HEDP community. The tables are

computed using a semi-empirical approach where theoretical models are chosen to

agree with the available experimental data. The models are then used to interpolate

the EOS values between these data points.

This approach may become problematic for HEDP conditions because of the

paucity of experimental data that can be used to to validate the theoretical mod-

els. Furthermore, the correct theoretical approach to modeling the EOS in WDM is

an active area of research. The interpolated EOS values are not necessarily thermo-

dynamically consistent, especially in the transition region between models (15).

Many materials used in HEDP and ICF experiments are absent from EOS tables

because of a lack of experimental data. This is particularly an issue for porous

materials, such as foams, where the crushing of the internal microstructure can a↵ect

the passage of a shock. Therefore, experiments to measure the EOS of materials

are essential to improve the SESAME tables and the validity of the predictions from

hydrodynamic codes.
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2.3 Fluid conservation laws and the equations of motion

Any fluid disturbance must fundamentally follow the Euler equations of motion. In

the di↵erential form, these equations describe the conservations of mass, momentum,

and energy in the fluid. The first is the continuity equation for mass

@⇢

@t
+r · (⇢u) = 0 (2.4)

where ⇢ is the fluid density and u is the fluid velocity. The second is the equation of

motion of the fluid, which is simply Newton’s second law

⇢

✓
@u

@t
+ u ·ru

◆
+rP = 0 (2.5)

with P as the pressure of the fluid. The final relation is the energy equation

@

@t

✓
⇢u2

2
+ ⇢✏

◆
+r ·

✓
⇢u

✓
✏+

u2

2

◆
+ Pu

◆
= 0 (2.6)

where ✏ denotes the specific internal energy of the fluid. Each of the preceding equa-

tions is equivalent to a continuity equation of the form

@⇢
Q

@t
+r · �

Q

= 0 (2.7)

where Q is some conserved quantity with a volume density ⇢
Q

and a flux of �
Q

in

the absence of any sources or sinks. By integrating over a Gaussian pillbox, it can be

shown that the preceeding continuity equation implies that the fluxes entering and

leaving any point must be equal.

�
Q

(x1)� �(x2) = 0 (2.8)
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where x1 and x2 denote positions on either side of the pillbox.

A shock represents an sudden discontinuity in fluid parameters such as density,

pressure, and temperature. Nevertheless, the fluid quantities are still conserved across

the shock “jump.” If we construct our pillbox across the shock, we can use Eq. 2.8

to rewrite the Euler equations as 1D shock jump conditions. In a frame moving such

that the shock front is at rest, this yields

⇢1u1 = ⇢2u2 (2.9)

⇢1u
2
1 + P1 = ⇢2u

2
2 + P2 (2.10)

⇢1u1

�
✏1 + u2

1

�
+ P1u1 = ⇢2u2

�
✏2 + u2

2

�
+ P2u2 (2.11)

In these equations, quantities with a subscript of 1 are taken ahead, or upstream,

of the shock while those with a subscript of 2 are behind or downstream. In the

laboratory, we apply a large backing pressure P2 to create a shock which moves with

u2 >> u1, ⇢2 > ⇢1 and ✏2 >> ✏1.

2.4 Interaction of solids with high-power lasers

A variety of methods are used to create this backing pressure, including explosives,

gas guns, flyer plates, and lasers. For visible light lasers at intensities of 1014 �

1015 W/cm2, the predominant absorption mechanism is inverse bremsstrahlung. The

intense electric field of the laser light oscillates the electrons. At high densities, a free

electron may oscillate over some part of its cycle to be accelerated towards an ion.

The electron can then scatter, crucially imparting some momentum to the heavy ion.

In contrast to the absorption of a photon by a free electron, the momentum transfer

allows the electron to absorb the photon as the interaction conserves momentum.

After a few such interactions, the electron eventually has enough energy to liberate

another electron into the continuum which can in turn absorb more energy from the
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laser. This leads to the growth of a significant free electron population in a process

called avalanche ionization.

The ionization will continue until the electron plasma frequency becomes equal to

the frequency of the laser light. At this point, the plasma will become a very e�cient

reflector of the incident light. Since the plasma frequency is a function of only density,

this condition is equivalent to reaching a critical density, n
c

such that

n
c

= 1.1⇥ 1021/�2. (2.12)

Where the critical density is expressed in cm�3 and the wavelength of the light is in

µm.

A solid undergoing laser irradiation will rapidly form this reflecting critical surface.

To reach the critical surface, the light must first pass through a volume of lower density

plasma. In this underdense region, the laser energy is absorbed through inverse

bremsstrahlung. Since inverse bremsstrahlung is a collisional process, higher density

plasmas are more e�cient at extracting light energy, which provides an additional

motivation for using short-wavelength light.

The radiation pressure from the laser is generally insignificant, so the ablated

plasma will stream away from the critical surface. At moderate laser intensities,

this plasma may heated to several keV. The hot, ablated plasma acts much like a

rocket exhaust, creating a tremendous inward pressure which can drive a shock in the

material.

Using dimensional analysis we can estimate the scaling of this interaction on the

various physical parameters (4). The pressure created from this ablation is equal to

the momentum flux from the critical surface.

P
abl

= ⇢ẋ2 / n
c

c2
s

(2.13)
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where a reasonable velocity scale is, c
s

, the sound speed of the material at the critical

surface. The laser at some intensity I deposits energy onto the critical surface, heating

it so that I / k
B

Tn
c

c
s

. Assuming that the electrons are an ideal gas, we have c2
s

/

k
B

T/m
e

. Using these two relations, we can eliminate the temperature dependence in

Eq. (2.13). The ablation pressure is then

P
abl

/ I
2
3n

1
3
c

= I
2
3�

�2
3 (2.14)

For P
abl

in Mbar, I in 1014 W/cm2, n
c

in cm�3 and � in µm, a more exact solution

will have a constant 8 on the right hand side (15). Even with modest intensities of

a few 1014 W/cm2, pressure on the order of tens of megabars may be created in the

laboratory. This is a consequence of the enormous energy flux from the focused laser

beam.

2.4.1 Shock compression

For a given backing pressure we can solve the jump conditions for the density ratio

between the upstream and downstream fluids. In laser driven shocks, the downstream

pressure is typically on the order of tens of megabars while the upstream pressure is

substantially smaller. Hot electrons or x-rays from the drive surface may be able to

preheat the upstream fluid to temperatures of a few eV, but the resulting thermal

pressure is only a few tens of kilobars. This limit of P2/P1 >> 1 is called the strong

shock limit. This permits us to write the density ratio as

⇢2
⇢1

=
� + 1

� � 1
(2.15)

which only depends on the adiabatic index (15). At first it may seem strange that

the compression behind a shock is a material characteristic and is independent of

the pressure driving the flow. However, the implication is that the shock is a self-
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regulating system.

According to the first law of thermodynamics, an adiabatic process must have

dU + �W = �Q = 0 (2.16)

where dU is the change in internal energy of the system and �W is the work done

by the system. Since P/⇢� must remain constant for an adiabatic process, the added

pressure driving the shock does work on the fluid, compressing it to a higher density.

The work done by the system is simply �W = PdV , which I express using the ideal

gas law as

PdV = �(1 + Z)

Am
p

k
B

T

⇢
d⇢. (2.17)

Assuming a constant ionization across the shock, if the density and pressure increase

the fluid must react by increasing its temperature. The temperature rises until the

thermal pressure from the shock heated fluid can counterbalance driving pressure.

The density thus reaches an equilibrium state where further pressure will only increase

the temperature.

The only way to raise the shock compression is to put the PdV work into modes

that do not increase the temperature. The adiabatic index is related to f , the number

of degrees of freedom of its constituents, by

� = 1 + 2/f (2.18)

A monoatomic, ideal gas will have three translational degrees of freedom for � =

5/3 and a maximum compression of 4. If the shock su�ciently heats this gas, the

atoms will begin to ionize. This creates an additional degree of freedom, which will

decrease � and increase the peak compression. In an alternate description, the shock
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can now dump PdV work into the ionization term in Eq. (2.17). This lowers the

temperature so that the system responds by increasing the density to reestablish

balance with the driving pressure. Very hot shocks may lose a significant amount

of energy through radiation. This permits the downstream fluid to cool and achieve

very high compressions. For example, compressions of 40 times were inferred in

experiments that produced radiation-dominated shocks in xenon gas (38).

2.4.2 Shock heating

The work done compressing the fluid is P2/⇢2�P1/⇢1 ⇠ P2/⇢2 in the strong shock

limit. Using Eq. (2.9) and (2.10), this becomes

P2

⇢2
= u2(u1 � u2) (2.19)

By Eq. (2.9) the ratio u2/u1 is the inverse of the compression ratio of Eq. (2.15).

We can eliminate the downstream velocity and use the ideal gas law to write the

temperature in the shock as

k
B

T =
Am

u

1 + Z

� � 1

� + 1

2

� + 1
u2
1. (2.20)

For a laser driven shock in a low-Z plasma, we might have A=6, Z=2, �=5/3, and

u1 ⇠ 50 µ/ns. These values correspond to a temperature of about 10 eV or on the

order of 100 000 K. Therefore, shock heating can easily put matter into temperature

regimes that are similar to the interiors of giant planets or stars.

2.5 Blast waves

The description so far has been of a steady shock that is supported by some con-

stant source of pressure. In laboratory experiments and in the cosmos these pressure
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Figure 2.1:
A steady shock (red) is initially supported by a pressure source incident
from the left. After the pressure source is removed a rarefaction wave
propagates from the left, relaxing the shocked material (green). The
rarefaction eventually catches up with the shock to form a blast wave
(blue).

sources are most often transient, limited in time by either the finite duration of a laser

pulse or the sudden release of energy from a supernova. Once the pressure source is

removed, the material behind the shock can no longer be supported in its compressed

state. The post-shock fluid relaxes to a lower density, flowing outward from the initial

interface. This is known as a rarefaction wave and it progresses through the shocked

fluid until it catches up to the discontinuity from the shock. After this point, the

shock and rarefaction wave travel together as a blast wave. This process is shown

schematically in Figure 2.1.

2.5.1 Self-similar solutions

While there is considerably more spatial structure in blast waves as compared to

steady shocks, we may still analyze their behavior with the fluid conservation laws. By

grouping the physical parameters of the system into dimensionless quantities called

similarity variables, the set of partial di↵erential equations of (2.4) - (2.6) may be

reduced into a set of ordinary di↵erential equations of the similarity variables, which

are more easily solved. The profiles of the parameters of interest are then extracted
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Figure 2.2:
The Trinity nuclear test created a well-defined blast wave in the early
stages of the explosion. The gas in the shock is heated to incandescence,
saturating the photograph. Reproduced from (39)

from the similarity variables.

This approach was first used by Taylor (40) to estimate the explosive yield of the

Trinity nuclear test of 1945 based on publicly available photos of the explosion (39).

The only measurement needed was the radius of the blast wave at a known time, as

is illustrated in Figure 2.2. In Chapter V, I use this technique to analyze the spatial

density profile of the blast wave in the experiment.

2.6 Hugoniot equations

In the preceding discussion, we have been working in an inertial frame in which

the shock is at rest. In this “shock frame”, the upstream fluid streams into the

shock at a velocity of �u1 while the downstream fluid leaves at a velocity u2. This is

contrast to the “laboratory frame” in which experiments are usually observed where

the upstream fluid is at rest and the shock proceeds at a velocity u1.

In the laboratory frame the downstream, or post-shock, fluid velocity, is simply
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Figure 2.3:
A comparison of experimental measurement on the shock Hugoniot of
carbon (points) to EOS models (lines) (41).

u
p

= u1 � u2. We can rewrite Eq. (2.4) - (2.6) in the laboratory frame as

⇢2
⇢1

=
u1

u1 � u
p

(2.21)

P2 � P1 = ⇢1u1up

(2.22)

P2up

= ⇢1us

(12u
2
p

+ ✏2 � ✏1). (2.23)

Experiments are prepared so that the upstream fluid conditions are well characterized.

Therefore, we have a set of three equations and five unknowns. By measuring any

two of ⇢2, u1, up

, P2, ✏2, we can solve for the others.

The velocity may be eliminated from this set, yielding the Hugoniot equation

✏2 � ✏1 =
1
2(P2 + P1)(v1 � v2) (2.24)
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where v = 1/⇢ is the specific volume. This equation defines the Hugoniot curve, a

path along pressure-volume space that is accessible through the action of a single

shock. Through a choice of an equation of state, relating ✏ to P and v, we may plot

this curve.

Figure 2.3 shows a plot from (41) summarizing an experiment to measure the

shock Hugoniot of carbon that is initially in the diamond phase. The experimental

data points are compared to various numerical calculations of the EOS for carbon.

The EOS models are generally in good agreement with the data in this regime, which

the authors ascribe to a coexistence of carbon in the diamond, liquid, and the BC8

phases over this pressure range.

2.7 Measurement techniques for EOS experiments

This section presents a brief overview of some of the methods used in EOS exper-

iments. This list is not intended to be comprehensive, but to illustrate the di�culties

with existing methods that motivated the development of the IXTS diagnostic.

2.7.1 VISAR and SOP

Shocks in transparent material can be probed with optical instrumentation. On

the Omega laser facility, the Velocity Interferometer System for Any Reflector (VISAR)(42)

and the Streaked optical pyrometer (SOP)(43) are two diagnostics that are often used

in tandem to measure shock velocity and temperature. When a transparent material

is subject to a shock, the material in the shock is heated and compressed into an

overdense state. A critical surface forms in front of the shock, which readily reflects

and emits light as a blackbody. Since the upstream material is still transparent light

can escape and be measured to provide information on the state of the shock.

VISAR (44) relies on measuring the Doppler shift of a low power, visible light laser

beam that is reflected from the shock. The resulting phase shift between incident and
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Figure 2.4:
A plot of the shock velocity against the temperature for shock compressed
diamond, from (45)

reflected beams is found by comparing the shift in the interference patterns after a

finite optical delay. The shock velocity is then calculated by counting the number of

fringe shifts and using an absolute calibration between fringe shift and velocity. The

interferograms are streaked in time to measure accelerations of the shock front.

The heated material in the shock front emits radiation as a black body. The SOP

measures the self-emission of light from the shock over a narrow optical bandwidth.

Through comparing the intensity of this emission to Planck’s law, the blackbody tem-

perature may be inferred. The emission is streaked in time, so that the temperature

of the shock front is also time-resolved.

Since VISAR and SOP are both resolved in time, they can provide extended

measurements of the shock velocity and temperature over the range of conditions

that are accessible by an accelerating shock front. Figure 2.4 reproduces a plot from

Eggert et al (45) of the properties of diamond compressed by a blast wave (45). The

high-temperature, high-pressure points are data taken early in time. As the shock
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propagates and dissipates its internal energy, the velocity and temperature decrease.

This combined technique has been used on experiments for characterizing various

other transparent materials including deuterium (46; 47), plastic (48; 49), magnesia

(50), and lithium fluoride (51).

2.7.2 Impedance matching

A material in which the EOS is known to a high degree of confidence can be used

to infer the properties of another material in which the EOS is less certain through

the impedance matching technique (52; 53; 54; 48). A steady shock is driven in a

slab of some well characterized material, often aluminum (55) or quartz (56). A thin

section of a second material of interest is attached to the rear of the first. The pressure

from the first shock drives another shock in the second material. By measuring the

velocities of these two shocks and using the known EOS to infer the downstream

pressure in the first material, the fluid equations (2.4) - (2.6) can be solved for the

particle velocity in the second material. The EOS of the second material can then be

defined by the Hugoniot equations.

The shock velocities can be measured by looking at the breakout of the shock

from a stepped target. The shock front itself is a blackbody which can be quite

bright, but is often surrounded by cold, opaque material so that this light does not

escape. Once the shock reaches the end of its propagation medium, it “breaks-out”

into vacuum and the emission from the shock is visible. By including steps of known

thickness in the shock propagation direction, the shock velocities can be measured

using a time-resolved streak camera.

2.7.3 Time-resolved x-ray absorption spectroscopy

In an ion, the binding energy of the innermost K-shell electron is dependent not

only on the attraction from the nucleus but also the screening charge from the re-
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maining spectator electrons. For a neutral atom, this binding energy is called the

K-edge. In a plasma, as the outer electrons are ionized away, the screening e↵ect

diminishes and the K-edge shifts to higher energy. Measuring the K-edge shift can

reveal the ionization state of the plasma. With the assumption that the ions are at

equilibrium, the EOS of the material can be used to relate the ionization state to the

plasma temperature.

In experiments that utilize x-ray absorption spectroscopy, the level shifts are ob-

served in the plasma either directly or by introducing a heavy dopant. The plasma is

illuminated by a broadband x-ray source, which is strongly absorbed by the plasma

at the K-edge. The transmitted spectrum shows absorption bands at energy levels

characteristic of the ions. It is recorded by a time-resolved spectrometer and may be

analyzed to extract the K-edge shifts indicative of the ionization state.

Absorption spectroscopy has typically been limited to experiments to characterize

very low-density foams (57; 58; 59) or a thin (50 µm) section of solid plastic (60).

The ideal x-ray source is a broadband continuum which lacks any features in the

spectral region around the K-edge of interest. The ability to probe denser materials

is limited by the availability of appropriate broadband x-ray backlighters above a few

keV. This has motivated studies of M and L-shell emission from high-Z materials

such as cesium iodide and uranium, which are useful up to about 6 keV (61). Denser

materials require higher x-ray energies which mean they are currently out of reach

for this technique.

2.7.4 X-ray Thomson scattering

Since the experiments of Compton (62), observing the spectrum of scattered radi-

ation has been a fundamental technique to measure the physical parameters of dense

matter. In the simplest description, incident x-rays scatter from the electrons in a

sample. The scattering process may lead to an energy transfer between the x-rays
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and electrons. Therefore, the scattered spectrum reflects an averaged microscopic

or thermodynamic state of the system. In the high-energy density physics context,

XRTS was first proposed as a method to diagnose solid-density plasmas by Landen

(9) and given an extensive theoretical description by Gregori (63).

XRTS has been applied to characterize isochorically heated matter. Glenzer (64)

first demonstrated using XRTS to diagnose a HEDP system in an experiment on ra-

diatively heated beryllium. In later experiments, laser compression was used to drive

a steady shock, creating a quasi-homogenous plasma which was probed with time res-

olution. Kritcher used an ultrafast x-ray probe (65; 66) on experiments to characterize

shocked lithium hydride. Time gated x-ray framing cameras were used in experiments

to diagnose shock compression of various materials relevant to ICF including plastic

(67), beryllium (68) and deuterium (69). XRTS has also been demonstrated on laser

heated hydrocarbon gasbags (70) and carbon foams heated by irradiation from soft

(71) and hard x-rays (72).

The experiments of Visco (73) showed that the spatial profile of a shock could be

built up over multiple shots by viewing the plasma through a narrow slit and varying

the time gating. The spatial resolution of this approach is limited as the signal quality

competes with the spatial resolution through the width of the viewing slit. The

absolute position of the blast wave was predicted based on one-dimensional modeling

and so was subject to a systematic uncertainty. Later experiments incorporated a

secondary diagnostic to track the position of the shock in time (74).

2.8 Conclusion

Having defined the diagnostics that are available for EOS measurements in the

laboratory, we are left with the observation that none of these techniques are eas-

ily applicable to diagnosing a blast wave in an optically thick medium. VISAR and

SOP would be ideal, yet they can only be applied to the case in which the upstream
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material is transparent. Impedance matching is well suited to optically thick mate-

rials. However, this technique is only applicable to thin samples driven by steady

shocks. Variations in the shock speed greater than 1% create large uncertainties in

the particle velocity (15). Absorption spectroscopy is limited by the unavailability of

a several-keV broadband backlighter/dopant pair to overcome the photoattenuation

from dense plasmas. Finally, XRTS has been applied mostly to systems that can be

approximated as isochorically heated and compressed, but by definition a blast wave

entails significant spatial structure.

In the present work, I report the development of an imaging spectrometer for use

in diagnosing spatially inhomogenous plasmas via XRTS. A toroidally curved, perfect

Ge crystal a↵ords high spatial resolution within a large field-of-view combined with

spectral resolution that is an order of magnitude higher than is available with more

commonly used mosaic-crystal spectrometers. I applied this method in an experiment

to characterize the spatial profiles of the density, temperature, and ionization state

in an inhomogeneous plasma flow.
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CHAPTER III

Theoretical description of x-ray Thomson

scattering

This chapter is presents an overview of the theory of x-ray scattering as applied

to dense plasmas. The x-ray scattering spectrum is described in terms of a dynamic

structure factor. This concept connects the correlations between the motions of the

particles in the plasma and interference between the scattered wavefronts. Described

next are the possible x-ray scattering processes and their relative contributions to the

scattered spectrum. Measuring the scattered spectrum is presented as the basis for

diagnosing HEDP plasmas through XRTS.

3.1 Introduction

For the physical system considered in this work, the strongest x-ray scattering

processes are elastic Thomson scattering and inelastic Compton scattering. Thomson

scattering is a classical process which is analogous to Rayleigh scattering of visible

light. The photon energy is conserved in the scattering process. In contrast, Compton

scattering requires a quantum mechanical picture where the scattered photon loses

some of its initial energy to a recoiling electron. The scattered x-ray is downshifted in

energy by amount equal to the Compton shift. In the HEDP community, these two
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(a) (b)

Figure 3.1:
(a) In x-ray Thomson and Compton scattering, an incident photon with
wavenumber k0 is scattered through an angle ✓. (b) The scattering regime
is determined by x-ray probe wavelength relative to the plasma screening
length �

s

.

processes are often collectively called x-ray Thomson scattering given the fact that

elastic Thomson scattering is simply inelastic Compton scattering in the limit of zero

energy transfer.

Consider the Compton scattering process, as shown diagrammatically in Figure

3.1. An incident x-ray with a wave vector k0 interacts with a free electron. The x-ray

is scattered over an angle ✓ to a new wave vector k
s

. In the process, the electron

absorbs a recoil momentum ~k = ~k0 � ~ks and energy ~! = ~!0 � ~!
s

.

The domain of the scattering interaction is usually expressed through the dimen-

sionless scattering parameter

↵ =
1

k�
s

. (3.1)

Here �
s

is the scale length for the screening of the electric fields in the plasma. This is

the Debye length for a classical plasma and the Thomas-Fermi length for a degenerate

plasma. For ↵ > 1, the size of the scattering interaction is larger than the length

scale of the collective oscillations of the electrons. This is called collective scattering

because the x-rays are scattered from the combined motions of the electrons through
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various plasma waves. In the non-collective limit of ↵ < 1, the x-rays may penetrate

the plasma waves and scatter from the motion of the individual electrons.

The energy exchanged between the photon and the electron in Compton scattering

may be derived using an argument based on the conservation of momentum and

energy. I write the formula for the energy shift as

~! � ~!0 = � ~2
2m

e

k2 +
~
me

k · p (3.2)

here the initial momentum of the electron is written as p. The first term is the well

known Compton shift, which is equal to

E
C

= ~!0

✓
1� 1

1 + ~!0/me

c2(1� cos ✓)

◆
. (3.3)

The second term accounts for the Doppler broadening of the downshifted photon

from the initial motion of the electrons. Therefore, the inelastic scattering gives rise

to a Compton peak that is downshifted in energy and Doppler broadened by the

momentum distribution of the electrons.

This last detail hints at the power of spectrally resolved, non-collective x-ray

scattering. For an ensemble of free particles, the velocity of the particles is distributed

according to a thermodynamic average of the available energy states. The broadening

of the Compton profile depends on the Hamiltonian of the particles, which may

reveal ensemble parameters such as density and temperature. For bound electrons,

the velocity is found through solving the Schrödinger equation in momentum space.

Therefore, the inelastic spectrum reflects the energy levels of the bound state.
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3.2 Elastic scattering

For simplicity, consider scattering from a single atom containing two electrons

separated by a vector r. Photons are elastically scattered, changing the wavenumber

according to k = k0 � ks. The two scattered wavefronts will interfere depending on

the phase di↵erence introduced by their separation. We may write the amplitude of

the scattered wave as

A(k) = A0e
�ik·r (3.4)

where A0 is the scalar amplitude of the indent wavefront. For a collection of electrons

distributed in a charge cloud surrounding an atom, we must consider all possible sepa-

rations r weighted by the charge distribution function ⇢(r). The scattered amplitude

becomes

A(k) =A0

Z
⇢(r)e�ik·rd3r (3.5)

=A0f(k) (3.6)

The integral term is called the atomic form factor, which describes the amplitude of

scattering of wavenumber k from an isolated atom. This is a characteristic parameter

of matter which is tabulated for the various chemical elements.

For a collection of N identical atoms, the scattering amplitude must then be

summed over the various positions, r
i

, of the atoms.

A(k) =
NX

i=1

A0f(k)e
�ik·ri (3.7)

The intensity on the detector is then the product of the amplitude of the scattered
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wave with its complex conjugate.

I(k) = A(k)A(k)⇤ = |A0|2f(k)2
*

NX

i=1

NX

j=1

e�ik·(ri�rj)

+
(3.8)

where the brackets denote a thermodynamic ensemble average taken over the position

of all the scatterers in the system. The sum is now taken between pairs of atoms i

and j.

Dividing through by all terms related to the magnitude of the the scattered wave,

|A0|2, f(k)2 and N , we are left with a geometrical term

S(k) =
1

N

*
NX

i=1

NX

j=1

e�ik·(ri�rj)

+
. (3.9)

This is called the structure factor and it describes how the arrangement of the atoms

a↵ects the interference of the scattered x-rays.

Using this definition, for a group of N particles the total di↵erential cross section

for scattering is

d�

d⌦
= N

d�1
d⌦1

S(k) (3.10)

where the one in the subscript indicates that the cross section on the right hand side

is defined per particle.

The structure factor has a particularly simple interpretation in r-space, which is

accessed by a Fourier transformation.

G(r) =
1

N

1

(2⇡)3

1Z

�1

e�ik·r

*
NX

i=1

NX

j=1

e�ik·(ri�rj )

+
(3.11)

=
1

N

*
NX

i=1

NX

j=1

�(r � (ri � rj))

+
(3.12)
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The density correlation function G(r) then expresses the probability to find two

particles that are separated by a vector r out of a population of N particles. In

k-space, the meaning is similar. The structure factor is then proportional to the

probability to find two particles that are separated by a wavenumber k. Given a

particular value of k, the structure factor is equivalent to the probability of finding

another particle which may constructively interfere with the scatter wave.

The sum in Eq. (3.9) can be expanded so that the structure factor takes on the

form

S(k) = 1 +
1

N

*
NX

i=1,i 6=j

e�ik·(ri�rj)

+
. (3.13)

The factor of one comes from the case when i = j so that r
i

� r
j

= 0 and the

argument of the exponential in Eq. (3.9) is zero. This contribution describes the

atoms as scattering as a collection of isolated particles with no net interference. For

i 6= j, the summation term can assume a net value for certain values of k that

correspond to regular interparticle spacings or structure in the ensemble.

In a highly ordered system like a crystal, the position of each atom is highly

correlated to the rest of the atoms in the crystal through the lattice. When Bragg’s

law is fulfilled for an incident x-ray with some k, the spacing between crystal planes is

a multiple of a full wavelength. This gives the condition for constructive interference

of the scattered wavefront. Alternatively, in k-space, there is a high probability to

find an atom in an adjacent crystal plane separated by the specific value of k. The

structure factor in Eq. 3.13 takes on a large value because it’s easy to find two

atoms that scatter constructively. On the other hand an ideal gas lacks interparticle

interactions so that the position of the ith particle is independent of its neighbors.

The ensemble average is then taken over the r
i

and r
j

terms separately, both of which

average to zero. In the absence of correlations, scattering is equally probable in all
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directions.

In position space, the density function for the electrons is simply a sum of delta

functions. We may write ⇢(r) and its Fourier transform as

⇢(r) =
NX

i=1

�(r � ri), ⇢(k) =
NX

i=1

e�ik·ri . (3.14)

The static structure factor of Eq. (3.9) then takes on the simple form

S(k) =
1

N
< ⇢(k)⇢(�k) >=

1

N

Z
e�ik·r < ⇢(r)⇢(0) > dr. (3.15)

The terms in brackets are the density-density correlation functions calculated in r and

k-space. These functions describe the amount of correlation between the positions

or wavevectors of pairs of particles throughout the ensemble. This is evident in the

density-density correlation function in r-space: we take each particle at r=0 and

compare the fluctuations in its position to the rest of the particles located at r and

then sum these correlations over all possible interparticle distances.

Figure 3.2 shows the results of numerical calculations of the structure factor for

low density carbon at two temperatures. The structure factors show an oscillatory

behavior that is more pronounced for the lower temperature curve. The structure

factor reaches a maximum at around 1.3 Å�1, which is from constructive interference

from the nearest neighbor atoms.

By the definition of the Wigner-Seitz radius, the average separation between two

particles is simply 2r
s

. For carbon at ⇢ = 0.34 g/cc, the first peak in the structure

factor occurs at k = 2⇡/2r
s

or k = 1.3 Å�1. At shorter distances (and larger values of

k), the material looks more like a collection of individual atoms so that the structure

factor approaches the ideal gas limit. The higher temperature curve exhibits less

variation from the ideal gas limit because of the lessened influence of interparticle

interactions in comparison to the thermal energy of the particles.
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Figure 3.2:
Results of DFT-MD calculations of the structure factor for carbon (Gian-
luca Gregori, University of Oxford). The structure factor was calculated
for carbon at ⇢ =0.34 g/cc at two temperatures

3.3 Inelastic scattering

The static structure factor of Eq. (3.15) considers the correlations of the fluc-

tuations in the spatial positions of the particles, which a↵ects the magnitude of the

scattering as function of k. By analogy, we can define a dynamic structure fac-

tor (DSF) to account for the density fluctuations in time (75). The particles move

along time dependent trajectories ri(t) so that the density is now

⇢(k, t) =
NX

i=1

e�ik·ri(t). (3.16)

Much like Eq. (3.15), the DSF is then the Fourier transform of the time dependent

density-density correlation function

S(k,!) =

Z
ei!t

1

2⇡N
< ⇢(k, t)⇢(�k, 0) > (3.17)
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The DSF is invariant to shifts in time, so we may consider correlations between

two times t and t0 with corresponding frequencies ! and !0. The density-density

correlation function in (k, !) space is related to the dynamic structure factor by

< ⇢(k,!)⇢(�k,!0) >= NS(k,!)�(! � !0) (3.18)

The simplest case to consider is a non-interacting plasma. If we describe the particle

motion by the vector

ri(t) = ri + vit (3.19)

we can write the particle density as

⇢0(k,!) =
NX

i=1

e�ik·ri�(! � k · vi). (3.20)

Here the superscript 0 indicates the particles are non-interacting. Using Eq. (3.18),

the structure factor for the physically interesting case of k 6= 0 is then

S0(k,!) =

Z
dvf(v)�(! � k · v) (3.21)

The velocity distribution of the particles, f(v), entered through the ensemble aver-

age of the density-density correlation function. This indicates the sensitivity of the

structure factor to thermodynamic variables.

This analysis may be extended to an interacting plasma based on the simplifying

assumptions that each particle interacts with a screening potential so that longer

range correlations do not need to be considered. The electrons are taken as a uniform

background that establishes charge neutrality in the plasma. These assumptions form

the basis of the one component plasma model
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The e↵ect of this screening is to reduce the e↵ective particle density by a factor

equal to the dielectric response function, ✏(k,!)

⇢0(k,!)

⇢(k,!)
= ✏(k,!). (3.22)

Carrying out the derivation from Eq. (3.18), the DSF is then

S(k,!) =
S0(k,!)

|✏(k,!)|2 =
1

|✏(k,!)|2

Z
dvf(v)�(! � k · v) (3.23)

This is a statement of the fluctuation-dissipation theorem (76), which relates the

density fluctuations that give rise to the scattering spectrum to the e↵ect of screening

within the plasma (63). For weakly coupled plasmas, the dielectric response function

may be calculated explicily using the random phase approximation (RPA) or Debye-

Hückel approximation. Modeling strongly coupled plasmas is much more involved,

but the details are beyond the scope of this work.

3.4 Modeling the x-ray scattering spectrum

In an experiment to spectrally resolve an x-ray scattering profile, a detector mea-

sures the scattered x-ray power divided into frequency intervals of d! over a solid

angle of d⌦. The scattered power can be written as (77)

P
s

(R,!)d⌦d! =
P0r

2
0d⌦

2⇡A
NS(k,!)d!|k̂s ⇥ (k̂s ⇥ Ê0)|. (3.24)

An incident x-ray power of P0 irradiates an area of the plasma A and is scattered by

a collection of N electrons with a scale length on the order of the classical electron

radius r0. The cross product term accounts for the polarization of the incident x-rays.

For the unpolarized x-rays used to probe the present experiment, this term is simply

|k̂s ⇥ (k̂s ⇥ Ê0)| = 1
2(1 + cos2 ✓).
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We experimentally measure the power spectrum of scattering from a plasma and

compare it to a theoretical computation of the DSF. Since the DSF is sensitive to

the velocity distribution function, the scattered spectrum can reveal the thermody-

namic state of the plasma. By varying parameters such as density, temperature, and

ionization, the theoretical DSF may be fitted to the experimental data. The ther-

modynamic parameters that yield the “best fit” DSF to the data are taken as the

inferred values for the plasma conditions.

The DSF can be split into three terms denoting contributions to the scattering

spectrum from elastic scattering by bound electrons, inelastic scattering by free elec-

trons, and inelastic scattering by electrons that are lifted into the continuum (78; 79),

S(k,!) = |f
I

(k) + q(k)|2S
ii

(k) + Z
free

S0
ee

(k,!) + Z
c

Z
eS
ce

(k,! � !0)S
s

k,!0d!0.

(3.25)

Figure 3.3 depicts an x-ray scattering spectrum and the relative contribution of these

three terms. The elastic scattering component conserves the incident photon energy

and is centered at zero energy shift. The profile is broadened chiefly by the finite

resolution of the detector. The downshifted Compton peak is comprised of scattering

from free and weakly bound electrons. For moderate ionizations, the free electron

scattering dominates the Compton peak. The final component is Raman excitations

of core electrons, which forms a broad background at energy shifts greater than the

core electron binding energy.

3.4.1 Elastic scattering

The elastic scattering comes from electrons which are strongly bound to the ions

and those in the screening cloud that dynamically follow the ion motion. These

relative contributions are weighted by the atomic form factor f
I

(k) and a similarly

defined screening charge q(k). In the limit of small k the screening charge drops out
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Figure 3.3:
A synthetic scattering spectrum showing the contributions from elastic
and inelastic scattering.

and we have (6)

lim
k!0

f
I

(k) + q(k) = Z
b

(3.26)

Here Z
b

is the number of core electrons that have a binding energy greater than

the Compton shift. The scattering from the bound electrons has a small inelastic

component from ion thermal and wave motion. However, the frequency shifts are

too small to currently resolve in experiments. The elastic scattering is treated as

monochromatic, which motivates the use of a static ionic structure factor S
ii

(k).

3.4.2 Inelastic free-free scattering

The second term accounts for inelastic Compton scattering from free electrons.

The weighting factor Z
free

is the sum of the number of kinematically free electrons

(created through ionization) and valence electrons that are shared by the ions. The

latter contribution is typical of metals that have delocalized electrons within the

conduction band. For an ideal gas at small k, we can write the ratio of the intensities

of the elastic to inelastic scattering as Z2
b

/Z
free

. Therefore, the scattered spectrum is
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sensitive to the ionization state of the plasma.

By Eq. (3.23), the spectral shape of the DSF is influenced by the velocity distri-

bution of the electrons, which is related to thermodynamic variables of interest. For

a non-degenerate plasma (⇥ >> 1) the electron velocities will take on a Maxwell-

Boltzmann distribution. The Compton peak will then reflect the Gaussian shape of

the distribution. The width will be sensitive to the electron temperature through

�
v

=
p

3k
B

T/me. A degenerate plasma (⇥ << 1) will assume Fermi-Dirac statistics

so that the electron velocities are distributed according to the density of states. The

Compton peak will be parabolic with a total width of
p
2m

e

✏
F

. Since the Fermi en-

ergy depends on the density, the width of the inelastic peak will be sensitive to the

electron density.

3.4.3 Inelastic bound-free scattering

The final term in Eq. (3.25) accounts for inelastic scattering of bound electrons.

The relation of the electron binding, E
b

, to the Compton shift determines the scatter-

ing process. Strongly bound core electrons with E
b

> E
C

predominantly participate

in elastic scattering. Inelastic x-ray Raman scattering is also possible, in which a core

electron gains energy from a vibrational excitation and is promoted into the contin-

uum. The photon loses an energy equal to the core binding energy, leading to a broad

spectral feature with a threshold at E
b

Compton scattering is only possible if the electron can accept the recoil momen-

tum. For weakly bound electrons, this is the case if E
b

< E
c

. For the experiments in

this work, the average Compton shift was 117 eV. Accordingly, all four of the valence

electrons in carbon were accessible to Compton scattering. The ensemble average of

the density-density fluctuation term in Eq. (3.17) instead must be performed over

the initial bound and final continuum states of the electron.

The first spectrally resolved x-ray scattering experiments were performed by Du
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Mond on cold beryllium (80). Consistent with the theory of Compton for inelastic

scattering from isolated electrons, Du Mond assumed that the electrons in beryllium

scattered as free electrons with momenta distributed according to the bound states.

This is equivalent to the assumption that the time scale of the interaction is so short

that the potential well of the atom is unchanged by the removal of the electrons and

that the electrons’ wavefunctions take on plane wave solutions.

These approximations form the core of the impulse approximation (IA). The DSF

then takes on a form similar to Eq. (3.21), but with the velocity distribution f(v)

replaced by the | 
i

(p)|2, the probability density function in momentum space for the

i-th bound state(81; 82). The structure factor in the IA is straightforward to evaluate

as all that is required is knowledge of the bound-state wave functions, which can be

found by solving the Schrödinger equation.

The IA is correct up to the order |E
b

/E
c

|2, failing when the binding energy is

comparable to the Compton shift (81). The binding energies of the four L-shell

electrons in carbon are 11, 24, 48, and 64 eV. For this experiment, the resulting in

errors in the IA are 1, 4, 17, and 30 %, respectively. The main source of error is

a shift of the location of the Compton peak from the location implied by Eq. (3.3)

(72). This shift is called the Compton defect and was first noted by Bloch (83) and

measured by Ross and Kirkpatrick (84). The experiments of Weiss demonstrated

Compton defects on the order of -10 eV for Molybdenum K-shell x-rays scattered

from lithium, beryllium, and polyethylene(85). E↵orts to rigorously characterize this

e↵ect have been hampered by the di�culty of measuring such small absolute energy

shifts.

The form factor approximation (FFA) attempts to improve upon the IA by in-

cluding the e↵ect of the recoil momentum from the Compton scattering in the final

plane wave state of the electron (86). This approach has been used to analyze exper-

imental data in much of the literature on XRTS (68; 64; 73). In these experiments,
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the scattering from bound electrons is negligible because either the outer shell elec-

trons are stripped by shock heating or, in the case of beryllium, the valence electrons

are already delocalized by residing in the conduction band. To date, the lack of

experimental scattering data for partially ionized, HEDP systems precludes a direct

comparison of these two methods.

3.5 Conclusion

This chapter has presented an overview of the theory of x-ray scattering from

dense plasmas. X-ray scattering provides for simultaneous and noninvasive measure-

ments of the temperature, density, and ionization state of dense plasmas. multiple

thermodynamic state variables as well as the atomic state of weakly ionized species.

The experiments that are later presented in this thesis span a poorly characterized

regime from cold, un-ionized carbon to fully stripped to the heliumlike state. This

provides a unique opportunity to evaluate theoretical models of the bound-free scat-

tering contribution.
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CHAPTER IV

Design and implementation of the Imaging x-ray

Thomson spectrometer

4.1 Introduction

In this chapter, I present an overview of the design and implementation of a

spatially resolving x-ray spectrometer for x-ray scattering experiments on the Omega

laser facility. The result was the creation of the Imaging x-ray Thomson spectrometer

instrument through a collaboration with researchers at LANL.

Experiments in the 1930s demonstrated that the performance of x-ray crystal

spectrometers could be dramatically improved by curving the crystal. In the Johann

and Johannson geometries (87; 88), the crystal is bent to a cylindrical profile. This

o↵ers increased resolution by eliminating the dependence of the spectral width on

the spatial extent of the source. Alternatively, the von Hámos scheme (89) places

the source at the focal position of the cylindrical curvature, which o↵ers increased

brightness and the ability to spatially resolve the x-rays. Improvement in crystal

fabrication in later years made it possible to create x-ray optics based on spherically-

bent crystals. These could either be arranged to provide two-dimensional imaging

within a narrow spectral window (90), or combining the imaging of the von Hámos

spectrometer with the improved dispersion of the Johann scheme (91).
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Because of the relative di�culty in aligning crystal optics for fine resolution, a

common approach in high-energy density facilities is to use a flat or singly-curved

crystal optic. Mosaic crystals, which consist of randomly aligned grains of crystals,

such as highly oriented pyrolytic graphite (HOPG) are commonly used for their high-

brightness in the mosaic focussing mode (92; 93). However, the spatial and spectral

resolution achievable with a mosaic crystal in a von Hámos spectrometer is limited

by aberrations in the crystal and the wide spectral bandpass. (94).

The FSSR-1D scheme, employing a spherical crystal for one-dimensional spatial

focusing and spectral dispersion, has been used extensively in HEDP experiments

(95; 96; 97; 98; 99; 100). This configuration uses relatively easily manufactured and

aligned spherical crystals to achieve high spectral and spatial resolution when certain

geometric constraints can be met. These constraints arise from the fact that the

Bragg angle is limited to larger than 45 degrees (101) and must to be greater than

80 degrees to limit astigmatism (102).

Perhaps for this reason, spherical crystals have been used much less extensively

in spectroscopic applications at high energy density. As discussed further below, the

focus here is on the need for a compact diagnostic that can be inserted and aligned

from a single direction and within a relatively small solid angle. This is important in

the context of facilities such as OMEGA or the NIF in which diagnostic access and

perhaps time for alignment are very limited.

Advances in optics technologies have allowed the mating of high quality crystals

with toroidally curved substrates (103). With unequal radii of curvature, toroidal

crystals can be made free from astigmatism so that any Bragg angle may be chosen.

This greatly increases the flexibility for the instrument to fit in tight geometries.

These crystals have been used to create two-dimensional, monochromatic images with

high resolution (104; 103; 105).

This chapter demonstrates how such a crystal can be used to create an imaging
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Figure 4.1:
A schematic of the toroidal imaging crystal arrangement. The ratio of the
source to detector distances yields a magnified image with M = d

sc

/d
cd

spectrometer(106) that yields magnified 1D images with high spatial and spectral

resolutions. A sketch of this arrangement is given in Figure 4.1. The Bragg angle may

be made small, with the spatial resolution limited only by higher-order aberrations

like coma, so that the instrument can be inserted and aligned from a single direction.

4.2 Optimizing the crystal parameters

To better understand and optimize the choice of a crystal for a toroidal imaging

spectrometer, this section is devoted to a geometrical analysis of the x-ray throughput

of this arrangement. This analysis is similar to a derivation presented by Missalla

et al. (107). The throughput of the crystal is defined in terms of the e↵ective solid

angle of the detector with respect to the source for a single value of the photon energy.

The assumption is that the crystal is small so that the central energy approximately

describes the complete energy range.

4.2.1 Geometrical definitions

A perfect Bragg crystal, cut from a defect free, semiconductor grade wafer, forms

the basis of the diagnostic. X-ray photons of wavelength � are dispersed according
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to the well known Bragg law,

sin ✓
B

= m�/2d (4.1)

where ✓
B

is the Bragg angle, m is the di↵raction order, and d is the spacing of the

crystal lattice planes. The crystal is bent along a toroidal surface so that it has two

di↵erent radii of curvature. The focal lengths of the horizontal and vertical curvatures

are related to the two bending radii R
h

and R
v

, respectively, and the Bragg angle.

f
h

= 1
2Rh

sin ✓
B

, f
v

=
R

v

2 sin ✓
B

(4.2)

For a single photon energy, the condition for stigmatic two-dimensional imaging may

be met if R
h

and R
v

are chosen such that f
h

=f
v

. One-dimensional imaging within

a spectral window is possible if the lensmaker’s equation is satisfied for the vertical

curvature only.

1

d
sc

+
1

d
cd

=
1

f
v

(4.3)

The crystal-to-detector distance, d
cd

, is set so that the detector lies on the Rowland

circle defined by the horizontal curvature

d
cd

= R
h

sin ✓
B

(4.4)

Solving (4.3) for the source-to-crystal distance, d
sc

, in terms of the magnification

M = d
cd

/d
sc

yields

d
sc

=
R

v

2 sin ✓
B

M + 1

M
(4.5)

The crystal face is selected as a section of the convex/convex face of a three-

dimensional toroid. The chosen coordinate system has the origin at the center of the
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Figure 4.2:
A sketch showing the definition of the geometry used in the analysis
of toroidally curved imaging spectrometers. The horizontal curvature
is defined along the xy-plane while the vertical curvature is along the
xz-plane.

toroid as shown in Figure 4.2. The center of the crystal is defined as point C. An

arbitrary point P on the surface of the toroid is then described by the vector
�!
OP .

This vector is a function of a horizontal angular displacement ↵ and a vertical angle

� as measured from the axis along vector
�!
OC

Photons are emitted by a point source, at position S. The central source-to-crystal

vector
�!
SC makes an angle ✓

B

with the center of the crystal face and has a magnitude

d
sc

. Likewise, the central crystal-to-detector vector
��!
CD has a magnitude of d

cd

. It is

assumed that a photon that hits the crystal at a point P will specularly reflect with

respect to the local crystal normal n̂
crys

.
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We can write these terms as

�!
OS = (R

h

� d
sc

sin ✓
B

,�d
sc

cos ✓
B

, 0) (4.6)

�!
OP = (⌘ cos↵, ⌘ sin↵, R

v

sin �) (4.7)

�!
OC = (R

h

, 0, 0) (4.8)

n̂
crys

= (� cos � cos↵,� cos � sin↵,� sin �) (4.9)

⌘ = R
h

+R
v

(cos � � 1) (4.10)

We are interested in calculating the variation of the Bragg angle in terms of

coordinates with respect to the source, the horizontal and vertical angles (�, �0).

Bragg di↵raction will occur as long as the angular deviation from the Bragg angle is

within the non-zero region of the rocking curve function, which describes the angular

acceptance of the crystal(108). By calculating the deviation of the Bragg angle as a

function of the displacement angles (�, �0), we may express the active area in terms

of a solid angle with respect to the source. Thus, this calculation will define the

throughput of the crystal.

4.2.2 Geometrical analysis of the imaging spectrometer

For a ray that is displaced by a small angle (�, �0) from the central vector
�!
SC to

the point P , the angle that the ray makes with the local crystal normal is modified by

a small increment � from the Bragg angle. The local angle of incidence ✓0 is a function

of the angular displacements and the central Bragg angle of incidence ✓0
B

= ⇡/2� ✓
B

.

✓0 = ✓0
B

+ �(�, �0) (4.11)
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We are interested in the angle of incidence of the source-to-intersection vector,
�!
SP =

�!
OS ��!

OP , relative to the local crystal normal.

✓0 = arccos

 �!
SP

|�!SP |
· n̂

crys

!
(4.12)

We may compute this angle using (4.6)-(4.10). Applying the small angle approxima-

tion for ↵ and � and taking terms up to first order yields

✓0 = ⇡/2� ✓
B

+

✓
R

h

sin ✓
B

� d
sc

d
sc

◆
↵ (4.13)

Then we can transform the angular deviations back to source-coordinates via the

relation

↵ = � + ✓0
B

� ✓0 (4.14)

Using (4.4), (4.5), (4.11), and (4.14), (4.13) can be simplified as

�(�) =

✓
M � 1

M

◆
� (4.15)

Up to first order, deviations in the Bragg angle are a↵ected by only variations in the

horizontal angle �. The physical meaning is that, for a given energy, the active area

on the crystal forms a thin vertical strip.

Bending the crystal modifies the interaction with x-rays in two ways. The crystal

lattice is modified on a microscopic scale, so that the angle that an incident ray makes

with the distorted crystal planes changes as it moves through the surface layer of the

crystal. This leads to an enhancement of the integrated reflectivity for bent crystals

(109). The second e↵ect is apparent from (4.15). The magnification of the imaging

spectrometer changes the geometrical variation of the incident angle with the crystal
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face.

In the absence of geometrical e↵ects from the curved surface, the integrated reflec-

tivity of the crystal is R
int

. For simplicity, the rocking curve is taken as a Gaussian

function RC(�(�)). Substituting in Eq. (4.15) yields the relationship

RC(�(�)) = RC

✓✓
M � 1

M

◆
�

◆
(4.16)

The integrated reflectivity is the integral of the rocking curve over all angles of inci-

dence. Evaluating the integral, we recover the curved crystal integrated reflectivity

modified by a geometrical term.

R0
int

= R
int

����
M

M � 1

���� (4.17)

4.2.3 Crystal throughput

The active area on the crystal is defined by a thin width �y
m

in the horizontal

(dispersion) direction and a length �x
m

in the vertical (imaging) direction. The

width of the active area is approximately the length over which the incident angle

varies by the geometrically modified integrated reflectivity

�y
m

⇡ d
sc

R0
int

sin ✓
B

(4.18)

The crystal focuses all radiation over its vertical dimension S
v

so that the length of

the active area is �x
m

= S
v

. The solid angle subtended by the active area with

respect to the source is then

⌦
act

=
�x

m

�y
m

sin ✓
B

d2
sc

=
S
v

d
sc

R0
int

(4.19)
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Substituting in Eq. (4.5) and (4.17) into Eq. (4.19) yields

⌦
act

= 2 sin ✓
B

R
int

✓
S
v

R
v

◆ ����
M2

M2 � 1

���� (4.20)

For the spectrometer described in the next section, this equation gives a throughput

of 1.82⇥ 10�5 sr.

While this value is an order of magnitude below the throughput for the more

commonly used HOPG spectrometers (6), in certain types of experiments imaging

spectrometers using perfect crystals can produce brighter images compared to their

non-imaging HOPG counterparts. Using XRTS to diagnose hydrodynamic flows with

a non-imaging crystal normally requires time gating the detector (typically using a

microchannel plate that o↵ers detection e�ciencies of a few percent) and designing a

narrow spatial window into the scattering volume. An imaging spectrometer may use

an order of magnitude more sensitive image plate or deep-depletion CCD detector

while capturing scattering along a large spatial chord in the scattering volume.

4.2.4 Ray tracing analysis

A ray tracing analysis was performed using the SHADOW (110) code for a spec-

trometer configuration using a Ge(400) crystal with R
v

= 15 cm, a nominal R
h

=

30 cm, S
v

= 2 cm, and R
int

= 0.107 mrad. The calculations were initialized with a

monochromatic point source at 4750 eV and ✓
B

=67.33�. R
h

was varied from f
v

to

1000 cm with d
sc

adjusted by means of Eq. (4.5) to fulfill the focusing condition. The

throughput was calculated by the resulting brightness of the traced image. The re-

sults are plotted against the magnification in Figure 4.3. Also shown is the analytical

expression from (4.20).

The analytical expression agrees with the ray tracing results except in the limit

of M ! 1. To describe the throughput at this position, it is necessary to take higher
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Figure 4.3:
Plotted is the analytical expression for the throughput from (4.20) com-
pared to the results from a ray tracing analysis.

order terms in the expansion of Eq. (4.13). A second order term 1/(2 tan ✓
B

)↵2

describes the variation in the angle as the (M � 1)↵ term goes to 0. This limits to a

finite value the asymptotic behavior at M = 1 .

4.3 Tests of the spatial and spectral resolution

To determine the spatial and spectral resolving characteristics of the described

imaging spectrometer, we fielded a prototype diagnostic at the Trident laser facility.

The spectrometer featured a Ge(400) crystal with R
v

= 20 cm, R
h

= 40 cm, M=2.5,

and ✓
B

= 70.25�to observe the helium-like emission from a Ti source. The crystal

length in the dispersion direction was 5 cm, yielding a spectral range of 350 eV.

We performed shots on a series of grid targets to evaluate the resolution of the

spectrometer. The resolution grid targets consisted of a 12.5 µm thick Ti backlighter

foil attached at a right angle to a wire grid as shown in Figure 4.4. The wire grid had

alternating 16 and 32 µm copper wires with 130 µm center-to-center spacings. The
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Grid target

Ti foil

Cu 
grid

x

Figure 4.4:
A resolution grid target and the resulting spatio-spectrograph from the
imaging spectrometer. The image is resolved spatially along the hori-
zontal axis and spectrally along the vertical. The Ti foil produces the
saturated vertical line on the left while the spatial modulation in bright-
ness from the grid is visible in the two helium-like emission lines. The full
spectral range, spanning 350 eV centered at 4680 eV, is not shown.

Figure 4.5:
Plotted is a spatial lineout through the 2p3P1 line in Figure 4.4 (purple
dots) and the fit to the data (red line). The FWHM resolution of the
image is 48 µm
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Figure 4.6:
Plotted is a spectral lineout left of the foil in Figure 4.4. The FWHM
spectral resolution is 4 eV.

spectrometer was focused on the grid so that it viewed it face-on. We irradiated the

foils with up to 200 J of 527 nm laser light in 1.2 ns pulses. X-rays created within the

extended plasma plume were spatially modulated through the grid and were imaged

by the crystal onto a BAS-SR image plate.

Figure 4.4 shows the results from one such resolution test. All 18 grid wires as

well as the right edge of the rim of the grid are visible in the image, corresponding

to a field of view of at least 3 mm. The spectral direction of the image shows the

two prominent He-↵ lines in the Ti emission as well as weaker transitions at lower

energies.

The spatial resolution was estimated by fitting the experimental data to a sim-

ulated image. The image plates were scanned at 25 µm per pixel and the spatial

magnification of the spectrometer was 2.5. From the Nyquist theorem, we would

expect the lower-limit on the spatial resolution to be 20 µm. Figure 4.5 shows a

spectrally integrated, spatial lineout of the unsaturated region in Figure 4.4.

Given the known thickness and spacing of the grid wires, an idealized, one dimen-
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sional representation of the x-ray transmission was created. This profile was then

convolved with a Gaussian point spread function (PSF) to represent the e↵ect of the

finite resolution of the crystal imager. By varying the width of the PSF, the theo-

retical profile was fit to the experimental lineout. Through minimizing the residuals,

the best fit indicated a PSF full width at half maximum (FWHM) of 48 µm.

The demonstrated spatial resolution of the spectrometer is likely to be dominated

by broadening from within the image plate detector. The image plates we used in the

experiments were Fuji BAS-SR scanned with a FLA-7000. The edge response function

of the image plate was evaluated by placing a knife edge in front of the detector. The

derivative of the edge response function is simply the PSF, which yielded a width of

105 µm on the detector plane. This value is consistent with those reported by Seely

et al. (111). Assuming that the broadening from the image plate and the intrinsic

resolution of the crystal add in quadrature, we can estimate the resolution limit of the

crystal imager itself. With the images resolved to 48 µm and image plate broadening

of 105 µm/(M = 2.5)= 42 µm in the target plane, the intrinsic crystal resolution was

then < 25 µm. The results of these tests motivated the use of a x-ray CCD with a

higher pixel density.

The limits on the spatial resolution are a consequence of two e↵ects. The first is the

fact that the toroidal crystal spectrometers lack the rotational symmetry of spherical

crystals and such must be precisely aligned over six axes (112). Subtle errors in the

positioning of the source and the setting of the Bragg angle can degrade the spatial

resolution by defocusing errors. The second e↵ect comes from the broadening of the

source perpendicular to the source-to-crystal vector and imaging axis. The image

becomes defocused as the spatial resolution elements move o↵ of the imaging axis.

We performed tests to determine the depth of field of the spectrometer. The

source was stepped over a distance of ±250 µm along the source-to-crystal vector.

There was little systematic change in the spatial resolution, only fluctuations of ±5
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Figure 4.7:
Results of the ray tracing analysis to assess defocusing errors. The coor-
dinate system used in the ray tracing is shown in part d). The ordinate
in these plots is the FWHM of the PSF divided by the magnification,
to yield the PSF width in source coordinates. This value is summed in
quadrature with the Nyquist-limited resolution of 20 µm. In plot a), a
point source initially at the position of best focus was displaced along the
z-axis to evaluate the e↵ect of defocusing through the source-to-crystal
vector. For part b), the crystal was rotated about the imaging x-axis
to change the angle of incidence o↵ of the Bragg angle. Plot c) shows
the results of displacing the point source along the non-imaging y-axis to
quantify source broadening.
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µm. This indicates that this spectrometer configuration has a depth of field of at

least 0.5 mm.

To asses the e↵ect of position errors on the spatial resolution, a raytracing analysis

was performed on the spectrometer configuration fielded on Trident. The results are

summarized in Figure 4.7. The three largest defocusing e↵ects were source defocusing,

rotation of the crystal about the Bragg angle, and lengthening of the spatial resolution

elements in the non-imaging direction. Other positioning errors, including detector

defocusing and displacements of the source along the imaging axis, were found to

have little impact on the spatial resolution. The demonstrated spatial resolution is

likely a combination of these three e↵ects, which informed the design of the Omega

instrument and subsequent experiments.

The depth of field along the source-to-crystal vector was found to be ± 600 µm. As

our experimental tests showed little variation in the spatial resolution over 500 µm, it

is likely that this distance was correctly set in our experiments. The spatial resolution

rapidly worsens for angular displacements greater than 20 arcminutes, which may be

the ultimate culprit. Displacing the source along the non-imaging y-axis has a similar

e↵ect on the spatial resolution as the rotational errors. The plume was allowed to

freely expand as it shined through the resolution grid. The dimensions of the source

in the non-imaging axis are unknown, but the uniform spatial resolution across the

grid suggests that the plume was smaller than the 3 mm grid.

It is essential for future applications of the imaging spectrometer to XRTS exper-

iments to limit the extent of the scattering volume along the non-imaging dimension.

Extending the length of the spatial resolution elements will integrate over more signal

and yield a brighter signal. However, the added signal from the edges will contribute

less and less to central peak of the PSF and instead form a broad foot which con-

tributes little to creating contrast in the image

The raytracing analysis indicates that the spectral resolution is una↵ected by an
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extended source or positioning errors. Fitting a Gaussian to the two main peaks in

the spectrum shown in Figure 4.6 yields a 4 eV FWHM resolution. This resolution is

su�cient to see multiple lines around the main helium-like transitions. For the He-↵

line at 4750 eV, the XOP simulation code (113) indicates the integrated reflectivity

for unpolarized light to be 0.130 mrad. Using (4.17), the spectral resolution due to

geometric e↵ects can be estimated as

�E =
hc

2d

✓
1

sin(✓
B

)
� 1

sin(✓
b

�R0
int

)

◆
. (4.21)

This expression gives a value for the spectral resolution of �E = 4.3 eV at 4750 eV.

This value is a bit higher than the experimentally demonstrated resolution, likely

because of errors in the calculated value for the integrated reflectivity.

In principle, it is possible to design an instrument of this nature for any desired

x-ray source. For a given transition energy, the limited number of crystal planes that

yield high integrated reflectivities constrains the choice of the Bragg angle. Higher

x-ray energies generally result in lower Bragg angles and reduced spatial resolution

from increased coma.

X-ray imaging spectroscopy using toroidally-curved crystals o↵ers a new diagnostic

possibility to measure scattered radiation from along a spatial chord. The diagnostic

combines high spectral and spatial resolutions with a large field-of-view in space and

wavelength. These first attempts demonstrate an instrument which uses a Ge crystal

set to the He-↵ lines of titanium with spectral resolution of E

�E

= 1200, a spectral

range of 350 eV, <25 µm spatial resolution, and a spatial range of at least 3 mm.

A unique strength of the toroidal crystal is the lack of astigmatism which allows

for the use of low Bragg angles. In this way, the toroidal crystal imaging spectrometer

may easily be adapted to experiments on large high-energy density facilities where

space in the target chamber is at a premium.
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Figure 4.8:
A rendering of the computer model of the IXTS. The crystal focus is
nominally situated at target chamber center (TCC)

4.4 The Imaging x-ray Thomson spectrometer

The Imaging x-ray Thomson spectrometer (IXTS) was designed and built through

a collaboration between the University of Michigan and Los Alamos National Labo-

ratory. The purpose of the diagnostic is to extend the ability of XRTS to be used to

diagnose spatially inhomogenous plasmas. Experiments may be done to measure the

spatial profile of plasma parameters in a single shot. The IXTS was primarily built

for the OMEGA laser at the Laboratory for Laser Energetics in the University of

Rochester (114). As diagnostic access is primarily through TIMs, the size constraints

of the TIM drove the choice of the toroidal crystal geometry over spherical crystal

designs (102) which are limited by astigmatism in angles far from normal.

HOPG crystals are a common choice for XRTS instrumentation as they o↵er

superior brightness in the mosaic-focusing mode (115). The spectral resolution is

decreased due to the widening of the crystal rocking curve by the angular spread

of the crystallites and depth-broadening from x-ray reflection taking place over an

extended depth in the crystal. The latter e↵ect is more pronounced for higher energy
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x-rays (92). The wide rocking curve also a↵ects the spatial resolution. In the similar

Von Hamos focusing scheme, the spatial resolution can be estimated as ⇠ 2R�✓,

where R is the focusing curvature radius and �✓ is the rocking curve width(116). For

a HOPG crystal with R ⇠ 10 cm and �✓ = 1�, the predicted resolution of a few

millimeters is unacceptably poor for the IXTS.

A schematic of the new diagnostic is shown in Figure 4.8. The spectrometer uses

a doubly curved, “perfect” germanium crystal that images in one spatial dimension

while spectrally resolving in the other. The IXTS must be aligned very accurately

to achieve the best spatial resolution. The source position is found by scanning the

focus using an optical source. A physical pointer then recalls that source position for

alignment. The TIM holding the IXTS is positioned relative to the target chamber

center using that pointer. We found that the TIM may be retracted and reinserted

multiple times without repointing with no discernible loss of focusing.

The IXTS crystal is Ge(220) bent to a toroidal profile with vertical and horizontal

radii of curvature of 10 and 100 cm, respectively. The crystal bending is done with

great care to ensure that fracturing of the lattice is minimized, yielding high spectral

and spatial resolution. The germanium attenuates x-rays within the top 10 microns

of the surface, so that depth broadening is minimal. The source-to-crystal distance

is 19.1 cm and the crystal-to-detector distance is 39.6 cm yielding a magnification

of 2.07. The Bragg angle is far from normal, at 23.4�, which corresponds to the

heliumlike transition of nickel at 7.8 keV. The diagnostic can accommodate other

energy ranges by changing the crystal, but the Bragg angle must be close to 20� to

fit within the spectrometer body.

There are several tradeo↵s in the choice of x-ray probe. Higher energy x-rays will

attenuate less through photoabsorbtion in the sampled material. This is especially

important for imaging XRTS target geometries where a there is a need to illuminate a

large region to expose spatial structure. However, these high energy x-rays are more
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di�cult to generate and detect. Intense sources of K-shell x-rays may be created by

using lasers to heat thin metallic foils. The e�ciency of the laser to x-ray conversion

process has been found to decrease strongly with the K-shell x-ray energy (117).

This is manifested as a decreasing contrast between the heliumlike lines and the x-

ray continuum for higher-Z targets (118). The presence of spectral features in the

region spectrally downshifted from the main heliumlike emission can also interfere

with the extraction of data from the Compton peak.

The x-rays are detected by a back illuminated, deep-depletion CCD (Princeton

Instruments PI-MTE). The CCD chip contains 2048⇥ 2048 pixels of 13.5 µm pitch.

With deep depletion CCDs, the depth of the photosensitive epitaxial silicon layer is

extended thereby increasing the probability that an x-ray will be photoabsorbed and

detected. This results in a factor of 2-3 higher quantum e�ciency than a typical

CCD for x-rays created from mid-Z sources (119). The choice of a digital detector

was also motivated by facility concerns. Since the entire diagnostic sits in vacuum,

retrieving image plate or film requires retracting the TIM which can cost time on

an experimental day. A drawback is that the CCD has much poorer dynamic range

than film or image plate. The CCD saturation level of 100,000 photoelectrons/pixel

is equivalent to about 46 7.8 keV x-ray photons/pixel, which is a factor of 50 below

that of an image plate (120) .

Together with the horizontal bending of the crystal, placing the detector on the

Rowland circle improves the linearity of the dispersion and negates source broadening.

These are key advantages for measurements of Thomson scattering. The scattered

signal tends to be very weak compared to the laser-irradiated mid-Z plasma that

typically serves as an x-ray source. Experiments have shown that low-density plasma

may blow around shielding, leading to source broadening that distorts the scattered

spectrum. The information on the electron temperature and density in non collective

Thomson scattering lies in the width of the inelastic scattering feature. Improved
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(a) (b)

Figure 4.9:
Spectra collected from irradiating thin foils of nickel (a) and iron (b) on
the Trident laser. The lines are clustered around the nickel He-↵ and iron
He-�. The abscissa is the position on the detector and the ordinate is
the scaled intensity. The blue curve is the recorded spectrum. The red
curve is the result of a peak search using the x-ray transition energies
from (121; 122; 123; 124; 125)

linearity in the dispersion eases the analysis by reducing the amount of resampling

needed to linearize the scattered spectrum.

4.5 First tests of the IXTS at the 200-TW Trident laser

facility

We first tested the IXTS using the long-pulse beams of the Trident laser facility.

Thin foils of nickel and iron were irradiated with up to 200 J of 527 nm laser light

in 1 ns. Two representative spectra are shown in Figure 4.9. The identified x-ray

transitions are numbered and fit to Gaussians with FWHM of 9 eV. The peaks are

numbered according to the transitions listed in Table 4.11. These spectra are sampled

from the brightest region near the foil where the line widths are a↵ected by Doppler

broadening. In cooler regions of the ejected plasma plume, the line widths are reduced

to around 4 eV.

The spectral dispersion of the detector is calculated using the known positions and
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energies of the identified x-ray transitions. Figure 4.10 shows a plot of the dispersion.

The red curve, a geometrical calculation of the dispersion, is in very good agreement

with the positions of x-ray transitions from the detector. For ease in later analysis,

the dispersion curve is fit to a second order function. The dispersion function is then

E(x) = 7342 + 0.4801(849 + x) + 7.858⇥ 10�5(849 + x)2. (4.22)

This function converts between a pixel location on the detector and an x-ray energy

in electron volts.

In both spectra, lithium-like lines dominate the emission over the He-↵. Given

the stronger oscillator strengths of the heliumlike transitions, the foils may have been

significantly underdriven so that the heliumlike charge state was not significantly pop-

ulated. The laser beam was set to best focus (80-100 µm) on the foils with a nominal

intensity of a few 1015 W/cm2 (126). We tested a prototype of the scattering target

described in the next chapter on Trident. We observed no evidence of a scattered

signal due to high background levels and poor production of the nickel source x-rays.

We initially operated the CCD with an open aperture because the interior of the

diagnostic was built to be light-tight. The background levels were relatively high, on

the order of one 7.8 keV photon/pixel. This background was likely from fluorescence

of the aluminum body of the spectrometer (127). We added a 50 µm thick Kapton

window to the front of the CCD, which dropped the background to a level almost

indistinguishable from exposures taken without the laser beams propagating.

4.5.1 Filter fluorescence

The spectrometer has a filter pack on the aperture. The filtering consists of a 50 µ

thick beryllium light block and additional high-Z x-ray attenuators. To establish the

signal level for the disk shots, we used iron filters of varying thickness. We started
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Figure 4.10:
Plotted is the experimental dispersion curve of the IXTS. The red curve
is a geometrical calculation of the dispersion and the blue points are the
positions of the identified transitions in the iron and nickel spectra.

Index Transition Wavelength (Å) Energy (eV)
Nickel

1 1s2p 1P o

1 � 1s2 1S0 (He-↵1) 1.5885 7806
2 1s2p(1P )3p 2S1/2 � 1s23p 2P3/2 1.5893 7802
3 1s2p 3P o

2 � 1s2 1S0 (He-like) 1.5923 7786
4 1s2p 3P o

2 � 1s2 1S0 (He-↵2) 1.5965 7766
5 1s22p 2P1/2 � 1s2p2 2D3/2 1.5978 7753
6 1s22p 2S1/2 � 1s2s2p 2P1/2 1.6000 7750
7 1s2p2 4P3/2 � 1s22p 2P1/2 1.6039 7730
8 1s2p2 4P1/2 � 1s22p 2P1/2 1.6062 7719

Iron
10 1s3p 1P o

1 � 1s2 1S0 (He-�1) 1.5732 7881
11 1s3p 3P o

1 � 1s2 1S0 (He-�2) 1.5751 7871
12 1s2s (1S)3p 2P3/2 � 1s22s 2S1/2 (Li-like) 1.5856 7819
13 1s2s(3S)3p(2P1/2)� 1s22s(2S1/2) 1.5931 7790
14 1s2p(3P )3p(2D3/2)� 1s22p(2P1/2) 1.5936 7780
15 1s2p(3P )3p(4P5/2)� 1s22p(2P3/2) 1.5951 7773
17 1s2s3d5/2]3/2 � 1s22p1/2 (124) 1.5980 7758

18-20 Be-like satellites 7686 - 7700

Figure 4.11: A listing of the identified x-ray lines in Figure 4.9

with a thickness of 50 µm of iron which had a transmission of a few 10�6 to the Ni

He-↵ at 7.8 keV. There was no discernible line radiation and the image consisted of

uniform noise. Reducing the iron filter thickness dropped the noise level and line

radiation appeared on the CCD.
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Figure 4.12:
The violet ray is the properly focused, Ni He-↵. For the Fe K-↵ to
undergo Bragg di↵raction and for the reflected ray to hit the CCD, the
incident ray must reflect at a point distant from the actual crystal and
source.

One hypothesis conjectured that the noise on the CCD was coming from the

fluorescence of the iron filter, driven by absorption of the Ni He-↵. Since the iron

was relatively transmissive to its K-↵ and absorptive to the Ni He-↵, reducing the

thickness of the iron filter boosted the Ni line while reducing the intensity of the iron

fluorescence. It was also hypothesized that, since the filter was so large and close to

the crystal, the Fe K-↵ would be Bragg di↵racted onto the CCD.

Upon analysis of the crystal geometry, it is not possible that the Fe K-↵ could

have been Bragg di↵racted onto the CCD. While the filters may have fluoresced,

the iron targets would have only driven K-shell fluorescence from the weaker He-�

transition. Low energy fluorescence of the crystal and spectrometer body seem a more

likely source of noise.

Figure 4.12 shows a diagram of the possible reflection of the Fe K-↵. To satisfy

the Bragg law for the Fe K-↵, the crystal would have needed to be much larger.

The di�culty in overlapping energies on the detector is a natural consequence of the

negation of source broadening from the horizontal curvature of the crystal.

Since the targets were iron instead of nickel, K-shell vacancies in the filter could

have been only created by He-� transitions or higher. The K-shell binding energy

of iron is 7.1 keV (128) while the He-↵ is at 6.7 keV, Ly-↵ at 6.9 keV, and He-� at
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7.8 keV. The Fe He-� yield is perhaps an order of magnitude lower than the He-↵

(117). In any case, since these photons could not Bragg di↵ract from the crystal,

fluoresced photons would be nearly indistinguishable from the brighter He-↵ as both

energies would be absorbed by the crystal and spectrometer interior to drive low

energy fluorescence.

Spectrometer fluorescence

The x-rays that make it through the beryllium are at least 1 keV and illuminate

a small region on the inside of the spectrometer. Figure 4.13 is an illustration of

the region of the inner surfaces of the spectrometer that are directly illuminated by

the source. The largest exposed area is aluminum, followed by the germanium of

the crystal, and finally the stainless steel of the crystal substrate and the aperture

frame. Of these materials, the following fluorescence transitions are possible with

Fe/Ni He-↵ irradiation: Ge/Fe/Cr/Ni L-shell at 500-1400 eV, Al K-shell at 1.5 keV,

Cr K-shell 5.4 keV and Fe K-shell. The 50 µm of Kapton in front of the CCD will

block fluorescence from everything except the chromium and iron K-shell.

This process can be modeled quite simply in one dimension. An incident x-ray of

energy E
i

hits the crystal and is attenuated according to Beer’s law with attenuation

coe�cient �
i

. If the absorption occurs at a depth of x away from the surface of the

crystal, the fluoresced x-ray of energy E
f

must then escape back through the same

path with attenuation coe�cient �
f

. The relative strength of the fluoresced signal is

multiplied by the K or L shell fluorescent yield, !
K,L

and a factor of 1
2 to account for

the the fraction of x-rays that propagate towards the surface. We then integrate over

the crystal thickness �x to yield the expression

I(E
i

, E
f

) =

�xZ

0

1
2!K,L

�
f

e��

i

xe��

f

xdx (4.23)
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Figure 4.13:
A cutaway of the model for the spectrometer. The blue shaded region is
illuminated by rays originating at the target chamber center that travel
through the spectrometer aperture. The spectrometer is colored accord-
ing to the material where yellow represents the 6061 aluminum of the
spectrometer body, red is 304 stainless steel, and lavender is the germa-
nium crystal.

The units here are fluoresced photons/incident photon or the probability that an

incident photon will create a fluoresced photon that escapes to the surface. For our

crystal, �
x

= 100 µm, !
L

= 0.015 for Ge with �
i

and �
f

from nist. We can also

consider fluorescence from the spectrometer interior with !
K

= 0.0357 for Al and !
K

= 0.281 for Cr (129).

The fluorescent yield is plotted in Figure 4.14. For x-rays with incident energy

above 6 keV, the Cr K-shell emission dominates. For Ni He-↵ irradiation, the Fe K-

shell will be an order of magnitude brighter in this region. The fact that the Kapton

stopped the majority of noise (even with a proper nickel foil source) suggests that

the energy in continuum x-rays between 1-6 keV is much greater than that of the line

radiation.
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Figure 4.14: A plot of the x-ray fluorescent yield calculated using Equation 4.23

4.6 Conclusion

This chapter has presented the design and implementation of a new x-ray scat-

tering diagnostic for the Omega laser facility. The IXTS extends the ability of XRTS

to be used to diagnose spatially inhomogenous plasmas. This diagnostic is currently

available for experiments at the Omega and Omega EP laser facilities.

Of interest to future experiments is the development of x-ray Thomson scattering

diagnostics with even higher spatial resolutions, on the order of 10 µm or better.

There is generally a tradeo↵ between spatial resolution and signal brightness. The

IXTS is time integrating so that the length of the laser pulse use to drive the x-

ray source determines the amount of motion blurring in the shock. This may be

reduced with the use of ultrafast K-↵ sources with pulse durations on the order of

picoseconds. However, the conversion e�ciencies for these sources are on the order of

10�4 � 10�5 (130; 65). Spherical aberration may be reduced by limiting the width of

the crystal in the focusing direction, at the expense of signal. Likewise, the spatially

integrating dimension of the scattering slit on the target may be made narrower to

limit astigmatism. This tradeo↵ between spatial resolution and Poisson noise may

favor higher resolution in experiments to probe very dense matter, for example capsule
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implosion experiments with electron densities > 1024 (131).
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CHAPTER V

Spatially-resolved x-ray scattering measurements

of a planar blast wave

Figure

5.1 Introduction

In this section, an experiment is described to diagnose the material conditions

created in a blast wave driven in a near-solid density carbon foam. We performed these

experiments on the Omega laser facility in two shot days in March and September of

2012. A diagram of the experiment is given in Figure 5.1. The goal of the experiment

was to take a snapshot of the scattering from the blast wave when it had traversed

approximately halfway through the foam. We can infer from this scattering data

the spatial profiles of the temperature, ionization, and density across the blast wave

propagation direction.

These experiments are the first to use x-ray scattering to diagnose an HEDP sys-

tem that has large 1D gradients in the material conditions. The temperature in the

shock inferred by x-ray scattering is shown to be consistent with an independent

determination of the temperature by means of simultaneously measuring the shock

compression and speed. The experimental results indicate a stronger than expected
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Figure 5.1: A schematic of the design for the Omega x-ray scattering experiment

preheat of the foam by heat transport from the laser-irradiated spot. This leads to a

reduced compressions in the shock. In comparison to hydrodynamic modeling of the

temperature profile of the blast wave, the experimental data shows higher tempera-

tures in the rarefaction which is indicative of either a weaker than expected rate of

cooling or the presence of an additional source of heating. The inferred temperatures

and ionization states show good agreement with the results from a collisional-radiative

simulation code for material near the shock front. In contrast, the material in the

rarefaction is more strongly ionized than is suggested by the equilibrium calculations

from the simulation code, leading to further evidence of nonlocal heating.

A set of ten Omega “drive” beams were incident on a block of carbonized resorcinol

formaldehyde (CRF) foam. The ablation of material from the laser irradiated surface

of the foam drove a strong shock which transitioned to a blast wave some time after

the end of the laser pulse. The drive beams delivered 4.5 kJ ±1% of 0.351 µm laser

light in a 1 ns FWHM, nominally flat-topped pulse with a rise and fall time of 100

ps. The beams were smoothed with phase plates and SSD to a spot size of 860 µm
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Figure 5.2: A completed x-ray scattering target next to a penny for scale.

FWHM resulting in a irradiance of 7⇥ 1014 W/cm2 ± 10%.

After a delay of several nanoseconds, a second set of 12 “probe” beams heated a

thin (5 µm) nickel foil to create a source of x-rays for scattering. The line emission

from this source came primarily from the 7.8 keV He-↵ doublet from the 2-1 transition

in He-like nickel ions. The probe beams delivered up to 5.4 kJ of laser light over a

1 ns pulse at an intensity of 3⇥1015 W/cm2. As the e↵ectiveness of the conversion

of laser light to x-rays depends on the intensity of the laser spot, I set the intensity

to maximize the production of x-rays informed by the scalings in Workman and

Kyrala(117).

A probe delay of 8.2 ns was chosen based on the results from HYADES simulations,

given in Figure 5.3. The simulations indicate that the shock front will have moved

650 µm from the drive surface. Since the scattering aperture is displaced by 100 µm

relative to the drive surface, the shock should be about half way through the aperture

at this time. The simulations indicate a temperature of about 20 eV, density of 1.36

g/cc, and an ionization state of 2.5. These conditions describe a weakly coupled,

partially degenerate plasma with �
ee

= 0.6 and ⇥ = 1.9
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(a) (b) (c)

Figure 5.3:
Results from HYADES simulations for the density (a), temperature (b),
and ionization state (c) of the foam using an ideal gas EOS with � =
5/3. The 1D simulations are time integrated over the 1 ns duration of
the backlighter, the region between the green lines in the upper plots.
The lower plots show the motion blurred quantities as the solid lines. For
comparison, results are given of the same calculation using the polystyrene
(dotted lines) and carbon (dashed lines) EOSs.

5.2 Target design

A central di�culty in laser x-ray scattering experiments is the low level of the

signal as relative to the sources of background. This is further compounded in this

experiment by the time-integrating nature of the IXTS. A successful target design

requires large shields to block lines-of-sight to any surface that has been heated by

even a small amount of laser energy. Another potential issue is that the spatial

resolution of the IXTS su↵ers for extended sources. Therefore, the x-ray illumination

must be restricted to the central region of the foam.

The target consisted of four main parts: an acrylic sca↵old, a machined block

of CRF, large gold shields, and an x-ray source and collimator. The design goals

were to create a low-variability, easy to build target with large overlapping shields to

ensure the collection of an uncontaminated scattering signal. Figure 5.2 presents a

photograph of a completed target.
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A machined piece of acrylic acted as the main structure of the target. Various

slots were machined into the acrylic to act as sockets for the target components.

Using this approach, we were able to reduce the variability in the relative positioning

of the target components as they were constrained by the higher precisions that are

achievable through machining. In addition, the targets were easier to build because

we did not have to measure the absolute positions of any target components.

The material under investigation in this experiment was CRF foam at densities

of 200 and 340 mg/cc. By weight, this material is 93 % carbon, 6% oxygen, and 1 %

hydrogen (71). The Chemical Sciences Division at LLNL provided us with samples

of this material, which were machined into blocks of dimensions 1.1 ⇥ 1.8 ⇥ 1.8 mm

for the targets.

CRF belongs to a class of low-density material called aerogels. The synthesis of

organic aerogels was first reported by (132). A common resorcinol formaldehyde resin

is prepared as a gel. Then, the liquid component is removed through a process called

supercritical drying. The final step is pyrolysis in a argon or nitrogen atmosphere to

drive o↵ volatiles and convert the aerogel to nearly pure carbon. What is left behind

is a “skeleton” of empty foam cells with an average cell size of 10 nm.

The low density nature of aerogels makes them useful in experiments to probe

non-degenerate, heated matter. This is in comparison to the potential drawbacks

to using solid density carbon in this experiment. The higher density would have

resulted in much higher attenuation of the probe x-rays, limiting the scale length of

the experiment. For a given drive laser energy, a larger density will result in a lower

shock temperature. Coupled with the increased Fermi energy of the solid material,

we would have required significantly more energy to drive solid carbon to the same

physical regime as an aerogel.

The large gold shields are the two wings of the target, which are located in front

of the two laser irradiated surfaces. They act to block the IXTS from being blinded
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by stray light. A scattering aperture was laser-cut into the shields to allow for the

scattered x-rays to escape and be picked up by the IXTS. The aperture was 1 mm

long in the imaging direction and 0.5 mm in the spatially integrating direction. The

known length of the scattering aperture also acted as a spatial fiducial in the scattered

images.

One e↵ect of the laser irradiation is to fill up the vacuum near the target with a

hot, low-density blowo↵ plasma. The shields have to block both the strong emission

directly coming from the laser spot and the weaker, but non-localized emission from

the blowo↵ plasma. This drove the wings to be quite large, almost a cm in length. The

target also had a smaller gold shield located behind the foam. This served much the

same purpose to prevent blowo↵ plasma from shining directly through the scattering

aperture.

A gold tube, 1.7 mm long with a 0.5 mm central circular aperture, acted to

collimate the x-rays to limit the spread of incident k-vectors to ± 8� and restrict the

scattering to the central portion of the foam. The choice of the aperture width on the

collimator is a tradeo↵ between the spatial resolution and the signal level. On the

image plane, the IXTS images in one dimension and integrates along the other. A

source with a large lateral extent will be poorly focused, and lose spatial resolution.

Based on the results from the ray tracing analysis presented in the previous chapter,

the aperture diameter was chosen to get at least 50 µm of spatial resolution. Secondly,

the shock is most planar close to the central axis. The DPPs used to smooth the laser

spots have a supergaussian profile with a nominal full-width at half maximum of 412

µm. The drop in the laser intensity at the edges of the spot leads to a curved shock

profile. This could potentially blur the 1D spatial profile, leading to averaging of the

inferred thermodynamic parameters. The collimator restricts the probe x-rays to a

region well within the uniform drive laser spot where the shock is most planar.

To assess the degree of curvature in the shock front at the desired probing time,
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Figure 5.4:
2D CRASH simulations suggest that the shock front is planar to within
15 µm at 8 ns in the central region illuminated by the probe x-rays.

2D CRASH (133) simulations were performed by Matt Trantham at the University

of Michigan. A density plot of the simulation results is shown in Figure 5.4. The

simulations indicate that the shock front is curved very slightly, with the edges of

the illuminated region trailing the center by 15 µm. These small displacements are

below the resolution of the crystal imager and therefore curvature of the shock front

is ignored in the analysis of the data.

5.2.1 2D analysis of the source collimation

A geometrical calculation was performed to evaluate the expansion of the x-rays

in the foam. The problem is simplified by the cylindrical symmetry of the collimator.

At an arbitrary point (r1, z1) in the foam, the source subtends a solid angle per unit
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Figure 5.5:
(a) A density plot of the x-ray illumination of the foam. In this image, the
x-rays are incident from the left. At all points the x-rays remain inside
the foam, so that scattering from the shields is not possible. (b) Plots a
radial line out of the x-ray intensity profile at a point mid-way through
the foam. The x-rays are confined to a region well inside the initial drive
laser spot.
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Here x
c

is the length of the collimator and r
l

and r
u

are the upper and lower radial

extents of the source that are visible from that arbitrary point (r1, z1). In Figure

5.5 (a) shows this integration carried out over a mesh of points corresponding to a

radial slice in the foam. Taking a lineout across the midpoint of this image (b) shows

the radial profile of the x-ray intensity at the expected shock position. Rotating this

profile about the central axis and integrating indicates that 93% of the x-ray photons

remain within the initial radius of the collimator. The fullest extent of the x-rays lies

well within the initial spot size of the laser irradiated drive surface of the foam.
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5.2.2 Photometric analysis

Following Glenzer and Redmer (6), the number of detected photons in the inelastic

scattering can be written as

N
ph,d

=

✓
E

L

h⌫
⌘
x

◆✓
⌦

pl

4⇡
⌘
att

◆✓
n
e

�
Th

`

1 + ↵2

◆
(⌦

det

DQE) (5.2)

Here E
L

is the probe laser energy, ⌘
x

is the fraction of laser energy that is converted

to K-shell x-rays, ⌦
pl

is the solid angle of the scattering volume with respect to

the x-ray probe, ⌘
att

is the fraction of x-rays transmitted through the plasma, n
e

is the free electron density, �
Th

the di↵erential Thomson scattering cross section, `

is the scattering path length, ↵ is the dimensionless scattering parameter taken so

that 1 + ↵2 ⇠ 1 for non-collective scattering, ⌦
det

is the collection solid angle of the

detector, and DQE is the quantum e�ciency of the detector.

Using the known parameters of the experiment, Eq. 5.2 is used to estimate the

strength of the scattered signal. Values of E
L

= 5.4 kJ, h⌫ = 7.8 keV, ⌘
x

= 0.005

(117), ⌦
pl

= 0.04 sr, ⌘
att

= 0.64, n
e

= 7 ⇥ 1022 e/cc, ` = 0.1 cm, ⌦
det

= 10�5 sr,

and DQE=50% were used in the estimation. These parameters yield a total of 105

x-ray photons in the inelastic scattering over the 1 mm extent of the foam. Each

50 µm spatial slice of the target yields a spectra containing 5000 photons. This is

equivalent to 150 photons per 50 µm spatial-5 eV spectral resolution element with a

signal-to-noise ratio of 12.

5.3 Experimental data

A sample piece of scattering data is given in Figure 5.6. sion is vertical, with

energy increasing to the top, while the spatial dimension is horizontal. A shock is

driven in the scattering volume from the image left while x-rays are incident from

image right. The bright splotch on the right edge of the image is from an extended
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nickel plasma plume peeking around the stray light shielding in the target.

In this image, lineouts along the vertical direction yield scattering spectra. In

the following analysis, the plasma conditions along spatial profiles are extracted by

fitting theoretical spectra to these data. The first step is to spatially and spectrally

calibrate the images and correct for various non-linearities.

5.3.1 Calibrating the images

The first step in the analyzing the data was to spatially and spectrally calibrate

the scattered images. A dimension in pixels on the detector can be calibrated to a

dimension in the target plane as

d
µm

= d
pix

⇤ 13.5µm

M
(5.3)

based on the CCD pixel size of 13.5 µm, fill factor of 100 %, and the IXTS magni-

fication of 2. A useful check to this calibration is that the width of the scattering

aperture was resolved to the correct dimension of 1 mm. The images were binned into

slices of approximately 40 µm spatial resolution elements by integrating over 6 pixels

in the spatial direction. Each of these slices then contained a scattered spectrum.

It is likely that the absolute energy calibration, measured from the edge of the

CCD, changes over time as the IXTS is disassembled for storage in between shot days.

Therefore, the peak of the elastic scattering at 7806 eV was used as a reference point.

The x-coordinate of each spectrum was zeroed at the center of this elastic scattering

peak. The experimental calibration function from Eq. 4.22 was then used to convert

the x-axis energy. The spectra were then binned and smoothed into 5 eV resolution

elements. In this way, the image was divided from the 1 mm scattering aperture into

twenty spatially-resolved spectra.
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Figure 5.6:
A sample piece of data from the XRTS experiment at a source delay of
8.2 ns.

5.3.2 Flat field corrections

The next postprocessing step was to correct for nonuniformities in the gain of the

IXTS. Since the IXTS uses direct detection of x-rays by a CCD, the nonlinearities

in the detection process are minor compared to time gated detectors that use mi-

crochannel plates (134). However, errors in the crystal manufacturing process can

still introduce anomalies to the spectra.

We evaluated the spectral response of the IXTS by shooting a thin plastic foil

during the experimental campaign on the Trident laser facility. Since the K-edges

of the constituents of the plastic are all below 1 keV, the spectrum at 8 keV is

a broadband, featureless x-ray continuum. The laser irradiation creates a thermal

population of x-rays with a temperature of a few keV. In the absence of spectral

peaks, the high energy tail of the thermal electron population still creates x-rays
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Figure 5.7:
A full frame of the IXTS flat field image taken with a driven plastic
foil. The increased brightness at the edges of the spectrum are from edge
defects in the crystal.

through bremsstrahlung radiation. Any deviation from a flat spectral response on

the detector will later be used to normalize the scattered x-ray spectra, a process

that is called flat-fielding.

Figure 5.7 shows the results of the flat fielding shot. The x-ray continuum is ev-

ident as the bright band in the middle of the image. The lower energy side slightly

diverges from the idealized line focus, which is a symptom of a slight crystal misalign-

ment that was later corrected. There is also some shadowing on the upper and right

sides of the image from clipping the edges of the camera.

I display a line out across the emission in Figure 5.8 (a). The edges of the spectrum

are noticeably brighter than the central regions. We noticed this e↵ect as well in the

optical tests of the crystal. It is likely a manufacturing flaw. The crystal is held

onto the substrate through an optical contact. The adhesive forces are strongest in
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Figure 5.8:
The spectrum in (a) is a line out from the flat-field image in Figure 5.7
which has been normalized to unity. The crystal response shows edge
defects along with a waviness from form errors in the crystal backing. (b)
A sample scattering spectrum (blue curve) and the calibrated background
(purple curve). The result from the background subtraction is shown in
part (c).
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Figure 5.9:
The results of a SHADOW raytracing calculation show the e↵ect of crystal
form errors on the spectral response. A small amplitude sinusoidal ripple
was introduced to the crystal surface. The image shows the results from
tracing a broadband point source. The horizontal spectral histogram
shows rippling that is similar to that in Figure 5.7

the middle of the crystal where there is the most contact area. On the other hand,

the edges and corners have much less contact area holding them in place. Therefore

they tend to separate from the substrate and curl up, much like aging or improperly

installed wallpaper. This gives rise to the parafocusing e↵ect on the edges.

The flat-field image also shows a sinusoidal variation of the intensity with energy.

We performed ray tracing simulations with SHADOW to assess the e↵ect of form

errors in the crystal substrate. The flat-field line out shows a total of 6 sinusoidal

peaks. Given the crystal horizontal dimension of 30 mm, we introduced a crystal

surface error in the form of a sinusoidal ripple with a wavelength of 5 mm and an

amplitude of 50 nm. The raytracing analysis used a broadband point source with the

resulting image shown in Figure 5.9. This analysis reproduced the nonlinearities seen

in Figure 5.8 (a), indicating that crystal manufacturing errors were again the culprit.
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Figure 5.8(b), shows a plot of a sample scattering spectrum (blue) and the scaled

flat field spectrum(purple). Since the flat-field lacks a spectral reference point for

calibration, the horizontal position of the flat field was shifted until the crystal edge

defects in the two spectra coincided. The next step was to correct for the di↵erent

noise levels in the images. When the flat field is correctly scaled, the background level

in the region o↵ the crystal (<7450 eV in Figure 5.8(b) )should match the background

in the scattering. A vertical o↵set was introduced to the flat field spectrum until these

two regions matched. The final step was to divide the scattering spectrum by the

calibrated flat field function. This yields the processed spectrum displayed in Figure

5.8 (c).

5.3.3 Control experiment

This target has large amounts of thick gold shielding to block the large background

signals from the laser irradiated surfaces. The elastic scattering signal varies as Z2
b

,

which is about 50 for gold. Therefore, it is possible to get a comparable background

elastic scattering signal from a gold surface that sees an x-ray flux of nearly 1000

times less than is incident on the CRF. The target was desgined to eliminate any

possible scattering paths from the gold shielding to the detector. Nevertheless, gaps

in the shields or errors in the target fabrication could lead to small x-ray leaks and

an amount of background scattering.

To evaluate the sources of background noise in the experiment, we shot a target

that lacked the CRF foam. We irradiated the nickel foil with the full compliment of

source beams and dropped the drive beams. The only other di↵erence in this target

was that we placed a thin (100 µm) CH tamper over the aperture of the collimator

to restrict the late-time arrival of nickel plasma from the source.

I show the raw image from this shot in Figure 5.10. A scattering spectrum from

the CH tamper is evident in the image. Behind the tamper, in the bracketed region
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Figure 5.10:
A scattered image from a control target that lacked a carbon foam.
The control experiment is free from background scattering, with the
exception of a signal from a CH tamper that was unique to this target.

normally filled by CRF, there is no signal. This indicates that there is no appreciable

source of background in these targets.

5.4 Theoretical scattering profiles

The x-ray scattering code (XRS) code (135; 63; 136; 137) was developed for the

purpose of generating theoretical scattering profiles. It does this by computing the

DSF. The code is initialized by a user input file that specifies the choice of the

theoretical model used for the computation, the material composition, and the plasma

conditions. For a known material and judicious choice of a theoretical model, the input

plasma conditions are varied until the DSF matches the experimental spectrum. We

can then conclude that these “best fit” values are the actual plasma conditions that
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generated the experimental spectrum.

The spectral signal on the detector represents a convolution between the power

spectrum given as Eq. (3.24) and the finite spatial extent and bandwidth of the x-ray

probe.

P
det

(!) / S(�k,!)⌦ I(!) (5.4)

where �k represents the variation in scattered k vectors and I(!) is the spectrum of

the x-ray source.

The geometry of the target defines a central scattering angle of 90�. The size of the

collimator apertures allows a range of possible scattering angles of ± 8 �. Varying the

scattering angle will change the Compton shift and therefore broaden the Compton

peak. However, the angular limitation imposed by the collimator made this e↵ect

negligible.

In a degenerate plasma, the total Compton profile will be the convolution of the

angular broadening and the thermal profile. A thermally Doppler broadened Compton

peak will take on a Gaussian shape with a FWHM of (138)

�~! =

s
8k

b

T log(2)

m
e

c2
~!. (5.5)

For a electron temperature of 20 eV, the profile will be broadened by 115 eV. As

a simplifying assumption, the Compton shifts over the range ✓ = 90±8� are taken

as equally probable which amounts to a boxcar function of width ± 16 eV. The

convolution of a Gaussian and a boxcar is two back-to-back error functions. In the

limit that the boxcar is much narrower than the Gaussian, the convolved profile will

be very close to the initial Gaussian profile. Since the angular broadening is about

4 times smaller than the thermal broadening, the former e↵ect was neglected in the

analysis.
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A plan was to measure the input spectrum for each scattering shot using the

Henway spectrometer, a fixed, absolutely-calibrated spectrometer on Omega. This

approach had to be rejected in favor of a direct measurement of the source spectrum

with the IXTS. Henway viewed the front, laser-irradiated side of the foil at an angle

of 32� from normal. This is in contrast to the foam, which viewed the source from

the rear of the foil. The di↵erent plasma opacities along these lines-of-sight can a↵ect

the relative intensities of the x-ray peaks. This was evident in the Henway data as the

ratio of the intensities of the two heliumlike nickel x-ray lines was noticeably di↵erent

from that of the scattering data. The Henway spectrometer uses a thick PET crystal,

which has a much di↵erent spectral response than the IXTS. This is evident in the

reduced resolution from source and depth broadening (92), which makes it impossible

to fit the higher resolution data that was recorded by the IXTS.

To measure the input spectrum of the x-ray source, we performed a dedicated

“source shot” in which the IXTS viewed a nickel foil that was driven with six Omega

beams. This experiment was part of a shot day the author participated in on August

of 2012 and is primarily the work of Katerina Falk of LANL. The IXTS observed

the x-ray emission from the backside of the foil such that the normal to the foil was

colinear to the source-to-crystal vector. We chose this geometry and the intensity

of the laser spot to try to match the conditions in which the foam views the x-ray

source. A spectrum from the source shot is shown in Figure 5.11. The e↵ect of the

plasma temperature and opacity is easily demonstrated by comparing Figure 5.11 to

the underdriven heliumlike nickel spectrum from the Trident campaign, Fig, 4.9 (a).

Since the IXTS was directly viewing the laser spot, the greatly increased brightness

as compared to a scattering signal made it potentially very easy to saturate and

possibly damage the CCD. We put an additional 25 µm of iron shielding on the

front aperture of the IXTS to cut the intensity of the source by approximately 10�3.

Coupled with a reduced laser energy of 2.2 kJ, the maximum value on the CCD from
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Figure 5.11:
A direct measurement of the spectrum of heliumlike nickel was used as
the input for the calculation of the theoretical scattering profiles.

the nickel spectrum was about half of saturation.

5.5 Fitting the data

I used the XRS code and the experimental nickel spectrum to compute theoretical

scattering profiles over a two dimensional parameter space created from varying the

temperature and ionization inputs. The temperature space spans 0-60 eV with 1 eV

steps while the ionization goes from 0 to 6 in steps of 0.1. This is 3600 points, which

took 15 hours of computation time on a personal computer.

For each scattering spectrum, �2 was computed as the weighted di↵erences be-

tween the experimental values I
exp

and the theoretical values I
DSF

.

�2 =
kX

i=1

(I
exp

� I
DSF

)2

I
exp

(5.6)

where k is the number of spectral resolution elements in the spectrum. The best fit

was defined as the theoretical spectrum that minimized �2. This reveals the inferred

values for temperature and ionization of the plasma at a point in space. A basic

101



condition for the validity of this analysis is the presence of a unique overall minimum

in the �2 map.

Figure 5.12 shows the results and supporting data from the fitting procedure

as it is applied to the spectrum from the spatial position of the peak of the shock

compression in shot 65401. In Figure 5.12 (a), the position of the lineout relative to

the entire image is indicated. To help orient the image, note that the shock is driven

from the top of the image. The box bordered by a green dotted line is the spatial

integration volume. The experimental lineout are plotted as the blue curve in Figure

5.12 (b) with the best fit theoretical spectrum (red) revealing a T
e

= 25 eV, Z = 2.3.

The sensitivity to the fits to varying the temperature and ionization is demonstrated

in Figure 5.12 (c) and (d). Finally, the �2 map is shown in Figure 5.12 (d). There is

an overall minimum at the best fit values which is surrounded by compact contours

of increasing �2. The artifact in the map at Z=1 and T
e

=0-14 eV is a bug in the XRS

code that overall did not have an e↵ect on the best fit values.

I established the error bounds on the best fit values by fitting to the upper and

lower bounds of the variation in the data points. This is not as rigorous as using

the �2 value to compute the p-value and confidence interval. However, this is not

possible since a closed form does not exist for the DSF. The error bars thus represent

the range of possible inferred temperature and ionization values that encompass 1�

of the variation in the data.

I used the analysis method to process the scattered spectra over the spatial extent

of the scattering aperture. For the shocked foam, the fitting procedure failed in two

regions. In the rarefaction far enough away from the shock, the density drops such

that the SNR is too low to meaningfully discern between di↵erent theoretical fits. In

the region just ahead of the shock, the temperature varies rapidly with the position.

The signal inside a resolution element is then a non-equilibrium average of the cold,

upstream foam and the shock heated foam. The �2 map of the fits in this region
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Figure 5.12:
(a) Shows the position of the lineout across the position of maximum
compression in shot 65401. (b) The best fit (red) of the experimental
lineout(blue) reveals values of T

e

= 25 eV, Z
f

= 2.3. Shown in (c) is the
the e↵ect of varying the temperature while keeping the ionization con-
stant and vice versa in (d), to establish the error bounds in the inferred
values. (e) A contour map of the �2 values from the fits demonstrates
that the best fit occupies a unique minimum.
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do not converge to physically reasonable values. Analysis of this region is possible,

but it requires knowledge of the composition of a resolution element to inform a

multiple-temperature fitting method.

A summary of the experimentally determined temperature-ionization values is

shown in Figure 5.13. In comparison, also plotted are the results from the atomic

EOS simulation code FLYCHK (139). Collisional e↵ects are likely predominant for

this system, in which the ionization state is set at a given temperature by competition

between collisional and photoionization and two and three body recombination. The

ionization state is thus dependent on the material density as the various collisional

ionization and recombination rate coe�cients are proportional to the electron density.

The FLYCHK simulations in Figure 5.13 are calculated at three di↵erent densities

for an uncompressed foam, the shocked layer, and far into the rarefaction. These val-

ues were chosen based on the measurements of the blast wave density profile presented

in Section 5.7. The data from the shock-compressed region show good agreement with

the modeling regardless of the density. However, FLYCHK underestimates the degree

of ionization in the rarefaction. This may be because the rarefaction is driven out of

equilibrium by the deposition of energy from x-rays or suprathermal electrons from

the hot plasma created by the laser drive.

5.6 Assessing models for the bound-free

The XRS code includes multiple models for calculating the bound-free component

of the scattering. In the version used for this analysis (v.5.0.1), the method is se-

lectable between the form factor approximation (FFA), impulse approximation (IA),

and the IA including the Compton defect. Previous versions of the XRS code lacked

this capability and instead relied solely on the FFA. This approach has been used to

analyze data in previous non-collective x-ray scattering experiments (73; 68; 70; 69).

However, these experiments lacked a strong bound-free component as the remaining
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Figure 5.13:
The points show the measured temperature and ionization values from
the shocked foam. The solid, dashed, and dotted lines are FLYCHK runs
at ⇠ 2

5 , 1, and 3.5 times the initial foam density, encompassing the range
of observed densities. The points are grouped into either the shocked
layer or rarefaction according to whether they originate from a spatial
position where there is a net compression or expansion, respectively.

bound electrons were held too tightly to be accessed by Compton scattering.

In this experiment, all four of the carbon L-shell electrons could be accessed

by Compton scattering and the atoms ranged from approximately neutral to fully

stripped of the outer shell. The plots in Figure 5.14 (b)-(d) show scattering spectra

from over this range of ionizations and theoretical fits calculated using the IA and

FFA. The calculation using the FFA did not yield theoretical spectra that fit the

data for any choice of parameters. Therefore, the best fit values were taken from the

IA fits and compared to the same spectra from a FFA calculation.

Based on the experience of previous work, the present data was first analyzed using

the FFA. However, the �2 plots of the fits failed to converge to physically meaningful

values. This is especially evident in the FFA fit to the upstream scattering spectrum

in Figure 5.14 (d). The foam has not yet been perturbed by the shock, so it should

not be strongly heated and at a low ionization state. Since the free-free component
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is small compared to the bound-free, the Compton peak is insensitive to the free

electron temperature. Therefore, the ionization state is the only free parameter for

the fit. The FFA fit is calculated for a low ionization state, but the FFA fit fails to

match the experimental data for any choice of ionization state. The FFA fits give

bound-free spectra that are consistently o↵set by about -25 eV relative to the free

electron Compton shift of Eq. (3.3). This is consistent with the work of Mattern and

Seidler (140) who show evidence that this erroneous shift is likely due to the fact that

the FFA does not conserve energy.

The FFA is of limited use to describing the scattering in which there is a significant

contribution from Compton scattering from weakly bound electrons. In the upstream

fit in Figure 5.14 (d), the low ionizations (and large contribution from bound-free

scattering) creates a large disagreement between these two models. As the ionization

increases, the two fits become superimposed. However, this is only because the num-

ber of weakly bound electrons decreases, thereby reducing the e↵ect of the shifted

FFA bound-free peak. In the nearly heliumlike state of the carbon in the rarefac-

tion the two fits are indistinguishable and fit the data well as there is no bound-free

component left.

The IA yielded fits that yielded reasonable, unique values for the temperature

and ionization. The calculation of the Compton defect showed it to be a minor e↵ect,

shifting the Compton peak by 5 eV towards higher energies. Therefore, the best-fit

values reported in this work use theoretical form factors based on the IA calculation

of the bound-free component.

5.7 Shock compression

Since the IXTS images along the shock propagation direction, the image intensity

provides information of the material density. The ion density is related to the electron

density through the ionization n
e

= Zn
i

. By Eq. 5.2 the intensity of the elastic
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Figure 5.14:
Sample spectra and fits taken from the scattered image (a) at positions
yielding a strongly heated (b), moderately heated (c), and cold fluid
(d). The red lines are the experimental lineouts and the blue lines are
the best-fitting theoretical spectra calculated using the IA. The FFA
(dashed lines) fails to meaningfully fit the data. The experimental spec-
tra are normalized to the height of the elastic peak..

107



scattering varies as

I
elastic

(x) / ⇢(x)|f
I

(k) + q(k)|2S
ii

(k) (5.7)

with ⇢(x) the mass density of the shock along the propagation direction.

For the parameters of this experiment, the bound charge is |f
I

(k) + q(k)| = 1.8

and S
ii

(k) = 1. This means that the elastic scattering intensity is independent of

the material conditions until Z
free

> 4 and the inner shell electrons start to be-

come significantly ionized. At this point, the bound charge decreases and the elastic

scattering intensity drops quickly. The previous section has demonstrated that the

ionization stays below this level from the upstream foam to at least 240 µm behind

the shock. The large potential barrier to ionize the core electrons likely precludes

any more ionization in the remaining low-density material that is visible through the

scattering aperture. Therefore, the spatial profile of the elastic scattering intensity

depends only on the material density. A lineout across the elastic scattering yields a

1D, monochromatic map of the material density profile that is similar to radiography

average along the line of sight where scattering x-rays are present.

Figure 5.15 shows a comparison of the elastic scattered imaging between a driven

and an undriven shot. The shock is visible as an increase in the intensity of the

scattered signal midway through the foam. Using Eq. (2.15) and a reasonable choice

of � = 1.4 - 1.66 for a shock in a low-Z material (15), the shock compression should be

about four to six. At first glance, the observed compression appears to be significantly

less than this.

With an observed compression of R
obs

, the actual compression R
act

is somewhat

greater due to the photoattenuation of the scattered x-rays as they escape radially

through the denser shocked material. This model assumes that the shock compresses

the foam uniformly over the spot size r
spot

of the drive lasers and there is unperturbed
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Figure 5.15:
Spatial lineouts of the elastic scattering from the undriven foam (blue)
and shocked foam at a probe delay of 8.2 ns. The lineouts are normalized
so that the amplitude of the scattering from the upstream foam in the
driven shot is equal to the undriven foam. The peak shock compression
is ⇠ 1.9 and is equal to the ratio of the lengths of the longer arrow to
the shorter.

foam beyond that. This assumption is valid because the 2D structure at the edges

of the laser spot lags the 1D motion of the shock. The observed compression is then

simply the actual compression modified by a photoabsorbtion factor,

R
obs

= R
act

e�µ

photo

r

spot

(R
act

�1) (5.8)

where µ
photo

is the linear attenuation coe�cient for photoelectric absorption in the

foam. The solution to Eq. (5.8) takes the form of a Lambert W function

R
act

= �W (�µ
photo

r
spot

e�µ

photo

r

spotR
obs

)

µ
photo

r
spot

(5.9)

For the observed compression of 1.9, a spot size of 412 µm, and µ = 1.6 cm�1 for

the 0.34 g/cc foam, the actual compression is then 2.0. It is important to note that

this analysis neglects the motion blurring from the movement of the shock under the

duration of the x-ray probe. A compression of 2.0 represents a lower limit for the
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peak shock compression. In the next section, a more sophisticated analysis is shown

which uses realistic shock profiles to better infer this value.

5.7.1 Self-similar analysis of the blast wave spatial profile

The following analysis predicts the range of possible values for � through a com-

parison of theoretical self-similar density profiles to the experimental data. To first

order, the weakly coupled system under consideration can be approximated as an

ideal gas. This is supported by the general agreement between Hyades calculations

using an ideal gas EOS and SESAME tables for polystyrene and carbon that shown

in Figure 5.3

The motion of the blast wave can be modeled analytically using a self-similar

analysis. The experimental arrangement is quite similar to the planar impulsive load

problem considered by Zel’dovich (141), Adamskii (142), and Zhukov and Kazhdan

(143) in a series of closely related papers. A fluid that is initially at rest is hit with

a short-duration source of energy with some short time duration ⌧ . This impulse

creates a shock which propagates down the fluid, while the downstream material

expands into vacuum. We consider the motion of the resulting blast wave at some

later time t >> ⌧

The position of the shock front is taken as a power law with time

X(t) = At↵ (5.10)

with scaling constant A and similarity exponent ↵. The problem is expressed in

Eulerian coordinates with a dimensionless similarity variable

⌘ = m/M. (5.11)

Here m =
R

x

�1 ⇢0dx is the mass of fluid per surface area that is behind the Eulerian
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coordinate x and M = ⇢0X is the mass per surface area swept up by the shock front.

The pressure, velocity, and density are expressed in terms of the variables as

P = B⇢0M
�nf(⌘) (5.12)

u =
p
BM�n/2w(⌘) (5.13)

⇢ = ⇢0q(⌘) (5.14)

with dimensionless functions f(⌘), w(⌘), and q(⌘) and a new similarity exponent

n = 2(1� ↵)/↵ and proportionality constant B.

These reduced functions may be substituted into the Euler fluid equations, which

yields the following set of algebraic-di↵erential equations for the three dimensionless

functions, which Adamskii (142) gives as

q(⌘) =
� + 1

� � 1
((⌘nf(⌘))1/�) (5.15)

n

2
w(⌘) + ⌘

dw(⌘)

d⌘
=

r
2

� + 1

df(⌘)

d⌘
(5.16)

dw(⌘)

d⌘
= �

r
� + 1

2

� � 1

� + 1
⌘
d

d⌘

⇥
(⌘nf(⌘))�1/�

⇤
. (5.17)

This set are subject to the initial conditions f(1) = 1, q(1) = 1, and w(1) =
p

2/(� + 1).

These equations admit an analytical solution for the case � = 7/5 with n= 4/3.

This solution describes a diatomic gas, which is quite useful for analyzing explosions

in air. In the present experiment, the value of � may be di↵erent as the carbon is

monoatomic and in the ionizing regime.The preceding set of equations was solved

numerically for arbitrary � using the computed values of n given by Voloshinov and

Fal’kovich (144).

The self-similar profiles were used as inputs to a simple ray-tracing model to

account for the absorption of the x-rays by the foam, motion blurring during the
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ρ2/ρ1

Figure 5.16:
The red line shows the experimental elastic scattering imaging at 8.2
ns as compared to the self-similar computations of the material density
profile with � = 2 (dotted), � = 1.8 (solid), and � = 5/3 (dashed).

finite duration of the probe x-ray pulse, and finite resolution of the diagnostic.The

adiabatic index was varied to match the intensity profile of the shock. It is important

to note that the compression will be correctly modeled only if the the theoretical

curve matches the data throughout the blast wave.

In fitting the profile, we must somehow account for the gradual increase in ap-

parent compression ahead of the density maximum. The next section will show that

this e↵ect is too large to be explained by tilt or curvature of the shock front in the

non-imaging direction. To do so, some small amplitude shocks are introduced to the

theoretical profiles to fit the material leading the main peak. These could be pro-

duced from inhomogeneities in the foam structure or voids in the drive surface. The

presence of these leading shocks suggests that the temperature and ionization values

from the spectral fitting are a↵ected by structure in the shock front and thus do not

describe a single thermodynamic state. However, quantitive evaluation shows that

this contribution to the scattered spectra is small.

The results of this procedure are displayed in Figure 5.16 as compared to the

elastic imaging of the shocked and unshocked foams. Consistent with Figure 5.15,

the scattering profiles are normalized to the right edge of the lineout. This process
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yields a compression of ⇢2/⇢1 = 3.5 ± 0.5 times, which corresponds to � = 1.8 + 0.2/-

0.14. The upper and lower error bounds on the compression were found by fitting to

the limits of the variation in the lineout.

This range of compressions are lower than might be expected from the strong

shock limit (15); this might be a consequence of preheat of the foam upstream of

the shock. In comparison to eos experiments on plastic foams (145; 48), this target

lacked a preheat shield. Other experiments that found compressions of 5-6 times in

crf foam either probed a shock driven by a significantly lower laser intensity (146)

or much further from the drive surface (147) both of which would tend towards lower

amounts of preheat.

5.7.2 Higher order structure

Another explanation for the shock profile is that there might be significant two or

three dimensional structure in the shock. This could lead to mixing of the shocked

and unshocked foam within a resolution element. Each of these explanations are

considered in relation to the observations at hand.

The DPP on the drive beams produces a laser spot with a super gaussian profile.

The lower intensity at the edges of the laser spot tends to produce a curved shock

front. If there is significant curvature, the spatial resolution elements at the shock

front could partially integrate over unshocked material, lowering the inferred average

density. Using Figure 5.5, at the position of the shock at 8.2 ns, 74% of the x-rays are

within the diameter of the collimator. The maximum radius of the beam increases

from 250 µm to about 320 µm. Using the known intensity profile of the laser spot,

at the edges of the x-ray beam the laser intensity driving the foam is 10% less than

the center. By Eq. 2.13 and 2.14, the shock velocity scales with the laser intensity

as u1 / I
1
3 . One would expect a 3.4 % lower shock velocity at the edges of the

region illuminated by the x-ray probe beam, meaning the edges would lag the center
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Figure 5.17:
By tilting the 1D self-similar profile (black) for � = 5/3 by 18�, the
shock compression of 4 may be matched to the experimental profile (red.)
The resulting theoretical profile predicts a wider than observed shock
compressed region.

by about 20 µm. This is below the spatial resolution of the IXTS, so e↵ects from

curvature are likely not observable.

The results of previous experiments (148) showed that a blast wave may be tilted

relative to the propagation direction which is set by the normal of the laser driven

surface. The author concluded that the shock was tilted by 8�through the analysis

of a two dimensional x-ray radiograph. In the present experiment the IXTS images

in one dimension and spatially integrates along the other. Applying one dimensional

imaging to a tilted shock will result in the mixing of shocked and unshocked material

within a resolution element, thereby reducing the apparent compression.

To evaluate the possibility of a tilt reducing the apparent shock compression, a

self-similar profile for � = 5/3 was used to generate a two-dimensional image which

was then rotated until the compression matched the experimental profile. A value of

� = 5/3 was chosen for this model as it is the upper limit of the compression found

in the analysis in the previous section. The results of the tilt analysis are shown in

Figure 5.17, where a tilt of 18� was necessary to match the compression. Based on
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Figure 5.18:
The 1D imaging of the elastic scattering intensity allows for tracking of
the shock position in time. Note that the position is given relative to
the center of the scattering aperture.

the accuracy of the target alignment, this amount of tilt is unreasonable. The shock

should be launched perpendicular to the drive surface and this large a misalignment

would have caused the source beams to miss their target. The compressed region in

the tilted profile is too wide in comparison to the experimental data. Reducing the

tilt will decrease the width of the shocked region, but at the expense of the getting

the correct peak compression.

5.7.3 Measuring the shock velocity

By varying the delay of the probe beams, we can track the movement of the shock

in time. Aside from the nominal delay of 8.2 ns, we reduced the delay to 5.2 ns and

observed the shock retarded by 120 ± 35 µm. We can therefore infer an average shock

velocity over this interval of 40 ± 12 µm/ns.
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5.8 Self-consistency and comparisons to simulations

A basic test for the validity of these measurements is whether the temperature

inferred by the shock velocity and compression is consistent with the values from

the fits to the scattered spectra. Combining the jump conditions for mass (2.9) and

momentum (2.10) across the shock, the ratio of the shock driving pressure to density

may be written as

P2

⇢2
=
⇢1
⇢2

✓
1� ⇢1

⇢2

◆
u2
1 (5.18)

where the upstream pressure drops out via the strong shock limit. Substituting this

equation into the ideal gas law (2.1) yields

k
B

T =
Am

u

1 + Z

⇢1
⇢2

✓
1� ⇢1

⇢2

◆
u2
1 (5.19)

The temperature depends on the shock speed u1, compression ⇢2/⇢1, and ionization

Z, all of which have been measured in this experiment. For a fixed ionization and

shock speed, this equation tells us that the temperature peaks for a compression of 2

and monotonically decreases for larger compressions.

With the compression and shock speed from the elastic imaging and using the

Thomas-Fermi model (149) for the ionization state, Eq. (5.19) can be iteratively

solved for an independent measurement of the temperature and ionization in the

shock. The Thomas-Fermi model was used to constrain the ionization to equilibrium

with that temperature because of the large experimental uncertainties in the x-ray

scattering measurement of the ionization state. For this weakly coupled system, this

model should give approximately correct results.

The elastic imaging thus yields values of T = 17± 7 eV and Z =1.8 which compares

favorably with the average results inferred from the scattering spectra of T
e

= 22 ±
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Figure 5.19:
Data points show the results of the imaging XRTS measurements of the
temperature profile of the blast wave at 8.2 ns. The lines are the results
of HYADES simulations that were computed using the ideal gas (solid),
polystyrene (dashed), and carbon (dotted) equations of state.

5 eV and Z = 2.3 ± 1. Therefore, at the shock front, the measured bulk properties

from the elastic imaging are self-consistent with the microscopic quantities from the

spectrally-resolved x-ray scattering.

Figure 5.19 (a) shows a comparison between the temperature measurements from

x-ray scattering and the results from hyades (150) simulations. The simulations were

computed with three di↵erent eoss from the Los Alamos sesame tables (37): a poly-

tropic gas with index chosen to match the experimental compression, polystyrene,

and carbon. Given the high carbon content, the EOS of CRF is likely similar to

pure carbon. Polystyrene is similarly 92 % carbon by weight, so it present a useful

comparison. Each simulated temperature profile was motion blurred over the 1 ns

duration of the probe laser pulse by weighting with respect to the simulated density

profile. Because hyades is a one dimensional code, it cannot account for the ra-

dial heat transport that reduces the ablation pressure (151). The laser intensity in

the simulations was therefore reduced by 35-50% to match the experimental shock

positions.

The di�culty in simultaneously matching all the observed profiles in the simu-
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lations points to the value of such data. The ideal gas computation, adjusted as

described above, gives the best agreement with the temperature, compression, and

shock speed. For a cold upstream material, the polystyrene eos predicts a compres-

sion of 4.2 and therefore requires a preheat of 4 eV to match the data. However, the

temperature in the shocked material is too low and the shock velocity is overestimated

as 60 µm/ns. The simulation using the carbon eos better matches the temperature

and shock speed, though the predicted strong-shock compression of 5.5 times requires

almost double the preheat as the polystyrene case to match the data.

Assuming that 1% of the laser energy couples to the creation of a hot electron pop-

ulation at a temperature of ⇠60 keV, the model of Kanaya and Okayama for electron

energy deposition as a function of penetration depth (152) was used to estimate the

feasibility of these levels of preheat. Given the large uncertainty in the laser-electron

energy coupling, this calculation is perhaps accurate to within a factor of ten. At a

position 600 microns away from the drive surface this model yields a temperature to

be about 3 eV, which supports the explanation of relatively large levels of preheat in

the foam a↵ecting the compression.

In all cases, the experimental temperatures in the rarefaction are higher than

in the simulations. A possible explanation is that the coronal plasma beyond the

ablation surface provides an additional source of heating, not accurately captured by

the flux-limited, single-group-di↵usion heat transport model in the code.

5.9 Conclusion

This chapter has presented an experiment using imaging x-ray Thomson scat-

tering to produce the first simultaneous measurements of the spatial profiles of the

temperature, ionization state, and relative material density, and the shock speed, for

an unsteady shock at high energy density. These experiments are the first to provide

a measurement of the temperature of a shock driven in a near solid density, optically
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opaque carbon sample in HEDP conditions and form the basis for later investiga-

tions of heavier materials. The x-ray scattering measurements of the temperature in

the shock are shown to be self-consistent with estimates based on the shock velocity

and compression from elastic imaging. This combined technique, which is unique

to imaging x-ray Thomson scattering, helps bolster the validity of x-ray scattering

as a diagnostic method. The somewhat low values inferred for the compression and

the high ionizations in the rarefaction may indicate greater than expected strength

of preheat e↵ects from nonlocal heating. These e↵ects may be explored in future

experiments by including a thin layer of a high-Z material to act as a preheat shield.

The spatially-resolved nature of the measurement would then allow di↵erentiation

between the scattering from the preheat shield and the shocked foam.
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CHAPTER VI

Conclusion

The properties and dynamic behavior of material systems at high energy density

are relevant to an enormous range of physical systems, including astrophysical equa-

tions of state (153), astrophysical dynamics (154), and inertial confinement fusion (4).

Ideally laboratory experiments in this regime would employ only well-understood ma-

terials to eliminate uncertainties stemming from the material properties. For exam-

ples, fluid instability experiments may be scaled to astrophysical systems by matching

certain dimensionless fluid parameters, the magnitude of which depend on the thermo-

dynamic state of the materials (155). In practice experiments often rely on materials

such as foams and aerogels where there are significant uncertainties in the eos (151).

They are used because there is a factor of 100 in density, from about 0.01 g/cm3 to

1 g/cm3, over which these porous solids are nearly the only practical choice. Studies

have typically been unable constrain the theoretical description of such materials by

simultaneous measurements of multiple properties in the presence of one dimensional

gradients in the heating.

In the previous chapters I have described the design of an experiment to mea-

sure the spatial profile of the thermodynamic state of a blast wave driven in a dense

medium. This was made possible through the first experimental implementation of

the technique of imaging x-ray Thomson scattering using a doubly-curved x-ray crys-
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tal spectrometer (33). The x-ray scattering measurements of the temperature in the

shock are self-consistent with estimates based on the shock velocity and compres-

sion from elastic imaging. The somewhat low values for the inferred compression

may reflect preheat of the foam upstream of the shock. This may be explored in

future experiments by including a thin layer of a high-Z material to act as a preheat

shield. The unique spatially-resolved nature of the measurement would then allow

di↵erentiation between the scattering from the preheat shield and the shocked foam.

6.1 Future work

There has been interest in the HEDP community for developing a higher resolu-

tion version of the imaging spectrometer. With a resolution on the order of 10 µm,

experiments could be designed to probe the temperature jump at the leading edge of

a shock or the very high densities produced at the interface of colliding shocks.

There are a number of technical challenges to implementing these high resolution

measurements. As I have demonstrated, there is generally a tradeo↵ between reso-

lution of signal level. For example, motion blurring can be reduced through using

a shorter probe laser pulse which will result in a lower x-ray yield. Alternatively, a

crystal that is wide along the focusing direction will gather more light, but at a cost

of a lowered spatial resolution by introducing more spherical aberration. In creating

the IXTS, I used these considerations to optimize the design in light of the constraints

of the Omega target chamber.

Achieving this kind of resolution will require solutions to alleviate the zero-sum

nature between resolution and signal. This can come from advances in the x-ray probe

and the imaging crystals. Recent years have seen the emergence of a number of large,

hard x-ray free electron lasers (FEL) around the world, such as the Linac Coherent

Light Source (LCLS) at SLAC, the SPring-8 Angstrom Compact free electron laser

(SACLA) at the RIKEN SPring-8 Center, and the European x-ray free electron laser
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(XFEL) at DESY. These facilities are designed to produce intense bursts (1012 - 1013

photons) of monochromatic, hard x-ray photons (2-20 keV) focused to a sub-micron

beam with a duration of less than 100 fs. These properties would largely eliminate

motion and k-vector blurring while limiting the scattering to the narrow FEL beam

to eliminate astigmatism inherent in the crystal.

High-resolution x-ray scattering measurements in HEDP regimes can be realized

by combining an FEL with optical lasers. This is the case in the Matter in Extreme

Conditions (MEC) station at the LCLS and the planned Helmholtz International

Beamline for Extreme Fields (HIBEF) at the XFEL.

With the somewhat more flexible nature of these facilities, it should be possible

to increase the spatial resolution of the crystal by increasing the magnification and

the Bragg angle. The resolution could also benefit by exploring alternative geometric

schemes. The focusing of the x-rays happens over the vertical, circular curvature of

the crystal which inevitably creates spherical aberration in the image. A elliptical

surface will give true point-to-point focusing, though creating the necessary elliptical

toroid substrate may prove technically challenging. However, the technique of mag-

netorheological finishing could potentially be used to create these complex surfaces.

An elliptical crystal could then be made wider along the focusing direction to gather

more scattered light with no loss in resolution.
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APPENDIX A

Electronic measurement of microchannel plate

pulse height distributions

A.1 Introduction

Microchannel plate (MCP) based framing cameras are often used to image swiftly

moving hydrodynamic flows. A radiograph is formed by backlighting the plasma

with x-rays. In contrast to most other applications of MCPs where they are used to

count discrete pulses, high-energy-density physics experiments typically use MCPs as

analog imagers.

A primary photoelectron from a detected x-ray is amplified by a cascade process

yielding an average gain ⇠ 104 (156). The variation in the gain from the detection of

single x-ray photons is characterized by a pulse-height distribution (PHD). The PHD

from a single MCP has been described by a negative exponential (157; 158). The

PHD in turn contributes to the noise in the image. The noise has been assumed to

scale with the Poisson statistics of the input photons as in direct film exposure(159).

While the noise in framing cameras has been measured optically (160), we present

a direct measurement the electron output of a MCP. From the MCP PHD, is possible

to compute the signal-to-noise ratio (SNR) of a uniformly illuminated region. Natu-

rally, in applications one desires to achieve the largest possible SNR. Understanding
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the physical basis of SNR in radiographs allows for an optimization of framing cameras

to yield the best image quality.

A.2 Theory

Here we first consider the noise properties of the signal from a single pixel on the

detector and then, in the following section, consider the implications of the fact that

the local signal on the detector may include contributions from many neighboring

pixels.

We ignore the potential contributions from x-rays that do not enter the pores in

the MCP. The SNR in MCP-intensified radiographs is generally an order of mag-

nitude higher than what is expected from an examination of the MCP statistics.

The variance in the images is reduced due to blurring from the point spread func-

tion (PSF). However, it is important to note that the spatial blurring reduces the

information in the image.

A.2.1 Microchannel plate statistics

For an input x-ray flux of N
�

photons per pixel, a MCP quantum e�ciency ⌘
MCP

,

and average gain g
MCP

, the MCP output per pixel is

N
MCP

= ⌘
MCP

N
�

g
MCP

(A.1)

We can write the variance in the output signal from a single pixel as (161)

�2
N

MCP

= g2
MCP

�2
⌘

MCP

N

�

+ ⌘
MCP

N
�

�2
g

MCP

(A.2)

The term �2
⌘

MCP

N

�

is the variance in the number of incident photons that are detected

per pixel and �2
g

MCP

is the variance in the MCP electron gain. The former variance
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term may be written as

�2
⌘

MCP

N

�

= ⌘2
MCP

�2
N

�

+ �2
⌘

MCP

(A.3)

Here �2
N

�

represents the Poisson variation in the number of incident x-ray photons

and �2
⌘

MCP

is due to the binomial statistics of the detection process. Substituting the

well known forms for the variance of Poisson and binomial processes simplifies Eq.

(A.3) to �2
⌘

MCP

N

�

= ⌘
MCP

N
�

. Using this simplified form of Eq. (A.3) in Eq. (A.2)

yields

�2
N

MCP

= ⌘
MCP

N
�

(g2
MCP

+ �2
g

MCP

) (A.4)

Because of the large number of signal quanta at this stage, it is assumed that the

subsequent contribution to the noise by the phosphor is negligible.

Defining the SNR as the ratio of the signal output to the standard deviation of

the noise, the SNR per pixel at the framing camera output is then

SNR =

vuut
⌘
MCP

1 +
�

2
g

MCP

g

2
MCP

⇤
p
N

�

(A.5)

The detection quantum e�ciency (DQE) is a measure of how the output of a detector

is degraded by noise. It is a useful measure of the performance of a measurement

system as it is independent of the input signal level. The DQE is defined as DQE =

(SNR
out

/SNR
in

)2. Since the input statistics are Poissonian, the DQE takes the form

DQE =
⌘
MCP

1 +
�

2
g

MCP

g

2
MCP

(A.6)

For a PHD that is exactly a negative exponential, �2
g

MCP

/g2
MCP

= 1 and the above

equation becomes equivalent to the expression given by Pawley (160). Electronically

measuring the PHD allows for a determination of the three free parameters in Eq.
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(A.6) thus the noise contribution of the MCP detection and multiplication statistics

to the framing camera output.

A.2.2 Spatial blurring at the detector

Now we consider the implications of the fact that the PSF of a single pixel overlaps

to nearby pixels. The signal at the detector is the per pixel signal with SNR described

by Eq. (A.5) convolved with the PSF. Qualitatively, one would expect that a finite-

width PSF would decrease the variance in the intensity as the signal in each pixel

becomes correlated to its neighbors.

The total signal on the detector does not change; however, each pixel now samples

many independent x-ray detections. The variance decreases by a factor of 1/N2
pix

,

where N
pix

is the e↵ective number of neighboring pixels that the signal at each pixel

is correlated to. The SNR becomes

SNR =

vuut
⌘
MCP

N
pix

1 +
�

2
g

MCP

g

2
MCP

⇤
p
N

�

+ C
bkg

(A.7)

The term 1/N
pix

may be calculated from the sum of the squares of the fractional

contributions in intensities from neighboring pixels. This factor is then a function of

the PSF width and the detector pixel size. For a 9 µm pixel detector and a Gaussian

PSF(160) with a width of 50 µm(162), we find N
pix

= 55. A constant background,

including contributions from the MCP dark noise and parallel noise in the CCD, is

contained within the term C
bkg

.

A.3 Experiment

We performed measurements on a bare BURLE Long-LifeTM MCP with a length-

to-diameter ratio of 40, channel diameter of 10 µm, and a bias angle of 8 �. A

Manson source provided a uniform irradiation with Al K-↵ x-rays. These photons
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were collimated to produce two beams of equal intensity at equal angles from the

anode normal. One beam was directed to the MCP and the other was incident on a

NIST-calibrated IRD AXUV-100 photodiode detector. As the photodiode quantum

e�ciency is 100%, the x-ray flux incident on the MCP can be calculated. The photon

flux was kept low (⇠ 1 photon/s/channel) as to avoid saturation e↵ects.

A planar anode suspended 1 mm away from the back face of the MCP collected the

electron output which was shaped by an Amptek A250CF charge-sensitive preampli-

fier. The preamplifier gain was determined by careful measurements of the feedback

capacitance. This allowed for a calibration between the preamplifier output and the

absolute number of electrons per pulse. An Amptek PX4 digital pulse processor

provided an output histogram of the pulse amplitudes to a PC.

With the measured pulse height distribution, we can calculate the mean of the

gain and the variance. The ratio of the total pulses collected to the time integrated

x-ray flux defines the quantum e�ciency.

A.3.1 Results

Fig. A.1(a) shows the results from measurement of the MCP PHDs for a variety of

applied voltages and Fig. A.1(b) plots the calculated DQE neglecting spatial e↵ects at

the detector. At an applied voltage of 900 V, we find the factor �2
g

MCP

/g2
MCP

= 0.68±

0.05 and the quantum e�ciency ⌘
MCP

= 3.09±0.05 % yielding the DQE = 1.86±0.05

%.

With the quantified MCP noise, we may analyze the SNR in a radiograph as shown

in Fig. A.2(a). Each of the sixteen images were centered relative to a point chosen

on the grid. Regions were sampled from each image of constant size and orientation

with respect to the grid. The mean and standard deviation of the sampled regions

were calculated yielding the SNR.

Assuming a linear detector response, by relating the intensity recorded by the
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detector to an estimate of the x-ray flux, the images may be calibrated to x-ray

photons per pixel. The unattenuated x-ray flux in the bright vacuum region in the

final image may be may be calculated from the geometry of the framing camera

and the conversion e�ciency of the backlighter (163). Using the measured value of

3 ⇤ 10�3± 30% (93) for the conversion e�ciency for Cl Ly-↵, we estimate an incident

flux of (0.36± 0.11) �/µm2 in the vacuum region.

Plotted in Fig. A.2(b) is the calculated SNR from the sample points against the

estimated x-ray flux per pixel. The data is fitted to Eq. (A.7) yielding SNR =

1.63
p

N
�

+ (0.6± 0.6) as shown in the dashed line. The coe�cient of the
p
N

�

term

has a systematic error of (+0.33, -0.19) arising from the uncertainty in the conversion

e�ciency and a random error of ±0.6. The experimentally determined MCP and

framing camera parameters yielded a value of SNR = (1.00 ± 0.02)
p
N

�

. These

results agree within a factor of two, confirming the scaling of the parameters in the

analysis. This indicates that there may be an additional spatial averaging taking

place and that better estimates of the photon flux on the MCP are needed.

A.4 Conclusion

We have developed an analytical form for the SNR in MCP-intensified radiographs.

The analysis suggests that spatial blurring at the detector dominates the magnitude

of the SNR, but the SNR scales with the Poisson statistics of the x-ray photon input.

It has been assumed that the PSF width is constant for all output pulse sizes. Future

work should be undertaken to assess the relationship between MCP gain and the

PSF. The photon flux at the detector should be independently measured in future

experiments to reduce the uncertainty in estimating the input signal level.

One method to increase the performance of a MCP framing camera is to imple-

ment a transmission photocathode (TPC). Since MCPs have quantum e�ciency of

essentially unity for low energy electrons(165), a TPC which converts some of the inci-
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dent x-ray signal to electrons may significantly increase the quantum e�ciency(166).

Spreading of the electrons born within the TPC can lead to excitation of multiple

MCP pores in parallel. This would lead to an increase in the size of the PSF on the

detector. The expected rise in the SNR would come from both the greater throughput

of the camera and the increased spatial averaging at the detector. The improved SNR

would come at the cost of decreased spatial resolution.
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(a) (b)

Figure A.1:
(a) MCP PHDs for three sample voltages. The distributions fit negative
exponentials at low voltages. For high voltages there is some rounding of
the distribution at high gains indicating the onset of saturation e↵ects.
(b) The calculated DQE for a range of applied voltages 600-1000V. Above
850V, the DQE is relatively insensitive to changes in voltage. The higher
quantum e�ciency and gain is o↵set by the increased variance in the
PHDs.

(a) (b)

Figure A.2:
(a) Shown is a series of radiographs taken by a 16 pinhole array illu-
minating a four strip MCP x-ray framing camera at the OMEGA laser
(164) and a plot of the calculated SNR. The MCP parameters are simi-
lar to those described in Section A.3 with the bias voltage set to 900 V
(b) Plotted is the calculated SNR against the estimated x-ray flux. The
dashed line shows a fit of the data to Eq. (A.7). The uncertainties in
the relative position of the data points arise from the finite size of the
sampled regions in the images. Since the estimate of the x-ray flux is
determined by the conversion e�ciency, the uncertainty in the absolute
scale in the horizontal axis is defined by the uncertainty in the conversion
e�ciency of ± 30% (93).
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