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CHAPTER I

Introduction

Recently, there has been significant interest in relay networks. Due to the wire-
less signal power attenuation with transmission distance, using relays in a wireless
network can make wireless networking more bandwidth and energy efficient at the
expense of requiring multiple transmissions for a single packet. Relay networks re-
quire a medium access (MAC) protocol because it involves multiple hop transmission
for communication between the source and destination. In a decentralized wireless
network, MAC protocols should be defined and accounted in performance analysis
because the channel access can consume significant energy and bandwidth resources.
The channel access protocol has largely been ignored in most previous investigations.
As such, there exists a need for analysis and optimization of the relay networks per-
formance (energy and throughput) taking into account the MAC layer as well as the
physical layer. In this thesis, we investigate the performance of relay networks con-
sidering both the physical layer and the MAC layer and propose a MAC protocol for
relay networks.

Relay transmission affects both the physical layer and the MAC layer. As an
example, Figure 1.1 compares direct transmission and relay transmission when a
relay is located in the middle of the source and destination. Because there is less

signal attenuation due to the shorter one hop distance, relay transmission can use
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Figure 1.1: System model

lower transmit power to achieve the same capacity with direct transmission. When a

transmit power P, is used, the capacity for relay transmission is [36]

: B B I
= 1 1 1 bps/H
ODF min ( OgQ ( da NOW) ) Og2 ( + d?dNOW + d?dN()W>) ( pS/ Z)
(1.1)
where Ny is the noise power spectral density and W is bandwidth used for commu-
nication for decode-and-forward relay transmission, which is one of the widely used

relay transmission schemes. The capacity for amplify-and-forward relay transmission,

which is another widely used relay transmission scheme is [36]

P P P
~1 1.2
Car Og?( dng0W+f(da NoW ' d@ NOW)) (1.2)
where
zy
_ , 1.

At the same time, the use of lower transmit power level leads to less channel con-

tention and MAC overheads for each hop because the signal travels shorter distance.



However, relay transmission requires two packet transmissions, one from the source
and the other from the relay. Also relay transmission requires the source node to
contend for channel access when transmitting to the relay and requires the relay node
to contend for the channel access when transmitting to the destination. As such,
cross layer analysis considering both the physical layer and MAC layer is needed to
understand and optimize the performance of relay networks. Previous research on
relay networks typically only considered the physical layer assuming that the chan-
nel access is granted without any overhead. This thesis proposes a model for the
cross layer analysis and optimization. This cross layer approach enables a realistic
understanding of the performance of relay networks.

Relay network research started from Van der Meulen’s seminal work on a three
terminal channel [56] and [55]. The capacity for relay channels was studied by Cover
and Gamal [15]. Several relaying strategies have been proposed such as amplify-
and-forward (AF) and decode-and-forward (DF), selection relaying, and incremental
relaying [36] and their diversity gain was analyzed [36], [3], [45], and [59]. In amplify-
and-forward scheme, the source transmits information in the first interval. During the
first interval, the relay receives the signal from the source. During the second interval,
the relay transmits the received signal after compensating the signal attenuation by
amplifying the received signal. The relay does not decode the received signal so it
also amplifies noise at its receiver. The destination decodes the received signals from
the source and relay after the second interval by a proper combining method. In
decode-and-forward scheme, the source transmits information in the first interval.
The relay receives signal from the source and decodes the information during the
interval. In the second interval, the relay re-encodes and transmits the decoded
information. The destination combines signals from the source and relay, and decode
the information. Selection relaying scheme uses relaying in the second interval only

when the channel between the source and relay is good. When the channel gain is



less than a certain threshold, the source repeats the same information with the first
interval. In incremental relaying, the destination transmits either acknowledgement
or negative acknowledgement after the first interval. When it is acknowledgement
indicating successful reception, the relay does not repeat the received signal. When
it is negative acknowledgement after unsuccessful reception, the relay repeats the
received signal during the second interval.

In standard AF and DF only one relay is allowed to help transmission between
the source and destination. Space-time coded cooperative diversity scheme that al-
lows simultaneous relaying from multiple relays was proposed in [37] and shown to
achieve diversity gain. In the first interval, the source transmits information to the
destination. Those relays that can fully decode the information utilize a space-time
code to cooperatively and simultaneously transmit the information to the destination
using the same frequency band. Because of the space-time code, the destination can
decompose and combine those multiple signals. When the phase information is given,
the source and relays can use beamforming by matching the phase of transmitted
signal as proposed in [50]. It was shown that this achieves diversity gain but it re-
quired the channel state including the phase be known at the transmitter. There also
has been research on developing practical coding for cooperative communication as
in [53] and [29].

Because relay networks use cooperative communication, it can be easily combined
with network coding [2]. Physical network coding (PNC) [60] that uses the network
coding nature of electro-magnetic waves that superimpose the simultaneously trans-
mitted signals also has been proposed. Two way relay channel [58] has attracted
significant interests in network coding research. In [48], cooperative strategies such
as DF, AF, and CF were shown to achieve network coding with full duplex relays in
two way relay channel. Channel coding was jointly considered with network coding in

[26]. The bit error rate (BER) of physical network coding for two-way relay channel



was considered in [42]. A protocol for network coding for relay networks, COPE,
[32] also has been proposed. Nodes broadcast a list of received packets to neighbor-
ing nodes. When a node overhears received packet lists from neighboring nodes, it
broadcasts a network coded (exclusive-or) packet. With the network coded packet,
each node can decode another packet which improves bandwidth efficiency. However,
network coding approach for relay network does not consider the MAC overheads for
the channel access.

There have been approaches to consider more realistic model for relay networks.
One direction is to consider the relay selection. Because the performance of relay
transmission depends on the channel states, choosing a good relay to cooperate is
important for the performance improvement. In [7] selection cooperation that allows
one best relay for each source node was proposed. However, it requires a priori
knowledge of the channel state information between the source node and all relays.
There have been various relay selection schemes proposed that do not require prior
knowledge of the channel. These include the best relay selection schemes based on
SNR [34], distance [49], best of the worst channel [9], and best harmonic mean [9].
Bletsas [9] proposed a relay selection scheme using a timer that depends on the channel
state. Multiple relay selection schemes were proposed and analyzed in papers such as
[31] and [44].

Another area of investigation for relay network is the MAC protocol. Because re-
lay transmission requires multiple transmission, MAC protocols that support multiple
transmission in one channel access are needed. Also, because the MAC operations can
incur significant overhead (delay and energy), these should be accounted for in the
performance analysis. Several MAC protocols has been proposed for relay networks.
Harbinger [62] is a MAC protocol for the relay selection through a contention period
between relays that decoded the information from the source. Among the relays that

decoded received information, the relay closest to the destination acquires a chance



to transmit to the destination. However, the protocol does not consider the proce-
dure for the channel access for source node, but only consider the MAC operation
for relays. The CoopMAC [41] is a MAC protocol for relay networks that involves
the relay selection. In CoopMAC, each node maintains a list of potential help nodes
and their channel condition to other nodes. When a node has a packet to send, it
estimates the performance improvement from relaying based on the maintained list.
When the relaying is more beneficial, the sender choose the best relay from the list
and include the request for relaying in the request-to-send (RTS) packet. The relay
broadcasts the Helper ready to send (HTS) packet as the response. After the recep-
tion of HT'S packet, the destination broadcasts a CTS packet. After CTS packet from
the destination, the source sends a packet to the relay at a proper rate that depends
on the channel condition and the relay sends the received packet to the destination
in a similar way. The CoopMAC requires a priori knowledge on channel condition
between nodes and only supports one type of relaying. Also, the destination cannot
combine the two received signal because they are encoded in different rate. Relay
enabled distributed coordination function (rDCF) [63] is also a MAC protocol to sup-
port relaying in distributed wireless networks. In rDCF, each node overhears packet
transmissions between neighboring nodes and determines whether relaying through
itself can improve the throughput. If so, it includes those pairs in the relaying list
and periodically advertise the list to neighbors. When a node has a packet to send,
it searches the received list to check possible throughput improvement by relaying.
When relaying achieves higher throughput, it operates three-way handshake that is
the same with the Coopmac. However, it relies on the channel condition collected
in advance, which can be changed in the meantime. Also, the advertisement can
cause significant overhead, which was not considered. Space-time coding in Cooper-
ative MAC (STiCMAC) [40] is a MAC protocol to support space-time coded relay

networks. It also utilizes the three-way handshake between the source, relay, and



destination. During the handshake, critical parameters such as packet transmission
timing, space-time code that will be used, and transmission rate should be exchanged.
At the first transmission timing, the source transmits the data packet and all relays
transmit the received data packet simultaneously in the second transmission timing.
The MAC protocol can improve throughput, but using all relays in the area can be en-
ergy inefficient. Also, precise time synchronization required for STICMAC can incur
significant overheads. A MAC protocol to support incremental relaying was proposed
in [39]. The incremental relaying introduced previously involves only one relay, but
this protocol allows multiple relays participate in incremental relaying if they have a
channel condition over a threshold. To resolve collisions between relays, it proposes a
random backoff based MAC protocol to select a relay to repeat the received packet.
There have been several MAC protocols for relay networks. However, they have lim-
itations such as requiring a priori channel information, incurring significant overhead
to support relaying, or only supporting one type of relaying scheme.

As mobile devices battery operated devices are widespread, the energy consump-
tion becomes a significant performance factor in these networks. There is a fun-
damental tradeoff between bandwidth efficiency and energy efficiency in a wireless
communication systems. The fundamental energy-throughput tradeoff was consid-
ered in [57]. Rather than just considering the transmitted signal power for energy
consumption, there has been practical approaches that incorporated the circuit energy
consumption in the analysis. These research considered optimization in modulation
[16], transmit power and transmit time [51], and routing, scheduling, and modulation
[17]. However, they only minimized the energy consumption and did not consider the
bandwidth efficiency. In multi-hop wireless networks, the energy-bandwidth tradeoft
was investigated in [14], [47], [46], and [6]. However they did not consider the circuit
energy consumption. There has been a multi-hop wireless network research that opti-

mized the energy consumption including the circuit energy consumption [4]. However



it did not consider the overheads from MAC operations.

We investigate the bandwidth efficiency (throughput), energy efficiency, and opti-
mization of relay networks considering both the physical layer and the MAC layer. In
the second chapter of this thesis, the energy-throughput tradeoff of a two hop relay
network is analyzed and compared with direct transmission. We analyze the energy
consumption and the throughput of relay networks as a function of the transmit
power. Transmit power affects both the physical layer and the MAC layer. At the
physical layer, it determines the rate that a packet can be transmitted and the power
consumption for transmission. At the MAC layer, it determines the level of chan-
nel contention, which affects both the throughput and energy consumption. Based
on the tradeoff, we find the optimal transmit power level that achieves the maxi-
mum throughput or minimum energy consumption for direct transmission and relay
transmission. Contrary to popular belief, the transmit power level that achieves the
maximum throughput is not the maximum transmit power and the transmit power
level that achieves the minimum energy consumption is not the minimum transmit
power when we consider both the physical layer and the MAC layer. We compare the
performance of the optimal operating points of direct transmission and relay trans-
mission for different source-destination distance and node densities. It is shown that
relay transmission is more bandwidth efficient and energy efficient at longer source
destination and higher node densities.

In the third chapter, we investigate a multihop scenario and determine the optimal
number of hops and the optimal transmit power that achieves the minimum energy
consumption or maximum throughput considering both the physical layer and MAC
layer. When the source-destination distance is large, using small number of relays
is inefficient because the one hop distance becomes too large. On the other hand,
using too many relays decreases efficiency because it incurs unnecessarily many time

of channel access. The transmit power and the number of hops are jointly optimized



to maximize throughput or minimize energy consumption. It is shown when the
source-destination distance is large the optimal transmit power and the optimal one
hop distance approaches a constant. The optimal number of hops increases linearly
as the source-destination distance increases.

In the fourth chapter, a simple relay enabled medium access (SRMAC) protocol
that enables cooperative relay transmissions is proposed. Standard MAC protocols
such as the IEEE 802.11 MAC protocols are not designed to support cooperative
communication. When IEEE 802.11 MAC protocol is used for cooperative commu-
nication, packet transmission at each hop should undergo a separate channel access
procedure, which is not efficient. The new protocol, SRMAC, is a cooperative MAC
protocol that utilizes information from the physical layer for the MAC operation. The
energy and bandwidth efficiency of SRMAC protocol considering both the physical
layer and the MAC layer is identified. With SRMAC, cooperative transmission can
be dynamically chosen when it is more beneficial than direct transmission. Different
decision criteria for relaying can be adopted for the choice of relay transmission. It is
shown that the SRMAC protocol improves both the bandwidth efficiency up to 20%
and energy efficiency up to 40% compared to direct transmission. Compared to relay
transmission with IEEE 802.11 MAC protocols, it achieves 88% higher throughput.

The proposed model, analysis, optimization, and design will be useful in the design
of distributed wireless networks that use relays. Because the overhead from the phys-
ical layer and the MAC layer are accounted for in the analysis, the results provided
here will give a realistic understanding of relay networks. For example, the proposed
methods can be applied to the design of general distributed wireless networks, mobile

device-to-device communication, or sensor networks.



CHAPTER II

Cross Layer Analysis of Energy-Throughput

Tradeoff for Relay Networks

In this paper we study the bandwidth efficiency (throughput) and energy effi-
ciency of relay networks considering both the physical layer and the medium access
control (MAC) layer. Due to wireless signal power attenuation with transmission dis-
tance, using a relay for packet transmissions can lead to more energy efficient wireless
networking at the expense of requiring multi-hop transmissions. To understand the
potential benefits of using a relay, the energy-throughput tradeoff needs to be ana-
lyzed. In a decentralized wireless network, not only the physical layer but also the
MAC layer should be considered. At the physical layer the transmit power deter-
mines the area which contains nodes that might be contending for channel access at
the MAC layer. At the MAC layer, gaining access to the channel entails transmitting
various signals at the physical layer. This uses energy and takes time which impacts
the bandwidth efficiency. We analyze the energy consumption and the throughput of
relay networks as a function of the transmit power. We determine the conditions in
which wireless communication using a relay has better energy efficiency or bandwidth

efficiency than direct transmission.
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2.1 Introduction

There is a fundamental tradeoff between bandwidth efficiency and energy efficiency
in wireless communication systems. In a single point-to-point link this tradeoff is
embodied in the well known capacity of a communication system, which indicates the
maximum achievable data rate in a given bandwidth as a function of the received
signal-to-noise ratio. The use of a relay can improve both the energy efficiency and
the bandwidth efficiency in distributed wireless networks. However, in a decentralized
multi-hop wireless network, the tradeoff is not clearly understood. In the case of a
multi-hop wireless network, the physical layer overhead and the overhead from channel
access should be considered when analyzing the energy efficiency and the bandwidth
efficiency.

To understand the issues involved in the energy-bandwidth tradeoff, consider a
distributed network of nodes whereby a source node uses a relay node to reach a final
destination node. Because the relay node reduces the distance for each transmission,
the power level required for a given data rate can be drastically reduced or with the
same transmission power the data rate can be significantly increased. This is because
the propagation loss is generally at least proportional to the distance squared. How-
ever, use of a single relay means two transmissions: a transmission from the source
to the relay and a transmission from the relay to the destination. This reduces the
throughput. In addition, each time a node needs to access the channel overhead may
be required (e.g. a request-to-send message and a clear-to-send message). This also
reduces the bandwidth efficiency relative to a single hop transmission. A single hop
transmission, however, would necessarily have to contend for channel access with a
larger set of nodes and thus the time for a single channel access would be larger with
a larger pool of nodes. The goal of this research topic is to analyze the performance
(energy and throughput) of a distributed wireless network taking into consideration

these effects. Furthermore, the effect of the power level used for transmission of infor-
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mation on the bandwidth efficiency and energy efficiency is investigated. Interestingly,
increasing the power levels can actually decrease the energy used for relaying infor-
mation because of the shorter transmission times and the duration of time a receiver
must listen to a message.

Research on relay networks has its origin in van der Meulen’s seminal work [55],
[56] which studied the capacity of a three terminal channel. Since then much research
has been done on the capacity of different relay schemes [15], [24], [61] and on the
diversity-multiplexing tradeoff of cooperative relaying schemes [36], [37], [3]. How-
ever, these papers on distributive relay networks only considered the physical layer.
Moreover, they only considered the bandwidth efficiency. The potential improvement
in energy efficiency was not considered. The energy-throughput tradeoffs of coop-
erative relay networks was considered in [5], [4], and [30]. These papers considered
both the energy efficiency and the bandwidth efficiency. However, they considered
only the physical layer, which ignores the overhead due to channel access. Thus,
while a significant amount of research has been done on relay networks, it does not
provide the energy-bandwidth efficiency of relay networks talking into account both
the physical and MAC layer.

For instance, Bianchi [8] analyzed the throughput performance of the IEEE 802.11
RTS/CTS MAC protocol. However, he analyzed the performance of a one hop wire-
less communication and did not consider the energy consumption. Feeney [22] investi-
gated the energy consumption of wireless network by measuring the actual energy con-
sumption of an IEEE 802.11 wireless LAN card, but did not consider the bandwidth
efficiency. Carvalho [10] investigated the energy consumption for a single hop in an
ad-hoc network. He considered energy consumption from the MAC layer operation,
but did not consider the throughput-energy consumption relationship. Liaskovitis
[38] studied the throughput and the energy consumption of multi-hop wireless net-

works with transmit power optimization. However, he simplified the physical layer
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by assuming only a fixed packet transmission rate is supported at the physical layer
regardless of the transmit power level. He also did not consider the energy consump-
tion from MAC layer control packet transmissions. Moreover, packets are assumed
to be routed through the minimum hop. But the minimum number of hops does not
guarantee the maximum throughput or the minimum energy consumption. Chang,
Stark, and Anastasopoulos studied the energy-delay analysis of MAC protocols in
[11]. They considered how the energy per coded bit and the codeword length affects
the total energy consumption and the delay of the network by using the cutoff rate
of the channel. However, their approach did not consider the effect of transmit power
level on the number of contending nodes by assuming that there are n — 1 contending
nodes regardless of the energy per coded bit level.

In this research, we consider the energy-throughput relationship of relay networks
taking into account both the physical layer and the MAC layer. The time con-
sumption and the energy consumption from all of the packet transmissions, packet
receptions, and the MAC operation are incorporated into the analysis. We show that
the maximum throughput or the minimum energy consumption can be achieved by
optimizing the transmit signal power for both the direct transmission scheme and
the relay transmission scheme. We determine which of two transmission schemes (di-
rect or relay) should be chosen using the energy-throughput tradeoff analysis for the
optimum transmit signal power.

The outline of this chapter is as follows. In Section II, we introduce the system
model. In Section III, we analyze the delay of a relay network. In Section IV, we
analyze the energy consumption. In Section V, we discuss the energy-throughput
relationship. In Section VI, we compare the direct transmission and the relay trans-

mission. Conclusions are given in Section VII.
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Figure 2.1: System model

2.2 System Model

As shown in Fig. 2.1 the system model we consider there is one source node, one
relay node, and one destination node separated by the same distance g on a straight
line. There are also other nodes contending for channel access. In our model, the
source node can send packets either directly to the destination or through the relay

node. We assume all nodes in the network use the same transmit power and the same

MAC protocol.

2.2.1 Physical Layer Model

At the physical layer, we assume the channel model is a Rayleigh fast fading
channel with distance dependent path loss. The transmitter encodes data with a
code of rate R information bits per coded bit. The encoded bits are transmitted with
transmit power P,. The average received signal power P, is

P = (S)a P, (2.1)
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where « is the path loss exponent, which is usually between 2 and 4 [27] and k is
number of hops for packet transmission. For the direct transmission, k is one, and
for the relay transmission, k is two.

We assume that the data packet transmission achieves the capacity of the 11D
Rayleigh fading channel with coherent reception by using proper coding and modu-
lation. The IEEE 802.11 RTS/CTS MAC operation can be used to inform the path
loss measured at the receiver to the transmitter as in [28]. We also assume that the
receiver can perfectly track the fading in the channel. The transmitter does not know
the fading level in the channel but knows the distribution of fading. With these as-
sumptions, the capacity for one hop transmission, S, in bits/second is expressed by

[54]

h|2k*P
S=W-E [logQ (1 + BVLTd;ﬂ (2.2)

where h is the fading process, W is the channel bandwidth, and N, is the additive

white Gaussian noise power spectral density. The expectation is with respect to

h which is a Rayleigh distributed random variable. In (2.2), N’;C;[f;a is the average
received signal-to-noise-ratio (SNR). Because the packet length is not infinity, the
assumption that the data packet transmission achieves capacity can be contradictory.
However, when the code length is 2,000 bytes (16,000 bits), the required bit SNR
penalty, ]’\Ef—g, to achieve the block error rate of 107* is less than 0.3dB when the rate
same with the channel capacity is used with Turbo code [20]. As such, the assumption
of the achieving capacity at the physical layer is a reasonable approximation. The
assumption allows cross layer energy and throughput analysis. Those small SNR

penalty and error rate might change the results in this research slightly, but the idea

developed in this research will be still valid.
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2.2.2 MAC Layer Model

In a wireless network, the MAC protocol controls the channel access. We adopt
the IEEE 802.11 RTS/CTS protocol as the MAC protocol. For simplicity, we assume
that all nodes in the network use the same power and the same transmission scheme.
We assume that the control packets are transmitted at a fixed rate R.,niroi Tegardless
of the transmit power level to enable reliable control packet communication. In the
IEEE 802.11 RTS/CTS protocol, when the source obtains a channel access, other
nodes in the area around the source and the area around the receiving node are
blocked from transmitting. These other nodes in that area defer packet transmissions
when it overhears an RTS packet or a CTS packet, or detects any packet transmission
until the packet transmission from the source is finished. We make a heavy traffic
assumption which means each node always has packets to transmit to other nodes. For
more detailed description of IEEE 802.11 backoff mechanism and RT'S/CTS protocol,
see [8].

At the MAC layer, we consider the dynamic relationship between the transmit
power and the number of contending nodes. We assume the minimum received signal
power that overhearing nodes can detect a CTS or an RTS packet is P;,. Then the

radius of channel reservation is

1

P\
Arosy = | =— . 2.3
(Pﬁ) (2.3)

Other nodes in the radius around the receiving node contend with the source for the
channel access. We assume that other nodes are distributed with density p. Then

the average number of contending nodes for the source node, n, is

By

n = prdz,,, = pr <—) . 24
p P\ B, (2.4)
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Figure 2.2: Wireless node model

Accordingly, the number of contending nodes increases as the transmit power in-

creases.

2.2.3 Energy Consumption Model

In this section, we propose an energy consumption model. Figure 2.2 shows the
wireless node model. A wireless node consists of an RF front end and a signal pro-
cessing part. At the trasmitter RF front end amplifies and transmits signals. The
signal processing part includes MAC operations, encoding, and modulation. When
there are packet transmissions, both the RF front end part and the signal processing
part are used. At the RF front end, the power consumption increases as the transmit
signal power increases. The signal processing part consumes a fixed amount of power,
Pgp, regardless of the transmit signal power level. The RF front end converts the DC
power Prr to RF power, P, with an efficiency 7. Accordingly, the power consumption
is

1
Py = Ppp + Pspyy = EPt + Pspis. (2.5)

When a node is receiving, both the RF part and the signal processing part are actively
consuming power. However, the amount of power consumed at the RF part of a
receiver is small compared to that of a transmitter because a receiver does not use
a power amplifier. We assume a fixed amount of power, P,, for receiving a packet.
The energy consumption is multiplication of power consumption and the duration of

the power consumption. As such, packets with longer duration consume more energy
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than packets with shorter duration.

2.3 Delay Analysis

2.3.1 Data Packet Delay

We assume that the capacity is achieved for packet transmissions at the physical
layer. When the rate supported by the physical layer is given by S bits/sec, the
delay from the actual data packet transmission is simply the time consumed for the
transmission. With the data packet size M bits, the delay from the data packet

transmission, Dggq 1S
M

Ddata = ? (26)

Previously the data packet transmission rate was assumed to be fixed [8]. We in-
corporate the dynamic relationship between the transmit power and the data packet

transmission rate in this research.

2.3.2 MAC Protocol Delay

For the MAC layer delay analysis, we adopt and modify Bianchi’s Markov chain
analysis [8] and Boucouvalas’ analysis [13]. We also extend the model to account for
the connection between the physical layer and the MAC layer. In [8] and [13], the
MAC layer performance was analyzed assuming that the physical layer is fixed. The
physical layer was abstracted to support a fixed data transmission rate. However, the
physical layer can be optimized and this affects the performance of the MAC layer.
When a node increases the transmit power, the achievable transmission rate increases.
At the same time, the signal reaches a farther distance and increases the number of
nodes contending for channel access as in (2.4), which determines the performance of
the MAC layer. We capture the effect of this connection between the physical layer

and the MAC layer by extending Bianchi’s model. As such, the transmit power control
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affects not only the physical layer performance but also the MAC layer performance.
Also, only the overall network performance was considered in [8] and [13]. However,
we consider the performance of individual packet transmissions between the source
and destination by modifying their analysis.

In IEEE 802.11 RTS/CTS protocol, the four-way handshake of RT'S-CTS-Data-
ACK is used for channel access. When a source node has a packet to transmit,
it listens to the channel and starts a random backoff when the channel is idle for
a distributed interframe space (DIFS) time duration. When the backoff counter
expires, the source transmits an RTS control packet. Upon correct reception of the
RTS packet, the destination responds with a CTS packet. When the source node
receives the CTS packet, it starts a data packet transmission. When the data packet
is successfully received, the destination node transmits an ACK packet. Other nodes
postpone packet transmission when they receive either an RTS or a CTS packet. The
backoff counter is frozen when the channel is sensed busy and reactivated when the
channel is idle for a DIF'S duration. When there is collision between RTS packets, the
process starts again with twice the contention window size from which the random
backoft size is chosen.

We define two random variables to analyze the delay from MAC operations. Let
X be a random variable representing the number of backoff counts consumed for the
source node to gain the channel access. Let L be a random variable representing the
length of time for a decrease of the backoff count. Define T, as the time consumption
from collision between RTS packets and p as the collision probability when a node
transmits a packet. Define Trrs, Tors, and Tack to be the time used to transmit
RTS, CTS, and ACK control packets. These can be calculated by dividing the control
packet size by control packet transmission rate, R.,.0- There are fixed time intervals
that need to be accounted for, short interframe space (SIFS) and DIFS. The latter

fixed time duration was explained previously. In 802.11 MAC protocol, there exists
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a short time duration between any packet transmission, SIFS. The time duration of
those fixed intervals are denoted as Ts;rg, and Tprrs in the analysis. There is also
propagation delay 6. The average delay from the MAC protocol, Dy;ac, when the
IEEE 802.11 MAC protocol is adopted is

Pl

Dyiac = EIX]- E[L] + 7 —

+ TRTS + TCTS + TACK + 46 + STSIFS + Tp[ps. (27)

Among the terms, E[X]|, E[L], and fTT; are affected by the transmit power. As the

transmit power increases, the average number of backoff counts, F[X], and the average

ple
> 1-p

time consumption for unsuccessful transmissions of RTS packets , increases due
to the increased number of contending nodes, n. However, the average length of time
for a decrease of the backoff count, E[L] decreases as the transmit power increases
because data packet transmissions between nodes become faster with higher SNR.
Let pg be the probability that there is at least one transmission at a randomly
chosen time, and p, be the conditional probability that a transmission occurring in
the channel is successful given that there is at least one transmission in the channel.
Successful transmission happens when only one node transmits over the channel.
Then p;,- and pg are [§]
pp=1—(1—1) (2.8)

onr(L—7)" !

= 2.9
ISR ey (2:9)
where 7 is the probability that a node transmits a packet at a random time, which
can be determined by a Markov chain analysis. Let p be the collision probability

when a node transmits a packet. Then p and 7 can be determined by following two

nonlinear equations [8].

_ 2(1—2p)
T (1=2p)(W +1)+pW (1 — (2p)™) (2.10)

20



p=1—(1—-7)" (2.11)

where W is the minimum contention window size and the maximum contention win-
dow size, CW, 0 = 2™W.

When there is no transmission in the wireless network, the backoff counter is
decreased by one after time duration 0. We define T as the time consumed to
decrease the backoff counter by one when there is a successful packet transmission
between other nodes and T, as the time consumed to decrease the backoff counter by

one when there is a collision between other nodes. These can be expressed as
Ty =Trrs +Ters +Tack + T +Tp +40 + 3Tsips + Tprrs (2.12)

T.=Trrs + 0+ Tprrs (2.13)

where Ty, Tp are time consumed to transmit the header part and data part of a
packet.

With the probabilities defined above, the average length of time for a decrease of
the backoff counter by one, E[L], is [13]

E[L] = (1 = pir)o + pupsTs + pir (1 — ps)T... (2.14)

The average number of backoff counts for one successful channel access, E[X] is given

E[X] = mzl (piwiz_ 1) + (CW’”;’” — 1) (2.15)

I—p

by [13]

1=
where W is the size of backoff window after the ¢th collision, C'W,,,. is the maximum
size of the contention window, m is the exponent that satisfies CW,,q. = 2"CWinin

and p is the collision probability when a node attempts channel access. The collision

probability can be analyzed using Markov chain analysis [8]. Our contribution in
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Parameter Value
Payload (I) / Header (H) 2000 / 36 bytes
RTS / CTS / ACK 20 / 14 / 14 bytes
Slot time (o) / DIFS / SIFS | 9/ 34 / 16 psec
CWinin | CWinaz 16 / 1024 slots
Bandwidth 20 MHz
Path loss exponent («) 4
Rcontrol 20 MbpS
p (Node density) 0.00001 nodes/m?
n (Amplifier efficiency) 50%
Psp iy 50mW
P 55mW
Pin - 100dBm

Table 2.1: Analysis parameters

delay analysis is to account for the influence of transmit power on delay and the
number of contending nodes, which were not considered previously. This enables

analysis that includes the physical layer and the MAC layer.

2.3.3 Overall Delay and Throughput

Delays from both the physical layer and the MAC layer should be considered when

we evaluate the throughput. The total delay Dy is defined by

Dtotal - k(DData + DMAC) (216)

where £ = 1 for the direct transmission and k& = 2 for the relay transmission. We

define the throughput 7" by
I

T —
Dtotal

(2.17)

where [ is the size of just the data part in a packet. The total size of a data packet is
M = I+ H, where H is the size of the header part in a packet. We list the parameters

we assume including I and H in Table 1.
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2.4 Energy Consumption Analysis

2.4.1 Data packet transmission energy consumption

In this section, we consider the energy consumed in order to transmit a data
packet. Let P, be the transmit power consumption and P,, be the power consump-
tion necessary at the receiver to demodulate and decode a packet. Then the energy

consumption for one data packet transmission Fg,, is

Edata = (Pt:r + PT‘Z)DdCLt(Z' (218>

Transmit power affects the energy consumption from data packet transmission in two
ways. First, higher transmit power incurs more power consumption for the trans-
mission, which increases the energy consumption. Second, higher transmit power
achieves higher data packet transmission, which reduces the time used to transmit a

packet. This reduces the energy consumption.

2.4.2 MAC Protocol Energy Consumption

The MAC protocol operations which include transmission and reception of control
packets such as RTS, CTS, and ACK consume energy. The energy consumption
from the MAC protocol can be divided into two categories. The first one is the
energy consumption, F,.;, from listening to packets transmitted by other nodes
while waiting for the backoff counter to expire. The second category is the energy
consumption, F,...ss, for channel access trials. When the backoff counter expires, the
source node tries to access the channel by transmitting an RT'S frame to the receiving
node. When there is a collision between RTS frames, the source node needs to try

the channel access more than once.
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2.4.2.1 Energy Consumption from Listening

When a node is in the backoff process, it listens to other nodes’ channel access
attempts. For other nodes’ channel access, there are three possible cases, no trans-
mission, successful transmission, and collision. Then the energy consumption from

overhearing, F,.; is

Ewait = ((1 - ptr)PmcU + ptrpstcTRTS + ptr(l - ps)PrzTRTS)E[X]

= ((1 - ptr)o- +ptrTRTS)Per[X] (219)

where the first term represents no transmission. The second term and the third term
represent the successful transmission between other nodes and the collision, repec-
tively. Here again, the transmit power affects the energy consumption for listening.
With higher transmit power, py,. and E[X] increase due to the increased number of
contending nodes. Accordingly, higher transmit power incurs higher energy consump-

tion from listening.

2.4.2.2 Energy Consumption from Channel Access Trials

A node transmits an RTS packet when the backoff counter expires. When there
is a collision, the source node needs to retransmit an RTS frame after a new ran-
dom backoff. Then the energy consumption for the channel access trials per packet

transmission, F,...ss can be expressed as

P
1—p

P Trrs + (P + Pry)(Trrs + Tors + Tack) (2.20)

Eaccess =

where the first term is the energy consumption from unsuccessful RTS packet trans-
missions and the last term is the energy consumption for the final successful RT'S/CTS

handshake. Then the overall energy consumption from the MAC protocol operation
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Figure 2.3: Energy-throughput relationship when the source-destination distance is
200m

combining (2.19) and (2.20) is

EMAC = Ewait + Eaccess
p
L—p

+ (P + Pri)(Trrs + Tors + Tack)-

= ((1 = pw)o + puTrrs) P B[ X] + P Trrs

(2.21)

2.4.3 Overall Energy Consumption

The overall energy consumption, E}.,; includes the energy consumption from both

the data packet transmission and control packet transmissions.

Etotal = k(Edata + EMAC) (222>
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where k = 1 for the direct transmission and £ = 2 for a single relay transmission.

Then the per bit energy consumption normalized by distance is

Eb o Etotal

Nod*  INyd* (2.23)

where I is the number of information bits in the data part of a packet. We normalize
the energy consumption per bit by d* in order to get an equaled received energy

consumption.

2.5 Energy-Throughput Tradeoff

As pointed out, the transmit power plays an important role in a wireless network.
Transmit power affects the number of contending nodes, capacity and energy con-
sumption. As the transmit power increases, the rate supported by the physical layer
increases. At low received power levels, the capacity increases linearly with received
power. At high power levels the capacity only increases logarithmically. The trans-
mission range increases as the transmit power increases, which results in the number
of contending nodes increasing. With more contending nodes, more time and energy
are consumed to access the channel. As a result, the transmit power level also de-
termines the delay and energy consumption. Because the energy consumption and
the throughput are coupled by the transmit power, a tradeoff between bandwidth
efficiency and energy efficiency is obtained by varying the transmit power. In this
section, we analyze the energy-throughput tradeoff using the parameters in Table 1.
We assume a density of 0.00001 nodes/m?. While this density may seem low, because
the nodes always have packets to transmit the density of active nodes with packets
to transmit of 0.00001 is quite reasonable.

Figure 2.3 shows an example of the energy-throughput tradeoff when the source-

destination distance is 200m. The y-axis represents the throughput and the x-axis
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represents the energy consumption per bit normalized by the fourth power of the
source-destination distance. The top right end of the graph represents the low trans-
mit power range and the bottom right end of the graph represents the high transmit
power range. As the transmit power increases, the corresponding points on the graph
moves counterclockwise on each graph. The numbers labeled on the graph stand for
the expected number of contending nodes at the marked points. We can see that
as the transmit power increases the expected number of contending nodes increases.
The points marked with the square represent the maximum throughput operating
points for direct transmission and the relay transmission. The corresponding trans-
mit signal power is labeled with the operating points. The points marked with the
circle represents the minimum energy consumption operating points for the direct
transmission and the relay transmission. We can choose an operating point on the
energy-throughput tradeoff graph by adjusting transmit power. Each point on the
graph identifies the throughput and the energy consumption achievable by choosing
the corresponding transmit power. Accordingly, we can choose between the maximum
throughput operating point and the minimum energy consumption operation point
by choosing corresponding transmit power level. .

We can compare the direct transmission and the relay transmission from the fig-
ure. The direct transmission achieves better energy efficiency than the relay trans-
mission at this distance. However, the relay transmission achieves higher bandwidth
efficiency. Accordingly, direct transmission is a better choice when the system re-
quirement is the energy efficiency at this distance. As the source-destination distance
varies, the energy-bandwidth characteristic changes, which also changes the choice
between direct transmission and relay transmission. The comparison between direct
transmission and relay transmission for different source-destination distances will be
presented in the next section.

We also consider the throughput characteristic in Figure 2.3. We first notice
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Figure 2.4: Delay components when the source-destination distance is 200m

that the throughput is low compared to the capacity at the physical layer. The
maximum throughput of direct transmission in this case is about 0.5 bps/Hz when
the transmitted signal strength is -1.66 dBm. When we only consider the physical
layer, the channel capacity when the same transmit power is used is 2.66 bps/Hz.
When we considered both the physical layer and the MAC layer, the throughput went
down by less than 1/5. The low effective throughput is because of the large delay
from MAC operations. Because we assume that all nodes in the area always have
a packet to transmit, having many contending nodes can increase the MAC delay
significantly. Control packet transmissions also increases delay potentially because
the control packet transmission is transmitted at a fixed rate that is lower than the
channel capacity to ensure the reliable control packet reception at neighboring nodes.

Now we investigate the energy-throughput tradeoff in more detail by considering
the components of the delay and the energy consumption. Figure 2.4 shows the delay
components when the source-destination distance is 200m. The delay components
are separated into two categories, the delay from data packet transmission and the

delay from the MAC operation. By comparing the data packet transmission delay
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and the MAC operation delay, we can see that the MAC operation delay dominates
and becomes more profound as the transmit power increases. The data packet trans-
mission delay decreases with higher transmission rate as the transmit power increases
and the MAC operation delay increases due to the increased number of relays with
an increase in transmit power. The delay from data packet transmission does not sig-
nificantly affect total delay. We plot the components of delay in Figure 2.4. The total
delay is slightly larger than the delay from MAC operations. The transmit power
level affects the MAC operation delay in two ways. First, the transmit power level
determines the number of contending nodes for the channel access, which is shown in
(2.4). With more contending nodes, the collision probability, p, increases. Then the
average number of backoff counts E[X] increases as seen in (2.15), which results in
an increase in MAC operation delay in (2.7). Second, the transmit power level deter-
mines data packet transmission rates on the network. With higher transmit power,
the data packet transmission between nodes in the network, 7 in (2.12), decreases,
which reduces the time consumption during the backoff process, which is represented
by E[L] in (2.14). At low transmit power levels, the delay from data packet transmis-
sion comparable to the MAC operations delay. Also, the effect of an increase in the
transmit power at low transmit power levels is significant as seen in delay from data
packet transmission in Figure 2.4. As such, higher transmit power can reduce the
delay due to the MAC protocol at low transmit power levels. Figure 2.4 shows both
of these effects. As the transmit power increases, the MAC protocol delay decreases
initially due to the faster data packet transmissions between other nodes in the net-
work. Also, the delay from data packet transmission from the source decreases when
the transmit power is increased. However, as the delay increases at higher transmit
power levels because the increased number of contending nodes dominates over the
higher rate among the other nodes.

When we consider the delay from the data packet transmission, we can see that the
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Figure 2.5: Energy components when the source-destination distance is 200m

actual data packet transmission consumes decreasing delay as the transmit power in-
creases. This is because the data packet transmission rate increases with the transmit

power. Combining (2.6) and (2.2) the data packet transmission delay is

kM
W - E [log (1 + w;;fdit)]

Ddata — (224)

We can see that the data packet delay decreases monotonically in transmit power in
Figure 2.4. There exists an optimal transmit power that minimizes the delay and
maximizes the throughput. The optimal transmit power that achieves the minimum
delay is lower for relay transmission compared to direct transmission. As such, in
relay transmission lower transmit power should be used than direct transmission.
When we compare the total delay, relay transmission achieves lower total delay and
higher throughput than direct transmission when the source-destination distance is
200m. However, direct transmission achieves higher throughput than relay trans-
mission when the source-destination distance is short, which will be shown in next

section.
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Figure 2.5 shows the energy consumption components when the source-destination
distance is 200m. By comparing data packet transmission and the MAC operation,
we can see that the data packet transmission dominates over the MAC operation at
low transmit power levels. At low transmit power levels, the number of contending
nodes is small and the channel contention is small. As such, the energy consump-
tion for transmitting and receiving much bigger data packets consumes more energy.
However, the MAC operation energy consumption gets larger than the data packet
transmission energy consumption as the transmit power increases due to the increased
channel contention. At high transmit power levels, the MAC operation energy con-
sumption increases due to the increased channel contention. From (2.21) we can see
that increasing the transmit power increases py., E[X], P, and p while Trrs, Tors,
and Tyog are constants. Accordingly, the energy consumption from MAC operations
increases as the transmit power increases.

For both direct transmission and relay transmission, there is an optimal transmit
power that minimizes the data packet transmission energy consumption. At higher
transmit power levels, the energy consumption for data packet transmission and recep-
tion increases. Combining (2.18) and (2.2), the energy consumption for data packet

delivery is
k(P + Pry) M

Edata = W2k Py .
W.-E [log (1 + Nowa )]

(2.25)

The energy consumption is the multiplication of power and the time the power is used.
So, the energy consumption decreases as long as the time consumed to transmit a
packet decreases faster than the transmit power consumption increment. However,
the capacity increases linearly at low transmit power levels and only logarithmically
at high transmit power levels. Accordingly, at high transmit power levels, the power
consumption increases faster than the time consumption reduction, which results in

increased energy consumption for data packet transmission.
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We compare the energy consumption components of the direct transmission and
the relay transmission in Figure 2.5. It shows the energy consumption components
versus the transmitted signal power, P,. When we compare the energy consumption
from MAC operations, we can see that relay transmission consumes more energy than
direct transmission when the same transmit power is used. This is because relay trans-
mission requires channel access twice with the same number of nodes as the case of
direct transmission contending for access. When we compare the energy consumption
from data packet transmission, relay transmission consumes less energy than direct
transmission at low transmission power levels. However the gap between relay trans-
mission and direct transmission decreases as the transmit power increases. At high
transmit power levels, direct transmission consumes less energy in data packet trans-
mission than relay transmission. When we compare the total energy consumption, the
transmit power level that achieves the minimum energy consumption for relay trans-
mission is lower than the transmit power level that achieves the minimum energy
consumption for direct transmission. With lower transmit power, the transmission
range for relay transmission is lower than the range for direct transmission, which
reduces the number of contending nodes. The relay transmission requires only % of
transmit power to achieve the same average received SNR level compared with direct
transmission when the path loss exponent is 4. In Figure 2.5, the minimum energy
consumption for direct transmission is lower than the minimum energy consumption
for relay transmission. However, relay transmission achieves lower minimum energy
consumption than direct transmission for longer source-destination distances, which

will be shown in following section.

2.6 Direct transmission vs Relay Transmission

In the previous section, we analyzed the energy consumption and the throughput

when the source-destination distance is 200m. Direct transmission achieved better
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energy efficiency and relay transmission achieved better bandwidth efficiency. How-
ever, which scheme is a more efficient transmission scheme can vary as the source-
destination distance changes. Figure 2.6 shows the maximum achievable throughput
for both the direct transmission and the relay transmission as the source-destination
distance varies. It is seen that the direct transmission achieves higher throughput
than the relay transmission when the source-destination distance is 50m or 100m.
But the relay transmission achieves higher throughput at larger source-destination
distances. When the source-destination distance is short, the penalty of two trans-
missions and two channel contentions for the relay transmission outweighs the benefit
of the shorter one hop packet transmission.

Figure 2.7 shows the achievable minimum energy consumption as the source-
destination distance changes. It is seen that the direct transmission achieves better
energy efficiency than the relay transmission when the source-destination distance is
less than 400m. Again the penalty of the more energy consumption for two packet

transmissions and the two channel contentions outweighs the benefit of less energy
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consumption from shorter one hop packet transmission for the relay transmission
scheme. Between 100m and 300m, the direct transmission achieves higher energy effi-
ciency and relay transmission achieves higher bandwidth efficiency. From Figure 2.7,
the energy consumption per bit normalized by d* decreases as the source-destination
distance increases. However the actual energy consumption increases with distance.
The node density can affect the energy efficiency and the bandwidth efficiency,
which will result in change of the source-destination distance at which either direct
transmission or relay transmission becomes more bandwidth efficient or energy effi-
cient. We also investigate how the node density affects the direct transmission scheme
and the relay transmission scheme. Figure 2.8 shows the threshold source-destination
distance above which the relay transmission becomes more efficient than the direct
transmission. The figure includes both criteria of the maximum throughput and the
minimum energy consumption. For example, when the node density is 2 x 107°
nodes/m?, relay transmission achieves higher throughput than direct transmission if

the source-destination distance is more than 160m, and less energy consumption if
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Figure 2.8: Threshold source-destination distance that the relay transmission be-
comes more efficient

the source-destination distance is more than 390m. Figure 2.8 shows that as the node
density increases relay transmission becomes more bandwidth efficient than direct
transmission at shorter distances. However, for the energy efficiency, the threshold
distance that relay transmission becomes more efficient at slightly longer distances.
As the node density increases, the longer distance packet transmission is penalized
in delay both at the physical layer and the MAC layer because it requires higher
transmit power than the shorter distance packet transmission. With higher node
density, p, the number of contending nodes, n, in (2.4) and the collision probability
p gets larger, which leads to an increase in the average number of backoff counts
in (2.15). This leads to an increase in the MAC operation delay in (2.7), which
dominates the overall delay as shown in Figure 2.4. For the same reason, using a
higher transmit power incurs more penalty when the node density is higher, which
is seen in (2.4). As a result, relay transmission which requires shorter hop and lower

transmit power achieves higher bandwidth efficiency.

35



The node density increase also degrades the energy efficiency. As the node density
increases, the MAC operation increases, which leads to higher energy consumption
from MAC operations. When the same transmit power is used, the energy consump-
tion from data packet transmission remains the same. In Figure 2.5, it is seen that
the energy consumption from data packet transmission dominates over the energy
consumption from MAC operations. However, the rate of increases in the energy
consumption from MAC operations is faster than the energy consumption from data
packet transmission as the node density increases. As such, relay transmission is
penalized more from the node density increase than direct transmission from node
density increase. The transmit power that achieves the minimum energy consumption
for relay transmission decreases faster than direct transmission as the node density
increases. As a result, the energy consumption from data packet transmission, which
only depends on the transmit power level, increases more for relay transmission case
than direct transmission as node density increases. As such, the threshold distance
that relay transmission becomes more energy efficient than direct transmission slightly
increases as the node density increases. However, this tendency can be different when
energy consumption parameters are different. With higher P., and F;,, both the
threshold distances for bandwidth efficiency and energy efficiency decrease as the
node density increases. As such, the relay transmission scheme has advantages of
shorter one hop distance and less transmit power level, which becomes more critical

as the node density increases.

2.7 General system model

2.7.1 General topology

We have considered a simple relay network model in which the source, relay, and

destination are placed in a straight line with equal distances. Now we generalize the
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topology. The source and the relay are still separated by a distance d but the relay
can be placed anywhere between the source and the destination. Figure 2.9 shows the
general topology. Depending on the location of the relay node, the distance between
the source and the relay, d;, and the distance between the relay and the destination
dy changes.

The previous analysis can be easily adapted to the new topology. We find the
region where relay transmission performs better than direct transmission. Figure
2.10 shows the area where the relaying achieves higher throughput when the source-
destination distance is 200m. The solid line indicates the border line of the area where
the relay transmission achieves the same throughput as direct transmission. When
a relay is positioned in the circular region, it achieves higher throughput than the

direct transmission.

2.7.2 Randomly placed neighboring nodes

In the analysis up to now, we assumed that the number of contending nodes

is fixed and determined by the transmit power level. We also assumed that the
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Figure 2.10: Area where the relay performs better than direct transmission

number of contending nodes is at least one. When a transmit power is given, the
number of contending nodes is determined by (2.4) with the given node distribution,
p. However, there can be variation in the number of contending nodes in reality even
when the same transmit power is used. Also, there can be cases that no other node
contends for the channel access. In this section, we consider how the performance
changes as we account for the randomness in the number of contending nodes. We
define a d?,, rectangular region, which includes transmission range of source, relay,
and destination. We assume that the nodes are randomly (uniformly) placed in this
region. When a neighboring node is located in the transmission range, d,s,, of the
source node, it is contending with the source node for channel access. Let the area
of the region be A,cgion = darea X darea- The transmission range is determined by
the transmit power level as in (2.3). Then the area in the transmission range is
Atran = wd?,,,. When the node density is given as p, the total number of neighboring

nodes in the area is N = pA,gion- Then the probability that each node is located in
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the area that contends with the source node is

o At?”an _ Trd%esv(Pt)
Peont = A -

. (2.26)

region Aregion

We can see that the probability that a neighboring node is located in the area that
it should contend with the source node depends on the transmit power because the
transmission range d,.s, is dependent on the transmit power F;. The probability that

n nodes are contending with the source node for channel access is

Pl =)= () )1 = pomi* (2.27)

Let G(P;, k) be the a performance when the transmit power is P, and the number
of contending nodes is k. The performance measure can be either delay or energy
consumption. Then the average performance with a given transmit power, G(F;)

which accounts for the randomness in the number of contending nodes can be obtained

by

ol

G(P) = 3 G(P, k)P(n = k). (2.28)

Figure 2.11 illustrates the performance comparison between the case of fixed num-
ber of contending nodes and the case of random number of contending nodes. We
assume the area is a 4km by 4km rectangular region and the source-destination dis-
tance as 200m. It is seen that the performance of the random number of contending
nodes case differs from the case of fixed number of contending nodes at low trans-
mit power levels. This is because we considered the case of no contending nodes for
the performance analysis of the random number of contending nodes case. When the
transmit power level is low, the probability of no contending nodes case is high. When
there is no contending nodes, the delay and the energy consumption is low because

the MAC operation requires only the random backoff without contention. For both
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Figure 2.11: Performance comparison between the case of fixed number of contending
nodes and the case of random number of contending nodes

relay transmission and direct transmission, we can see that the performance of the
case of random number of contending nodes achieves higher throughput and lower
energy consumption than the case of fixed number of contending nodes. It is also
seen that the performance gap between the fixed and random case is larger for relay
transmission. It is because relay transmission requires channel access twice, which
amplifies the effect of no contending nodes case. At higher transmit power levels,
the performance of fixed and random number of contending nodes cases are almost
the same. At high transmit power levels, the probability of no contending nodes
case is very small, which minimally affect on the performance. Also, the performance
gap at low transmit power level decreases as the source-destination distance increases
because a higher transmit power is used. This performance comparison justifies a
simpler analysis based on the assumption that the number of contending nodes is

fixed as determined by (2.4) when the transmit power level is high.
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2.8 Conclusion

In this research we investigated the energy-throughput relationship for relay net-
works considering both the physical layer and the MAC layer. We also studied the
effect of transmit power control on both the physical layer and the MAC layer. As
the transmit power increases, the rate that can be supported at the physical layer
increases, but delay to access the channel also increases due to an increase in the
number of contending nodes. We found that we can achieve the minimum energy con-
sumption or the maximum throughput by choosing the proper transmit power level.
Transmit power levels that achieve those optimal points were neither the maximum
transmit power nor the minimum transmit power. Based on the energy-throughput
relationship we compared direct transmission and relay transmission. When the
source-destination distance is short, the direct transmission achieves higher band-
width efficiency and energy efficiency. However, relay transmission showed better
performance in both the energy efficiency and bandwidth efficiency when the source-
destination distance is long. We also investigated how the node density affects two
packet transmission schemes. When the node density is low, the source-destination
distance range such that direct transmission achieves better bandwidth efficiency or
energy efficiency increases. As the node density increases, the relay transmission
achieves better efficiency for shorter source-destination distances. We also analyzed
the performance with a more general system model. We analyzed the performance
in a general topology where a relay node can placed in any location. We found a
region where relay transmission achieves higher efficiency for packet transmissions.
We also analyzed the performance when the number of contending nodes is random.
The performance was very close to the case when the number of contending nodes is
fixed at the average determined by the transmit power level, which justifies a simpler
analysis based on the assumption that the number of contending nodes is determined

as a fixed average number.
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CHAPTER III

On the Optimal Number of Hops in Relay

Networks

We investigate the optimal number of relays that achieves minimum energy con-
sumption and maximum throughput considering both the physical layer and the
medium access control (MAC) layer in distributed multi-hop wireless networks with a
decode-and-forward relaying scheme. Energy consumption and delay incurred by ac-
tual data packet transmission and MAC layer operations are analyzed to understand
the energy-throughput relationship that takes into account both layers. Based on the
analysis, it is shown that the number of relays and the transmit power can be jointly
optimized when the source-destination distance is given. We consider two differ-
ent optimizations, the minimum energy consumption and the maximum throughput.
We also show that the optimal number of relays that achieves the minimum energy
consumption or maximum throughput increases linearly with the source-destination

distance.

3.1 Introduction

Using relays for packet transmissions can improve both the energy efficiency and

bandwidth efficiency in wireless networks compared to the direct transmission which
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delivers packet directly from the source to the destination. As more relays are used
for a packet transmission, one hop distance decreases, which leads to the increased
received signal strength. Higher capacity is achievable at the physical layer with the
higher received signal strength. However, the number of hops that a packet need to
undergo increases with the number of relays. As such, it is not straightforward to
understand what is the optimal number of hops to make a packet transmission most
efficient. When we also consider the MAC layer, it becomes more complex. When
more relays are used, lower transmit power can be used because one hop distance is
shorter. When a lower transmit power is used by users in the network, channel con-
tention decreases, which improves efficiency. At the same time, more channel access is
required as more relays are used because each hop packet transmission requires chan-
nel access. Accordingly, bandwidth efficiency and energy efficiency can be improved
by optimizing the transmit power and the number of relays for packet transmissions.

Significant research has been directed toward the performance of wireless networks.
Bianchi [8] analyzed the performance of the distributed coordination function (DCF)
used in IEEE 802.11 MAC layer. However, he only considered the performance at the
MAC layer. The interaction between the physical layer and the MAC layer was not
considered in his research by assuming that the physical layer supports a fixed packet
transmission rate. Feeney [22] and Ebert and Wolisz [21] studied energy consump-
tion characteristics of wireless networks. However, they only considered power and
energy consumption characteristic for point-to-point communication, which does not
consider the energy consumption from MAC operations. Also, they did not consider
the interaction between the energy efficiency and the bandwidth efficiency. Bae and
Stark in [5] and [4] investigated the energy-throughput tradeoff for wireless multi-hop
networks at the physical layer. However they did not consider the MAC layer. Dawy
and Leelapornchai [19] studied the optimal number of relay nodes which achieves least

power consumption with a guaranteed rate. Florea and Yanikomeroglu [23] studied
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the optimal number of hops in relay networks, which achieves the highest rate. Sikora
et. al., [52] studied the number of hops that achieves the desired end-to-end rate with
the least transmission power. However, they all limited their research to infrastructure
based multi-hop networks and considered only the physical layer [5, 4, 19, 23, 52].

In this paper, we analyze the energy and bandwidth performance of multi-hop
relay networks. We consider both the physical layer and the MAC layer for perfor-
mance analysis where the energy and bandwidth used to transmit, to receive, and
to access the channel are incorporated. From the analysis we identify the tradeoff
between the bandwidth efficiency and the energy efficiency. Based on the energy-
throughput tradeoff, we optimize the transmit power and the number of relays to
maximize throughput or minimize the energy consumption. Also, we find the opti-
mal transmit power and the optimal number of relays when the transmit power is
constrained. We show that the optimal number of relays increases linearly as the
source-destination distance increases. Also, it is shown that the optimal transmit
power and the optimal one hop distance is determined by the characteristic of the
physical layer and the MAC layer, not by the source-destination distance.

The outline of this chapter is as follows. In Section II, we introduce the system
model. In Section III, we analyze the delay of a multi-hop wireless network. In
Section IV, we discuss the energy consumption analysis. In Section V we discuss the
energy-throughput relationship. In Section VI, we consider the optimal number of

hops for relay networks. Conclusion are given in Section VII.

3.2 System model

We consider a linear multi-hop wireless connection consisting of a source node,
k — 1 decode-and-forward (DF) relay nodes, and a destination where each hop is
separated by the same distance, %. The source-destination distance is d. There are

other nodes in the area, which have packets to transmit. They also contend for
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channel access to send their own packet. We assume saturated traffic, which means
that all nodes always have a packet to send. We assume that all nodes use the same
MAC protocol. We consider transmit power control to optimize the performance and

assume that all nodes change the transmit power accordingly.

3.2.1 Physical layer model

At the physical layer, we assume the channel model is Rayleigh fading channel
with distance dependant path loss. The transmitter encodes data with a code of
rate R information bits per coded bit. The encoded bits are modulated and the

modulated signal with power F; is transmitted. When we use k& hop transmission

to deliver a packet from the source to the destination, each hop distance is %. The

average received signal power P, at the receiver is given by

J Tty (3.1)

IS

where « is the path loss exponent, and [ is a constant that represents the antenna
characteristic.
We assume that the wireless communication scheme achieves the capacity of the

channel. The capacity achievable for a specific channel model depends on the average

received SNR
B P. _ BEYR
 NJW  NoWde

r (3.2)

where W is the channel bandwidth, and N, is the additive white Gaussian noise
power spectral density. In case of the AWGN channel, it is clear that the capacity is
expressed in the form of (3.4). For fading channels, the realization of fading should

be accounted for the capacity. We assume that the channel state information (CSI)
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is known at the receiver only. Then the fading channel capacity is
1
C = §E [log, (1 + |R|°T")] bits/dimension (3.3)

where h is the fading process. For different fading channels, different distributions

are used for |h|?. Accordingly, we can express the general capacity as a function of

k

the transmit power, P, the inverse of one hop distance, ¢, the path loss exponent, a,

and the noise power spectral density Ny.

C=f ((g)o‘ %) bits/dimension. (3.4)

3.2.2 MAC layer model

In a wireless network the MAC protocol controls the wireless channel access.
The process of channel access delays the transmission of a packet from a node. We
assume that the IEEE 802.11 RTS/CTS protocol is used as the MAC protocol. We
also assume that the channel access is required for each hop packet transmission
when relaying is used. In RT'S/CTS when a node has packets to transmit, the node
monitors the channel. If the channel is busy, the node waits until it observes the
channel idle for a period of time, which is called the distributed interframe space
(DIFS). After an idle of time, DIFS, the node generates a random backoff counter
value uniformly in the range (0,w — 1). Initially, the contention window size w is set
as CWin, which is minimum size of the contention window. The random backoff
counter decreases the possibility of collision with other nodes. If the channel is idle
for a slot time, o, the backoff counter value is decreased by one. When the counter
reaches zero, the node transmits a request-to-send (RTS) packet. When more than
two nodes transmit RTS packets at the same time a collision occurs. If there is a

collision, the value of w is doubled, and the backoff counter value is chosen again.
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Parameter Value
Payload / Header 1000 / 36 bytes
RTS / CTS / ACK 20 / 14 / 14 bytes
Slot time (o) / DIFS / SIFS | 20 / 50 / 10 usec
CWinin | CWinaz 32 / 1024 slots
Bandwidth 20 MHz
Distance(source-destination) 3000m
P., 10mW
Number of contending nodes 3 nodes
Path loss exponent («) 4
Antenna Characteristic (3) 1

Table 3.1: Analysis parameters

Contention window size increases up to the maximum contention window size as
collisions continues. The maximum contention window size is CW,,0e = 2" CWonin-
When a node gains a channel access successfully, the contention window size returns
to the minimum size. When a node senses other on-going transmissions while the
backoff counter is counting down, the backoff counter is frozen and reactivated when
the channel is sensed idle for DIFS.

When the receiving node correctly detects an RTS packet, it responds with a
clear-to-send (CTS) packet after a short time period, which is called the short inter-
frame space (SIFS). The transmitting node can transmit its data packet only if a CTS
packet is received. The time duration of data packet transmission is included in the
RTS and CTS packets, which are also heard by other nodes in the neighborhood. The
neighboring nodes update a network allocation vector (NAV) with the information,
and defer transmission according to the NAV, by which they can avoid collisions.

We assume that there exists a fixed number of contending nodes for every channel
access. We also assume that each node knows the one hop distance for the packet
transmission originating from itself. * We use a saturated traffic model in which all

nodes in the network always have packets to send.

'We investigate the best possible maximum throughput and minimum energy consumption by
assuming this. If it is not known, the performance would degrade than when it is known.
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3.2.3 Energy consumption model

For the energy consumption analysis, we define power consumption model in this
section. Energy consumption is the multiplication of power consumption with the
duration of the power consumption. We account for the energy consumption both
from transmitting and receiving packets. We define P,, as the power consumed during
a packet transmission. When the transmitted signal power is P;, the transmit power
consumption is

1
Py =-P (3.5)
U

where 7 is the power efficiency of the transmitter. As the transmitted signal power
increases, the power consumption increases accordingly. We assume that a fixed

power P, is consumed at the receiver during a packet transmission.

3.3 Delay analysis

3.3.1 Data packet transmission delay

When the rate supported by the physical layer is given by R bits/second, the
delay from one hop data packet transmission is simply the time consumed for the
transmission. With the packet size M bits, the physical layer delay for one hop
packet transmission is

M

Dgata = s (3.6)

We assume that the physical layer achieves the capacity for data packet transmissions
between the source and the destination. As such, the rate, R, is dependent on the
transmitted signal power P,. For a fixed source-destination distance, as the number of
hops increases the distance between relays decreases. A decreased distance between
relays increases the signal-to-noise at each hop. At low signal-to-noise ratios the

achievable rate increases quickly with a higher signal-to-noise ratio while at high
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signal-to-noise ratios the achievable rate only increases slowly with an increase in
signal-to-noise ratio [23]. At the same time, the number of hops that a data packet
should undergo increases as the number of relays increases. As such, increasing the
number of relays can increase the overall delay. Thus the number of relays should be

optimized to maximize bandwidth efficiency and energy efficiency.

3.3.2 MAUC layer operations delay

MAC layer operations consumes time and energy for coordinating the channel
access between nodes by control packet exchange. In this section, we analyze the
delay from the MAC layer operations. We modify Bianchi’s [8], and Boucouvalas’
[12] framework. They analyzed delays from MAC operations for one hop packet
transmission assuming a fixed rate is supported at the physical layer for both control
packet transmissions and data packet transmissions. Our contribution is to account
for the effect of the transmit power control and the number of relays on the delay
from MAC operations. As the transmit power increases, the control packets can be
transmitted with higher rate. We assume that both data packets and control packets
are transmitted at the rate of the channel capacity. As such, the delay from the
MAC layer decreases as the transmit power increases. We optimize both transmit
power and the number of relays between the source and the destination. The number
of relays also affects the delay performance. When more relays are used for packet
transmissions between the source and the destination, the one hop distance between
nodes decreases, which increases the received signal strength with the same transmit
power and capacity of the channel as in (3.1) and (3.3). At the same time, adopting
more relays can increase MAC delay. Each packet transmission requires channel
access and the increasing number of relays increases number of channel access and
corresponding delay until a packet reaches the destination. In summary, we need to

account for the transmit power and the number of relays for the analysis of the MAC
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layer delay performance. Based on the analysis, we optimize the transmit power and
the number of relays.

Let X be the number of backoff counts consumed for the source node to gain the
channel access. Let L be the length of time for a decrease of the backoff count. Define
T, as the time consumption from collision between RTS packets and p as the collision
probability when a node transmits a packet. We define Tgrrs, Tors, and Thcx to
be the time used to transmit RTS, CTS, and ACK packets. Then the average delay

from the MAC layer for one hop transmission can be expressed as

Dyrac = E[X] - E[L] + Trrs + Ters + Tack (3.7)

where E[X] is the average number of backoff counts consumed for the source node
to gain a channel access and make a successful transmission, and E[L] is the average
length of time for a decrease of the backoff count. The last three terms are the
time used to transmit RT'S, CTS, and ACK packets for the last successful RTS/CTS
handshake. In the remainder of this section, we analyze F[X] and E[L].

Let p be the collision probability for a node for each trial to access the channel
when there are n contending nodes in the network, and 7 be the transmit probability
which is the probability of each node transmitting at a randomly chosen time. By
Markov chain analysis [8], the collision probability, and the transmit probability can
be expressed as

p=1—(1-7)" (3.8)

_ 2(1—2p)
T T 20)(CWoin + 1) + OWon (1 — 2p)™)p’ (3.9)

where m is the exponent that determines the maximum contention window size by
CWinae = 2"CWiyin. The nonlinear system of equations (3.8), (3.9) in the two
unknowns can be solved by numerical techniques.

Let ps. be the probability that there is at least one transmission at a randomly
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chosen time, and p, be the probability that a transmission occurring in the channel
is successful given that there is at least one transmission in the channel. A successful
transmission happens when only one node transmits over the channel. Then p;,. and
ps are expressed as

pr=1—(1—7)" (3.10)

nt(l—7)"t nr(l—7)~!
s = = . 3.11
! Pir T—(1—7) (&-11)

We can see that these probabilities depend on the number of contending nodes. As
the number of contending node increases, py,. increases and p, decreases. With the
probabilities defined above the average time for the backoff counter to decrease by
one, FE[L], can be analyzed. During the backoff process, the source node can not
transmit a packet. It listens to the channel to decrease or freeze the backoff counter.
As such, the average time for the backoff counter decrease by one is governed by
packet transmission activities between other nodes in the network. There are three
cases for a decrease of the backoff count. The first case is that there is no transmission
in the network. Then after the time duration o, the backoff counter is decreased by
one. The probability of the first case is (1-py,).

The second case is successful transmission where only one of other nodes transmits
in the network. During the other node’s transmission, the source node freezes its
backoff counter, and reactivates when the transmission is finished and the channel
is idle for DIFS duration. We define the time to transmit the header and data part
of a packet as Ty and Tp. The propagation delay, and the time durations of DIFS
and SIFS are represented by o, Tp;rg, and Ts;pg respectively. The time duration
for each packet transmission can be calculated by dividing the respective frame size
by the rate supported for the corresponding type of packet transmissions. For the
successful packet transmission case, RTS, CTS, Data, and ACK packets are exchanged

with a SIFS duration between packet transmissions. When the packet transmission
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between other nodes is finished, the source node listens to the channel and restarts the
backoff counter if the channel is idle for a DIF'S duration. Once the backoff counter is
reactivated, the backoff counter decreases by one after a slot time, o. Then the time

consumed to decrease the backoff counter by one in the second case is

Ts = Trrs+0+Tsirs+Tors+0+Tsips+Tu+Tp+0+Tsirs+Tack +0+Tprrs. (3.12)

The control frames, RTS, CTS, and ACK are short, nevertheless we assume for sim-
plicity that these packets also achieve the capacity of the channel. The effect of this
assumption on the throughput and energy consumption is slight. The probability
that the second case happens is py,.ps.

The third case is that several other nodes transmit RTS packets simultaneously,
which causes a collision. The transmitting node sends an RTS packet, which takes
time duration of Trrs+ 6 including propagation delay, but no CTS packet is sent back
by the receiving node because it cannot decode the RTS packet due to the collision.
The transmitting node waits for DIF'S duration which is longer than SIFS duration
and decides there was a collision. Once they recognize the occurrence of a collision,
they restart the backoff counter with an increased contention window size. In this
case, the destination senses activities in channel by the signal strength it receives,
but can not decode the control packet due to the collision. As such, the source
node reactivates the backoff counter after a DIFS duration. Then the time passed to

decrease the backoff counter of the source node by one in third case is

Tc = TRTS + ) + ijps. (313)

The probability that the third case happens is p;,.(1 — ps). Then the average time of
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the backoff counter to decrease by one, E[L] is given by
E[L] = (1 - ptT)O + ptrpsTs + ptr(l - ps)Tc (314)

Previous work on MAC layer performance [8], [12] assumed that a fixed rate
is supported by the physical layer. However, we assume that packet transmissions
achieve the channel capacity. Then the transmission rate changes with the transmit
power level and number of relays. The varied rate at the physical layer affects the
MAC layer delay through the time factors such as Tgrrs, Tors, Ty, Tp, and Tack-.
The average number of backoff counts for one successful transmission, E[X] is given

by

m oW, 41
)+ =

2 1—p 2

(3.15)

where W is the size of backoff window after ith collision, and CW,,,4, is the maximum
size of contention window. We can see that the collision probability, p is included in
(3.15), which accounts for the backoff counts when an RTS packet transmitted from

the source collides with an RTS packet from other nodes.

3.3.3 Overall delay and throughput analysis

Delays from both layers should be considered when we evaluate the throughput.

The total delay Dyt is defined by

Dyotar = k(DData + DMAC’) (316)

where k is the number of hops between the source and the destination. When the
number of relays increases, delay components, Dpy, and Dy, ac decreases, but the

overall delay D,, can increase with more hops, k. Then, we define throughput Sr
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I

Sr =
Dtotzzl

(3.17)

where [ is the size of a data in a packet, which is different from the size of a packet,

M, that also includes headers.

3.4 Energy consumption analysis

3.4.1 Energy consumption from data packet transmission

In this section, we analyze the energy consumption from data packet transmission
and reception at the physical layer. Let P, be the transmitted signal power, P, be
the transmit power consumption, and P,, be the power consumption when a node is
receiving a packet. Then, the energy consumption for one hop packet transmission

at the physical layer, Epg, is
1
EData = (Ptx + Pr:p)DData = (EPIE + Prx)DData- (318)
where Dpg, is the duration of data packet transmission.

3.4.2 MAUC layer energy consumption

In this section, we analyze the energy consumption for MAC operations. The
source node needs to listen to the channel to check whether the channel is busy, which
consumes energy. Transmitting and receiving control packets such as RTS, CTS, and
ACK also consume energy. We account for all those energy consumptions for MAC
operations. The energy consumption at the MAC layer, Fj;a¢ can be divided into two
categories. The first category is the energy consumption while waiting for the backoff
counter expiration, F,.;. While the backoff counter decreases, the node listens to the

idle channel or RTS frames transmitted from other nodes, which consumes energy.
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The second category is the energy consumed for channel access trials, Fyecess- When
the backoff counter expires, the source node tries to access channel by transmitting an
RTS packet to the destination node. When there are collisions between RTS packets,

a node needs to try more than once until it obtains channel access.

3.4.2.1 Energy consumption of MAC backoff process

To calculate the average energy consumption while waiting for the backoff counter
expiration, a method similar to the method used to analyze the MAC layer delay is

used. The energy consumed waiting for access Fyq is

Ewait = (ptrpsTRTS + ptr(l - ps)TRTS) PTCCE[X] (319)

where the first term corresponds to the successful packet transmission and the second
term corresponds to the collision. Accordingly, (pu-psTrrs + pir(1 — ps)Trrs)Pra
represents the energy consumption per unit backoff counter decrease. The source

node undergoes F[X] slot times until it gains the channel access on average.

3.4.2.2 Energy consumption for channel access trials

A node transmits an RTS packet when the backoff counter expires. When there
is a collision, the source node needs to retransmit an RTS frame after a new random
backoff. Then, the energy consumption for channel access trials per packet transmis-

sion, F,ecess, can be expressed as:

P
1—p

Py Trrs + (P + Prw) Trrs + Tors + Tack) (3.20)

Eaccess =

where the first term accounts for the RTS packet transmissions until a successful
channel access. The last term represents the energy consumptions for a final successful

RTS/CTS handshake. Then, the overall energy consumption in the MAC layer per
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Figure 3.1: Energy-throughput relationship for source-destination distance 3km

one hop transmission is the sum of two energy consumptions in the MAC layer.

EMAC - Ewait + Eaccess‘ (321)

3.4.2.3 Overall energy consumption

When k —1 relays are used, a packet undergoes k hop packet transmissions until it
reaches the destination. Then the overall energy consumption per packet transmission
is

Etotal =k (EData + EMAC) . (322>

3.5 Energy-throughput relationship

We analyze the delay and energy consumption of multihop wireless network. When
the number of relays used between the source and the destination is given, the delay

and the energy consumption are coupled by the transmit power, which enables us to
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analyze the energy-throughput tradeoffs. Figure 3.1 shows the energy-throughput re-

lationship of a relay network using parameter values in Table 1. The x-axis represents

Eyp

) Nod? where Eb

the energy per info bit normalized by the distance and noise power
is the energy per bit, Ny is noise power, and d = 3000m is the distance between the

source and destination. The energy per bit is defined by

o Etotal

E, 7

(3.23)

where [ is number of data bits in the packet. Also, we normalize by the distance to
the power of a = 4, to obtain the normalized average received energy per bit.

For each energy-throughput curve, the lower part of the graph corresponds to
low transmit power, and the upper part of the graph corresponds to high transmit
power. As the transmit power increases, the corresponding point on the graph moves
clockwise. As seen in Figure 3.1 there is a reasonably good operating point where the
energy per bit is minimized for the curves with a large number of relays. At this point
the throughput is not maximized but increases in throughput are at the expense of
a large increase in the energy per bit. We define this good operating point as the
practical operating point. When few relays are used or for direct transmission, the
energy-throughput curves show that the throughput can be increased without large
increase of energy consumption. However, due to the large distances, the upper part
of those two cases require very high transmit power that might exceed the limitation
imposed by IEEE 802.11 regulation. Accordingly, in the reasonable transmit power
range, we define the practical operating point as the point with minimum energy

consumption. Merging (3.6), (3.18), (3.19), (3.20), and (3.22), the overall energy
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consumption is expressed as

k 1
Etotal = E{(RTSTP +CTS+ACK+M>P,:

+ (RTS(1+ E[X]py) + CTS + ACK + M)P,,| (3.24)

which can be simplified as

k
Etotar = }—%[C1Pt + Oy (3.25)

where C = If%f +CTS+ACK+ M and Cy = [RTS(1+ E[X|py) + CTS+ ACK +
M]P,,. Both Cy and Cy positive numbers which are independent on the transmitted
signal power, ;. We concentrate our analysis on source-destination distance, number
of hops, and transmit power. Then we can use the representation in (3.4) for the rate

supported at the physical layer. Then overall energy consumption can be simplified

as
k(Cy P, + Cs)

P& E)

Etotal - (326)

3.6 Optimization

3.6.1 Optimization for Minimum Energy Consumption

As the first optimization, we consider the optimization for minimum energy con-
sumption. As we can see in Figure 3.1, there exists an optimal transmit power that
minimizes the energy consumption for each number of relays. We want to optimize
both the transmit power and the number of relays to minimize the energy consump-
tion.

The overall energy consumption is given in (3.26). As the first step, we check the

convexity condition of energy consumption on the number of hops, k£, by checking
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when the second derivative is positive.

P By 0% [ k(C1P; + C)
2 - 2 a
wEA (O 8)

>0 (3.27)

After some algebraic manupulations, the convexity condition can be simplified to

20X f'(X)

T < =700 + ax f(X)

(3.28)

af (X 2f(X
where X = (Eyo Lo pr = 9L anq 7 = 2L
Given the convexity of the energy consumption in the number of hops, k, we can
find the optimal number of hops that achieves the minimum energy consumption for

a given transmit power.

aEtotal . (Clpt + 02)f ((%)a 1%) o k(clRt + OQ)]U <(§)a %) (5—504]{0‘_1)

= =0.
o* (4" %)
(3.29)
The optimality condition can be simplified as
f(X) =aXf'(X). (3.30)

By solving the equation numerically, we can find out the optimal X*. Because X =

(%)a %, we can get the optimal number of hops k* as
1

NoX*\ =
* . 31
o a(2) o

We can see that the optimal number of hops £ increases linearly as the source-

destination distance d increases.
As an example, we consider a communication system operating at a high SNR in

a fading channel. At high SNR, the capacity in (3.4) can be approximated as (using
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log(1 + x) =~ log(x) for large x)

S = WE [logy(1+ |h’T)] =~ WE [logy(|h°’T)] = W (logy(T) + E[log,(|h]?)]) -
(3.32)

For example,

B

82Eatoml o (le)t + CQ>(ﬁ)

% 21n
Ok? (log(P,(5)) + Cs)?

1
log Pt(s)

(3.33)

QN

1Oy

The total energy consumption is a convex function on the number of hops, k, when

(3.33) is positive. The condition is satisfied when

20 1

Based on the analysis parameter in Table 1, the condition is satisfied when

2a 8
— = —— = 11.5416 b H .
R < 5 =13 5416 bits/sec/Hz (3.35)

which is satisfied in normal operating ranges. When the one hop distance is 150m,
more than 200mW transmit power is required to support more than 11.5 bits/sec/Hz,
which can be obtained by (3.3). A typical IEEE 802.11 system transmits less than
15dBm (100mW), which will satisfy the convexity of the overall delay over the number
of hops. Accordingly, we can say that the total energy consumption Ej,, is convex
in the number of hops, k.

Given the convexity in the number of hops, we can find the optimal number of

hops that achieves the minimum energy consumption for a given transmit power.

a-Etota,l Olpt + C'2 (ClPt + OQ)%
_ : _ _ =0 (3.36)
Ok log(P(3)*) +Cs  (log(Fi(5)*) + Cs)
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which is simplified as

k o
lOg(R(a)a> + Cg = E (337)

We can find the optimal number of hops from the equation.

o(55-Cs) Ve
mbl— (3.38)

Then we can apply the result on £ to the total energy, E;o. By pluggin in k = d [%]

[e3

where A = 2(m2—C3),

d[A]Y(Cy P, + C)
Ejopo = —2— 1~ 2 (3.39)

o
In2

We also optimize the transmit power to achieve minimum energy consumption.
We check the convexity of the overall energy consumption according to the transmit
power P,. We use the energy consumption with the optimized number of hops in
(3.39). Then the energy consumption convexity in the transmit power can be checked

by

O?*FEior (In2)dAY 1 1 N 1 1 a1
t;z:(n) (o) (B o (L) (14 L) pre®
0P, o « @ a !

>0 (3.40)

The convexity condition can be simplified as

Co1 + é) S (1 — é)pt. (3.41)

The overall energy consumption Fyy is convex if

_|_l
P2t )

= 0.0183W = —17.4dBW 3.42

The convexity condition for the energy consumption to the transmit power seems to
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be too strict. The transmit power should be smaller than -17.4dBW, which is far
smaller than the maximum transmit power level of IEEE 802.11 system. However, it
is shown in our numerical analysis that the optimal transmit power that minimizes
the energy consumption is much smaller than the convexity requirement. For the
mathematical analysis, we assume that the optimal transmit power is convex and
analyze the optimal transmit power that minimizes the energy consumption. When
the optimal transmit power lies in the power level that maintains the convexity of the
energy consumption function, the assumption can be justified.

Given the total energy consumption is convex in the the transmit power, we can

find the optimal transmit power that minimizes the energy consumption.

OBt As2[ 1 1 (1o
8}Z‘=d PG PGP+ )| = 0 (3.43)

Then the energy consumption is minimized if

|-

EPt (C1P,+ Cy) =4 (3.44)
With parameters in Table 1, the optimal transmit power is

= 0.0037W = —24.4dBW (3.45)

We can see that the optimal transmit power is in the range that the overall energy
consumption is convex to transmit power, P;. Now we substitute in the optimal
transmit power to (3.38) to find the optimal number of hops that minimizes the
energy consumption.

Then the optimal number of hops is

(ﬁ—CS) o l/oc
h—d | (Cila = 1)) (3.46)
Cy
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and the optimal one hop distance is

- = = . 3.47
- EE D) 347

We find two important results from this analysis. First, the optimal number of hops
increases linearly with the source-destination distance. Accordingly, the optimal one
hop distance is fixed regardless of the source-destination distance. Second, the optimal
transmit power is fixed regardless of the source-destination distance. The optimal
number of hops and the optimal transmit power is determined by the MAC protocol
characteristic and the channel characteristic. The coefficients C;, Cy are determined
by the MAC protocol (RT'S/CTS) parameters and « is the path loss exponent of the
channel.

The energy consumption characteristic with the optimal transmit power and the
optimal number of hops can be found by substituting (3.45) into (3.39). Then the

energy consumption is

1/
ACi(a—
1C(’2 1)i| (acfl + C2)

d
Eiota = (348)

«

In2

In the energy consumption, we also find an interesting trend. When the number of
hops and the transmit power are optimized to minimize the energy consumption, the
energy consumption increases linearly with the source-destination distance. As the
source-destination distance increases, the total energy consumption to deliver packet
from the source to the destination increases linearly.

Next we investigate the delay characteristic of a relay network when the transmit

power and the number of hops are optimized to minimize the energy consumption.
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The overall delay which was analyzed in previous section can be simplified as

Cs d
D =k — — 4
total (04 + R + Cﬁ (k’)) (3 9)

where Cy = E[X][(1 — py)o + 3pupsTsirs + puIprrs|, Cs = M + RTS + CTS +
ACK + E[X](pw RTS + pups(CTS + M + ACK)), and Cs = E[X](2upeipullpe)y
All coefficients, Cy, C5, and Cg are determined by the MAC protocol characteristics.

With the optimal transmit power, P, in (3.45) and the optimal number of hops,

k in (3.38), the overall delay is

2(mz—C3) —1 In2
Dyt = d ([ Cile )] <C4 + Cs1n ) + 06) (3.50)
CQ (6%

When multi-hop relay networks operated with the optimal number of hops and the
optimal transmit power that minimizes the energy consumption, the overall delay
increases linearly with the source-destination distance. As the asymptotic case, we
consider the case when the source-destination distance is infinity. When the source-
destination distance d is infinity, both the energy consumption and the overall delay
become infinity. All other coefficients except for the source-destination distance are
fixed. As a result, the throughput becomes zero as the source-destination distance

goes to infinity. The throughput is

Sp— -1 _ 1/d (3.51)

- (125503, (o N
Diotar ([2 In2 2201( 1)} (C’4 + %) + C@)

which shows that the throughput is inversely linear with the source-destination dis-

tance.
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3.6.2 Optimization for Minimum Energy Consumption with Transmit

Power Constraint

In the previous section, we considered minimum energy consuming configuration
without transmit power constraints. However, in many wireless systems, transmit
power is constrained. We want to minimize the energy consumption with the transmit

power constraints, which can be formulated as

min Etotal
k7Pt

subject to P, — Pae <0 (3.52)

From previous section, we have shown that the energy consumption is minimized in

terms of the number of hops by

In 2)d A/

Eiota = ( [Clpt(l_l/a) + Cgpt(_l/a)]. (3.53)

Then the minimization problem becomes

H]l%n Etotal

subject to Py — Pras < 0. (3.54)

Then the Lagrangian equation is

(In2)d AV

- [C, PV 4 Co P 4 APy — Prga)- (3.55)

L<Pt7 )‘> -

The Kuhn-Tucker condition for the optimality of transmit power is

OL(P, )

= 0 (Optimality condition) (3.56)
OP,
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P, — Ppa: < 0 (Feasibility) (3.57)
MNPy — Ppaz) = 0 (Complementary slackness condition) (3.58)
A > 0 (Non-negativity) (3.59)

From the complementary slackness condition, we can see that either A = 0 or P, =

Ppuz. When we take derivative with respect to P;, then by the optimality condition,

(9L(Pt,/\) . (ln 2)dA(1/a) 1 —1/a 1 (—1-1/a) .
0B, - Ci(1 - E>Pt + Cg(—a)Rt +A=0 (3.60)

When we consider the case of A = 0, optimality is achieved if
1\ p-t/a 1\ p(=1-1/a) _
Ci(1— E)Pt + Cg(—a)Pt = 0. (3.61)

Then the optimal transmit power that minimizes the energy consumption is

. C,
P=——— .62
¢ 01(04—1) (36>

But the solution should satisfy the feasibility condition, which is the maximum trans-

mit power allowed in nodes.

. C
p—_— _p (3.63)

Cl (Ck — 1) -
In case the obtained transmit power does not satisfy the feasibility condition, % >

Pz, there is no solution compatible with A = 0. In that case, we should consider
other case, P, = P4z
When P, = P,,,., then

In2)d AV/)

SR Ci(1— é)Pl/a + 02(—$)P(11/°‘) (3.64)

max mazx
(0%
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This should satisfy the non-negativity condition of \. Then

1 1
Ci(l — =)Pae — Co— <0 3.65
(=) - (3.65)
which leads to
P <2 (3.66)
mar = Ci(a—1) ’

As a result, we can see that the optimal transmit power that minimizes the energy

consumption is

C e
p Cl(a2—1) lfcl(az—l) < Praa,
, =

. C!
Pmam 1fW2,1) Z Pmax'

However, the Kuhn-Tucker condition minimizes the overall energy consumption
when the objective function Fy.. is a convex function or a quasi-convex function.
From (3.42), we have shown a condition that the overall energy consumption is convex.
Accordingly, the Lagrangian analysis above holds only when the transmit power is
below the threshold. The threshold is determined by parameters of the MAC layer
and the physical layer.

When the maximum transmit power is larger than the convex condition in (3.42),
the energy consumption function is convex in low transmit power range and concave in
high transmit power range. In this case, the optimal transmit power that achieves the
minimum energy consumption can be chosen by comparing the energy consumption
of three transmit power, the threshold transmit power given in (3.42), the maximum
transmit power, and the estimated optimal transmit power given in (3.45). The
transmit power that achieve the minimum energy consumption among the three cases
is the optimal transmit power when the energy consumption function is not convex
in transmit power range.

Let the chosen optimal transmit power be denoted by P,. Then the optimal
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number of hops is

(12 —C3) ] a
t

We can see that the optimal number of hops increases linearly with the source-
destination distance. Also, optimal one hop distance is constant regardless of the
source-destination distance once the system parameters in Table 1 and the transmit
power are given. The energy consumption with the chosen transmit power is

d[%]é(clﬁt +Cy)
Etotal =

(3.68)

Qa
In2

where A = 2(az=%)_ Here again, we can see that the energy consumption increases

linearly with the source-destination distance. The overall delay with the chosen trans-

2z —Cs) CsIn2
Diotar = d [(;) (04 + e ) + Cs
P, «

We can see that the overall delay also increases linearly with the source-destination

mit power is

Q |~

(3.69)

distance. As a result, the throughput is inverse linear related to the source-destination

distance. The energy-throughput relationship can be expressed as

1 1
St = — = (3.70)
B T;+C5 +E Co1os EbKl
by Pty b(%)é(clpt+02)
e Corns

where K; = 1»2 2
1 C1P+Co (%)é(C&PH—C’z)

, ) is the energy per bit, and [ is the number of
data bits in a packet. We can see the inverse linear relationship between the energy
per bit and the throughput. We also see the inverse linear relationship between the
energy per bit and the throughput when the transmit power and the number of hops

are optimized.
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3.6.3 Optimization for Maximum Throughput

Next we optimize the number of relays and the transmit power to achieve the

maximum throughput. We reorganize the overall delay in (3.49) as
k
DMAC - le —|— §D2 + Dg (371)

where Dy = E[X](1 — pi)o + pups(40 + 3Ts1rs + Tprrs) + per(1 — ps)(8 + Torrs),
Dy = E[X][pyps(RTS+CTS+ACK+M)+py,(1—ps) RTS|+M+RTS+CTS+ACK,
and D3 _ E[X](letrps‘i’ptr(l*ps))d.

3-108

The packet transmission rate can be approximated as

e fos (1022 (4))]
0

~ Ellog(|h[?)] + log ( zgoitv (S)) _ log(Pt(S)O‘) O (372)

We check the convexity of the overall delay on the number of hops between the source

and the destination.

2D — D, 1 2D, 1
8 t;)tal _ :ank 5 4 zank ; > 0. (373)
ok (logy(P()*) 4+ C3)*  (logy(P(g)*) + Cs)

Then, the overall delay is a convex function in the number of hops k& when the con-

dition below is satisfied.
2x .
R < i 11.5416bits/sec/Hz (3.74)
n

which is satisfied in normal operation range. When the one hop distance is 150m,
more than 200mW transmit power is required to support more than 11.5 bits/sec/Hz,
which can be obtained by (3.3). A typical IEEE 802.11 system transmits less than

15dBm (100mW), which will satisfy the convexity of the overall delay over the number
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of hops.

Then the minimum delay is achieved when

a-Dtoml D2 %DQ
kO B+ G (omaBb)) + G (3.75)

However, as Dy < Dy and D, is close to zero, the equation can be approximated as

D, 5Dy
= = =0 (3.76)
logy(P(5)*) + C5  (logy(P(5)*) + C)?
Then the equality is achieved when
logy(P(X)%) + 0 = (3.77)
a1t d 3= 1o .

Then the optimal number of hops is

:d(éf%fi)a. (3.78)

It is shown that the optimal number of hops is determined by the channel character-
istics, a and C3. We can see that the optimal number of relays that maximized with
a given power is linearly dependent on the source-destination distance.

We need to optimize the transmit power to minimize the overall delay. From
(3.71), we find that the delay decreases as the rate supported at the physical layer,
R, increases. Accordingly, maximizing the rate minimizes the overall delay. The rate
is maximized when the maximum transmit power, P, is used. Then the optimal

number of relays can be optimized on the transmit power as

(e -
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The analysis can be understood by the energy-throughput relationship in Figure 3.1.
As we can see from Figure 1, the throughput increases as the transmit power increases
for every graphs that corresponds to different number of relays between the source
and the destination. For each graph, the lower part of the graph represents the low
transmit power and the higher part of the graph represents the high transmit power.
Accordingly, for all cases of number of relays, maximum throughput is achieved when
the maximum transmit power is used. We can also see that the number of relays
that yield the achievable maximum throughput. There exist the optimal number of
relays that achieves the highest throughput. We can see that the optimal number of
hops increases linearly with the source-destination distance and the optimal one hop
distance is fixed regardless of the source-destination distance.

The energy consumption and overall delay are

A5 (C s + O)

P
Etotal = s

(3.80)

o
In2

255 -Ca)\ & CsIn 2
(;3—) (C4+ 5@“ >+C6]. (3.81)

We can see that both the energy consumption and the overall delay increases linearly

Dtotal =d

as the source-destination increases. As the asymptotic case, we consider what happens
when the source-destination distance goes to infinity. When the source-destination
distance, both the energy consumption and the overall delay becomes infinity, which
can be seen in (3.80) and (3.81). As a result, the throughput converges to zero as the
source-destination distance even when we use the maximum throughput configuration.

The energy-throughput relationship can be expressed as

1 1

+ Ey(135) [2<ﬁ‘03>] - By K,

Pmax

Sy =

(3.82)

aC
E lné1 +Cs
b Clpmaz+c2

Q-
2

(Cl PnLu:L' +02)
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where
aC.

= +
Ci Pz + Co 1n2) F(ﬁfcg)

Pma.z

K, , (3.83)

] : (C1Ppaz + Cy)

E}, is the energy consumption per bit, and [ is the number of data bits in a packet.
Here, P,,.. and all other parameters in K are fixed regardless of the source-destination
distance. As a result, we can find that the throughput is inversely linear to the energy

per bit in the case of the maximum throughput configuration.

3.7 Numerical Analysis

In this section, we analyze the throughput and energy consumption numerically.
In mathematical analysis, the optimal number of hops, the energy consumption, and
the overall delay increases linearly with the source-destination distance. However, in
actual relay networks, the number of hops should be integer, which does not allow
perfect linear relationship. Figure 3.2 shows the optimal number of relays that min-
imizes the energy consumption according to respective source-destination distance
when only integer number of relays are allowed. It follows linear trend, but shows
integer increments. For the comparison, we also allowed noninteger number of relays.
Figure 3.3 shows the optimal number of relays that achieves the minimum energy
consumption when the noninteger number of relays is allowed. We can see clear
linearity between the optimal number of relays and the source-destination distance
for minimum energy configuration in the figure. Figure 3.4 shows the comparison of
the energy-throughput relationship when the optimal number of relays are adopted
to achieve the minimum energy consumption. Each data point in Figure 3.4 repre-
sents the energy consumption and the throughput of one source-destination distance.
The top data point of each graph is 500m source-destination distance case and the
bottom data point of each graph is 5000m source-destination case. We varied the

source-destination distance between them in 100m scale. For each source-destination
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Figure 3.2: Optimal number of relays (integer) that minimizes the energy consump-
tion

distance, the optimal number of relays is used and corresponding energy consumption
and throughput are analyzed.

Figure 3.5 shows the optimal number of relays to achieve the maximum throughput
when only integer number of relays is allowed. Figure 3.6 shows the optimal num-
ber of relays when noninteger number of relays is allowed. Clear linearity between
the optimal number of relays and the source-destination distance for the maximum
throughput configuration is shown in the Figure. Figure 3.7 shows comparison of the
energy-throughput relationship of integer number of relays and noninteger number of
relays. Each data point in Figure 3.7 represents one source-destination distance and
corresponding energy consumption and throughput. The top data point represents
500m source-destination distance and the bottom data point represents 5000m.

By the last figure, we compare energy-throughput relationships of minimum en-
ergy configuration and maximum throughput configuration. Each data point in the
graph represents the optimized performance for the corresponding source-destination
distance. We varied the source-destination distance between 500m and 5000m. For

each point on the graph, the optimal number of relays and the optimal transmit power
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Figure 3.3: Number of relays of minimum energy configuration with noninteger num-
ber of relays
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Figure 3.4: Comparison of energy-throughput relationship of minimum energy config-
uration between the integer number of relays case and noninteger number
of relays case.
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Figure 3.5: Optimal number of relays when the maximum throughput configuration
is used. Integer number of relays
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Figure 3.6: Number of relays of minimum energy configuration with noninteger num-
ber of relays
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Figure 3.7: Comparison of energy-throughput relationship of maximum throughput
configuration between the integer number of relays case and noninteger
number of relays case.

that achieves either the minimum energy consumption or the maximum throughput
for given source-destination distance is chosen. The top data point from each graph
is 500m case, and the bottom data point from each graph is 5000m case. It is shown
that the maximum throughput configuration achieves higher throughput with higher
energy consumption compared to the minimum energy consumption configuration of

corresponding source-destination distance.

3.8 Conclusion

In this paper we analyzed the energy-throughput relationship for multi-hop relay
networks. Based on the relationship we found that there exists optimal number of
relays and the optimal transmit power that achieves the minimum energy consump-
tion or maximum throughput. It is also shown that the optimal number of relays for
both the minimum energy configuration and the maximum throughput configuration
increases linearly with the source-destination distance. When the optimal number

of hops and optimal transmit power are adopted, resulting energy consumption and
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Figure 3.8: Energy-throughput relationship comparison between the minimum energy
configuration and maximum throughput configuration. In case of maxi-
mum throughput configuration we assumed that the maximum transmit
power allowed is 100mW. The number of relays was increased by nonin-
teger amounts

overall delay increased linearly with the source-destination distance. From our analy-

sis, the optimal number of hops and the optimal transmit power can be chosen based

on the physical layer and MAC layer parameters for each configuration.
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CHAPTER IV

Simple Relay Enabled MAC (SRMAC) Protocol

for Cooperative Communication

In this paper we propose a simple relay enabled medium access (SRMAC) protocol
that enables cooperative relay transmissions. Due to the wireless signal power attenu-
ation with transmission distance, using relays in a wireless network can make wireless
networking more bandwidth and energy efficient at the expense of requiring multiple
transmissions for a single packet. Because cooperative relay transmission requires
two transmissions, a proper medium access control (MAC) protocol that supports
two hop transmission is needed. Standard MAC protocols such as the IEEE 802.11
MAC protocols are not designed to support cooperative communication. When IEEE
802.11 MAC protocol is used for cooperative communication, each hop packet trans-
mission should undergo separate channel access procedure, which is not efficient. As
such, cooperative communication schemes have been studied mainly in the context of
the physical layer with the assumption that channel access is given. There has been
little work on the MAC layer which controls the channel access. The new protocol,
SRMAC, is a cooperative MAC protocol that utilizes information from the physical
layer for the MAC operation of relay networks. We consider the energy and band-
width efficiency of SRMAC protocol considering both the physical layer and the MAC

layer. The SRMAC protocol includes the possibility of both cooperative transmission
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and the direct transmission. With SRMAC, cooperative transmission can be dynam-
ically chosen when it is beneficial than direct transmission. The SRMAC improves
the throughput up to 20% and energy consumption up to 40% by using cooperative

transmission when it is more beneficial.

4.1 Introduction

The use of cooperative relaying schemes can improve the bandwidth and energy
efficiency in distributed wireless networks. Compared to direct transmission in which
packets are sent directly from the source to the destination, cooperative relaying of
packets has the advantage of one hop transmission distances that are much shorter
than the direct transmission distance, which leads to higher received signal-to-noise
ratio (SNR) when the relaying node is closer to the destination than the source.
The higher received SNR can improve the bandwidth efficiency. On the other hand,
cooperative relaying has a disadvantage of involving two transmissions for a packet
delivery. Moreover, the channel access overhead from a conventional MAC protocol
can significantly degrade the performance of cooperative relaying because each hop
requires a channel access. In decentralized wireless networks the bandwidth efficiency
and throughput are critically dependent on the MAC protocol overhead. As such,
a proper design of a new MAC protocols for cooperative communications becomes
important. As such new MAC protocols for cooperative communications are needed
minimize the MAC overheads of cooperative relaying in wireless networks.

In a decentralized multi-hop wireless network, time is consumed for MAC opera-
tions as well as for actual data communications. Thus to understand the throughput
performance, both the physical layer and MAC layer should be incorporated into the
analysis. The transmit power level affects the throughput performance in both layers.
As the transmit power increases, the rate supported at the physical layer increases.

In addition, contention for the channel access at the MAC layer increases because the
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number of contending nodes increases as the transmit power level increases. As such,
there is an optimal transmit power that maximizes the throughput. As the number of
available relays increases, it is more probable that there are relays in good positions
that can improve the throughput performance significantly by cooperative relaying.
We suggest a new MAC protocol that supports cooperative relaying with minimal
MAC overhead and investigate the associated throughput according to the transmit
power levels and the number of available relays. We also find the optimal transmit
power to maximize the throughput.

Energy is also consumed for MAC operations as well as for actual data commu-
nications. We consider energy consumption from both transmitting and receiving
packets. At the MAC layer, energy is consumed when control packets such as RTS,
CTS, and ACK packets are transmitted and received. Also, when a node listens to
the channel according to the MAC protocol procedures, the same amount of power is
consumed with the packet reception. We investigate the energy consumption of the
new MAC protocol as a function of the transmitted signal power.

There has been considerable past research devoted to relay networks. Though
some of the past research was mentioned in previous chapters, I also discuss them here
in as well. After van der Meulen’s seminal work [56], there have been investigations
into relay networks including the capacity of relay networks [15], [24], and [25] and on
diversity-multiplexing tradeoff of cooperative relaying schemes [36] and [3]. However,
these papers did not account for the MAC layer and only considered the physical
layer.

There has been various papers on the bandwidth performance of distributed wire-
less networks. Bianchi [8] investigated the throughput performance of IEEE 802.11
RTS/CTS MAC protocol. However, he considered only the MAC layer performance
with a simple model of the physical layer. He assumed that the physical layer supports

only a fixed data transmission rate. The energy-throughput tradeoff for cooperative
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relay networks considering both the physical layer and the MAC layer was investigated
in [33]. However, the IEEE 802.11 protocol was adopted as the MAC protocol.

There have been several MAC protocols proposed for relay communication. The
rDCF [63] and CoopMAC [41] were proposed to enable the use of relays when it
can provide faster packet transmissions. However, they did not consider cooperative
communication. The destination received the packet only through the relay node.
Here we assume that both packet transmissions from the source and the relay are
utilized at the destination. In [63] and [41], the source knows the relay’s channel
state in advance. We will assume it is not known to the source.

In this paper, we propose a simple and adaptive MAC protocol that can sup-
port diverse cooperative relaying. We analyze the bandwidth efficiency and energy
efficiency considering both the physical layer and the MAC layer. The MAC layer pro-
tocol chooses to use relay transmissions only when it improves the throughput. The
decision criteria between the cooperative packet transmission and the direct packet
transmission is proposed. We show that the simple decode and forward cooperative
relaying scheme with SRMAC can improve the bandwidth efficiency.

The outline of this chapter is as follows. In Section II we introduce the system
model. In Section IIT we introduce simple relay enabled MAC (SRMAC) protocols.
In Section IV we analyze the throughput of SRMAC. In Section V we analyze the
energy consumption. In Section VI we compare the performance of SRMAC with

direct transmission by numerical analysis. Conclusion is given in Section VII.

4.2 System Model

4.2.1 Physical layer model

At the physical layer, the propagation model includes fast fading and distance

dependent path loss. We model the fast fading as independent and identically dis-
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tributed (IID) Rayleigh fading. We assume the path loss follows an inverse power
law. The received signal power P, when packets are transmitted through a distance

d with a transmit power P, is
_ |hPR

P,
da

(4.1)

where h captures the Rayleigh fading, « is a path loss exponent. We assume that
the transmitter does not know the fast fading level in the channel but it knows
the distribution of fast fading. We also assume that the receiver knows fast fading
level. We assume that the wireless communication scheme achieves the capacity of
the Rayleigh fading channel with coherent reception by using appropriate coding and
modulation.

Then the capacity, S, for this model wireless of the channel using a bandwidth W

is

S=W-Ej|logy, |1+ P bits/sec (4.2)
s T Nwae ’

where Ny is the noise power spectral density, and NyW is the noise power when

bandwidth W is used.

4.2.2 MAC layer model

We suggest a protocol, called SRMAC, to control the channel access for coopera-
tive relay networks. Our MAC protocol is a modification of IEEE 802.11 RTS/CTS
MAC protocol. We assume that all nodes in the network use the same power. The
following model captures the effect of transmit power control for the MAC layer. We
assume that a transmitted control packet can be successfully decoded by other nodes
when the received power is over a threshold, P,,. We define transmission radius as the
radius where the transmitted control packets can be successfully decoded. Nodes that

are separated by less than the transmission radius contend for access to the channel.
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Then the transmission radius, d; is

d, = (P%) : . (4.3)

As the transmit power increases, the transmission radius increases, which results in

an increase in the channel contention. Then the number of contending nodes, n is

by

2
n = prd: = pr <P_th> : (4.4)

where p is the density of nodes in the network. We assume all nodes in the area always
has a packet to send, which is a saturated traffic model. At the MAC layer, we assume
that the control packets for the MAC protocol are transmitted at a fixed rate, Rysac,
even though the same transmit power is used for data packet and control packets. The

assumption is needed for reliable control packet decoding at the neighboring nodes.

4.2.3 Energy consumption model

We consider energy consumption for both transmitting and receiving packets. A
wireless node consists of RF front end and signal processing part. At the transmit-
ter the RF front end has a power amplifier which amplifies the signal which is then
transmitted. At the receiver the RF front end has a low noise amplifier which ampli-
fies the received signal. The energy consumption for signal processing part includes
baseband operations such as encoding, decoding, modulation and demodulation as
well as MAC operations. When a wireless node transmits a packet, both the RF
front end and signal processing part are utilized. The power consumption at the RF
front end increases as the transmit signal power increases. We assume the RF front
end converts the DC power Pgp into the signal power P, with an efficiency . We

assume the signal processing part consumes a fixed amount of power, Psp, regardless
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the packet transmission rate. The power consumption for packet transmissions is
1
Ptx:PRF"'PSP:EPt"‘PSP- (4.5)

When a wireless node receives a packet, both the RF front end and signal processing
part are utilized. However, the power amplifier, which consumes large portion of
power at the RF front end is not involved. Moreover, the power consumption variation
at the receiver due to the received signal power variation is small. As such, we assume
that a fixed amount of power, P,, is consumed when a wireless node is receiving a

packet regardless of the transmitted power or data rate.

4.2.4 Topology models

We assume that the location of the source and the destination is fixed. We assume
k dedicated relays are randomly placed in an area. There are other nodes that have
packets to send and contend for the channel access. We assume that the other nodes
are distributed uniformly with a density p over the network. We assume those other
nodes use the IEEE 802.11 RTS/CTS protocol. We assume all nodes in the area
use the same transmit power. As such, when we consider different transmit power
levels, we assume all nodes use the transmit power level we consider. The number
of contending nodes increases with the transmit power level increase. However, the
number of relays is fixed regardless of transmit power level. This model can be
appropriate for the case that either user mobile devices are used as relays or dedicated
mobile relays are adopted. Dedicated mobile relays can be implemented by using

vehicles or balloons that equipped with a relaying system.
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Figure 4.1: SRMAC with direct transmission

4.3 Simple Relay Enabled MAC (SRMAC) Protocol

4.3.1 Simple Relay Enabled MAC (SRMAC)

We now describe the SRMAC protocol that supports cooperative relaying. When
the source node has a packet to transmit to the destination, it transmits an RTS
packet. Upon the detection of the RTS packet transmission, the destination node
responds with a CTS packet to the source. The destination estimates the received
signal power and includes it in the RSS field of CTS packet. After receiving the CTS
packet, the source waits for up to twice SIFS duration for an rCTS packet from a
potential relay node. We name the duration as the rCTS wait time. When there is
no relay node offering help during that duration, the source transmits the packet to
the destination directly. A relay node can overhear both the RTS and CTS packets
and estimate the channel condition, source-relay and destination-relay propagation
loss. It also learns the channel condition between the source and the destination from
the CTS packet (RSS). Based on the channel conditions, the relay node determines
whether cooperative communication improves the throughput. When it improves the
throughput, an rCTS control packet is transmitted from the relay. The relay node
includes the achievable capacity of cooperative packet transmission and destination
address in the rCTS packet.

However, when multiple relays respond with rCTS packets, they may collide with
each other. As such, there should be a mechanism to minimize the collisions. We

adopt a fast random backoff scheme to avoid a collision. For the fast backoff scheme,
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Figure 4.2: SRMAC with cooperative transmission

we adopt shorter slot time. In an TEEE 802.11 system, a random backoff scheme is
used based on the slot time, which is a discrete time backoff scale (9us). For the
collision avoidance between rCTS packets, a shorter slot time (2us) can be adopted.
When a relay node decides to send an rCTS packet, a backoff time is uniformly chosen
in 2 SIFS duration (18 shorter slot time). When the backoff time reaches zero, the
relay node transmits an rCTS packet. By the random backoff scheme, SRMAC can
avoid or reduce collisions between rCTS packets. When there is a collision even after
the random backoff, the source node sends the packet directly to the destination.
After exchanging the RTS and CTS packets, the source waits for 2 SIFS duration
for possible rCTS packet. When there is no rCTS packet transmission during the
2 SIFS duration, the direct packet transmission is chosen and it is indicated in the
MAC header fields as described in the next section. By using a shorter slot time, the
overhead from waiting for an rCTS packet is minimized. Because only the relays that
can improve the performance participate in the backoff process for rCTS transmission,
the 2 SIFS duration will be enough to avoid collisions between rCTS packets from
different nodes. The feasibility of using shorter slot time was explored and verified to
be achievable in a study on the improvement of IEEE 802.11 standard MAC protocol
by using shorter time slots [43].

When the destination node receives the rCTS packet from the relay, it learns
whether or not the packet will be transmitted cooperatively from the destination
address field of the rCTS packet. When direct transmission is chosen due to collisions

between rCTS packets, the destination can determine this from the Address 4 filed
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of the received data packet sent from the source. In this paper, we assume that the
source node adopts cooperative transmission once a relay node sends an rCTS packet
successfully. However, other decision criteria can be also implemented at the source
node to determine whether to accept a relay’s proposal. When the source node decides
not to use cooperative packet transmission, it can include the destination address in
the Address 4 field in the MAC header. Both the relay and the destination can know
the source node’s decision from this field in that case. If relaying is used, the source
node transmits the packet with the higher rate as informed by the relay in the rate
field of the rCTS packet. The relaying scheme will be presented in the next section.

When cooperative packet transmission is used, the packet transmission occupies
the channel a shorter time than RTS/CTS control packets would otherwise indicate.
Because other nodes in the network set the NAV based on the information in the
RTS/CTS packets, we need to clear the neighboring nodes’ NAVs. To do that, upon
reception of the ACK packet from the destination, the source transmits an sACK
informing neighboring nodes to clear their NAVs. Neighboring nodes in the range of
the ACK or sACK packet clear their NAVs to enable channel access when they have
a packet to send.

SRMAC can be easily integrated into the IEEE 802.11 RT'S/CTS protocol. Di-
verse types of cooperative communication schemes can also be easily integrated with
SRMAC. Once channel access is given for packet transmission, cooperative communi-
cation schemes can access channel without worrying about additional channel access
overhead for relaying. We assume that the packet transmission is attempted only
when a control packet can reach between the source and the destination. With SR-
MAC, the source node does not have to know relay information in advance. Also,
cooperative communication can be used dynamically and efficiently because cooper-
ative packet transmission is chosen only when it’s beneficial.

The SRMAC protocol can be improved by adopting different criteria than the
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standard SRMAC protocol for different environments. For example, in (4.3.4) a relay
decides it can participate in relaying when it reduces overall delay. In (4.3.4), the
threshold for the decision is zero. However, when there are many relays it can be
beneficial to increase the threshold for decision to relay. By changing the threshold,
we can allow only relays that can reduce the overall delay over a certain level to
participate in relaying. In SRMAC, a relay is chosen randomly among the relays that
improve the throughput. As such, by allowing only relays that improve throughput
above certain level, the throughput of SRMAC can increase when there are many

relays.

4.3.2 Frame Formats

SRMAC builds on the IEEE 802.11 protocol with some modifications to some
control packets and a method of determining which relay should transmit and some
additional control packets sent by the relay. To support the SRMAC protocol, addi-
tional information is added to the standard IEEE 802.11 frame formats. Figure 4.2
shows the timing of control and data packets of SRMAC. The RTS frame format need
not to be modified. The format of the CTS frame, transmitted by the destination,
should be changed to include the received signal strength (RSS) which indicates the
realization of propagation loss which is estimated by receiving an RTS packet from
the source. The relay node learns the achievable direct packet transmission rate by
knowing the RSS value in the CTS packet. When the relay node determines that
the cooperative packet transmission is beneficial, it transmits an rCTS packet to the
source after a short random backoff process to avoid a collision with rCTS packets
sent by other nodes, which is described in detail in the previous section. The back
off algorithm for transmitting an rCTS packet is the same as the algorithm for trans-
mitting the RTS packets except that the slot time for the backoff process is much

shorter and the maximum duration of backoff process is twice SIFS duration. The
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timing of the rCTS packet transmission from different nodes can be different due to
the random backoff process. But on average, the timing will be one SIFS duration
after the CTS packet transmission as shown in Figure 4.2. To inform the source and
the destination about the cooperative packet transmission, the rCTS packet includes
the rate for cooperative packet transmission and the destination address in the MAC
header. The destination understands the packet will be delivered through cooperative
transmission by overhearing the rCTS packet. The modified ACK frame format is
used for both the ACK and sACK packets. These packets includes a clear network
allocation vection (clear NAV) field that indicates the end of packet transmission to
the overhearing neighbor nodes. The NAV fields in neighboring nodes are set with
information in either RTS packet or CTS packet, which was set with the assumption
of direct transmission. When cooperative packet transmission is used, the packet
transmission is maybe finished earlier than the reserved duration because the coop-
erative transmission is used only when it increases the throughput. To allow other
nodes to access the channel earlier, the SACK packet is transmitted from the source
for neighboring nodes in the transmission range of the source.

When a data packet is transmitted using cooperative packet transmission, the
relay node should be able to determine if the packet transmission from the source is
intended for the cooperative packet transmission or not. We can utilize an unused
field in the data packet MAC header for this purpose. When a packet is interchanged
between nodes in an independent basic service set (IBSS), the "To DS’ and 'From
DS’ field are set as 1, and the Address 4 field in the MAC header is filled with the
destination address [1]. We modify the procedure to fill in Address 4 field with the
relay node address when the cooperative packet transmission is used. When direct
transmission is used, the Address 4 field is filled with the destination address. The
relay node can determine whether a packet from the source should be relayed by

checking the "To DS’, 'From DS’, and ’Address 4’ fields. The destination node can
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also learn whether the packet transmission is cooperative packet transmission or direct

transmission using the Address 4 field.

4.3.3 Decode and Froward Cooperative Relaying Scheme

The cooperative relaying scheme we consider is decode and forward relaying in
which full decoding is done at the relay. This cooperative relaying scheme consists of
two phases. In the first phase, the source transmits a packet to the relay. The relay
fully decodes the received packet. During the first phase, the destination overhears the
packet transmission. In the second phase, the relay transmits the correctly decoded
packet to the destination. With the received signal from the first phase and the
second phase, the destination decodes the packet. We assume that proper coding
and modulation were adopted at the physical layer to achieve the capacity. We
also assume that a proper combining technique is used at the destination. Other

cooperative relaying schemes can also be used easily with the SRMAC protocol.

4.3.4 Decision Criteria for the Relay Node

In the SRMAC protocol, the relay node decides whether to help a packet trans-
mission or not. When cooperative communication achieves higher throughput, the
relay decides to participate in cooperative communication. From the average received
SNR of an RTS packet, CTS packet, and the RSS information of the CTS packet,
the relay node can calculate the capacity of the cooperative packet transmission and
the direct packet transmission. The capacity of the cooperative packet transmission,
Reoop, 18 [35]

. P,
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where dg., d.q, and dy are source-relay distance, relay-destination distance, and
source-destination distance, respectively. The average is over Rayleigh fading, hg,,

h,q, and hgq. The capacity for direct packet transmission, Rgrecr 1S

P,
Ryiveet =W - E {mg2 (1 + |h5d12m> } (4.7)
0 sd

where the average is over the Rayleigh fading h,y. Then the relay node calculates the
difference of the time consumption between the cooperative packet transmission and

the direct packet transmission, D j;g, as

M

Rdirect

2M
Dyif = Reoon + Trors + Tsack + 2Tsrps + 30 — (4.8)

where M is the total number of bits in the data packet, T,crs and Tsacx are the time
consumed for rCTS packet transmission and sACK packet transmission. If the time
consumption difference is negative, the cooperative packet transmission improves the
throughput. When the time consumption difference is positive, the relay decides
the direct transmission achieves better throughput. When the time consumption
difference is negative, the relay sends out an rCTS packet. We should comment that
the decision criterion of SRMAC involves factors from both the physical layer and
the MAC layer. For the following analysis, we define an indicator function for the

decision.
Dgp -] =t
0 if Dgig > 0.
In this case, the threshold for the relaying decision is zero. We can also use different
threshold for the relaying decision. For example, allowing only relays with certain
level of throughput improvement is also possible. It can be implemented by using

negative number as the threshold instead of using zero as the threshold. Then a

relay is chosen among better performing relays. When there are many relays in the
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area, it will improve the bandwidth efficiency. However, it can reduce the throughput
when there are not many relays in the area. The analysis can also be done for other
measures of the rate. For example, Ry, and Rgirect can be replaced by a set of rates
supported by practical wireless network systems according to the received SNR when

the system only supports fixed set of rates.
4.4 Throughput Analysis

We define the throughput 7" as

I

T —
Dtotal

(4.9)

where [ is number of data bits contained in a packet, which excludes header part in
the packet and Dy is the total delay for the packet transmission. The total delay
consists of two parts, the delay from the MAC protocol operations and the delay from

actual data packet transmission.

4.4.1 Delay from the MAC layer operation

For the MAC layer delay analysis, we adopt the throughput analysis of IEEE
802.11 RTS/CTS MAC protocol by Bianchi [8]. However, we extend the model to
account for the dynamic relationship between the physical layer and the MAC layer as
discussed in the previous section. Previous research assumed that the physical layer
only supports a fixed rate. The effect of the transmit power control on the physical
layer and the MAC layer are shown in (4.2) and (4.4). As such our analysis accounts
for the performance change at both the physical layer and the MAC layer according
to the transmit power control, which were not considered previously [8], [10].

Let X be the number of backoff counts consumed for the source node to gain

channel access and B be the average length of time for a decrease of the backoff count.
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Define T, as the time consumption from collision between RTS packets and p as the
collision probability when a node transmits a packet. We define Trrg, Ters, and
Tick to be the time used to transmit RTS, CTS, and ACK control packets, which
are transmitted with a fixed rate, Ryac. There are fixed time intervals between
control packet transmissions, Ts;rs and before starting the backoff count, Tprrs.
There is also propagation delay, . Then the average delay from the MAC protocol

operation, Dy;ac, for SRMAC when the cooperative packet transmission is used is

1.
Dirac,coop = E[X]-E[B]+ lp;p +Trrs+Ters+1Trors +2Tack +T70+6Ts1ps+Tprrs

(4.10)
where the first term is the time consumed while the backoff counter decreases, the
second term accounts for the time consumption for unsuccessful RTS packet transmis-
sions, and other terms are the time consumed for the last successful SRMAC control
packets exchange. The time to transmit control packets is the size of control packet
divided by the control packet transmission rate, Ryac. If direct packet transmis-

sion is chosen by the SRMAC protocol, the average delay from the MAC protocol

operation is

I
= 4 Tirs + Tors + Tacr +40 +4Tsres + Tores. (4.11)

DMAC,direct - E[X} E[B]+

Note that the transmit power levels affects the delay from the MAC protocol. The
number of contending nodes, which increases with the transmit power level affects
the delay from the MAC protocol through E[X] and E[B]. The analysis for F[X]
and E[B] can be found in [33].

4.4.2 Delay from data packet transmission

Once the channel access is granted to the source and the cooperative packet trans-

mission is used, we use decode and forward cooperative relaying scheme to transmit
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Parameter Value
Payload / Header 2000 / 36 bytes
RTS / CTS /rCTS / ACK / sACK | 20 / 16 / 22 / 15 / 15 bytes
Slot time (o) / DIFS / SIFS 20 / 50 / 10 psec
CWinin | CWinaz 16 / 1024 slots
Bandwidth 20 MHz
Node density 0.000001 nodes/m?
Path loss exponent («) 4
P | Py | Py 50mW / 50mW / 10~ BW
RMAC 20 Mbps

Table 4.1: Analysis parameters

the data packet. During the fist phase, the source transmits a packet to the relay and

the destination overhears the packet transmission. During the second phase, the relay

transmits the received packet to the destination. The capacity for cooperative packet

transmission is Reeep 15 in (4.6) and for the direct transmission is Rgjree is in (4.7).

The average delay for data packet transmission for cooperative packet transmission
2

is rjﬁp and for direct transmission is RdM - The overall delay of SRMAC is

2M M
Diotar = I<Dd1ﬁ) (DMAC’,coop + —) + (1 - [(deff))(DMAC,direct + R—) (412)

Rcoop direct

Then the throughput, 7" is given by (4.9).

4.5 Energy Consumption Analysis

For the energy consumption analysis, we use the energy consumption model in
Section II. We assume that the same power is used for data packet transmission and
control packet transmission. We consider energy consumption from the data packet
transmission and the MAC operations. The energy consumption for data packet

transmission in cooperative transmission scheme is

M
Edata,coop = (2Ptx + 3P7'z>—

4.13
Rcoop ( )
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and the energy consumption for data packet transmission in direct transmission
scheme is

Edata,direct - (Ptx + Pr:c)

. 4.14
Rdirect ( )

The energy consumption from the MAC operation is be divided into two parts.
The first part is the energy consumption from overhearing packet transmissions be-
tween other nodes while the source node undergoes the random backoff process, Fyq:.
The second part is the energy consumption from transmitting and receiving control
packets to reserve the channel for packet transmissions, Fj.;,;. Then the energy con-

sumption for overhearing other nodes is
Ewait = (ptrTRTS + (1 - ptr)U)PlistenE[X] (415>

where the first term represent the energy consumption from overhearing RTS control
packet transmission between other nodes for both successful packet transmission and
collision. The second term accounts for the energy consumption from listening to the
channel when there is no packet transmission. When there is no packet transmission,
the backoff counter is decreased by when after a slot time o.

A node transmits an RTS packet when the backoff counter expires. When there
is a collision between RTS packets, the channel reservation is not successful and the
source node needs to retransmit an RTS packet after a new random backoff. Then
the energy consumption from transmitting control packets to reserve the channel for
packet transmission, Fjecess, 1S

p
Eaccess,coop :meTRTS + Ptx (TRTS + TCTS + T’I‘CTS + TACK + TsACK)

+ Py (2Trrs + 2Tcrs + 2T 0rs + Tack)- (4.16)

95



The energy for direct packet transmission, Fyecess, 1S

Eaccess,direct = LPUCTRTS + (Ptx + Prm)(TRTS + TC'TS + TAC’K)- (417)

(1-p)

Thus, the energy consumption difference between cooperative transmission and direct

transmission is

M
coop Rdirect
+ P (Trors + Toack) + Pro(Trrs + Tors + 2T5crs) (4.18)

Then the average total energy consumption of SRMAC, Ej., which includes

energy consumption from data packet transmission and MAC operations is

Etotal =F [I(Ddlﬂ> (Eaccess,coop + Ewait + Edata,coop)

+ (1 - ]<deﬂ))<Eacceess,direct + Ewait + Edata,direct)} . (419)

4.6 Numerical Analysis

In this section, we analyze the energy-throughput tradeoff considering both the
physical layer and the MAC layer. By analyzing the tradeoff for SRMAC, we can
find the optimal transmit power that finds the appropriate operating point. Also, the
tradeoff of relay transmission can be compared to the direct transmission. It helps to
understand when the relay transmission performs better than the direct transmission
according to the relay location. For the comparison, we place relays in several loca-

tions. As the first case, we assume that the relay is placed in between the source and

destination. The source, relay, and destination are separated by the same distance g
on a straight line. As the second case, we locate the relay close to the source, one

fourth of the source-destination distance from the source in a straight line between
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Figure 4.3: Throughput comparison between different relay locations with IID
Rayleigh channel

the source and the destination. As the third case, we place the relay close to the
destination, three fourth of the source-destination distance from the source node. As
the fourth case, we place the relay off the straight line between the source and the
destination, at a point where the distance from the source and the destination is \/Li of
the source-destination distance. Figure 4.3 compares the throughput of different relay
locations in IID Rayleigh fading channel. Parameters for the analysis is given in Table
1. The case of a relay placed outside the straight line is labeled as ”Off the straight
line”. When a relay is located at the middle point between the source and destina-
tion, SRMAC achieves the highest throughput. At low transmit power levels, SRMAC
protocol improves the throughput by up to 20%. When we compare the maximum
throughput of SRMAC when a relay is located in the middle and direct transmission,
SRMAC achieves higher maximum throughput than direct transmission. However,
at higher transmit power levels, SRMAC protocol achieves the same throughput with
direct transmission. At high transmit power levels, relay transmission achieves less
throughput than direct transmission and SRMAC choose to transmit packets by di-

rect transmission. For all other relay locations, the throughput is slightly higher than
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direct transmission at low transmit power levels. Among relay locations not in the
middle of the source and the destination, the highest throughput is obtained by ” Off
the straight line case”, followed by ”Near the source case”, followed by ”"Near the
destination case”. The near the source case achieves higher throughput than the near
the destination case because the capacity of cooperative packet transmission is higher
when a relay is near the source than when a relay is near the destination as in (4.6).
Though the off the straight line case achieved slightly higher throughput than those
two cases, but it depends on the distance from the source and destination. When
those distances are longer, it achieves lower throughput than two previous cases. For
the comparison, the throughput of relay transmission using the standard IEEE 802.11
MAC protocol is also shown in Figure 4.3. The IEEE 802.11 protocol achieves much
lower throughput than direct transmission and relay transmission using SRMAC pro-
tocol because it requires the two channel contentions while SRMAC protocol requires
only one. Because the delay from MAC operations dominates the total delay, doubling
MAC operation decreases the throughput significantly. However, SRMAC takes ad-
vantage of cooperative communication with minimal additional overhead from MAC
operations.

As analyzed in the previous sections, the throughput and the energy consumption
are dependent on the transmit power level and coupled by it. From the energy-
throughput relationship, we can understand how the transmit power affects the
throughput and the energy consumption considering both the physical layer and the
MAC layer. When we choose a transmit power, corresponding energy consumption
and throughput can be achieved. Figure 4.4 shows the energy-throughput tradeoff
when the source-destination distance is 500m. For each graph, the left lower ends
corresponds to the low transmit power and the right lower end corresponds to the
high transmit power. As the transmit power increases, the corresponding point on the

graph moves clockwise. In each graph, we can find an optimal operating point that
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Figure 4.4: Energy-throughput tradeoff of different relay locations with IID Rayleigh
fading channel channel

achieves the maximum throughput or an optimal operating point that achieves the
minimum energy consumption. Depending on the purpose of the wireless network,
either the maximum throughput configuration or the minimum energy consumption
configuration can be chosen.

It is seen that the SRMAC achieves higher throughput with less energy consump-
tion (up to 40%) than direct transmission when a relay is located in the middle of
the source and destination. At low transmit power levels both energy efficiency and
bandwidth efficiency improvement is large while there is no improvement over direct
transmission at high transmit power level. It is because the SRMAC protocol uses
direct transmission at high transmit power levels. At low transmit power range, an
increment of the transmit power achieves big return in the capacity. The capacity
increases almost linearly as the transmit power increases at low transmit power lev-
els. With increased capacity, the energy consumption from data packet transmission
decreases because it takes less time to transmit data packets. As the side effect, the
transmit power increment also incurs more contention for the channel access. How-

ever, the good effects dominates over the side effect because the data packet size is
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much bigger that the control packet size. As a result, both the energy efficiency and
the throughput improves as the transmit power increases at low transmit power range.
At high transmit power range, the return from increasing the transmit power dimin-
ishes. The capacity increases logarithmically as the transmit power increases at high
transmit power levels. At high transmit power range, the delay from MAC operations
dominates over the data packet transmission time as the transmit power increases. As
a result, both the energy consumption and the throughput degrades as the transmit
power increases. At moderate power levels optimal operating points appear which
achieve either the maximum throughput or the minimum energy consumption as the
energy consumption. In Figure 4.4, the two optimal operating points are different,
but there can be cases that the two optimal operating points are the same. When
we consider other relay locations, it is seen that there are slight bandwidth efficiency
improvements compared to direct transmission at the expense of higher energy con-
sumption at low transmit power levels. It is because using relay increases the capacity
slightly at those locations and the energy consumption increases from additional con-
trol packet transmissions and receptions. For the comparison, energy-throughput
tradeoff of relay transmission using IEEE 802.11 protocol is shown in Figure 4.4.
It achieves lower energy consumption than relay transmission with SRMAC at low
transmit power levels because SRMAC requires the destination to listen to the both
the first hop transmission and second hop transmission. It consumes more energy
than other transmission schemes at high transmit power levels due to the increased
MAC contentions.

We also investigate the average performance of SRMAC when the relays are ran-
domly placed in the area. We average the throughput performance of different relay
placement realizations. In some cases relays are placed in good locations that can
improve the throughput such as the middle point between the source and destination.

In other cases, relays are placed in bad locations that does not improve the through-
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put. According to SRMAC protocol, only relays that can improve the throughput
attempts to aid the data packet transmission between the source and destination.
Figure 4.5 compares the throughput performance for different number of relays. It is
seen that SRMAC protocol improves the throughput at low transmit power levels. As
the number of relays increases, the throughput increases. When there is one relay, the
throughput is increased by SRMAC protocol up to 5% at low transmit power level.
With five relays, the throughput is increased up to 10% at low transmit power. We
also investigated the average energy-throughput tradeoff of SRMAC protocol. Figure
4.6 shows the average energy-throughput tradeoff for different number of relays. The
SRMAC improves the energy efficiency up to 25% at low transmit power levels when
there are 10 relays in the area.

Figure 4.7 compares the area spectral efficiency for different number of relays.
Area spectral efficiency is throughput per unit bandwidth and unit area. When
the area spectral efficiency is higher, more sum throughput can be supported in
the area. It is seen that SRMAC protocol achieves about 10% higher area spectral
efficiency than direct transmission when there are 10 relays in the area. Figure 4.8
shows the energy-area spectral efficiency tradeoff of SRMAC protocol. It is seen that
SRMAC protocol achieves that higher area spectral efficiency with much less energy
consumption at low transmit power levels.

For the comparison, we investigate the performance of SRMAC when the best relay
is selected for cooperative communication. Figure 4.9 shows the average throughput
performance of SRMAC when the best relay is selected. For each realization, we
randomly placed relays in the area and chose the best relay to deliver a data packet
to the destination using decode and forward cooperative communication. We averaged
the best relay performance of many relay placement realizations. It is seen that the
best relay choice among 50 relays increases the throughput up to 19% compared

to direct transmission when the same transmit power is used. When there are 10

103



0.32

Number of relays: 50
0.22+ /4 / = = Number of relays: 20
= == == Number of relays: 10

best Throughput(bps/Hz)

= = Number of relays: 5

02k /} = == = = Number of relays: 2 4

. = = Number of relays: 1

~— Direct transmission

L L L L L L

10 12 14 16 18 20 22 24 26 28 30
Transmit power (dBm)

Figure 4.9: Average throughput performance of the best relay in IID Rayleigh fading
channel channel

0.32 T
Number of relays: 50
= == Number of relays: 20
03}k = ==+ Number of relays: 10
== = Number of relays: 5
= == =« Number of relays: 2
L == Number of relays: 1 ||
028 ~—— Direct transmission
I~
=
é 0.26 1
=
[}
<
20241 1
I}
=
=
0221 4
0.2r- 4
0.18 L
5 10 15 20 25 30
Ey
~or (dB)

Figure 4.10: Average energy-throughput tradeoff of the best relay in IID Rayleigh
fading channel channel

104



T T T

Number of relays: 50
= = Number of relays: 20
= = =+ Number of relays: 10|
= =— Number of relays: 5
= ==+ Number of relays: 2
= =— Number of relays: 1 ||
Direct transmission

Area spectral efficiency (bps/Hz/mz)

i i i i i i i i i
10 12 14 16 18 20 22 24 26 28 30
Transmit power (dBm)

Figure 4.11: Average area spectral efficiency of the best relay in IID Rayleigh fading
channel channel

relays in the area, the throughput is increased up to 15% at low transmit power level.
Figure 4.10 shows the average energy-throughput tradeoff of SRMAC when the best
relay is selected for cooperative communication. It is seen that SRMAC with the
best relay achieves higher throughput with much less energy consumption than direct
transmission. When there are 10 relays in the area, SRMAC with the best relay
reduces the energy consumption more than 50%. When there are 50 relays in the
area, the energy consumption is reduced more than 70%.

Figure 4.11 compares the area spectral efficiency of SRMAC protocol with the
best relay choice. It is shown the area spectral efficiency of the best relay is increased
by 15% when there are 10 relays and 19% when there are 50 relays. Figure 4.12
shows the energy-area spectral efficiency tradeoff for the best relay choice. It is seen
that SRMAC with the best relay choice improves the area spectral efficiency with
significantly improved energy efficiency.

When we compare the performance of basic SRMAC which chooses a relay in
a random manner and SRMAC with the best relay, there is a big performance gap

between them. The random choice of a relay incurs this gap. As such, it is rea-
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sonable to consider different threshold for (4.3.4). We changed the threshold for the
decision of relaying to -0.0001 and -0.0002, which allows only good relays to be a
candidate for relaying a data packet. From Figure 4.13 and Figure 4.14, it is seen
that a new threshold of -0.0001 improved both the bandwidth and energy efficiency.
With 10 relays, SRMAC with a new threshold improved the throughput 10% and
energy consumption more than 10% at low transmit power levels. However, as the
transmit power increases, the performance of SRMAC with a new threshold merges
to the performance of direct transmission earlier than the standard SRMAC protocol
performance shown in Figure 4.5 and Figure 4.6. At higher transmit power level, the
performance improvement from relaying gets smaller. When the decision threshold
for relaying gets higher than zero as in (4.3.4), relays does not participate in relaying
at higher transmit power levels because the performance improvement is less than
the new threshold. Figure 4.15 and Figure 4.16 shows the area spectral efficiency and
energy consumption with a new decision threshold of -0.0001. It is seen that SRMAC
improves the area spectral efficiency significantly at low transmit power levels.

Figure 4.17, Figure 4.18, Figure 4.19, and Figure 4.20 shows the performance
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of SRMAC with a new threshold of -0.0002. With higher threshold, the SRMAC
protocol achieves higher throughput and less energy consumption at low transmit
power levels. However, the performance merges to direct transmission performance

at lower transmit power levels.

4.7 Conclusion

In this paper, we suggested a simple relay enabled MAC (SRMAC) protocol for
cooperative relay networks. The SRMAC protocol provides two critical services for
cooperative communications, channel reservation suitable for cooperative communica-
tion and the decision mechanism to decide between the relay transmission and direct
transmission. We analyzed the throughput of SRMAC protocol considering both the
physical layer and the MAC layer, and compared the performance with other packet
transmission schemes. The SRMAC protocol showed better performance than direct
packet transmission and relaying with IEEE 802.11 MAC protocol. The SRMAC is
flexible and many other cooperative communication schemes can be easily integrated.
Different decision criteria can be adopted for the better performance where there are

many relays in the area.
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Figure 4.19: SRMAC average area spectral efficiency with a new threshold of -0.0002
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CHAPTER V

Conclusions and Future Work

In this thesis, we concentrate on analysis and optimization of relay networks con-
sidering both the physical layer and MAC layer. In Chapter II, we propose a model
for the performance analysis of relay network considering both the physical layer and
the MAC layer. Previous research on relay networks assumed the channel access
is granted for the cooperative transmission schemes. However, in reality, multiple
transmission requires multiple channel access grants. Because the MAC operations
can incur significant overhead in distributed wireless networks, the MAC layer should
be accounted for the performance analysis. The energy-throughput tradeoff was in-
vestigated considering both the physical layer and the MAC layer. By the tradeoff, it
was shown how the transmit power level affect the energy and bandwidth efficiency.
Also, the time and energy consumption from the physical layer and the MAC layer
was investigated and compared. It was shown that there exists optimal operating
points that achieves the maximum throughput or the minimum energy consumption.
The optimal operating points can be achieved by using the optimal transmit power
levels. Contrary to widely perceived idea, the optimal transmit power levels were
neither the minimum transmit power level nor the maximum transmit power level.
The better choice between direct transmission and relay transmission depends on the

source-destination distance. When the distance is large, relay transmission performs
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better than direct transmission. Compared to the throughput, the energy efficiency is
less sensitive to the source-destination distance. At larger source-destination distance,
relay transmission consumes less time and energy than direct transmission compared
to the threshold distance for throughput. When the source-destination distance is
1000m, relay transmission achieves more than 100% improvement in throughput and
100% improvement in energy efficiency.

There are several interesting future research direction related to the energy-throughput
tradeoff for relay networks. In Chapter II, we used a saturated traffic model which
assumes all nodes always have packets to send. However, an unsaturated traffic model
can be more realistic. However, the analysis for unsaturated traffic model is not well
established while saturated traffic model is well established and widely used. There
has been some research activities on unsaturated traffic model such as [18]. Inves-
tigation on relay networks with unsaturated traffic model might be an interesting
direction to pursue. We also consider an analysis for heterogeneous relay networks.
In Chapter II, we assumed that all nodes use the same transmit power. Modeling an
analysis framework for relay networks that nodes can use different power level will be
an interesting and fruitful research topic.

In Chapter III, we considered the performance analysis and optimization of multi-
hop relay transmission. When the source-destination distance is large, using relay
transmission performs better than direct transmission. However, increasing the num-
ber of hops does not always improve the performance because the number of required
transmission and MAC overheads increase accordingly. The energy-throughput trade-
off for different number of hops considering both the physical layer and the MAC layer
was compared. For each number of hop case, there were two optimal operating points
where the throughput is maximized and the energy consumption is minimized. It was
shown that keep increasing the number of hops degrades both the bandwidth and en-

ergy efficiency. By theoretical analysis, the transmit power level and the number of
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hops were jointly optimized for bandwidth efficiency and energy efficiency. Given the
assumption that the source-destination distance is very large, it was shown that the
optimal transmit power is fixed regardless the source-destination distance. The opti-
mal transmit power level and the optimal one hop distance depends on the physical
layer and the MAC layer parameters. Also, it is shown that the optimal number of
hops increases linearly with the source-destination distance and the optimal one hop
distance is fixed regardless of the source-destination distance. Our numerical analysis
confirms this theoretical analysis results.

There are several interesting future research direction for multi-hop relay net-
works. The MAC protocol and relaying strategy for multi-hop relay network can be
an interesting research topic to pursue. In Chapter III, it was assumed that IEEE
802.11 RTS/CTS MAC protocol is used for each hop channel access. However, it
requires channel access procedure for each hop. Also, it is assumed that only one
packet goes through the relay network rather than spatial reuse strategy. If spatial
reuse strategy and multi-hop MAC protocol is jointly designed, it can improve the
relay network throughput. Routing can also be combined with relaying strategies.
In Chapter III, it was assumed that the relays are located on a straight line with
equal distance for each hop. When relays are randomly located, the routing should
be accounted for the performance analysis. Also, routing protocol can be optimized
to achieve energy efficiency or bandwidth efficiency considering the time consumption
and the energy consumption from both the physical layer and the MAC layer.

In Chapter IV, we proposed a new MAC protocol, SRMAC, for cooperative relay
communication. There has been no MAC protocol that could support various type of
cooperative communication schemes dynamically. Previous MAC protocol for relay
networks such as CoopMAC [41] or rDCF [63] assumed that the channel condition
between the source, relay, and destination is known to the source from previous com-

munication activities. The source node determines whether relaying is more beneficial
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than direct transmission using a priori knowledge. However, those assumptions are
not realistic in mobile environments. The SRMAC protocol consists of two parts.
The first part is the relaying decision. In SRMAC relays decide whether to partic-
ipate in relaying using the instantaneous channel condition between source, relay,
and destination. By overhearing the control packet exchange between the source and
destination, relays can estimate the channel from itself to the source and destina-
tion. Also, the channel condition information between the source and destination is
included in the control packets. Based on the channel conditions, a relay determines
whether relaying through itself is more beneficial. The second part is the collision
avoidance between control packets from relays. When relaying is beneficial, a relay
sends a control packet indicating the fact. However, there can be collisions when
there are several relays that improves the performance. The SRMAC employs the
random backoff procedure to avoid the collision, which choose a relay for cooperation
at random. When there are many relays in the region, a higher threshold for relaying
can be adopted. Only relays that can improve the bandwidth efficiency over a certain
threshold can participate in relaying. It was shown that the SRMAC improves both
the energy efficiency (up to 40%) and bandwidth efficiency (up to 20%).

There are several interesting future research topics related to MAC protocols for
relay networks. Because MAC protocol requires signaling for channel reservation,
other signaling for relay selection can be combined with the MAC protocols. We
assumed random choice of relay in SRMAC. However, as shown in Chapter 111, relay
network can achieve better performance when the best relay can be chosen. The
tradeoff between the amount of relay selection and the performance improvement
might be an interesting research to pursue in future. The transmit power optimiza-
tion can also be combined with MAC layer signaling. In Chapter III, we assumed
that all nodes use the same transmit power level. However, when the transmit power

level can be optimized for each hop transmission, it can further improve the relay
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network performance. Other relaying scheme can be also combined with the SRMAC
protocol. We assumed decode-and-forward scheme, but other cooperative schemes
can be adopted to SRMAC flexibly. Network coding can also be combined with relay
network research. As introduced in Chapter III, network coding was shown to im-
prove the two-way relay channel bandwidth efficiency. As peer-to-peer data exchange
increases with the proliferation of mobile devices, designing MAC protocols that can
support network coding in relay networks will be an interesting future direction to
pursue. Analyzing the performance of network coding considering both the physical
layer and the MAC layer will allow understanding realistic performance of network

coding in relay networks.
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