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CHAPTER 1

Introduction

1.1 Motivation and Background

There has been a significant amount of work on sensor nodes. Specifically, the works on

implantable sensors for various cardiac[1], intraocular[2], and neural[3] applications have been

promising. Although a wireless link can significantly simplify programming and usage of such

microsystems, most of previously proposed systems lack a proper data link that is designed

within energy, size, and range constraints of such systems. These three constraints shown

in Figure 1.1 differentiate implantable biomedical transceivers from conventional radios used

in other long and short-range applications [4]. In this section, we will investigate each of

these three requirements to understand why none of previous solutions satisfies all of them

simultaneously.

1.1.1 Energy and Peak Current Constraint

In order to provide continuous sensing, the implantable microsystem will need a reliable

energy source. 1-10 mm2 thin-film Li-ion batteries offer the only viable energy source for

such systems. However, peak current of such batteries (10-50µA) is well below RF blocks

(mA-range). The natural solution to this problem is to run the power-hungry radio off a

capacitive charge reservoir for a short period. During this period, a small packet is transmit-

ted. Afterwards, battery can recharge the charge reservoir to prepare for the transmission

of the next bit. This way, we can trade off some bit-rate for lower peak power.
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Size Constraint
< 1-10mm

3

Energy Constraint
< 10-50µA Peak

< 5µAh Capacity

RangeRequirement
> 1m

Proposed 
Transceiver

Zigbee
Bluetooth

Figure 1.1: The three major challenges for a transceiver targeted for implantable
microsystems.

Due to the peak current limitation, radio has to turn on, transmit a short packet while

running off the capactive charge reservoir, and go back to sleep. Since only 1-10nF of MIM

capacitor can fit in our mm2 system, the whole radio on-period will be limited to few µs

assuming 1mA-level radio power. As a result, conventional Non-Returning-to-Zero (NRZ)

signaling, though spectrally efficient, is not feasible in this case. Figure 1.2 shows the time

domain and Power Spectral Density (PSD) of NRZ and Manchester encoded signals. NRZ

signaling that is widely used in wireline [5] and wireless [6] applications is difficult to recover

clock from. Also, unless other encoding measures are used, long streams of “1”s and “0”s

can pose more challenges in Clock and Data Recovery (CDR) process. For these reasons a

synchronization stream is always required to guarantee low Bit-Error-Rate (BER). In mm3

systems, however, short transmission window and startup issues make it impossible to include

a synchronization pattern in every packet. As a result, although NRZ signaling achieves sub

nJ/bit energies and high transmission ranges in standard radios like bluetooth [7] and IEEE

802.11 [8], it is not only unattractive, but also impossible to implement in this class of mm3

devices targeted for biomedical applications.

Manchester encoding, as shown in 1.2, modifies the spectral content of transmitted sig-

nal by representing bit “1” with a rising edge and bit “0” with a falling edge. As a result,

the CDR process is drastically simplified at the cost of reduced bitrate. This CDR simpli-

fication makes Manchester encoding a perfect candidate for compact microsystems where

2



1 1 0 1

N
o

rm
a

li
z
e
d

 P
S

D

Normalized Frequency

1 2

N
o

rm
a

li
z
e
d

 P
S

D

Normalized Frequency

1 2

Unipolar 

NRZ

Manchester 

Encoded

Figure 1.2: NRZ and Manchester signaling comparison. NRZ signals are more
spectrally efficient while Manchester encoded signals are easier from a synchro-
nization perspective.

total circuit area and power are highly limited. Besides, Manchester encoding eliminates the

need for power-hungry accurate on-chip synthesizers required in conventional NRZ CDRs

[9]. In Chapter 5, we will present a low-power receiver with Manchester decoding targeted

at compact biomedical implants.

1.1.2 Size Constraint

Passive backscattering RFID radios have been widely used in low-power applications [10].

While these radios satisfy the energy and range requirement desired in mm3 implants, their

coil size (typically in cm range) prevents their use in such applications (Figure 1.1).

For active radios, integration of transceivers, more specifically CMOS transceivers, has

resulted in solutions that are almost completely integrated. In this context, integrated active

radios can be divided into two categories:

• Standardized Far Field Radios: Zigbee [11], WiFi [12], GSM [13] and CDMA [14]

are some of the standards for which highly-integrated solutions have been proposed.

The three components that are still typically not integrated are the power amplifier

(due to CMOS transistors’ inherent low current drive [15]), SAW filters, and crystal

clock reference [16]. Strict spectral masks [17] and transmit power requirements dic-

3



tated by standard prevent further wide-spread CMOS integration of the three blocks

[18].

In compact biomedical sensor nodes, system form factor needs to be in mm-range.

As a result, there is not enough room for external filters, timing references, or power

amplifiers. As a result, adopting such standards in this class of devices is not viable

(Figure 1.1) despite all the benefits of using already-established standards.

• Short-Range Links: During recent years, integrated radios that are tailored for a

specific application for a certain range have attracted a lot of attention [19]. Due

to their near-field nature, these radios do not interfere with cellular, military, and

industrial bands.

One class of short-range radios are inductive links targeted for specific biomedical

applications. However, most of the published work in biomedical applications use

large receive antennas (larger than 1cm), eliminating the chance of using them in mm3

biomedical implants [20]. The few previous works that use integrated antennas suffer

from poor transmission range [21] or poor sensitivity [22]. The link proposed in [22],

although being completely integrated and achieving 1m of range, lacks a downlink.

Also, in the transmit side of the work mentioned in [22], the phase noise skirts of

the two FSK tones have significant overlap, due to transmit inductor’s low quality

factor, which drastically degrades BER. In Chapter 2, we propose a dual-resonator

architecture to mitigate this phase noise degradation in FSK transmitters.

1.1.3 Range Requirement

Biomedical implants push the envelope in medical research by providing either of the two

tasks: sensing of vital signals [23] or stimulation of internal organs [24]. In both these classes

of devices, achieving enough range in lossy body tissue is critical to system operation. A

mm3 through-tissue range of 1m is desired in most in-vivo measurements [25].

In context of range of active radios, it is also worthwhile to mention short-range radios

designed to facilitate inter-later communication in 3D integrated circuits [26]. Despite be-

ing compact, fully integrated, and energy efficient, these near-field radios suffer from short

4



transmission range (typically sub-mm). As a result, this class of radios is incompatible with

biomedical applications where a transmission range of 1m is desired (Figure 1.1).

In this thesis, the first-ever transceiver that can satisfy all the three requirements shown

in Figure 1.1 is presented:

1. Achieves 1m of transmit and receive range

2. Can run off a compact 1-10 µAhr battery

3. mm3-sized with no off-chip components

The transceiver that sits at the heart of a 3D stacked microsystem will be able to interface

with other major low-power blocks designed for mm2 sensor nodes to make a highly recon-

figurable, compact microsystem. All system blocks are designed specifically for biomedical

applications where carrier frequency and power density are limited by application require-

ments.

1.2 Inductive, Capacitive, and Far Field Links

There are three possible choices for the type of link we can use to talk to an implant

inside tissue.

When transmitting signals across long distances, receiver will be receiving power from

the radiated power originating from transmitter as shown in Figure 1.3. Far field approaches

are widely used in wireless consumer products such as cell phones[13]. They benefit from

availability of a wide variety of off-the-shelf integrated circuits. They can also enjoy low link

loss due to the availability of high-gain antennas. Most importantly, unlike capacitive and

inductive links, their received power reduces quadratically with distance which makes them

superior to other link types when transmission distance is too long[27]. Despite all these

benefits, they are not the best choice when transmitting through body tissue due to their

excessive in-tissue loss and reflection at tissue boundary. Besides, as recent research has

suggested[28], they have to operate at low-GHz range to achieve their optimum efficiency.

However, antenna size at these frequencies has to be above a few centimeters to achieve
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Figure 1.3: Different wireless transmission regions.

reasonable antenna gain, making them unattractive for highly compact systems. In most

wireless biomedical links, transmission distance is in the order of few centimeters. This

means that the receiver will be in the near-field region shown in Figure 1.3, thus, far field

approaches are not as appealing for such applications.

Capacitive links provide an alternative choice[29]. Based on recent research, however,

dielectric properties of different organic tissues vary drastically making it hard to design a

link that can work for different implant depths and locations[30]. Besides, different body

tissues have different non-negligible conductivities, that presents a major challenge. Also,

some tissues like the muscle tissue have significant dielectric loss tangent which is going to

make them inefficient at high frequencies.

Inductive links have been the dominant form for through-tissue data communication[31].

Human body does not show strong ferromagnetic behavior and its relative permeability is

equal to 1 with a good approximation. Besides, magnetic loss tangent is not an important

playing factor in organic materials. With the advent of modern 3D electromagnetic simula-

tion tools, these nead-field mediums can be accurately modeled at design stage. Our design

combines transmit inductor and oscillator inductor which eliminates the need for a power

amplifier. Due to the inherent impedance match at resonance, there will be no need for

bulky matching circuitry to drive the power amplifier either.
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Figure 1.4: HFSS Design of our on-chip inductor.

In our link, we will be using on-chip inductors to couple to the external transceiver. This

guarantees the highest level of integration with CMOS circuitry at the cost of reduced induc-

tor quality factor. Since form factor is a more important criteria for biomedical microsystems,

the lower Q-factor is acceptable. Figure 1.4 shows the 3D model of a 2mm× 1mm inductor

in 180nm CMOS process on silicon substrate. One advantage of having a big inductor is

that CMOS circuits can be placed in the middle of the inductor to maximize efficient use of

the available area.

Table 1.1 shows the characteristics of the mentioned inductor. It is able to achieve high

inductance value while maintaining moderate quality factors. In an inductive link, the value

of magnetic dipole moment plays a crucial role in determining total link loss:

m = NIS (1.1)

where N is the number of inductor turns, I is the inductor current and S is the inductor

area. By putting the CMOS circuitry inside the inductor, S will increase, enabling us to

achieve higher magnetic dipole moment and, thus, higher transmission range. Table 1.1

clearly shows that, an optimized inductor can be made with high number of turns while

maintaining reasonable Q-factors.
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Table 1.1: Characteristics of the on-chip Inductors.

Parameter Value
Dimentions: d× l 2.64mm× 1.72mm
Number of Turns: N 5
Turn Spacing: s 3µ
Inductance: L 256nH
Quality Factor at 915MHz: 4.9

1.3 Limitations of RF Circuits in Inductive Links

Due to small size, wireless transceivers uses in biomedical implants suffer from poor

performance. As a result, their transmission distance will be compromised.

On the implant-to-external side (which we will refer to as uplink), transmitter has to drive

the antenna, which is replaced with a transmit coil in our system. Transmitter performance

is highly dependent on purity of its local frequency generator. Typical transmitters take

advantage of a crystal oscillator to guarantee low phase noise [32]. In most cases a complex

modulation scheme is used to ensure efficient use of frequency spectrum[33]. In biomedical

implants, however, crystal oscillators are too big to fit in the system. The use of complex

modulations is not an option either due to the high power overhead.

In order to tackle the phase noise limitation, we propose using an inherently dual-

frequency structure along with frequency-shift-keying (FSK). In Chapter 2 a dual-resonator

oscillator and power amplifier is introduced that can achieve high frequency separations

without compromising phase noise.

Chapter 3 proposes a novel receiver architecture that can receive signals from the dual-

resonator transmitter introduced in 2. It will be shown, through simulation and measure-

ment, that such architecture is capable of receiving signals from two bands while rejecting

other parts of the spectrum.

In Chapter 4, we propose a complete intraocular pressure microsystem. The transceiver

used in that system uses the dual-passband architecture mentioned above. The transmitter

was successfully implanted in animal tissue and achieved 10cm of transmission range.

On the external-to-implant side (which we will refer to as downlink), power and area

are again limiting design factors. Analog RF front-ends are typically matched to a resis-

tive antenna impedance at carrier frequency. This will ensure maximum power delivery to
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the low-noise-amplifier (LNA). In inductive links, however, a receive coil replaces the resis-

tive antenna as shown in Figure 1.5. In such a link, if we power-match the receiver input

impedance, the loaded quality factor of the inductor will be half of the designed unloaded Q.

This will reduce the voltage delivered to LNA gate by half, thus affecting our final achievable

transmission range.

Apart from Q-degradation, there is another reason that makes power match approach

unattractive for inductive receiver front-ends. Since common source CMOS LNA only

presents imaginary input impedance, we have to use inductive degeneration to add a re-

sistive component to the input impedance. For compact implantable inductive links, this

translates to excessive area overhead which is undesired.

Apart from the mentioned reasons, there is another limitation that prevents us from

lowering LNA power below a certain amount. Assume we would like to power-match the

inductively-degenerated common-source LNA shown in Figure 1.5 without adding any ex-

tra capacitors and inductors (capacitors are undesired because they lower bandwidth and

inductorss area overhead is also undesired). The source inductor Ls will be in series with

the receiver inductor Lint. We would like to minimize the number of passives and use the

MOS transistors’s Cgs capacitor to resonate out Ls +Lint. The resistive component of input

impedance is:

Re{Zin} = gmLs/Cgs (1.2)

On the other hand, we would like Cgs capacitor to resonate out Ls + Lint, so:

f0 =
1√

2π(Lint + Ls)Cgs

(1.3)

Combining 1.2 and 1.3 and assuming a 50Ω match at f0 = 915MHz limits our transistor

bias current to IDS > 1mA as shown in Figure 1.6. This plot assumes a w = 512µm device

in 180nm RF CMOS process.

In Chapter 4, we proposed an ultra-low-power passive receiver for the downlink of the

system. The passive receiver achieved 4mm of range with a 1-Watt external transmitter. The

IOPM can be wirelessly programmed through its downlink which simplifies its application

in clinical environment.
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Figure 1.5: Inductive link front-end configurations. (a) Front-end designed for maxi-
mum power delivery (b) Front-end designed for maximum voltage
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Figure 1.6: Design space for power match at 915MHz in 180nm CMOS process
node.

In order to increase the range of our downlink, the passive receiver can be replaced with

an active RF front-end with higher sensitivity. Chapter 5 presents an active receiver front-

end that can receive data from a 2W external unit positioned 1m away. The front-end uses a

novel protocol to push power consumption to external side, thus relaxing the synchronization

constraints on the chip side. It also uses a duty-cycling scheme to lower the peak power drawn

from its thin-film battery to 19.9 µW . The receiver was fabricated and successfully tested

in 180nm CMOS.

Chapter 6 summarizes the important advances in the inductive short-range links made

possible through the techniques described in this thesis. It also outlines possible future work

in this field.

1.4 Tissue Heating

Out proposed link will consist of an implanted device buried under the skin with a 1-

Watt external transmitter located 5 cm away. Due to the high level of transmit power, it is
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Table 1.2: FCC compliance of the proposed link.

Parameter Allowed by FCC Compliance
Specific Absorption Rate(SAR) 1.6W/Kg Yes at d > 1.2mm
Power Density (Local) 0.28mW/cm2 Yes at d > 10mm
Power Density (Total Body) 8 Yes

necessary to check the compliance of such link with electromagnetic exposure standards.

Although effects of high levels of electromagnetic exposure on human body are still not

completely known, Federal Communications Commission (FCC) has put limits on radiation

levels. Even though these limits were put with hand-held electronic devices in mind, any

biomedical device that talks to an external wand should still follow the guidelines to minimize

the the risk of tissue damage.

The first part of FCC regulations, involves the Specific Absorption Rate (SAR) within

body. SAR can be calculated from the electric field within tissue as:

SAR =

∫
σ(r)|E(r)|2

ρ(r)
dr (1.4)

where σ is the sample electrical conductivity, E is the RMS electric field, and ρ is the sample

density. In US, FCC requires that devices have a SAR level at or below 1.6 watts per

kilogram taken over a volume of 1 gram of tissue. Figure 1.7 shows the simulated skin tissue

with the external transmitter coil. The simulation results are summarized in Table 1.2.

The second and third FCC regulation deal with local and total electromagnetic power

density in body tissue. FCC limitations as well as out device compliance for these two are

also listed in Table 1.2.

1.5 Link Optimization

In order to maximize the amount of voltage delivered to the receiver coil, we need to

quantify the amount of voltage delivered to first gain stage on the receive side. Figure 1.8

shows the link model which consists of two inductors L1 and L2 with quality factors Q1 and

Q2. Power is delivered to L1 from the transmitter source Pin which is power-matched to

the series resistance of L1 i.e. Rs1. LNA input capacitance is designed such that it resonates

12



Figure 1.7: Surface absorption rate in body tissue for a 1W inductive transmitter
placed 1mm away .
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L1,Q1

To LNA

Rsource=Rs1 L2,Q2

Rs2=L2ω /Q2Rs1=L1ω /Q1

Pin

I1

Figure 1.8: Circuit model for an inductive link.

out L2 at the center frequency.

On the transmit side, assuming a matched load, we have:

Pin =
V 2
in

2Rs1

(1.5)

On the receive side, assuming resonance at the center frequency ω0, the voltage at LNA

gate would be

VG = Q2M
dI1(jω)

dt
(1.6)

= Q2k
√
L1L2

d[
V in(jω)

Lω
Q1

]

dt
(1.7)

= Q2k
√
L1L2ω

Q1Vin

L1ω
(1.8)

plugging 1.9 in 1.8 gives us received voltage in terms of transmitter power:

VG = kQ2

√
2Q1L2Pinω (1.9)

The above equation can be used to maximize the receive voltage. By simulating the

coupling factor of the two inductors using HFSS, we can guarantee that the received voltage

will be above the sensitivity of our receiver. The external inductor size was picked to be

10 times bigger than the integrated receive antenna to maximize k. Note that the external

coil cannot be arbitrarily big because the self-resonant frequency for cm-size coils are below
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1GHz. Also, note that received voltage will only increase by a factor of
√

2 when Q2 is

doubled. This justifies our choice to make the receive coil as large as possible and fit all

other circuitry inside the inductor at the cost of slightly reducing quality factor Q2.

1.6 Synchronization

Data transmission is not possible without synchronizing the receiver and transmitter to

each other. The synchronization issue becomes more pronounced in sensor nodes where peak

power is highly limited. Due to the small size of battery in such systems, battery is unable

to continuously power the active receiver which burns close to 1mA of current. In order

to solve this issue we propose adding 10nF of decoupling capacitor to power the receiver

during data reception and turn off the power-hungry transceiver and receiver to recharge

these capacitors between data packets.

On the sensor to external side, our on-chip transmitter turns on for a short period to

transmit tones at either 433MHz or 915MHz ISM frequencies and shuts off. The external unit,

which is always listening, detects these tones and interprets them as 1’s and 0’s. This scheme

was successfully implemented and tested in the intraocular pressure sensing microsystem in

Chapter 4.

On the external to sensor side, since the on-chip receiver can only monitor its input for

a short window, a new protocol is proposed to shift power consumption to the external unit

side. In this scheme, external unit repeatedly sends the same data, which gives the receiver

freedom to wake up and capture data whenever it likes. As a result, jitter requirement on

the chip side is drastically relaxed. A transceiver that successfully receives data is presented

in Chapter 5.
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CHAPTER 2

Analysis and Design of Stable Dual-Resonator

Oscillators

2.1 Motivation and Related Work

Dual band communication systems have attracted a lot of attention with the introduction

of new technologies in higher frequency bands. Wireless LAN, for example, has used the

2.4GHz band in its earlier versions, but switched to 5GHz to achieve higher bandwidth[34].

In order to realize a dual band transceiver, the oscillator must be able to synthesize

both frequencies. Conventional single-tank oscillators have limited tuning range that cannot

cover two different bands. In addition, increasing the tuning range worsens phase noise[35].

Using a dual-resonating tank can enable dual-band operation without sacrificing system

performance. The schematic for such an oscillator with a dual-resonating tank is shown in

Figure 2.1. The two tanks are tuned to two different frequencies f1 and f2 which can be

arbitrarily chosen, making it possible to realize an oscillator with inherent doubl-frequency

capabilities.

Switching from a single-resonance tank to a dual-resonance tank changes the system

dynamics. The question that arises here is whether the oscillator will oscillator at the first,

second, or both of the frequencies. In [36], the authors derived nonlinear models for the

oscillator and concluded that the system can only oscillate at one of the two frequencies,

which are both stable. They suggested that it is possible to switch between these two states

16



f(v)

R1

R2

v1

v2

v

R2 v2

v

(a)
(b)

f(v)

Figure 2.1: Equivalent circuits for an oscillator with dual-resonating tank. (a) The
original schematic without simplifications. (b) Simplified schematic to model the transient
circuit behavior while the first tank oscillates with approximately constant amplitude.

by shorting either tank , allowing oscillations to form in the other tank. They proposed

that the system will remain oscillating at the same frequency when the switch is released.

This chapter shows through measurement results that conditions must be satisfied for this

to occur. In other words, either of the frequencies can go unstable if not properly designed.

Two 0.18um CMOS oscillators were fabricated to validate this concept. Measurement results

show instability in one of the chips at the designed frequency.

2.2 Model Derivation

In order to form oscillations at ω1, the second tank is shorted. Then, the switch just used

to short the second tank is opened to avoid the excessive phase noise it adds to the tank.

The tank is expected to remain oscillating at ω1. This is referred to as stable oscillations at

that frequency. The authors of [36] comprehensively studied the state space of the system

and derived the phase portrait for the system. However, the problem was oversimplified

since the effect of tanks on each other during transitions was neglected. As shown in Figure

2.2, oscillations at the first frequency can be unstable in contrast to what was derived in [36].

Note also that the oscillation amplitude across the tank that was oscillating before the switch

is opened is nearly constant until significant oscillations are formed in the other tank. Let us

refer to the first tank as the aggressor and the second one as the victim. In other words, an
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Figure 2.2: Simulated voltages of a dual-resonator tank after opening the switch
that shorts the second tank. Oscillations can build up at the second tanks
frequency (f2), resulting in loss of the previous state of oscillating at f1.

unwanted instability occurs when the victim manages to form oscillations with the aggressor

present. To simplify the problem, we can assume that until significant oscillations are formed

in the victim tank, the aggressor acts as a sinusoidal source with constant amplitude A1.

The simplified schematic is shown Figure 2.1 Using Kirchhoff’s Current Law(KVL):

f(v) = iR + iC + iL (2.1)

=
v2

R2

+ C2v̇2 +
1

L2

∫
v2dt (2.2)

Differentiation yields:

f ′(v)v̇ = C2v̈2 +
v̇2

R2

+
1

L2

v2 (2.3)
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Modeling the negative impedance as

f(v) = k1v + k3v
3 (2.4)

results in a form similar to the well-known van der Pol [37] equation:

(k1 + 3k3 + v2)v̇ = C2v̈2 +
v̇2

R2

+
1

L2

v2 (2.5)

Note that k1 is equal to the absolute value of the negative gm presented to the tank

while k3 models the voltage-limited nature of the circuit. Applying Kirchhoff’s Voltage Law

(KVL):

v = v2 + A1 sin(ωt) (2.6)

Thus, we can re-write 2.5 as:

(k1 + 3k3(A1 sin(ω1t) + v2)2)(A1ω1 cos(ω1t) + v̇2) = C2v̈2 +
v̇2

R2

+
1

L2

v2 (2.7)

To approximate the behavior of the victim tank oscillations in presence of the aggressor,

we expand it and its derivative as suggested in [38]:

v2 = A2 sin(ω2t) (2.8)

v̇2 = A2 cos(ω2t) (2.9)

Differentiation yields:

f ′(v)v̇ = C2v̈2 +
˙v + 2

R2

+
1

L2

v2 (2.10)

The differential equation can be expanded to the first order to the form: Thus, we can

re-write 2.5 as:

C2v2 +
1

L2

v2 = (k1 +
3

4
k3A

2
2 −

1

R2

)A2ω2 cos(ω2t) (2.11)

The condition to avoid self-excitation [38] is given by:

λ(0) =
1

R2

− 3

2
k3A

2
1 − k1 > 0 (2.12)
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Assuming transistor transconductances, k1 and k3 are independent of frequency, we can

further simplify the condition. We can derive the value of A1 as the limit cycle amplitude

in van der Pol equation [39] at the first frequency:

3

2
k3A

2
1 =

2

R1(ω1)

− 2

k1

(2.13)

Plugging 2.13 into 2.12 results in:

2

R1(ω1

− 1

R2(ω2)

gm (2.14)

Hence, as long as the two frequencies are not too far apart to have different gm values, 2.14

describes the necessary condition for stable oscillations at the first frequency, ω1. Similarly,

in order to have stable oscillations at ω2 the following condition must hold:

2

R2(ω2)

− 1

R1(ω1

> gm (2.15)

2.3 Design and Measurement Results

To verify the validity of the derived model, two chips with identical inductors were de-

signed and fabricated in the same 0.18um CMOS process. Chip micrographs of both chips

are shown in Figure 2.3. The goal of the design was a fully integrated inductive coupling

transmitter using the coils as transmission coils in our inductive link. By integrating the os-

cillator and power amplifier (PA), the stringent area constraint imposed by the implantable

sensor application was met. The designed transmitter was used as a part of the intraocular

pressure sensor presented in [40]. The dual-resonator architecture enables us to implement

FSK modulation with two frequencies located far from each other, thus relaxing the con-

straints on phase noise and resulting in better BER.

As suggested by 2.14, one way to avoid instability is to reduce the absolute value of the

negative gm presented to the tank. In other words, oscillators designed in the voltage-limited

regime are more likely to go unstable due to their excessive gm. Note that in the transmitter

designed for the intraocular pressure sensor [7], we preferred high gm values so that more
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(a) (b)

Figure 2.3: Chip micro-graphs of the two fabricated CMOS chips. The transmitter
was used in the radio layer of an integred intraocular pressure sensor microsys-
tem[7] (a)The unstable oscillator (b) The version with modified frequency separation to
overcome oscillator instability.
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Figure 2.4: Unstable oscillator results (a,b) Normalized tank voltage and frequency upon
release of the switch that was shorting the second tank. The tank keeps oscillating at the
original frequency. (c,d) The same results for the case when the switch shorting the first
tank is released. This time, the oscillator starts to oscillate at the new frequency.

power is delivered to the coil and higher transmission distances can be achieved. In this way,

there is a trade-off between stability and the amount of power delivered to the coils.

Another approach to achieve stability at ω1 is to decrease R1 in 2.14. However, decreasing

R1 is equivalent to reducing the quality factor of the tank, resulting in lower transmission

range and higher phase noise in our inductive link, which is not acceptable.

Figure 2.4 shows measurement results for a dual-resonator oscillator with f1 = 540MHz

and f2 = 660MHz that was intentionally designed to be unstable at f2 (Figure 2.3). As

shown in Figure 2.4, oscillations at f1 are stable as the tank continues to oscillate at the

same frequency upon releasing the switch shoring the second tank. This is not the case for

oscillations at f2, as seen in Figure 2.4 The oscillation frequency changes after the switch

shorting the first tank is opened because the gm value is high enough to suppress the pre-

existing state.

Figure 2.5 shows measurement waveforms for the second version of the oscillator using
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Figure 2.5: Stable oscillator results (a,b) Normalized tank voltage and frequency upon
release of the switch that was shorting the second tank. (c,d) The same results for the case
when the switch shorting the first tank is released. In both cases, the tank keeps oscillating
at the original frequency.

identically designed inductors and different frequency separation. This time, the transmitter

can hold its state after either of the switches shorting the tanks is opened, thereby achieving

fully-stable operation.

Let us examine the validity of the model by checking the stability condition in our two

chips at the higher frequencies. Since the frequencies are far apart, we cannot use the

simplified equations. Re-writing 2.12 for the second frequency gives us the stability criteria

for ω2.

λ(0) =
1

R2

− 3

2
k3A

2
1 − k1 =

−0.79 1
Ω
< 0→ unstable First Chip

+0.74 1
Ω
> 0→ stable Second Chip

(2.16)

where we have used simulation results to extract the required parameters at the two

upper frequencies. Note that the stability condition is only satisfied for the second chip.
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This is in agreement with our measurements in Fig 4.d and Fig 5.d.

2.4 Summary

As was shown through silicon and simulation results, designing oscillators with dual-

resonator tanks can be challenging due to the possibility of state loss that was previously

unknown. This work derived a model that describes the conditions that must be satisfied

to guarantee a robust design. We showed that the choice of the negative transconductance,

tank quality factors, and frequency separation impact the ability of the system to holds its

state.
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CHAPTER 3

A Novel Dual-Passband Receiver Architecture for

Dual-Band Systems

3.1 Motivation

During recent years, wireless standards have been developed in previously unused fre-

quency bands. WLAN, for example, used the 2 .4GHz band in its earlier versions then

switched to 5GHz for improved speed [41]. Obviously, due to backward-compatibility issues,

a system that can operate at both bands is desired. There has been significant interest in

developing an RF front end that can cover different bands [42]. Figure 3.1 shows the two

possible choices for a dual-band receiver front end. In the first approach all system compo-

nents are duplicated. This approach is neither cost-effective nor area-efficient. A smarter

approach designs the elements such that they can operate at both frequencies of interest.

This method, shown in Figure 3.1, eliminates the need to duplicate the power-hungry RF

components and also saves space by removing bulky passives.

Few design methodologies have been proposed in literature for designing the dual-passband

matching networks [43, 44]. In [43] a complex design methodology for design of microstrip

bandpass filters is presented that requires characterizing the technology by building a 2-

dimentional design space. However, there is a possibility that the optimal point does not

fall in the valid design space. Reference [44] proposed introducing three zeros to the transfer

function by adding three stubs. However, this results in a 5-way microstrip junction that is
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Figure 3.1: Different analog front-ends. (a) Conventional dual-band receiver front-end.
(b) Inherently dual-band receiver front-end.
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difficult to model and thus cannot be optimized easily. In addition, the aforementioned ap-

proaches assume a 50Ω effective load resistance at the desired frequencies. However, in many

applications such as inductively-powered biomedical implants the antenna is replaced with

an inductor that is resonating in an LC structure [45]. Thus, the antenna input impedance

will be a large real number. Conventionally, bulky transformers or quarter-wave transform-

ers have been used in these cases. The proposed dual-passband network has the advantage

that it can match to arbitrarily large impedances without additional circuits.

In this chapter, we introduced a matching network for dual-band systems shown in Figure

3.2. The approach proposes a novel method to match high real-valued impedance to standard

LNA input impedance of 50Ω.

3.2 Qualitative Description of the Approach

Assume two LC resonators are connected in series as shown in Figure 3.2. Our goal is to

design a matching network that can provide 50 real impedance at both resonance frequencies.

Figure 3.2 also depicts the absolute value of the dual-resonator tank impedance [46] where

Rs is the series resistance of the tank inductors and Q is the quality factor. For a typical

microstrip coil with a quality factor of approximately 100 and series resistance of 0.1-1, the

impedance seen will be more than 1k. Thus, designing a matching network becomes very

challenging. Note that we expect the final circuit to be very narrowband according to the

Bode-Fano criterion [47].

In order to tackle the high ratio of load over source impedance, consider the well-known

Chebyshev equal-ripple filter illustrated in Figure 3.3. It is well known that for an even

number of stages, N, the load impedance required to satisfy matching condition becomes

larger than the source impedance [48]. We define this ratio as:

α =
RL

RS

(3.1)

However, note that α increases with the amount of ripple in the desired filter. Figure

3.3 shows this dependency. Increased ripple can be considered as the formation of better

“stop-bands”.
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Figure 3.2: Circuit Models for dual-resonator tank. a) Matching network for a dual-
resonator tank. (b) Impedance of a dual-resonator tank.

To this point we have built a high-ripple low-pass filter. If we now apply a lowpass-

to-bandpass transformation on the filter, a bandpass filter with multiple passbands will be

formed as shown in Figure 3.1. This way, the high α challenge has been overcome while

simultaneously achieving a multiple-passband response.
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Figure 3.3: Transformation of a Chebyshev filter. (a) For a Chebyshev filter, ripple
increases as we increase α. (b) Transforming a high-ripple low-pass Chebyshev filter to
bandpass filter enables the design of filters with multiple passbands.
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3.3 Model Derivation

Based on the described approach we can determine appropriate L and C values that

provide matching for a given , 1, and 2. Specifically, the input impedance and reflection

coefficient of the second order Chebyshev filter can be derived as

Zin = jωL+
R(1− jωRC)

1 + ω2R2C2
(3.2)

Γ =
Zin − 1

Zin + 1
(3.3)

Here R is the load resistance normalized to Rs=50Ω and other impedance values are also

normalized to the same value.

The power loss ratio can be written as

PLR =
1

1− Γ2
(3.4)

= 1 +
1

4R
[(1−R)2 +R2C2 + L2 − 2LCR2)ω2 + L2C2R2ω4] (3.5)

We need to equate that with Chebyshev polynomial of 2nd order:

PLR = 1 + k2T 2
2(ω) = 1 + k2(4ω4 − 4ω2 + 1) (3.6)

This results in:

k2 =
(1−R)2

4R
(3.7)

4k2 =
1

4R
L2R2C2 (3.8)

4k2 =
1

4R
(R2C2 + L2 − 2LCR2) (3.9)

Note that the amount of ripple required, k, is only dependent on R. After solving the

first equation for k, L and C will be determined using the two other equations. L and

C correspond to the values for the low-pass equivalent of the filter. As a result, we must

perform a low-pass to band-pass transformation. Let us choose the transformed filter to be
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Figure 3.4: The final matching circuit consisting of two inductors and two capac-
itors.

centered at the geometric mean of the two desired frequencies with bandwidth 2(ω2 − ω1).

Therefore, the values for the final circuit elements shown in Figure 3.4 are:

L1 =
LZ0

ω0∆
(3.10)

C1 =
∆

ω0LZ0

(3.11)

L2 =
∆Z0

ω0C
(3.12)

Cc =
C

ω0∆Z0

(3.13)

where:

∆ =
ω2 − ω1

ω0

(3.14)

ω0 =
√
ω2ω1 (3.15)

3.4 Simulation and Measurement Results

Based on the proposed method, a dual-passband filter was designed to match a dual-

resonator load to 50. Figure 3.5 shows a dual-resonator tank and its matching network.

The tank inductors are realized using PCB traces as is common in inductive power transfer

schemes [28]. Figure 3.6 shows the simulated impedance of the tank using the Method of
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Figure 3.5: The dual-resonator tank and its matching network. The two loops on
the right act as coils for tanks.

(a) (b)

Figure 3.6: Matching network simulation results. (a) EM-simulated impedance of the
dual-resonator tank. (b) Simulated reflection coefficient of the final circuit.

Moments. Thus, the load impedance at the resonance frequency is

RL = 4kΩ (3.16)

also, the two center frequencies are:

ω1 = 2π × 300MHz (3.17)

ω2 = 2π × 437MHz (3.18)

Using our derived formulas to derive component values and simulating the resulting

circuit results in the reflection coefficient plot shown in Figure 3.6. The two matching

frequencies are clearly visible in the response. The matching network circuit was made using

discrete components as seen in Fiure 3.5. An Agilent N9020 network signal analyzer was
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Figure 3.7: Refleciton coefficient measurements on the matching network. The
network demonstrates less than 6dB reflection at the two passbands located at frequencies
291.4MHz and 456MHz.

used for the reflection coefficient measurements shown in Figure 3.7.

Comparing Figures 3.6 and 3.7 demonstrates the effectiveness of our proposed method.

The slight shift in frequencies is largely due to extra parasitics introduced by board elements.

3.5 Summary

In this chapter presented a novel dual-band matching network based on a Chebyshev

filter. It was shown that the proposed approach is able to match the dual-resonator tank

to a known source resistance at desired frequencies. Simulation and measurement results

showed that the matching network provides the required performance.
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CHAPTER 4

Circuits for an Intraocular Pressure Sensor

4.1 Motivation and Related Work

LOW power microsystems have become possible today due to advances in low-power

integrated circuit design, improvements in fabrication technology, and evolution of more

efficient low-profile energy sources. Many biomedical applications can benefit from such

microsystems. In this chapter, we focus on one specific application, Glaucoma diagnosis and

management. Glaucoma is the second-leading cause of blindness, affecting over 60 million

people worldwide and is predicted to impact nearly 80 million by 2020 [49]. As the disease

progresses, peripheral vision worsens, reducing the field of view until vision is permanently

lost. Elevated intraocular pressure is currently the only factor used to diagnose or control

the disease. Glaucoma begins gradually, with many patients unaware of it until a visit to an

ophthalmologist. Tonometry is typically used to infer intraocular pressure from the deflection

induced by applying a force to the cornea. This non-invasive indirect technique assumes an

average thickness, rigidity, and curvature for the cornea, although these parameters vary

from person to person. Furthermore, intraocular pressure also varies based on physical

activity and diurnal variations that cannot accurately be captured in the doctors office

[2]. Once glaucoma has been detected, frequent tracking of intraocular pressure becomes

even more important in controlling the progression of the disease, but this requires frequent

visits to a healthcare facility. An implantable intraocular microsystem could solve this

problem, providing continuous monitoring of pressure fluctuations regardless of activity or
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time of day, and affording increased accuracy compared to conventional tonometry. Patient

compliance and drug efficacy are additional useful outcomes for physicians treating patients

with glaucoma.

The ophthalmological community recognizes the benefits and challenges of continuous

IOP monitoring, motivating previous work in this area [2]. A demonstrated device allows

patients to measure their own IOP through a closed eyelid without anesthesia [50]. This

procedure uses tonometry and is convenient for frequent monitoring. However, it creates

additional inaccuracies and requires extensive patient intervention. A contact lens approach

measures IOP by measuring the deformation of the cornea curvature due to IOP changes

[51]. This reduces patient intervention, but requires an external power source from an eye

patch surrounding the eye of the patient. Typical usage is limited to a 24 hour time period.

A more invasive approach embeds a pressure sensor within a replacement lens [52]. This

provides a more direct measurement of IOP over a longer time period than the contact-

lens solution, but requires lens replacement for patients who otherwise may not need it.

IOP monitors can be implanted in the anterior chamber of the eye to perform long-term

monitoring with minimal invasiveness and low patient intervention (Figure 4.1). A passive

4 mm x 1 mm externally-powered monitor has been demonstrated, measuring instantaneous

IOP with 1 mmHg resolution but may impede the field of view [53]. An on-board power

source can allow implantable microsystems to track Circadian rhythms in IOP without per-

measurement patient intervention for power transmission. Including a large antenna with

these monitors allows them to be inductively powered and improves data transmission, but

may complicate implantation procedures. One such approach described a 2.3 µW monitor

that measures IOP with 0.9 mmHg accuracy and uses a 1 cm PCB loop antenna [54]. Another

recent implanted solution stores energy on a 24 µF capacitor array to continuously collect

data over a 24 hour period, but requires a 27 mm antenna for data and power transfer [55].

One primary factor that distinguishes the proposed intraocular pressure sensing microsys-

tem (IOPM) from previous work is its small 1.5 mm3 form factor that enables us to implant

in the Anterior Chamber of the eye (Figure 4.1). From a circuits perspective, the major

challenge is to design all the system components such that they do not exceed the power

budget of the system. Table 4.1 shows the main circuit-level limitations on the system. In
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Figure 4.1: The 1.5 mm3 IOP monitor is implanted in the anterior chamber of the
eye as part of a treatment for glaucoma.

Table 4.1: Circuit Constraints on IOPM.

Module Requirement Achieved
CDC Sensitivity 1 mmHg 0.5 mmHg
CDC Active Power 10 µW 7 µW
Radio Energy/bit 7 nJ/bt 4.7 nJ/bit
Total Stand-by Power 5 nW 3.3 nW
Total Silicon Area 1.8 mm2 1.8 mm2

order to realize these goals, we introduce novel blocks with record-low energy consumption

and apply analog and digital low-power techniques to other blocks to keep average and peak

power consumption below the values dictated by the small thin-film battery.

4.2 Intraocular Pressure Sensor Overview

4.2.1 Implantation

In this chapter, we present circuits for a 1.5 mm3 IOP monitor. The microsystem is

designed for implantation on the surface of the iris, enabling long-term IOP monitoring

with wireless data transmission and self-powered energy-autonomous operation (Figure 4.2).
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Figure 4.2: IOP monitor microsystem photo. The top of the glass enclosure is
omitted to highlight circuit components.

Due to the small system size a minimally-invasive surgical procedure, modeled after typical

cataract surgery, can be used to implant the device onto the surface of the iris. The targeted

implant location allows physicians to observe the device after implantation and also reduces

the required wireless transmission distance. The implant procedure requires no sutures since

the incision is self-healing, and the device is designed to allow for easy explantation with

minimal tissue damage if the need to remove the microsystem arises. Haptics built into the

package fix the device in position using the natural elasticity of the tissue [56].

In order to reduce the chance of damaging the cornea, the overall device thickness is

limited to 0.5 mm. The length and width are set by the maximum dilation of the pupil so

that the field of vision is not compromised.

4.2.2 System Structure

Any intraocular implant is severely constrained by the available volume, so the packaging

and overall structure of the microsystem are critical design issues. The vertically-stacked

structure used in this high-density microsystem protects the electronics from body fluids
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Figure 4.3: The IOP monitor includes two ICs and a battery, encapsulated within
a biocompatible glass housing. Vertically-integrated silicon feedthroughs provide
connection to the externally-mounted capacitive MEMS pressure sensor.

while simultaneously minimizing unused space (Figure 4.3). The monitor contains two inte-

grated circuit (IC) chips fabricated in a 0.18 µm CMOS process. The top IC contains a solar

cell and fully-integrated wireless transceiver (TRx). The bottom IC contains a sigma-delta

capacitance to digital converter (Σ∆ CDC), microprocessor (µP ), and static random access

memory (SRAM). The solar cell and a thin-film solid-state Li battery deliver power to the

microsystem through the power management units (PMU), allowing microsystem operation

without patient intervention for power delivery. The ICs and battery are placed within

a specially-designed cavity in a glass housing. On the external surface of the glass, a thin

boron-doped silicon diaphragm is anodically bonded forming a hermetically-sealed capacitive

pressure sensor. Vertical interconnects through the glass provide direct electrical connections

to the sensor [57]. Ambient light is used for energy harvesting, and wireless communication

signals easily penetrate the package to form a bidirectional interface with the outside world.

The pressure sensor, circuits, and glass housing are fabricated using scalable CMOS and

MEMS techniques.
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4.2.3 Usage Model

Based on ophthalmological and circuit constraints, the monitor samples IOP every 15

minutes, representing continuous monitoring of this slowly-changing biological signal [58].

The measurement interval is set with a programmable leakage-based timer located in the

bottom wakeup controller (bottom WUC) (Figure 4.4) [59]. When the timer expires, the

Σ∆ capacitance to digital converter measures absolute IOP, which is calibrated against

an external pressure measurement to determine the IOP relative to atmospheric pressure.

The capacitance to digital converter monitors a capacitive pressure sensor and stores a 14b

digital representation of the pressure data. After completing the pressure measurement,

the microprocessor wakes up, retrieves the recently recorded IOP data from its memory-

mapped location, performs digital signal processing, and then logs its result into SRAM. The

microsystem then enters standby mode until the next IOP measurement or user-generated

event, with a power of 3.72 nW at room temperature.

The microsystem includes a receiver for wireless querying of IOP data. The doctor or

patient places a handheld external wand over the eye. The wand transmits a wireless radio-

frequency (RF) signal to the monitor, located on the surface of the iris. The IOP monitors

transceiver detects this signal and activates a microprocessor program that retrieves logged

data from SRAM and coordinates the transceiver as it sends data to the external wand.

After a data transmission, the microsystem enters the nW standby mode to conserve power

until the next event.

The microsystem operates using zero net energy for an indefinite lifetime using a com-

bination of solar energy harvesting and ultra-low-power operation. The solar cell provides

a 0.5 V power source (VSOLAR), which is used to recharge the 3.6 V battery (V3P6) with

80nW. Voltage up-conversion is performed with a fully integrated switched capacitor volt-

age regulator (SCVR) located in the power management unit. The microsystem conserves

energy by using aggressive low power circuit design techniques. Weak inversion biasing

limits quiescent current in the 7.0 µW sensor interface electronics. Short 100 ns transmit

pulses limit the energy used in the 4.7 nJ/bit transmitter by reducing the time that the

transceiver draws power from the battery. Near-threshold processing reduces microprocessor
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Figure 4.4: IOP monitor block diagram.
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and SRAM active mode energy to 90 nW. Power gating, gate length biasing, and careful

device flavor selection minimize microprocessor and SRAM standby mode power to 72 pW.

The same switched capacitor voltage regulator used for energy harvesting delivers power to

the low-voltage digital circuits (V0P45) with 75% active mode and 40% light-load standby

mode efficiencies. With the intended usage model, these circuit techniques described in the

remainder of this paper enable the microsystem to be energy-autonomous with 1.5 hours of

sunlight per day, with a 1 month battery lifetime without recharging.

4.3 Capacitance to Digital Converter

4.3.1 Capacitance to Digital Converter Background

Capacitance to digital converters (CDCs) apply an excitation force to a variable sensor

capacitance to generate a voltage, current, or time and then use analog to digital converters

(ADCs) to output a digital value. Simple readout circuitry charges and discharges the

capacitance with a CMOS ring oscillator, and measures the oscillation frequency. However,

this method is highly dependent on process, voltage and temperature variations. A 500

µW capacitance to digital converter design incorporates the sensor capacitance into the

digital to analog converter portion of a successive approximation register (SAR) ADC [60].

SAR ADCs have been demonstrated with figures of merit as low as 4.4 fJ/conversion step

in a 1.9 µW design [61]. Several capacitance to digital converter designs incorporate the

sensor capacitance as a switched-capacitor resistor in an integrating amplifier to achieve

accuracies within 19.3 aF [62–64]. The slope of the integrator output is proportional to

the pressure sensor capacitance. The integrator output ramp can be digitized using Σ∆ or

pulse-position modulation (PPM) ADCs, with a demonstrated 5.6 µW Σ∆ ADC achieving

303 fJ/conversion step [65] and a 14 µW PPM ADC achieving 98 fJ/conversion step [66].

The 7.0 µW Σ∆ capacitance to digital converter in this IOP microsystem saves power by

applying excitation forces to the measured capacitance with weakly inverted devices and

eliminating the integrating amplifiers found in typical Σ∆ converters.
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Figure 4.5: The capacitance to digital converter generates a pressure-sensitive
current by switching the pressure sensor and measures the pressure sensor ca-
pacitance with Σ∆ modulation.

4.3.2 Capacitance to Digital Converter Implementation

The capacitance to digital converter compares the capacitance of the pressure sensor

(CMEMS) and 250 fF MIM capacitors (C1, C2) (Figure ). Pressure-sensitive and fixed

resistances are generated by switching CMEMS, C1, and C2 using shared 50 kHz non-

overlapping clocks (1, 2). C1 and C2 use 180 ◦ out of phase clocks to create a near-constant

fixed resistance. This method yields better results than switching a single 500 fF MIM

capacitor. Since the clock is shared between the resistances, the capacitance to digital

converter output has reduced sensitivity to clock uncertainty. A fixed voltage is dropped

across the switched-capacitor resistors to generate both a pressure-sensitive and a fixed

current. This voltage drop is regulated with saturated transistors MN1, MN2, and MN3. A

reference voltage equal to V3P6/2 is generated using a 2:1 switched capacitor divider and

connected to the gate of the current limiting devices. Since V3P6/2 is shared, the capacitance

to digital converter output also has reduced sensitivity to V3P6.

The pressure-sensitive current discharges an integrating capacitor (CINT). Simultane-

ously, the fixed current is selectively integrated onto CINT using Σ∆ modulation. This

integration method does not require an amplifier, avoiding the power overhead for its qui-

escent current. Σ∆ modulation cancels out quantization noise and temporal noise allowing
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higher accuracy with lower power circuits. The voltage on CINT (VINT) is compared with

V3P6/2 using a clocked comparator. The current values are chosen such that VINT in-

creases when both currents are integrated. When VINT exceeds V3P6/2, the comparator

output (Σ∆OUT ) goes high and blocks the fixed current using device MP1, causing VINT

to decrease. The fixed current is enabled again when VINT drops below V3P6/2. In this

method, VINT is regulated near V3P6/2 with a duty cycle on Σ∆OUT that is equal to the

ratio of the pressure-sensitive and fixed currents. This data stream is accumulated into a

14b digital value with a 10,000:1 decimation filter that counts the number of cycles where

Σ∆OUT is high over a 10,000 clock cycle period.

The following low power techniques in the capacitance to digital converter decrease overall

IOP energy usage and reduce the amount of harvested energy required for energy autonomy.

The microsystems battery can supply at most 40 µW , so to reduce power the capacitance

to digital converter generates a 0.9V 50 kHz clock with a current-starved ring oscillator, and

then converts it to a 3.6 V clock for the switched capacitor resistors and comparator. The

slow clock decreases the pressure-sensitive and fixed currents and also reduces the activity

and power of the comparator. However, since capacitance to digital converter accuracy is

related to the number of clock cycles, using a slower clock does not reduce the energy per

measurement. Energy per measurement is inversely related to clock frequency because of

increased leakage energy over a longer measurement time period. Between pressure measure-

ments, the clock is disabled and only leakage power is consumed. To reduce leakage power,

all transistors in the capacitance to digital converter are high threshold voltage, thick-gate

oxide input-output (I/O) devices with leakage power that is three orders of magnitude lower

than logic devices leakage.

4.3.3 Capacitance to Digital Converter Measurement Results

The MEMS capacitive pressure sensor is placed in a pressure chamber and connected

to the capacitance to digital converter for measurement. The pressure range of interest for

IOP measurements is 0-60 mmHg above atmospheric pressure, with healthy IOP ranging

between 10-21 mmHg. Higher pressures can indicate glaucoma [11]. The pressure sensor
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Figure 4.6: The pressure sensor and capacitance to digital converter achieve
0.5mmHg IOP accuracy with high linearity.

has a resolution of 26 fF/mmHg with high linearity [10]. Pressure sensor hysteresis effects

contribute 1mmHg of uncertainty to the pressure measurement. Goldmann applanation is the

golden standard for IOP measurements and achieves 1 mmHg accuracy. The capacitance to

digital converter has 0.5 mmHg accuracy, equivalent to a resolution of 13fF, while consuming

7.0 µW active and 173 pW standby power (Figure 4.6). The standard deviation is less than

0.5 mmHg with 50 measurements taken at each pressure. The output is highly linear due

to the contact-mode pressure sensor and switched-capacitor capacitance to digital converter

techniques. The differential non-linearity (DNL) is 0.31 LSB and the integrated non-linearity

(INL) is 1.54 LSB, calculated using end point linear calibration.

Although body temperature is well controlled, the outer eye does experience some tem-

perature fluctuations on the order of 10 ◦C [67]. To reduce temperature sensitivity, the

capacitive sensor is sealed in vacuum to mitigate the effects of thermal expansion. The fixed

MIM capacitors in the capacitance to digital converter also exhibit low temperature depen-

dence. The temperature sensitivity of the capacitance to digital converter is 5.6 mmHg /

◦C as shown in Figure 4.7. From reference [67], we expect the temperature at the surface

of the iris to vary between 15◦C and 40◦C in extreme external environments. This error

due to temperature variations would need to be calibrated out with an external temperature

measurement. Measurements of the pressure sensor used in this work indicate drift of less

than 0.5mmHg over the course of 2 weeks. Long-term in vivo sensor drift studies would be
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Figure 4.7: Pressure measurement sensitivity to variations. a) Battery voltage vari-
ations b) Temperature Variations.

useful in assessing the impact of scar tissue build-up on the sensor on IOP measurements.

4.4 Microprocessor and Memory

4.4.1 Microprocessor and SRAM Background

There has been significant previous work on low-power microprocessors and SRAM. VDD

scaling reduces dynamic energy quadratically and leakage power super-linearly. However,

delay degrades resulting in increased leakage energy per microprocessor instruction. The

competing trends in dynamic and leakage energy lead to an intermediate near-threshold

or sub-threshold VDD where total energy per instruction is minimized [68–70]. Numerous

designs have applied VDD scaling to custom and commercial microprocessors to achieve en-

ergy as low as 2 pJ per instruction [71,72]. To ensure low-VDD functionality, previous works

remove high fan-in standard cells and perform extensive Monte Carlo analysis of sequential

elements [71,73]. When inactive, the microprocessor consumes only leakage power. Optimal

technology selection balances active and standby energy for the microprocessor based on

its duty cycle [74]. Power gate size should be chosen to minimize leakage while meeting

performance requirements, which are often loose in ultra-low power sensor applications [73].

The power gate can be implemented as a low-leakage I/O device and then overdriven with

VBATT to maximize on-to-off current ratio [75].

Processor data can be stored in volatile or non-volatile memories. Non-volatile memories

such as embedded Flash do not require power to retain data, making them good candidates

for reducing standby mode power [76]. However, these memories have high write powers,
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require high write voltages, and are not readily available to academic researchers. SRAM is

easily designed in CMOS processes using only the nominal voltage. However, data retentive

SRAM cannot be power gated without data loss, so minimizing SRAM leakage is vital for

achieving energy-autonomy. VDD scaling in SRAM reduces energy but degrades stability

margins [77]. An 8T SRAM bitcell separates read and write constraints to improve stability

[78, 79]. A 10T SRAM approach further improves read stability by pulling up read bitlines

(BLs) and reducing read buffer leakage [80, 81]. The microsystem includes a 9.8 pW 0.45

V 4kb ultra-low-leakage 10T SRAM. The SRAM bitcell uses I/O devices and gate length

biasing in the data-retaining portion while power gating the read buffer to achieve 2.4 fW/bit

standby leakage [82]. The SRAM drives the BLs at 0.9 V to improve write stability, and

employs PMOS pass gates because they are faster at the VDD of interest and hierarchical

BLs to reduce latency.

4.4.2 Microprocessor and SRAM Implementation

The microprocessor coordinates data transfer and management among the capacitance

to digital converter, wireless transceiver, and SRAM. After a capacitance to digital converter

measurement is complete, the microprocessor wakes up from standby mode and reads the

result from a memory mapped location. The microprocessor can perform digital signal

processing (DSP) to extract useful medical information from raw IOP data as well as perform

data compression. Simple examples of DSP include detection of the average, peak, or changes

in IOP over a time interval. This analysis is facilitated by the linear relationship between

pressure and capacitance to digital converter output. The microprocessor can also be used

to compress IOP data, reducing memory footprint. The full-range capacitance to digital

converter output ranges from 0-10,000 with a 14b digital representation. However, over

the pressures of interest, the output range is 180 allowing the microprocessor to compress

the data to an 8b value. Storing differential instead of absolute IOP values further reduces

memory footprint, enabling leakage reductions through power gating of unused SRAM banks

during standby mode. After processing the data is stored into SRAM. When the user

generates a wireless wakeup event, a separate microprocessor program is called. This program
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receives wakeup signals from the transceiver, retrieves data from SRAM, and initiates wireless

transmissions.

Low-power techniques in the microprocessor and SRAM reduce active mode peak power

and standby-mode-limited energy consumption. The microprocessor is an 8b microcontroller

with an instruction set that supports 16 registers. In the 8b instruction, 4 bits are an in-

struction operand. For 15 operands, the other 4 instruction bits denote a register. These

instructions compute operations between the designated register and a general purpose reg-

ister that is used in every instruction. The 16th operand performs special tasks based such as

initiating a transceiver transmission and entering standby mode. VDD is scaled to near the

minimum energy point, achieving 90 nW power consumption at 0.45 V. In standby mode, an

NMOS I/O header virtually eliminates the microprocessors contribution to standby mode

power. In active mode, this header is overdriven with VBATT to meet the 100 kHz perfor-

mance target.

4.5 Wireless Transceiver

4.5.1 Transceiver Background

Wireless transceivers for medical implants are limited by antenna size and power budget

constraints. Passive backscattering techniques bypass transmitter power budget limitations

by reflecting an incoming RF signal using impedance modulation. These techniques achieve

a 10-6 transmit bit error rate (BER) over a 2 cm transmission channel with a 3.5 cm diameter

coil [83] and a 1.510-6 BER over 15 mm with a 40 mm coil [84]. However, these devices

are too large for IOP monitoring. Active techniques draw from microsensor power supplies

to achieve higher transmit performance with smaller antennas or coils. These transmitters

achieve energy efficiencies as low as 20.4 nJ/bit with coils as small as 0.47 mm [21, 55, 85].

Previous transceiver implementations and the transceiver for this IOP monitor all consume

higher peak power than the 1mm2 battery can source and limit device lifetime because of

high leakages. In this transceiver design, energy per data transmission is limited by reducing

the transmitter active time to 100 ns/bit. The transmit energy is supplied from charge
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reservoir generated with 1.6 nF of integrated capacitance. Finally, low-leakage IO devices

with reduced sizes limit leakage power while meeting performance targets.

4.5.2 Transceiver Implementation

The fully-integrated transceiver receives wireless wakeup signals and responds with IOP

data. It uses FSK modulation with two tones at 433 MHz and 915 MHz in the industrial,

scientific, and medical (ISM) bands. The doctor or patient places an external wand over

the eye and transmits a wireless wakeup signal to activate the IOP monitor. The receiver is

activated (RxEN) and generates one of two digital signals (Rx0, Rx1) based on the wakeup

signal frequency (Figure 4.8). The wakeup signal is coupled onto one LC tank of the dual-

resonator structure and connected to the rectifier with a switch controlled by RxEN. The

ac signal is converted to dc using one of two 8-stage full-bridge rectifiers. The dc offset

is then converted to the digital Rx0 and Rx1 signals by comparing the dc outputs of the

rectifiers with two 50Hz variable-offset comparators. Thus, the Rx0 or Rx1 is generated

when more RF energy is received on either half of the dual-resonator tank than the other,

indicating a wakeup signal at the intended frequency. These digital signals are sent to the top

wakeup controller (top WUC), which coordinates communication with the microprocessor.

The microprocessor receives signals from the top wakeup controller and responds by issuing

commands to the top wakeup controller. The top wakeup controller determines what data

to transmit (Tx0, Tx1) and enables the transmitter (TxEN) to send medical data to the

external wand.

The transceiver uses a dual-resonator LC tank [36]. The dual-resonator allows higher

frequency separation between the FSK tones compared to a single LC tank using a varactor,

mitigating phase noise degradation . It is formed by the series connection of two LC tanks

(L0C0, L1C1) that are tuned to 433 MHz and 915 MHz. It resonates when a wireless signal

at either of these frequencies is sent to the IOP monitor, with the ac signal developed

across the corresponding LC tank. Therefore, the receiver can detect two wakeup signals

to initiate separate microprocessor procedures or program the IOP monitor. Differential

analysis of the received ac signals reduces the false wakeup rate from noise outside of the
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Figure 4.8: Transceiver schematics. a) Combined local oscillator and power amplifier b)
Multistage rectifier c) Variable offset comparator.

resonance frequencies. The dual-resonator transmits data by shorting one LC tank, enabling

the oscillator, and radiating power from the inductor coils. It achieves high tone separation

with 10% lower circuit area than two separate LC oscillators.

Wireless wakeup signals are detected by rectifying AC signals that are coupled onto the

dual resonator. The ac signals are converted to a dc voltage using 8 full-bridge rectifier stages.

Each half of the dual resonator is ac coupled to each of its associated rectifier stages, where

Schottky diodes generate a dc potential. The output of the 8-stage rectifier is converted to

a full swing digital signal using a clocked comparator. This comparator runs continuously

in standby mode, so it must be low power to meet the microsystems energy budget. The

comparator runs with a 31 pW 50 Hz clock that is generated at 0.45 V using a leakage-based

oscillator [59] and then level-converted to the 3.6 V comparator input.

The transmitter uses an architecture that combines the local oscillator (LO) and power

amplifier (PA). This modification is necessary to reduce circuit area by including fewer fully-

integrated inductors. For PA functionality, the inductors need to be large to radiate enough
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power for the external wand to detect. However, the 0.41 mm diameter, 5-turn coils degrade

LO phase noise because of low quality factor (Q). The Q of the inductors is further degraded

by placing solar cells underneath the coil openings to save area. The effects of lower Q

on phase noise are mitigated by using the dual-resonator with high frequency separation

between tones.

During data transmission, the transceiver requires greater peak power than the bat-

tery can supply. Therefore the transceiver draws instantaneous power from a local charge

reservoir. The local charge storage is implemented as 1.6 nF of integrated metal oxide semi-

conductor (MOS) and MIM capacitance on the ICs. The transceiver sends a single 100 ns

pulse at a time, which degrades the voltage on the local supply by less than 25%. The local

supply is then recharged for the next 131 µs from the battery, using a resistor to prevent

high currents from damaging the battery, resulting in an effective data rate of 7.5 kb/sec

(Figure 4.9). The transmitter can send daily IOP data taken every 15 minutes in 130 ms.

4.5.3 Transceiver Measured Results

The transceiver is tested in a laboratory using an external wand to communicate with

the IOPM. The wand contains PCB-trace inductors and matching networks connected to an

RF signal generator and spectrum analyzer to transmit and receive data [86]. An optimized

wand would contain a transceiver made of commercial-off-the-shelf components instead of

relying on the signal generator and spectrum analyzer, and would achieve a lower noise floor.

The transmit media between the IOP monitor and wand is air as well as 0.5 mm of saline to

model the aqueous humor and cornea. The IOP monitor is demonstrated to wake up when a

1W wireless signal is sent at a distance of 4mm. After receiving this signal, the IOP monitor

will respond by transmitting data to the wand with a BER of 10−6 at a distance of 10cm.

The transmit BER vs. transmission distance is shown in 4.10.

In order to demonstrate system operation, the radio was implanted in a mouse as shown

in Figure 4.11. The external wand receives the signal using a PCB coil. The received

signal is amplified, filtered, and down-converted using a spectrum analyzer to reconstruct

the transmitted waveform. Figure 4.11 also shows the successful reception of transmitted
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Figure 4.9: Received signal from the transceiver.
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Figure 4.11: Transmitter in-vivo measurements. a)In-vivo radio testing implantation
b) Measurement setup c) Received pulses at 433MHz.

data in the implanted system.

4.6 Energy Autonomy and Power Breakdown

The power management unit recharges the battery from the solar cell and delivers power

to load circuits (Figure 4.12). The solar cell size is limited to 0.07 mm2 by the size restrictions

of the monitor and is fabricated in an unmodified CMOS process using the deep n-well to

p-well and p-well to n-active diodes. It is located underneath the transparent transceiver coil

openings to save area. The output of the solar cell (VSOLAR) connects to the VDD0P45

node of the switched capacitor voltage regulator. When VSOLAR exceeds 450 mV, the 0.32

mm2 8:1 voltage regulator up-converts the harvested energy to above 3.6 V and recharges

the battery. The thin-film solid-state Li battery is supplied by Cymbet Corporation and uses

a commercial chemistry, but its size is tailored specifically for this application [87]. V0P45

also supplies the microprocessor and SRAM, allowing the solar cell to directly power the

load circuits. When the open-circuit solar cell voltage drops below VDD0P45, the solar cell

acts as a load to the microsystem and is disconnected. The open circuit voltage is detected

using a small replica solar cell. When V0P45 drops below 0.45 V, power is down-converted

from the battery by the same switched capacitor voltage regulator used for energy harvesting
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Figure 4.12: The switched capacitor voltage regulator up-converts solar energy
to power the capacitance to digital converter and transceiver, and also recharge
the battery. It down-converts stored energy to supply power to digital circuits
when there is no solar energy.

and delivered to the load circuits. Voltage comparisons in the power management unit are

performed with clocked comparators that are switched by the switched capacitor voltage

regulator and top wakeup controller clocks.

The power management unit is tailored for the microsystems power sources and loads

to maximize lifetime. With IOP measurements every 15 minutes, 10,000 microprocessor

cycles for DSP per measurement, and daily transmission of 14b raw IOP data, the average

microsystem power is 5.3 nW (Table 4.2). Standby transceiver leakage and active capacitance

to digital converter power dominate the microsystems energy requirements. The transmitter

uses large devices in the combined LO and PA to transmit sufficient power for the external

wand to detect. These large devices have 3.3 nW leakage in standby mode even though they

are implemented as low-leakage IO devices. The capacitance to digital converter requires

10,000 cycles to achieve the target IOP accuracy of 0.5 mmHg, setting the capacitance to
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Table 4.2: Power breakdown of intraocular pressure sensor microsystem

Block Name Power Time/Day Energy/Day

Active Mode

CDC 7µW 19.2s 134.8µJ
TRx 47.5mW 134.4µs 6.3µJ
SCVR 116.9nW 19.2s 2.2µJ
µ P + SRAM 90nW 19.2s 1.7µJ

Standby Mode

CDC 172.8pW 24hr 14.9µJ
TRx 3.3nW 24hr 285.1µJ
SCVR 174.8pW 24hr 15.1µJ
µ P + SRAM 9.8pW 24hr 846.7µJ
WUP 62.0nW 24hr 5.2µJ

digital converter energy per measurement. Digital components make smaller contributions to

IOP monitor energy usage. In active mode, the switched capacitor voltage regulator delivers

power from the 3.6 V battery to the 90 nW 0.45 V microprocessor, SRAM, and wakeup

controllers with 75% efficiency. In standby mode, it delivers 72 pW with 40% efficiency.

The IOP monitor achieves energy autonomy by harvesting more energy than it requires

for operation. In sunlight with a light irradiance of 1 sun AM 1.5, VSOLAR reaches 500mV,

and 80nW is delivered to recharge the battery (Figure 4.13). While these conditions are not

typical, in indoor lighting VSOLAR drops to near 460mV and the battery is still recharged

with 13nW, more than offsetting the 5.3 nW monitors power consumption. The IOPM

requires 10 hours of indoor lighting or 1.5 hours of sunlight per day to achieve energy-

autonomy. Energy-autonomy makes the IOP monitor lifetime decades or longer, giving

doctors ample time tailor a patient-specific glaucoma treatment.
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Figure 4.13: The solar cells and switched capacitor voltage regulator deliver 80nW
of power to recharge the battery.
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4.7 Summary

A 1.5 mm3 microsystem, targeted for minimally invasive implantation, measures IOP

with an accuracy of 0.5 mmHg. Based on in vivo measurements, the transmitter wirelessly

transmits measured pressure data through animal tissue to an external wand. It is designed

to transmit data from within the eye to an external wand while consuming 4.7 nJ/bit, pro-

viding rapid IOP feedback to decrease physician response time for improved treatment. It

harvests up to 80nW of solar power and uses ultra-low-power circuit techniques to achieve

energy autonomy, extending lifetime indefinitely and potentially giving doctors time to con-

verge upon the best glaucoma treatment. Energy-autonomous and nanowatt circuit tech-

niques are needed to the enable cubic-millimeter microsystems that could eventually be used

as part of future medical implants, such as blood pressure and glucose sensors, as well as

non-medical devices, such as supply chain and infrastructure monitors.
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CHAPTER 5

A 1.6nJ/bit, 19.9A Peak Current Fully Integrated

2.5mm2 Inductive Transceiver for Volume-Constrained

Microsystems

5.1 Motivation

Short communication range wireless sensor nodes are in great demand for intracranial

[88], intraocular [40], and cardiac [89] applications, among others. One differentiating feature

of such nodes is their highly miniaturized form factors [90], often in the mm range. As a

result, the substantial work in low power RFID is incompatible with this emerging class of

devices due to the large antennas of RFID card-type devices [91]. Current near-field solu-

tions require large peak currents not feasible in such systems [92]. Very small (1-10mm2)

thin-film batteries offer the only reliable power source for such systems (Figure 5.1). While

their 10-50mJ capacities are sufficient for the transmission of several Mb between battery

recharges (at 1nJ/bit), their peak output current of 10-50µA is inconsistent with RF blocks

(mA range). Therefore, these blocks must operate using a capacitive charge reservoir (nF

range) that is recharged between radio transmissions. However, ms range recharge times

reduce bit rate and place tighter requirements on timing reference jitter in order to main-

tain synchronization throughout the longer communication process. This in turn increases

timing reference power (typically integrated on-chip), which can then come to dominate

overall power consumption. Further, given the limited charge reservoir, the receiver start-up
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Figure 5.1: Wireless integrated microsystems have myriad applications; one class
of examples for highly miniaturized systems is implantable devices. The most
practical power source for ultra-small wireless integrated microsystems is a 10-
50mJ thin-film battery with limited peak current.

time/energy becomes critical. Conventional methods with start-up times of 10 µs will fully

deplete a 10nF capacitor at 5V (assuming a 5mA receiver).

To address this gap, we propose a 2.5mm2 near-field transceiver with integrated coils that

uses a novel analog front-end and transmission protocol to relax synchronization requirements

on the receive side (Figure 5.2). It uses a 14.3nF charge reservoir and requires 19.9uA peak

current. The front-end uses a new fast-startup scheme to minimize start-up overhead and

a new dual-coil LNA structure to maximize inductive coupling. The transceiver consumes

42.7nA during monitoring mode and 19.9 µA at 40.7kbps during active mode, drawn from

a custom 2mm2 3.6V thin-film battery suitable for 3D stacking with the radio die.
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Figure 5.2: The block diagram of the proposed transceiver is shown. An ultra-low
leakage asynchronous controller coordinates transmit and receive operation and
manages high-power blocks via power gating.

5.2 Transceiver Protocol

The proposed CMOS transceiver consists of an asynchronous controller, a receiver front-

end and decoder, and an inductive transmitter (5.2). To address the peak output current

limitations of highly integrated microsystems, the transceiver uses a new half-duplex protocol

that does not require accurate timing to receive data from an external unit (Figure 5.3). To

initiate data transfer, the external unit sends out a beacon for 100ms, after which it ceases

transmitting and listens for acknowledgement (Figure 5.3). The receiver is periodically

woken up by a pW-level leakage-based oscillator. When activated during beaconing by the

external unit, the receiver responds after a delay Twakeup by sending an acknowledgement

via its on-chip transmitter (tuned at the same frequency as the receiver to re-use spectrum).

Next, the external unit starts data transmission by sending a payload packet (header + data)

continuously (Figure 5.4 ). After recharging its charge reservoir, the receiver will wake up

for a short period to capture the data and shut off immediately after its decoder extracts

the Manchester-encoded data from the incoming stream. The decoder finds the beginning

of the packet by locating the header and rotating the captured window.

By transmitting the same data many times from the external side, uncertainty in the

capture window location becomes acceptable (Figure 5.3), which greatly relaxes constraints

on clock jitter in the chip at the cost of increased power consumption in the external unit

(typically not constrained). After receiving a packet, the receiver requests the next packet
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Figure 5.3: The new transceiver protocol shifts link power and complexity to the
external side, which has much less stringent energy constraints. The protocol
allows the system to run off its MIM capacitor charge reservoir during active
Rx and Tx modes and recharge its charge reservoir from the battery between
packets while maintaining synchronization with the external unit.

Header Packet Data Header
Packet Data 

(Same Data)

Uncertain Capture Window

RxCoil

Figure 5.4: Contents of a data packet. The packet includes 1-32 bits of data and
a 4-bit header that are repeatedly sent by the external unit.
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Figure 5.5: The protocol has a mechanism to detect errors. The acknowledge sent
to the external unit is delayed to notify the external unit of the unsuccessful
reception.

by sending a signal after a digitally tunable delay, Tack, allowing time for the charge reservoir

to recharge. If interference or noise cause the received bitstream to differ from the expected

pattern, an acknowledgement is sent with a delay of 2Tack, signaling the external unit to

retry the same packet (Figure 5.5). Data reception continues until the on-chip FIFO is

full. Protocol timing is managed by the asynchronous controller (Figure 5.2), which is

implemented using custom low-leakage high-Vth standard cells to limit total monitoring

mode current to 42.7nA.

5.3 Receiver Front-End

Figure 5.6 shows the receiver front-end block diagram. The LNA amplifies and filter the

voltage received from the external coil. The second stage further amplifies the signal and

acts as a buffer for the filter. The filter removes all the noises from unwanted parts of the

spectrum and delivers a clean signal to the final gain stage. The amplified signal is then fed

to an envelope detector. The output of the envelope detector is compared with a dummy

version of the same circuit to decide whether it corresponds to a zero or to a one. Block-level

layout is optimized to ensure that any long wires appear at the output node of the LNA as
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Figure 5.6: Receive front-end block diagram.

its tuned load absorbs parasitic capacitors.

A fully differential implementation maximizes immunity to interference and supply vari-

ation. Due to expected transient drops in the capacitive charge reservoir voltage, the entire

front-end is designed to operate across 3 − 4.1V . It consists of a cascode LNA using a 2-

coil configuration, two amplifiers, a bandpass filter, two envelope detectors, and a clocked

comparator preceded by a source follower. The dummy envelope detector experiences the

same interference, supply, and process variation as the main envelope detector, thus improv-

ing power-supply rejection and variation immunity. The source follower attenuates clock

kick-back from the comparator to the high-Z envelope detector output. The source-follower

consumes only 10 µA, which is possible as the baseband signal is low frequency while the

source-follower is inherently high frequency. When the front-end turns on (power gating

released), startup switches short both plates of AC coupling capacitors to their steady-state

values during the period shown in Fig. 3. After this, “Bias Startup” kick-starts bias cir-

cuitry to prevent unnecessary power consumption when front-end voltages are stabilizing.

Finally, all common-mode feedbacks (CMFB) are boosted by injecting additional current to

the error amplifiers until floating nodes approach their final values. Since transistors are

not yet biased when CMFB boosting is asserted, instabilities caused by extra loop gain in

CMFB are avoided. Using these techniques, receiver front-end start up time is reduced from

179 µs to 0.45 µs, rendering start-up energy less than 3% of total energy consumption for

each received packet.
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5.3.1 LNA

Unlike conventional antenna-driven LNAs, the inductive receiver uses an on-chip coil to

couple to the external unit. Introducing a resistive input impedance by inductive degenera-

tion would reduce the quality factor of our critical receive coil, degrading receive distance.

To maximize mutual coupling between the on-chip coil and external unit, the inductor mag-

netic moment must be increased. Increasing area and/or number of turns can achieve this,

however the correspondingly lower self-resonance-frequency (SRF) would cause the larger

inductor to operate as a capacitor at the frequency of interest. Based on 3D EM simula-

tions, 4-turn inductors are the largest possible that still enable 915MHz operation. Instead,

we include a second 4-turn coil (Figure 5.7). This coil couples to the external coil in the

same way as the main coil and is connected to the LNA cascode inputs (ke,main and ke,aux

in Figure 5.7). When the auxiliary coil resonates, this approach provides extra feedback to

the input by coupling to the main coil via ki (≈ 0.6), enabling a 3.6dB frequency-selective

gain improvement, translating to 22% added range (5.7). Since the high-gain (14.6dB) LNA

dominates overall noise figure, subsequent blocks can exploit stacked transistors with CMFB

to improve gain without affecting noise performance. The LNA amplifies the voltage received

at two on-chip coils by effectively combining their received voltage with no power overhead

and 11% area overhead compared to a single coil version.

5.3.2 Gain Stages

In order to maximize gain, the two gain stages in front-end of Figure 5.6 use a cascode

structure with active load (Figure 5.8). Resistors are used instead of active loads to increase

output resistance with only 250mV loss of headroom. This reduces the number of required

bias voltages, enabling lower Vdd operation. All transistors, except for the input pair are

high-Vt to be able to tolerate the 3.0-4.1V Vdd supplied by the thin-film Li-ion battery. Input

differential pair, however, is not exposed to high voltages, which enables the nominal Vt

transistors with higher transconductanc (gm). Each gain stage provides 20dB of gain while

consuming only 100µA.
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Figure 5.7: Schematic and simulation results for the LNA. The LNA amplifies
the voltage received at two on-chip coils by effectively combining their received
voltage with no power overhead and 11% area overhead compared to a single
coil version.
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Figure 5.8: Schematics for the gain stages and the filter.

5.3.3 Filter

While LNA provides some frequency selectivity for the front-end, further filtering is

required to attenuate the out-of-band components of the received signal. The filter achieves

this goal by converting its input voltage into current and feeding the resulting current to a

parallel LC tank (Figure 5.8). Tank frequency is digitally tunable from 890-940MHz. The

cascode transistor improves bandwidth and avoids frequency pulling by the tuned load. This

stage provides 5dB of gain while consuming only 200µA of current.
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Figure 5.9: Schematic of the integrating envelope detector.

5.3.4 Envelope Detector

The envelope detector, first converts the input voltage to current (Figure 5.9). Then, it

rectifies the currents during each half-cycles of the input signal’s period. Finally, this current

is integrated on a capacitor to generate the signal envelope. Since front-end is directly

supplied by the 3.6V battery, we can use an efficient envelope detector architecture that has

three transistors stacked on top of each other. The four rectifying branches of the envelope

detector are biased at 20nA to minimize power. The envelope detector output is biased

around Vdd to ensure proper bias during evaluation stage of the subsequent comparator. The

envelope detector can pull down its output by 1.5V in 50µs with a 600mVp-p signal at its

input.

5.3.5 Comparator

The comparator schematic shown in Figure 5.10. Amplification and evaluation are done

using different differential pair to improve common-mode perforamance and input offset. The

input-referred offset of all the transisors in the evaluation section of the circuit are divided
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Figure 5.10: Comparator schematic.

by pre-amplifier gain, thus reducing overall offset. Comparator offset voltages as large as

±3V are possible using digital tuning bits. Comparator consumes less than 100 µA when

clocked at 20MHz.

5.4 Measurement Results

The transceiver is fabricated in 0.18µm CMOS and occupies 2.5mm2 core area. It con-

sumes 71.6µW of active power at 40.7 kbps and reliably receives data from a 2W source

positioned 1m away. The envelope detector output amplitude plots (Figure 5.11) show that

the front-end chain can easily amplify signals at distances up to 1m. The transceivers two

1.7 x 1 mm coils have Q ≈ 4 and provide sufficient magnetic moment to couple to trans-

mitters up to 1m away. Figure 5.12 shows front-end and digital decoder active power at

different receiver clock frequencies. Examining the active power breakdown, energy/bit be-

comes dominated by digital power at high bitrates, as expected. Figure 5.13 provides an

oscilloscope shot of the wakeup-capture-capture-done sequence. Table 5.1 shows a compar-

ison with recent inductive transceivers. The proposed inductive link achieves the highest

reported receive range and level of integration in the literature. The chip micrograph is

shown in Figure 5.14.
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Figure 5.11: Received peak-to-peak output as a function of distance and Sample
oscilloscope shot of envelope detector output

Figure 5.12: Measured active power and energy per bit.

Table 5.1: Comparison with prior art in miniaturized inductive transceivers.

JSSC08 [93] ISSCC11 [94] ISSCC11 [40] JSSC11 [95] This Work
Modulation DPSK PSK FSK OOK OOK
Carrier Frequency 20MHz 256kHz 915/433MHz 67.5MHz 915MHz

Energy per Bit
3.6nJ Rx
No Tx

N/A
N/A

No Rx
4.7nJ Tx

0.29nJ Rx
0.34nJ Tx

1.6nJ Rx
4.7nJ Tx

Active Power 6.2mW@2Mbps 1.7µW ∗ N/A 3mW@10.2Mbps 71.6 µW @ 40.7kbps
Rx Coil Location Off-Chip Off-Chip On-Chip Off-Chip On-Chip
Rx Coil Max Dimention 22mm 20mm 0.5mm 15mm 1.7mm
Technology 0.35 µm 0.35 µm 0.18 µm 0.5 µm 0.18 µm
Receive Distance 1.5cm 1cm 0.4cm 1cm 100cm
Monitoring Mode Power N/A N/A 7 nW N/A 153nW
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Figure 5.13: Oscilloscope shot of system wakeup scheme.

Figure 5.14: Die micrograph of the transceiver in 180nm CMOS.
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CHAPTER 6

Conclusion and Future Directions

6.1 Conclusion

This work proposed solutions that help get one step closer to the goal of mm3-sized com-

puters. The work focuses on tackling different challenges that arise in design of implantable

transceivers where system size and energy are highly limited. The transceiver proposed in

this work was the first fully integrated mm3 radio for biomedical implants that can achieve

1 meter of range while running off a mm2 thin-film Li-ion battery.

Chapter 1 outlined the significance and motivation of the work. It clarified the reasons

behind picking UHF band for through-tissue wireless transmission. It explains the major

unresolved issues in miniature implantable wireless microsystems.

In Chapter 2 a model for stability of two-tone oscillators is derived. The model gives a lot

of insight in different trade-offs when designing a double-tone FSK transceiver and enables

us to minimize circuit power while maintaining low power levels.

Chapter 3 proposes a novel matching network for the receiver side of the wirelesss link.

It explains why the implant transmitter will suffer from poor phase noise and how having a

receiver that can detect two frequencies on the external side can be of immense help.

All the blocks required to build a complete mm2 transceiver are put together in Chap-

ter 4 to build an implantable biomedical microsystem. The microsystem is the first sensor

node with such compact form-factor designed for continuous monitoring of intraocular pres-

sure. The transceiver block was successfully implanted in live mouse tissue to prove the
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functionality of the system.

Following the work on intraocular pressure monitoring microsystem, an improved transceiver

with an active receive front-end and novel half-duplex protocol was presented in chapter 5.

The inductive achieves the highest reported receive range (1m) in literature with all system

components, including receive coil integrated on the 2.5mm2 chip.

6.2 Future Directions in Inductive Transceivers

Although the transceiver proposed in chapter 5 achieves the level of integration required

for a complete microsystem, it is not exactly in the form factor that could be 3D-stacked

with a processor and battery to form a complete system. Similar work that was done

in [96] needs to be done to build a complete system. The commands that are currently

scanned into the chip can come from a subthreshold processor layer that coordinates sensing,

processing, charging. Extensive trials need to be done to make sure the thin-film battery

can properly supply the system for hundreds of cycles. These cycles would involve sleep,

wakeup-monitoring, pressure/temperature/pH sensing, data transmission, and reception of

data from an external unit that, unlike the microsystem, is not energy-constrained.

Another option to explore is combining an RF harvesting unit with the transceiver.

Previous work in this area relies on cm-size coils that would not fit within the form factor

of most of our system [97]. By lowering average system power and optimizing the inductive

link, an RF-powered microsystem will become feasible.
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