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Detailed simulations of the bifurcation and ignition of an Argon-diluted Hydrogen/Oxy-
gen mixture in the two-stage weak ignition regime are performed. An adaptive mesh-
refinement (AMR) technique is employed to resolve all relevant physical scales that are
associated with the viscous boundary-layer, the reaction front, and the shock-wave. A
high-order hybrid WENO/central-differencing method is used as spatial discretization
scheme, and a detailed chemical mechanism is employed to describe the combustion of
the H2/O2 mixture. The operating conditions considered in this study are p5 = 5 bar and
T5 = 1100 K, and fall in the third explosion limit. The computations show that the mixing
of the thermally stratified fluid, carrying different momentum and enthalpy, introduces
inhomogeneities in the core-region behind the reflected shock. These inhomogeneities act
as localized ignition kernels. During the induction period, these kernels slowly expand and
eventually transition to a detonation wave that rapidly consumes the unburned mixture.
In competition with this detonation wave are the presence of secondary ignition kernels
that appear in the unreacted core-region between reflected shock and detonation wave.

I. Introduction

T
he accurate description of combustion chemistry and chemical-kinetic models is critical for characterizing
effects of new fuel compositions on existing propulsion systems and for developing future combustion

technologies. Among other facilities, shock tubes remain hereby invaluable in providing detailed information
about ignition delay times, extinction limits, and species time-histories for the development and validation
of reaction mechanisms. In its simplest form, a shock tube consists of a constant-diameter tube, which is
divided into a driver section and a driven section by a diaphragm. While the driver section is pressurized with
an inert gas, the driven section contains the diluted test gas mixture that is under experimental investigation.
Following the rapture of the diaphragm, a normal shock develops which propagates into the driven section
and is reflected at the end-wall. Under ideal conditions, the test gas mixture in the region behind the reflected
shock is stationary and uniform. While this condition is ideal for chemical-kinetics investigations, practical
shock tube systems are affects by non-idealities. Over recent years, several sources responsible for non-ideal
shock tube behaviors have been identified, including the non-ideal rapture of the diaphragm,1–5 boundary
layer growth,6–8 reflected shock/boundary layer interactions,9–15 and inhomogeneous ignition and weak-to-
strong ignition transition.16–24 The direct consequence of these non-idealities are increasing uncertainties in
the measurements that are reflected by errors in derived rate coefficients and ignition delay times.25

Of particular interest to the shock-tube community is the state behind the reflected shock. Inviscid and
one-dimensional theory shows that the mixture is stagnant after the shock reflects, providing ideal homo-
geneous conditions for chemical-kinetics investigations. However, under realistic conditions, the reflected

∗Assistant Professor, AIAA member; correspondence: mihme@umich.edu
†Graduate Student
‡Research Scientist

1 of 14

American Institute of Aeronautics and Astronautics

51st AIAA Aerospace Sciences Meeting including the New Horizons Forum and Aerospace Exposition
07 - 10 January 2013, Grapevine (Dallas/Ft. Worth Region), Texas

AIAA 2013-0538

Copyright © 2013 by Matthias Ihme.  Published by the American Institute of Aeronautics and Astronautics, Inc., with permission.

D
ow

nl
oa

de
d 

by
 U

N
IV

E
R

SI
T

Y
 O

F 
M

IC
H

IG
A

N
 o

n 
A

pr
il 

2,
 2

01
4 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
01

3-
53

8 



shock interacts with the boundary layer as it moves away from the wall. Through this interaction the shock
bifurcates, which leads to the development of strong velocity currents that penetrate through the bifurcated
shock foot into the test gas region, introducing velocity fluctuations and non-uniformities in the mixture
composition.9 The direct consequence of the boundary layer growth on the observed thermodynamic quanti-
ties behind the reflected shock is a constant drift in temperature and pressure. In particular, the increase in
temperature due to boundary layer growth has dramatic effects on the measurements of activation energies
and ignition delay times, and can result in systematic errors in excess of 20–40%.6, 26 Further, residual gas
motion behind the reflected shock can also contribute to local pressure inhomogeneities.27 Although it has
recently been recognized that these effects require consideration,7, 28, 29 a satisfactory theoretical characteri-
zation has so far not been established. This is primarily due to the fact that the boundary layer interaction
and shock bifurcation occur in the transitional and turbulent flow regime and are largely dependent on ge-
ometry and conditions behind and in front of the shock.30 For practical applications, boundary layer effects
can be partially mitigated by employing large shock tube diameters and reducing the test time.26 However,
if the shock tube operating range is extended to higher conversion rates, larger pressures, and longer ignition
delay times, boundary layer and bifurcation will increase in importance, and result in the loss of experimen-
tal accuracy.29 As such, the direct and indirect effect of the boundary layer on the condition and mixture
behind the reflected shock represents a limiting factor towards extending the shock tube performance to
longer operating conditions.

The objective of this work is to address the issue of boundary-layer induced shock-tube non-idealities,
and to characterize effects of the shock-bifurcation on the flow-field and ignition dynamics in the region
behind the reflected shock. To this end, detailed numerical simulations at relevant operating conditions will
be conducted in order to quantify direct contributions of the boundary layer development on the incident
shock wave and resulting deviations from ideal shock tube conditions.

The remainder of this paper is outlined as follows. A physical description of the shock bifurcation
is presented in the next section. The mathematical model, AMR-method, and details of the numerical
methods are discussed in Sec. III. The computational configuration, selection of operating conditions, and
numerical setup are presented in Sec. IV. Simulation results for non-reacting and reacting configurations are
separately discussed in Secs. V.A and V.B, and the paper finishes with conclusions in Sec. VI.

II. Physics of Shock Bifurcation

Shock bifurcation is one of the major mechanisms responsible for the non-ideal behavior in shock tube
facilities. An instantaneous toluene PLIF-image together with a schematic of a shock-bifurcation are shown
in Fig. 1. The structure of a bifurcated shock consists of a bifurcation foot, a tail-shock, and a triple point
at which the bifurcated foot and tail shocks merge and from which the slip line originates.

A shock-bifurcation is formed when a reflected shock interacts with the low-momentum boundary layer
that is developed behind the incident shock as it propagates toward the end-wall. Under the condition that
the stagnation pressure in the boundary-layer is lower than that in the region behind the reflected shock,
the boundary-layer does not remain attached and separates from the wall as it is ingested by the upstream-
propagating shock-wave. The flow eventually stagnates and reverses direction, resulting in the formation
of a viscous layer that is carried along with the upstream-propagating shock foot. Due to the difference
in pressure and entropy across the normal reflected shock and the bifurcation region a high-momentum jet
develops as the boundary-layer fluid is deflected and passes through the oblique shock. As the fluid is ejected
at the tail shock, a shear-layer develops between the shock-compressed and colder boundary-layer fluids. The
resulting slip line separates the stagnant flow behind the normal shock and the flow that is accumulated in
the bifurcation zone. This slip line is hydro-dynamically unstable and promotes mixing between the different
fluids. This instability is further amplified by the pressure difference across the shear-layer as a result of
the recompression by the tail shock. The mixing in the shear-layer is complex and involves the interaction
among three thermally stratified fluid layers:31 The lower layer at the wall consists of boundary-layer fluid
in the recirculation zone. Above this is the fluid which is entrained through the bifurcation foot and tail
shocks, and the third layer consists of the hot shock-compressed fluid in the core. With increasing distance
away from the bifurcation the fluid mixture equilibrates and the slip line breaks up.

As the boundary-layer is ingested by the reflected shock, the adverse pressure gradient across the bi-
furcation causes it to separate and eventually stagnate. The entrainment of fluid through the bifurcation
foot results in a continuous growth of the triple-shock structure. Although the topology of this structure re-
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Figure 1. Shock bifurcation; top: toluene PLIF measurements (conditions: (T, p)1 = (296K, 32 torr), (T, p)2 =
(498K, 0.25 atm), (T, p)5 = (696K, 1.05 atm), X = 8%Toluene/N2; image courtesy: R. Hanson); bottom: schematic of
shock-bifurcation structure.

mains unaffected, the bifurcation structure increases in size at an early stage until an equilibrium is reached.
Furthermore, the continuous entrainment of the boundary layer increases the size of the interaction zone,
thereby further enhancing the mixing in the region behind the reflected shock.

The shock bifurcation structure was first observed experimentally by Mark9 and Strehlow & Cohen.10

Mark9 developed a theoretical model for describing the onset and structure of the shock-bifurcation. Over
recent years different experimental techniques (Schlieren, Laser Doppler velocimetry, pressure measurements,
interferometry, toluene-PLIF, Hydroxyl tagging velocimetry) have been applied to further characterize the
flow-field behind reflected and incident shocks32, 33 and the shock-bifurcation structure.10, 11, 15, 34–36 Figure 1
(top) shows an instantaneous toluene-PLIF image of a bifurcation-structure. Clearly evident from this image
is the curved structure of the reflected shock, the bifurcated foot and tail shocks that merge with the main
reflected shock at the triple point from which the slip line originates. Also evident is the separation of the
colder boundary layer fluid as it passes underneath the oblique shock.

III. Mathematical Model

A. Governing Equations

The governing equations that are employed to describe the spatio-temporal evolution of the flow, ignition,
and combustion inside the shock tube are the reactive Navier-Stokes equations, which are here written in
index form as:

∂U

∂t
+

∂

∂xj

(

Fc
j − Fv

j

)

= S , (1)

where U is the state-vector, Fc
j and Fv

j are the convective and viscous fluxes, and S is the source term vector.
These quantities have the following definition:

U = (ρui, ρet, ρYn)
T , (2a)

Fc
j = (ρujui + pδij , uj(ρet + p), ρYnuj)

T , (2b)

Fv
j = (τij , uiτij + qj , ρYnVjn)

T , (2c)

S = (0i, 0, ω̇n)
T , (2d)
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for {i, j, k} = 1, . . . , ND and {n,m} = 1, . . . , NS, where ND denotes the spatial dimension and NS is the
number of chemical species. The total internal energy is:

et =

NS
∑

n=1

Ynhn − p

ρ
+

1

2
u2
i . (3)

The viscous stress tensor and species diffusion velocity are written as:

τij = µ

(

∂ui

∂xj

+
∂uj

∂xi

)

− 2

3
µ
∂uk

∂xk

δij , (4a)

Vjn =
1

XnW

NS
∑

m 6=n

WmDn,mdjm − DT
n

ρYn

∂ lnT

∂xj

, (4b)

where Dn,m and DT
n are the multicomponent diffusion and thermal diffusion coefficients, respectively, and

djm =
∂Xm

∂xj

+ (Xm − Ym)
∂ log p

∂xj

. (5)

The heat flux vector, appearing in Eq. (2c), is evaluated as:

qj =

NS
∑

n=1

ρYnVjnhn − λ
∂T

∂xj

−
NS
∑

n=1

RT

WnXn

DT
n djn , (6)

where λ is the thermal conductivity.
To close the system of equations, Eq. (2) is supplemented by the ideal gas law, which is written as:

p = ρRT

NS
∑

n=1

Yn

Wn

, (7)

where R is the universal gas constant and Wn is the molecular weight of species n. The mole fraction Xn is
related to the mass fraction via the expression:

Xn =
YnW

Wn

. (8)

B. Adaptive Mesh Refinement

In order to supply the required temporal and spatial resolution efficiently, we employ a block-structured
adaptive mesh refinement (AMR) method after Berger & Colella.37 The AMR method is implemented in
the object-oriented framework AMROC38 (Adaptive Mesh Refinement in Object-oriented C++). The code
is fully parallelized for distributed memory machines using MPI-libraries.

1. Structured AMR Method

Instead of replacing single cells by finer ones, as it is done in cell-oriented refinement techniques, structured
AMR methods utilize a patch-oriented approach. Cells that are flagged by various error indicators (shaded
in Fig. 2(a)) are clustered with a special algorithm39 into non-overlapping rectangular grids. In the AMR
method, a sequence of l grid-levels is constructed by recursively refining the coarsest grid in regions of interest
(see Fig. 2(a)). The spatial and temporal discretization widths on level l are rl-times finer than on level l−1,
i.e. ∆tl := ∆tl−1/rl and ∆xn,l := ∆xn,l−1/rl with rl ≥ 2 for l > 0 and r0 = 1, ensuring that a time-explicit
finite volume scheme (in principle) remains stable on all levels of the hierarchy.

The numerical scheme is applied on level l by calling a single-grid routine in a loop over all subgrids. The
subgrids become computationally decoupled by employing additional ghost cells around each computational
grid. Three types of ghost cells have to be considered in the sequential case, see Fig. 2(b). Cells outside of
the root domain are used to implement physical boundary conditions. Ghost cells overlaid by a grid on level
l have a unique interior cell analogue and are set by copying the data value from the grid, where the interior
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(a) AMR grid-hierarchy. (b) Ghost cell definition.

Figure 2. Adaptive mesh-refinement: (a) successively embedded rectangular subgrid topology and (b) ghost
cell definition in AMR subgrid.

cell is contained (synchronization). On the root level no further boundary conditions need to be considered,
but for l > 0 also internal boundaries can occur. They are set by a conservative time-space interpolation
from two previously calculated time steps of level l − 1.

Beside a general data tree that stores the topology of the hierarchy, the AMR method requires at most two
regular arrays assigned to each subgrid. They contain the discrete state-vector for the actual and updated
time step. The regularity of the data allows high performance on vector and super-scalar processors and cache
optimizations. Small data arrays are effectively avoided by leaving coarse-level data-structures untouched
when higher level grids are created. Values of cells covered by finer subgrids are overwritten by averaged
fine grid values subsequently. This operation leads to a modification of the numerical stencil on the coarse
mesh and requires a special flux correction in cells abutting a fine grid. The correction replaces the coarse
grid flux along the fine grid boundary by a sum of fine fluxes and ensures the discrete conservation property
of the hierarchical method at least for purely Cartesian problems without embedded boundaries.37, 40

2. Parallelization

The AMROC framework utilizes a rigorous domain decomposition approach, in which the subdomain par-
titioning is controlled at the root-level. The key idea is that all higher level domains are required to follow
this “floor-plan.” A careful analysis of the AMR algorithm uncovers that the only parallel operations under
this paradigm are ghost cell synchronization, redistribution of the AMR hierarchy, and the application of
the previously mentioned flux correction terms. On the other side, computational complex operations such
as interpolation, averaging, and the calculation of flux corrections remain strictly local.40, 41 Currently, a
generalization of Hilbert’s space-filling curves42 is employed to obtain load-balanced root level distributions
at runtime. The entire AMR hierarchy is considered by projecting the accumulated work from higher levels
onto the root level cells. Although rigorous domain decomposition does not lead to a perfect balance of
workload on single levels, good scalability up to O(103) CPU cores is typically achieved. AMROC’s hierar-
chical data structures are derived from the DAGH (Distributive Adaptive Grid Hierarchies) package43 and
are implemented completely in C++.

3. Numerical Method and Hybrid WENO/CD Scheme

The shock-capturing component of the present hybrid schemed uses a sixth-order accurate, symmetric en-
hancement of the classical WENO scheme as developed by Shu.44, 45 In the limit of a smooth flow, the
method obtains a 6th-order centered stencil. Hill et al.46 and Pantano et al.47 developed a robust hybrid
WENO/tuned centered difference (TCD) method, which combines the TCD stencil with the WENO-SYM
scheme. The centered difference stencil was bandwidth-optimized, specifically for weakly compressible de-
caying turbulence.47 The optimal WENO weights are chosen to match those of the TCD scheme thereby
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minimizing oscillations at the matching boundaries. The location of the scheme-switching boundary is de-
fined by a problem-dependent switch. By using the relatively inexpensive TCD stencil predominantly in
regions where the solution is smooth and WENO-SYM at and around discontinuities, the overall resulting
WENO/TCD scheme performs better and additionally has the spectral resolution desired for turbulence
simulations. For DNS, however, where all scales are resolved, a symmetric order-optimized stencil is ideal.
Therefore, for our application a WENO/CD rather than WENO/TCD method is used. For schemes based
on centered stencils, no numerical viscosity is present, yet care is needed to avoid nonlinear instabilities that
may develop.47 Such instabilities can be alleviated by using a skew-symmetric formulation that conserves
the kinetic energy48 and prevents the convective terms of the momentum and energy equations from artifi-
cially producing or dissipating global kinetic energy. Without this, it has been found that in unstable flow
simulations, the entropy of the system decreases with time, violating the second law of thermodynamics.

The WENO/CD scheme requires an explicit switch, from regions of smooth flow (using CD) to regions
with strong gradients that require WENO-limiting. The shock-based detection method49 that is employed
in this contribution uses an approximate Riemann solver to detect the existence and orientation of strong
shock waves, while ignoring weak ones. The approximate solution to the Riemann problem is computed
using Roe-averaged quantities from the given left (L) and right (R) state. Liu’s entropy condition allows
for characterizing the type of wave encountered at the characteristic associated with the eigenvalues u ± a
(shock or rarefaction wave). A shock is produced if and only if the central state satisfies the condition:

|uR ± aR| < |u∗ ± a∗| < |uL ± aL|. (9)

Here, aL,R is computed by evaluating the speed of sound, a =
√

γp/ρ, at the left or right cell faces, and the
central state (u∗, a∗) corresponds to the Roe averages,

u∗ =

√
ρLuL +

√
ρRuR√

ρL +
√
ρR

, a∗ =

√

1

2
(γ∗ − 1)(2h∗ − u2

∗), (10)

where

h∗ =

√
ρLhL +

√
ρRhR√

ρL +
√
ρR

, (11a)

cp,∗ =

√
ρLcp,L +

√
ρRcp,R√

ρL +
√
ρR

, (11b)

γ∗ =
cp,∗

cp,∗ −R∗

, (11c)

R∗ =

√
ρLRL +

√
ρRRR√

ρL +
√
ρR

, (11d)

and h∗, γ∗, cp,∗, and R∗ are the Roe-averaged specific enthalpy, ratio of specific heats, specific heat at constant
pressure, and gas constant, respectively. When testing the validity of the inequalities (9), a threshold value
αLiu/a is considered to eliminate weak acoustic waves that could be easily handled by the CD scheme. For
the present application αLiu takes a values of 0.01. For better efficiency and flexibility, this criterion is
combined with a geometrical test that is based on a mapping of the normalized pressure gradient, θj , that
reads49

φ(θj) =
2θj

(1 + θj)
2

with θj =
|pj+1 − pj |
|pj+1 + pj |

. (12)

If Eq. (9) is satisfied for a cell that differs by surrounding cells with values different by at least αLiu/a and
also φ(θj) > αMap holds true, then WENO is set to be used at the cell wall. The threshold αMap is set to
0.005. This algorithm is applied independently in each spatial direction and we additionally employ it in
rotated frames to detect shocks that are not grid aligned.

In here, we employ WENO and CD numerical fluxes that are both six-order accurate in space. The
temporal update of the hybrid WENO/CD scheme is performed using a strong stability preserving explicit
three-stage Runge-Kutta scheme yielding an overall numerical method of formally 3rd order accuracy.
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Level l rl ∆x [mm] ∆y [mm]

0 1 0.5 0.2

1 2 0.25 0.1

2 2 0.125 0.05

3 2 0.0625 0.025

4 4 0.015625 0.00625

Table 1. AMR setup and grid-resolution.

IV. Computational Configuration

The objective of this investigation is to study the ignition of diluted hydrogen/oxygen mixtures at oper-
ating conditions that are relevant to gas turbine engines. These conditions correspond to pressures above 5
bar and temperatures between 650 and 1100 K, corresponding to the third explosion limit. However, it was
experimentally observed10, 18, 20, 21, 50–52 (see also review-article by Chaos & Dryer53) that ignition behind a
reflected shock exhibits different characteristics that are referred to as “weak” or “strong” ignition regime.
At sufficiently low temperature, weak ignition is initiated by localized ignition kernels in the wall-near region.
These kernels eventually transition and merge to a fully developed flame front. The chemical induction time
in this weak ignition regime is particularly sensitive to stratification and conditions of the mixture, and
often observed as stochastic event. On the other side, strong ignition is observed at higher shock-reflection
temperatures. In this scenario, a localized ignition spot transitions instantaneously to a detonation wave,
which is accompanied by a rapid increase in pressure and temperature.

To computationally investigate the ignition-process, operating conditions are selected that are consis-
tent with conditions that have been previously considered in experimental investigations by Blumenthal et
al.18, 51 and Pang et al.54 To this end, an Argon-diluted Hydrogen/Oxygen mixture with the molar ra-
tio: XH2

/XO2
/XAr = 15/17.85/67.15 is considered. The reaction chemistry is described by the updated

high-pressure H2/O2 kinetic mechanism of Burke et al.,55 consisting of 13 chemical species and 27 chemical
reactions. Initial conditions of the test-gas mixture in the driven and driver sections are chosen to achieve
a nominal reflected shock condition of p5 = 5 bar and T5 = 1100 K. All simulations are conducted using
adiabatic boundary conditions, so that ∂nT = 0.

Instead of simulating the entire shock tube, in this study we only consider the shock-tube end section.
The flow is initialized by a moving shock using the normal shock-relation. The corresponding conditions in
the driver and driven sections are:

Driver Section: T2 = 651K, p2 = 1.391 bar, v2 = 485m/s ,

Driven Section: T1 = 304K, p1 = 0.234 bar, v1 = 0m/s, .

The computational domain consist of a symmetric two-dimensional planar shock-tube, having a length of
20 cm and a half-height of 1 cm, and five levels of refinement are considered. The computational grid at the
coarsest level consists of 400× 50 grid points in stream-wise and wall-normal direction, and the refinement
levels and corresponding grid-resolutions are summarized in Tab. 1. An example of an instantaneous flow-
field and the corresponding mesh-arrangement is illustrated in Fig. 3, showing axial velocity (top) and
AMR-levels (bottom). It can be seen that the finest ARM-level is confined to a localized region surrounding
the reflected shock and the separation zone beneath the bifurcated shock region.

V. Results

A. Non-reacting Shock Bifurcation

Computational results for the non-reacting simulation for four different time-instances are presented in Fig. 4,
showing the axial velocity fields on the left and the corresponding temperature on the right. Simulation results
are shown after the shock is reflected at the end wall. Results in Fig. 4(a) show the viscous boundary layer
that is formed behind the incident shock wave. The viscous dissipation increases the temperature inside
the boundary-layer, which is approximately 150 K higher than in the core-region of the shock-tube. It will
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(a) Axial velocity.

(b) AMR refinement levels.

Figure 3. Illustration of mesh-refinement showing (a) axial velocity and (b) AMR-levels for reacting flow
configuration at time t = 67.5µs.

be shown in the next section that the viscous heating in conjunction with the oblique shock-compression
introduces localized ignition kernels in the bifurcation region, acting as primary ignition sources.

From Fig. 4(a) it can be seen that the bifurcation develops instantaneously after the shock is reflected at
the end-wall. Clearly visible are the bifurcation foot and tail shocks, and the boundary layer separation as the
fluid passes underneath the bifurcation foot into the high-pressure region behind the reflected shock. The slip
line, demarcating the boundary-layer region and stagnant core, is also evident. It can be seen that, initially,
the slip-line terminates at the upper corner of the shock-tube. However, with increasing time (see Figs. 4(c)
and 4(d)) the slip-line breaks up due to the formation of a shear-layer instability between the stagnant fluid in
the core and the boundary layer. This instability promotes the entrainment of colder boundary layer fluid into
the region behind the reflected shock, resulting in the development of a thermally inhomogeneous region that
continuously increases in size. This is further illustrated in Fig. 5, showing profiles of velocity, temperature,
and pressure along three radial locations through the shock-tube: y = 0.99 cm (boundary layer), y = 0.5 cm
(middle of the shock tube), and y = 0 cm (along the shock-tube center). Most notable are the pronounced
fluctuations in the boundary layer region (see top row in Fig. 5). However, with increasing distance away
from the wall, these inhomogeneities decrease, and the core-region on the inner-side of the slip-line remains
initially unaffected by these mixing processes. This is confirmed by the axial profiles along the centerline
in the bottom row of Fig. 5. As time progresses and the reflected shock propagates further upstream, the
bifurcation region continuously increases in size, which is coupled with an enhanced entrainment of fluid
upstream of the shock-compressed region. With this, the boundary layer separation under the bifurcation
increases in length and the separation moves further away from the wall. The increasing bifurcation region,
however, reduces the size of the homogeneous and unperturbed core-region. Furthermore, it can also be seen
that the region behind the normal shock becomes increasingly affected by the expansion of the bifurcation.
This is illustrated in the bottom row of Fig. 5, showing centerline profiles for velocity, temperature, and
pressure. In particular, it can be see that the entrainment of colder fluid into the core-region further reduces
the temperature and pressure region that is formed at a distance away from the reflected shock (see black
lines in Fig. 5).
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(a) time t = 24.4 µs.

(b) time t = 48.9 µs.

(c) time t = 71.0 µs.

(d) time t = 89.1 µs.

Figure 4. Instantaneous flow-field structure for velocity (left) and temperature (right) at four time-instance
for non-reacting configuration.

B. Reacting Shock Bifurcation

In the simulation that was presented in the previous section, the chemical source term was set to zero,
suppressing all chemical reactions and heat-release. This allowed us to investigate effects of viscous heating
and thermal mixing on the temperature of the shock-compressed fluid behind the reflected shock. This
section considers the corresponding reacting configuration in order to study the ignition mechanisms and the
influence of the bifurcation-induced inhomogeneities on the chemical induction and combustion. Simulation
results from this investigation are presented in Figs. 6 and 7, and results at the same time-instances as for
the non-reacting case are shown.

Until about 30 µs after the shock is reflected at the end-wall, the velocity and temperature fields between
both non-reacting and reacting simulations are nearly identical (compare red curves in Figs. 5 and 7). How-
ever, the entrainment of the boundary-layer fluid and the mixing with the shock-compressed fluid introduces
strong velocity fluctuations in the near-wall region, resulting in enhanced viscous heating and temperature
increase. The localized hot spots are confined to the region between the tail shock and stagnation point of
the ingested and separated boundary layer. This can be seen from the temperature field in Fig. 6(b). At
the next time-instance, Fig. 6(c), it can be seen that the boundary layer behind the reflected shock is fully
ignited. Measurements of pressure and temperature inside the boundary layer (see blue curves in the top
row of Fig. 7) indicate that this ignition process occurs under deflagrative conditions, and the presence of
any shock/flame interaction is not evident.

The volumetric ignition in the boundary layer transitions to a detonation wave which originates near
the end-wall of the shock tube in the region of prolonged induction time. The detonation wave propagates
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Figure 5. Axial profiles of (a) velocity, (b) temperature, and (c) pressure at different time-instances and
three different radial locations along the shock-tube for non-reacting configuration; top: y = 0.99 cm (boundary
layer); middle: y = 0.5 cm; and bottom: y = 0 cm (centerline).

away from the walls toward the unburned mixture in the core-region, and Fig. 6(d) shows a snapshot of
the instantaneous velocity and temperature fields. As the detonation waves propagates toward the reflected
shock, a Mach-reflection pattern develops.

After the detonation, temperature and pressure of the double-shock compressed reacted fluid increase,
and the detonation structure is visible in the cross-sectional plots in Fig. 7 (see black curves). Interesting is
also the formation of a secondary ignition kernel in the region between the reflected shock and the outward-
propagating detonation front. This kernel eventually expands and competes with the primary detonation
wave for the consumption of unburned reactants.

VI. Conclusions

Detailed simulations of the interaction of a reflected shock with the boundary layer that is formed
behind the incident shock-wave are performed. In these investigations, the end-section of a shock-tube
is considered, and the simulations are performed using an adaptive mesh-refinement (AMR) technique to
resolve all relevant physical scales that are associated with the viscous boundary-layer, the reaction front, and
the shock-wave. The AMR-method uses a hierarchy of structured and embedded grids that are successively
refined. Five AMR-levels are employed, resulting in a minimum grid size below 10 µm. A hybrid shock-
capturing WENO/central differencing scheme with sixth-order accurate spatial discretization is used, and
the reactive Navier-Stokes equations are solved under consideration of detailed reaction chemistry and multi-
component diffusive transport.

In the present study the shock-compression and ignition of an Argon-diluted hydrogen/oxygen mixture,
experimentally investigated by Blumenthal et al.18, 51 and Pang et al.,54 at target conditions of p5 = 5 bar
and T5 = 1100 K was considered; the reaction chemistry is described using the updated high-pressure H2/O2

kinetic mechanism of Burke et al.55 The simulation of the shock-compression of the non-reacting mixture
shows the instantaneous formation of a bifurcation region, ingesting fluid from the upstream boundary-layer
into the stagnation region. The mixing of the thermally stratified fluid, carrying different momentum and
enthalpy, introduces inhomogeneities in the core-region behind the reflected shock. In simulations of the
reacting mixture it was shown that these inhomogeneities act as ignition kernels that are located in the near-
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(a) time t = 24.4 µs.

(b) time t = 48.9 µs.

(c) time t = 71.0 µs.

(d) time t = 89.1 µs.

Figure 6. Instantaneous flow-field structure for velocity (left) and temperature (right) at four time-instance
for reacting configuration. Time t is measured after the shock is reflected at the end wall.

wall region. During the induction period, these kernels slowly expand and eventually transition to a strong
detonation wave that rapidly consumes the unburned mixture. In competition with this detonation wave are
the presence of secondary ignition kernels that appear in the unreacted core-region between reflected shock
and detonation wave. These detailed simulations confirm at two-stage ignition process that is characteristic
for the weak-ignition.
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