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In this paper we compare the force and Particle Image Velocimetry (PIV) measure-
ments of biologically inspired hover kinematics to results of an unsteady aerodynamic
vortex model (UAVM) and a Navier-Stokes (NS) solver. The baseline Reynolds number
and the reduced frequency are 4:8 � 103 and 0:38, respectively. We consider three versions
of the hovering kinematics measured from an Agrius Convolvuli: i) without elevation an-
gle, ii) elevation angle accounted in the pitch angle; and iii) pure sinusoidal pitch-plunge
neglecting higher harmonics. The NS computations show good qualitative agreement with
experiments with consistent underprediction. The time-averaged thrust coe�cient ob-
tained using NS computations are 15% to 18% of the corresponding force measurements.
The standard deviation of time history of thrust coe�cients, also normalized by the mea-
sured time-averaged values, is 13% to 20%. The underprediction is possibly due to blockage
e�ects in the experiments or excessive dissipation, also reected in lower values of the vor-
ticity compared to the PIV measurements. The UAVM captures some of the peaks in a
qualitative manner. The relative di�erence in the time-averaged forces and standard devi-
ation are 8% to 18% and 66% to 93%, respectively. The di�erences in prediction of time
histories are not reected in the estimation of time-averaged forces due to cancellation
e�ects, wherein the forces are underpredicted in the �rst half of the stroke and overpre-
dicted in the second half. The discrepancies are attributed to the simplifying assumptions
in the UAVM due to which the vorticity in the leading-edge vortex is overpredicted and
signi�cant di�erences in the wing-wake interaction are also noted.

Nomenclature

A Area swept by the wing, m2

AR Aspect ratio, -
CL Lateral force coe�cient, -
CT Thrust coe�cient, -
Flateral Lateral force, N
Lref Reference length
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Mx Moment around the axis x, Nm
P Power, W
R Semi-span, m
Re Reynold number
T Thrust force, N
Uref Reference velocity, m/s
� Flapping amplitude, rad
c Mean chord length, m
f Flapping frequency, Hz
h Plunge position experiment
h0 Plunge amplitude experiment
k Reduced frequency
� Feathering angle, rad
� Pitch angle, rad
�a Viscosity of air
�w Viscosity of water
� Flapping angle
� Density
� Elevation angle
(_) Denotes the 1st time derivative
(�) Denotes an averaged quantity

I. Introduction

Flapping wings have unique characteristics that can be exploited in the development of micro aerial
vehicles, for example apping wings perform very well in small spaces, they are very small and have low
energy consumption. Applications can range from reconnaissance in con�ned spaces to search and rescue
in damaged buildings. Of particular interest is the aerodynamics of small birds and insects in hover which
demonstrate the agility necessary for those missions. A well-studied example of a biological apping yer is
the hawkmoth. This moth is an excellent study object for a number of reasons.1 The wing beat of the moths is
strikingly consistent. This consistent wing beat holds for an individual moth as well as comparing di�erent
moths. The main features dominant in insect apping ight are present in the stroke of the hawkmoth,
without the complications of other mechanisms present in a number of insects, e.g. clap & ing mechanism2

and exaggerated ventral exion.
Both numerical and experimental methods pose challenges in studying the unsteady aerodynamics of bio-

inspired apping wings. As the wing size becomes smaller the apping frequency increases and the Reynolds
number decreases. Consequently, the ow �elds around the apping wings feature formation of large scale
vortex structures closely related to the onset of separation and reattachment, lag between the instantaneous
wing motion and the response of the ow �eld and the aerodynamics forces, and three dimensional e�ects.3

Moreover, the uid physics associated with the apping wing is qualitatively and quantitatively inuenced
by the kinematics as well as the Reynolds number.4 For fruit ies and honey bees with Reynolds number
around 102 and 1 � 103, issues such as turbulence are less dominant. On the other side of the low-Reynolds
number regime between 1� 104 and 6� 104, several studies have assessed the uid physics in a collaborative
experimental and numerical framework.5,6

In this paper experimental results for three hover kinematics derived from the hover kinematics of a
hawkmoth, as presented by Vandenheede et al.7 are compared to the results obtained with an unsteady
vortex model8 and a high �delity computational uid dynamics (CFD) code,6 solving the Navier-Stokes
Equations. The Reynolds number and reduced frequency for the present results are representative of a
hawkmoth in hover, i.e. Re = 4:8 � 103 and k = 0:38 respectively. A pitch-plunge apparatus is used
to produce the hover kinematics. Although this is a signi�cant change compared to actual apping wing
kinematics, this simpli�cation enabled the high resolution force and velocity measurements necessary to
validate the results. We primarily focus on both the time-averaged values and the time histories of the
thrust generation and the corresponding vorticity �eld. The time-averaged values are relevant for micro
aerial vehicles, when the apping timescale is orders of magnitude smaller than the vehicle time scale.
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Moreover, the instantaneous force histories are essential for ight dynamics modeling and control.
An intriguing feature of biological yers is the exibility observed in their wings. Recent review by Shyy

et al.,9 experimental study by Ramananarivo, Godoy-Diana, and Thiria,10 and numerical study by Kang et
al.11 have suggested that wing exibility can enhance the aerodynamic performance by tuning its kinematics
to its wing material properties. In this paper we use a rigid wing to simplify experimental measurements and
focus on the di�erences and similarities in the results obtained using experimental and numerical methods.
Discussion on the e�ects of exibility on the aerodynamic performance can be found in the abovementioned
studies.

The outline is as follows. We �rst describe the case setup, followed by a description of the experimental
and numerical methods in Section II. The comparisons of the force coe�cients and the ow structures are
shown and discussed in Section III. Finally, the conclusions are presented in Section IV.

II. Methodologies

A. Scaling and Non-dimensional Parameters

Several hover kinematics, inspired by the kinematics of a hawkmoth (Agrius Convolvuli), are used in this
study. In this section we describe the process used to derive the pitch-plunge kinematics from the hawkmoth
hover kinematics. As a starting point for determining the relevant scaling and non-dimensional parameters,
the values for the Agrius Convolvuli wing motion are presented �rst followed by the corresponding values
for the pitch-plunge kinematics.

1. Hawkmoth, Agrius Convolvuli

The Agrius Convolvuli is a subspecies of the hawkmoth, Sphingidae. It is a large species with a wingspan
of about 80 - 105mm. Similarly to hummingbirds, they have evolved to feed on nectar while hovering in
front of a ower. This capability makes them an excellent study object for apping hovering ight. The
kinematics of this moth in hovering ight have been measured by Ellington,12 cf. Section B. The motion is
relatively simple and does not include a clap and ing mechanism. The Agrius Convolvuli is four-winged,
but the motion of the wings on both sides in hover is nearly the same and can be assumed to act as one wing.
The wing planform of both wings together is similar to the Zimmerman planform and will be modeled as such.

Table 1: Agrius Convolvuli parameters in hover and experiment parameters

Parameter Value Agrius
convolvuli

Value Exper-
iment

Mean chord length c 18:3mm 62:4mm

Semi-Span R 50:5mm 241:3mm

Aspect ratio AR 2:76 3:87

Flapping frequency 26:1Hz 0:15Hz

Flapping/Plunging
amplitude � / h

2 rad 129:1mm

The parameters determining the dynamics are presented in Table 1. The apping frequency and ampli-
tude are those of the moth in hover. In order to calculate the relevant dimensionless parameters for hover,
a reference point on the wing needs to be chosen. In general the wing tip is used for this purpose,9 however
since the objective is to capture the most relevant phenomena and try to represent these in a pitch-plunge
motion, the tip velocity will make the scaling parameters too large. A reasonable approximation is to use
three quarters of the span (Lref = 0:75Rm).

Uref = 2�fLref (1)

The Reynolds number can then be rewritten as follows.
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Re =
Urefcm
�a

=
2�fmLrefcm

�a
(2)

In turn the reduced frequency, equation 3, is based on the same reference velocity.

k =
�fmcm
Uref

(3)

With the reference velocity based on three quarters of the span the Reynolds number and reduced
frequency are 4:8 � 103 and 0:38 respectively.

2. Relevant Non-dimensional Parameters

We cosider a pitch-plunge motion, hence the reference velocity is equal to the average velocity during half
of the period which is given in equation 4 and depends only on the amplitude and frequency of the motion.

Uref = 4fh0 (4)

Substitution of the reference velocity, equation 4, leads to the following expression for the reduced fre-
quency of the experiment. Note that in the pitch plunge case, for a certain wing, the reduced frequency is
solely dependent on the amplitude of the motion.

k =
�c

4

1

h0
(5)

Similarly the Reynolds number can be written as

Re =
4c

�w
fh0 (6)

In these sets of kinematics, the Reynolds number is kept constant at the value of the hawkmoth, i.e.
4:8 � 103. The reduced frequency is kept at 0:38.

B. Hover kinematics

The kinematics used in this study are based on the kinematics of the hawkmoth. The rotation axis of the
pitch motion coincides with the leading edge at the root of the airfoil. Three motions are considered in this
study, the �rst hover motion ignores the elevation angle of the hawkmoth kinematics and simply converts
the apping and feathering angle, as shown in Figure 1a. This motion will be referred to as hover motion
1 or HM1. The second hover motion, Figure 1b, incorporates a correction in the apping and feathering
angle for variations in elevation angle. This motion will be referred to as hover motion 2 or HM2. The
third motion is a pure sinusoidal motion with the same pitch and plunge amplitudes as the basic Agrius
Convolvuli kinematics. The sinusoidal kinematics are plotted in Figure 1c.

C. Experimental Setup

1. Water Channel and Wing Planform

The experiments are performed in The University of Michigan water channel. The channel has total volume
of about 19m3. The test section measures 610 by 610mm and is 2:44m long. The transparent test section
walls facilitate ow visualization and particle image velocimetry experiments. The channel is capable of
producing very low turbulence ow, the free turbulence intensity is less than 1%. Flow speeds can range
from 5 to 40 cm=s. For this experiment there is no ow in the channel, as we are investigating a hover case.

A Zimmerman wing is used in all experiments; the wing has a chord of 79:4mm and a span of 241:3mm.
The planform shape consists of two ellipses with the major axis equal to the span and the midpoint of the
ellipse is the quarter chord position, cf. Figure 2a. The wing planform is laser-cut (PLS6.75, Universal Laser
Systems) out of a transparant acrylic plate with a thickness of 2:75mm and the wing edges are sharp right
angles. The thickness of the wing is substantial and the wing is henceforth assumed to be rigid; during the
experiments no deformation of the wing was observed. The wing is clamped and mounted on a rig with
two motors, hanging vertically in the water channel, as shown in Figure 2b. The motors are capable of
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(a) Pitch-plunge hover motion experiment ignoring the
loss of elevation angle (hover motion 1)
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(b) Pitch-plunge hover motion experiment with com-
pensation for the loss of elevation angle (hover motion
2)
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(c) Pure Sinusoidal pitch-plunge motion with the same
amplitude and frequency as the Agrius Convolvuli

Figure 1: Resulting kinematics pitch-plunge kinematics of the experiments

performing pitch-plunge motions with a high degree of accuracy.

2. Force Data Acquisition

The force data is acquired using the ATI Mini 40 force/torque sensor mounted on top of the wing clamp.
The raw sensor data is then calibrated and �ltered using Butterworth low-pass �lter to reduce the noise.

Per motion, force data is acquired in 6 separate sets of 25 cycles. The �rst �ve cycles are cropped from
each measurement eliminating any start up phenomena that might occur. The data is then calibrated and
converted to thrust and lateral force components. The thrust is de�ned as the force perpendicular to the
plunge motion, similarly the lateral force is the force lateral to the plunge motion.

The thrust and lateral force components are �ltered with a low pass Butterworth �lter with a cut o�
frequency of 3Hz. To eliminate the phase shift introduced by the �lter, it is run over the data in the forward
and reverse time direction using Matlab ’s �lt�lt function. This process ensures zero phase distortion and
squares the magnitude of the original �lter transfer function.

Next the remaining 120 cycles are phase averaged and the sample mean and the corresponding standard
deviation are calculated.
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(a) Wing planform (b) Wing vertically mounted in the channel

Figure 2: Experimental Setup

3. Particle Image Velocimetry

The Particle Image Velocimetry (PIV) setup consists of a pulsed Nd:YAG laser (Spectra-Physics PIV-300),
an optical setup to form the laser sheet, an external timing system (a BNC 555 pulse delay generator and the
Stanford Research Systems’ DG535) a high resolution 14bit cooled CCD camera system (Cooke, PCO4000)
with a Nikon Micro-NIKKOR 105mm lens. The camera has a sensor of 4008 by 2672 pixels. The ow is
seeded with Titanium(IV) oxide, rutile powder.

In setup the laser sheet is horizontal, parallel to the water surface, and the camera is underneath looking
up, cf. Figure 3. The plunge amplitude is about 130mm, to obtain the required spatial resolution three
camera positions are used and the data is stitched together during post-processing. The camera is mounted
on a slide and shifted to 3 positions that have an overlap region. The stitching procedure is completely
discrete in order to make sure that discrepancies between images would be spotted visually. The camera
lens is focused to produce a magni�cation of approximately 14 pixels per mm. Using this technique a �eld
of view of 6225 by 3525 pixels (or 437 by 247mm) is obtained, capturing the entire plunge motion.

D. Unsteady Aerodynamic Vortex Model

The unsteady aerodynamic model is based on two-dimensional potential ow and uses a vorticity/circulation
approach to compute the aerodynamic loads. The formulation was originally derived for rigid wings in
hover.13,14 The model has been subsequently modi�ed to account for spanwise and chordwise wing exibil-
ity15,16 and freestream due to forward ight speed.8 The e�ect of the Reynolds number is also incorporated
into the calculation of shed vorticity.8

Transient and time-averaged forces, computed using the approximate model, were compared with those
obtained from CFD-based computations for rigid airfoils as well as wings in hover and forward ight.15,16,8

For all cases considered, the approximate unsteady aerodynamic loads show reasonable agreement with
CFD-based results.

The overall approach is as follows. First, the wing is divided into several spanwise stations, where each
section is represented as an airfoil. For each airfoil, an airfoil-wake surface that captures the airfoil degrees
of freedom (DOF), and approximates the geometry of the shed wake, is identi�ed. Next, the airfoil and the
airfoil-wake surface are transformed to a circle in the complex plane using a conformal mapping. Thus, the
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Camera
on

Slide

Laser Sheet

Laser

Figure 3: Representation of the PIV setup parallel to the water surface

airfoil-bound and shed wake vorticity are computed on the complex plane. The quasi-steady component of
vorticity is obtained by neglecting the e�ect of the shed wake. The strength of shed vorticity is computed by
enforcing a stagnation condition at the leading edge (LE) and a Kutta condition at the trailing edge (TE).
The airfoil bound vorticity is obtained as a sum of the quasi-steady and wake-induced vorticity on the airfoil.
Next, the vorticity in the complex plane is transformed back to the airfoil-wake surface (physical plane) using
an inverse transform. The unsteady loads acting on the airfoil are obtained from the total vorticity using
the unsteady Bernoulli equation. Finally, the shed vorticity is convected using the Rott-Birkho� equation,
which is derived from Biot-Savart law for two dimensional ow.

For the case of hover, the vortices that are shed during previous cycles remain in the vicinity of the wing
and therefore inuence the forces generated by the wing even after several subsequent cycles. Consequently,
the mean forces were computed once the forces reached an approximate steady state. For all the cases
considered, an approximate steady state was reached after the second cycle.

Simulations also showed that decreasing the vortex core improved correlation with experimental results.
Decreasing the vortex core size promotes vortex roll up. Thus it appears that a core size of 0:00625 c captures
the vortex dynamics most accurately. Furthermore, decreasing the size of the vortex core also decreased the
noise generated due to interaction of the vortices with the airfoil thereby improving quality of the solution.
It appears that decreasing the core size further had a comparatively minor impact on the forces (cf. Figure 4).

E. Computational Fluid Dynamics: Navier-Stokes Equation Solver

The governing equations for uid motion given by the Navier-Stokes equations are solved with Loci-STREAM,4,6

which is a three-dimensional, unstructured, pressure-based �nite volume solver written in the Loci-framework.
It employs implicit �rst or second order time stepping and treats the convection terms using the second order
upwind-type scheme and the pressure and viscous terms using second-order schemes. The system of equa-
tions resulting from the linearized momentum equations are handled with the symmetric Gauss-Seidel solver.
The pressure correction equation is solved with either the GMRES linear solver with Jacobi pre-conditioner
provided by PETSc17,18,19 or the BoomerAMG20 linear solver provided by hypre. The Loci-framework is by
design rule-based highly parallelizable framework for �nite volume methods.21 The geometric conservation
law,22 a necessary consideration in domains with moving boundaries, is satis�ed.23 The motion of the wing
is realized by rigidly moving the computational mesh.4,6

The computational grid to solve the Navier-Stokes equations consists of mixed brick and tetrahedral
cells around the Zimmerman wing, see Figure 5. To assess the grid size sensitivity four grids with di�erent
spatial resolutions are utilized with 0:34� 106 (blue solid), 0:51� 106 (black dashed-dotted), 0:73� 106 (red
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Figure 4: Comparison of the force coe�cients for di�erent core radii

dashed), and 5:7� 106 (magenta dotted) cells for each mesh. For the time step sensitivity analysis 250 (blue
solid), 500 (red dashed), and 1000 (black dotted) time steps per motion cycle were chosen on the grid with
0:51 � 106 cells. From the results shown in Figure 6, the intermediate grid with 0:51 � 106 cells and 500
time steps per motion cycle show solutions with su�cient spatial and temporal resolution. The thrust on
the �nest mesh (5:7 � 106) has the highest peak by around 7;% but the chosen mesh is able to capture the
physics closely. The uid ow is assumed to be laminar. The �rst grid spacing from the wing surface is set
to 2:5� 10�3 and the outer boundary of the computational grid is located at 30 chords away from the wing.
At the outer computational boundary zero velocity and reference density are assigned. On the wing surface
the no-slip condition is applied.

III. Results and Discussion

A. Non-dimensionalization of the Data

The force data is non-dimensionalized by the dynamic pressure (based on the reference velocity Uref equal
to 4fh0, Section A 2) and the projected wing surface area. The thrust coe�cient is then de�ned as shown
in equation 7.

CT =
T

qS
(7)

Similarly the lateral force coe�cient is normalized by the same dynamic pressure and the projected wing
surface area.

B. Comparison of Force Generation

The force coe�cients, as described in Section A, for the three motions are presented in this section. The �rst
two cycles were cropped from the data set to remove the initial transient e�ects and the remaining 3 cycles
were phase averaged for forces obtained from the NS computations and the unsteady aerodynamic vortex
model. The comparison of the time history of the forces is shown in Figure 7. The unsteady aerodynamic
vortex model took approximately six hours on 12 CPUs to compute for �ve motion cycles, while the Navier-
Stokes computations took approximately 16 hours on 24 Intel Xeon CPUs.

The shape of the time history of the force coe�cients for the NS calculations is similar to the measurements
for all motions with slight under-prediction. As with the experiments there is a slight asymmetry in the force
coe�cients for the equivalent of the up and downstroke. For HM1 the NS results can almost be linearly scaled
to �t the experimental results. There is a small di�erence for HM2 in each stroke, that is the disproportion
between the �rst and second maximum in the thrust force coe�cient is slightly more pronounced in the NS
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(a) Computational domain (b) Mesh distribution around the Zimmerman wing

Figure 5: Computational grids for the Zimmerman wing
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Figure 6: Spatial and temporal sensitivity tests for the pure sinusoidal motion.

9 of 17

American Institute of Aeronautics and Astronautics

D
ow

nl
oa

de
d 

by
 U

N
IV

E
R

SI
T

Y
 O

F 
M

IC
H

IG
A

N
 o

n 
A

pr
il 

2,
 2

01
4 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
01

3-
66

 



0 0.2 0.4 0.6 0.8 1
−2

0

2

4

6

8

t/T

C
T

Experiment UAVM NS

(a) Thrust coe�cient hover motion 1
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(b) Lateral force coe�cient hover motion 1
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(c) Thrust coe�cient hover motion 2
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(d) Lateral force coe�cient hover motion 2
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(e) Thrust coe�cient pure sinusoidal motion
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(f) Lateral force coe�cient pure sinusoidal motion

Figure 7: Comparison of the force coe�cients of all three motions for the experiment, unsteady aerody-
namic vortex model and the NS computations
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calculations. And the di�erence between the up and downstroke are less pronounced for the purely sinusoidal
motion. For all motions however the shape is very similar. The time at which peaks and valleys occur in the
force coe�cients is nearly the same, the maximum lag between two maxima is 1:8 % percent of the period
(occuring in HM1).

The unsteady aerodynamic model predicts a shape of the time history of the force coe�cients that is less
similar to the experiments. The unsteady aerodynamic vortex model under-predicts the force coe�cients of
the experiment in the beginning of the stroke, t� = 0 � 0:2 and over-predicts the force coe�cients towards
the end of the stroke, generally for t� = 0:3�0:5; and similarly for the reverse stroke. This trend is observed
for all three motions. The location of the peaks is accurately predicted by the model, the maximum lag
between two maxima is 5:1 % of the period and occurs in HM2.

The average force coe�cients for the experiment, the NS calculations, and unsteady aerodynamic vortex
model are summarized in Table 2. The forces coe�cient computed and measured are of the same order of
magnitude and the di�erences are always smaller than 31 % with respect to the experiment.

Table 2: Base motion average force coe�cients and standard deviation, experiment (Exp) versus NS
(averaged over the last 4 cycles) and UAVM (averaged over the last 4 cycles)

HM1 HM2 Sine

Exp NS UAVM Exp NS UAVM Exp NS UAVM

CT 2:79 2:31 2:54 2:64 2:23 2:17 2:39 1:97 2:57

Mean�CT � �0:475 �0:243 � �0:41 �0:479 � �0:421 0:184

StdCT � 0:379 1:84 (1:25a) � 0:295 1:56 (1:01a) � 0:499 2:21 (1:55a)

On average the forces computed with NS are between 82 and 87 % of the coe�cients measured in the
experiment; the NS computations underpredict the force coe�cients consistently as shown in the time histo-
ries in Figure 7. The possible reasons for these di�erences may be found in the boundary conditions of each
setup. First, the experimental setup consists of water channel walls near wing motion, leading to blockage
e�ects, while in the NS computations the outer boundary of the computations domain is located orders
of magnitude away from the motion. Blockage e�ects would increase the forces measured. Second, in the
experiments an o�set between the center of the motions and the center of the water channel could cause
an asymmetry in the measured forces during the up and downstroke. The ow in the NS computation is
assumed to be fully laminar without an attempt to resolve small turbulence scales to capture turbulence or
laminar-to-turbulence transition. These potential sources of disagreement between the experiment and CFD
have not been quanti�ed and are being investigated.

Similar to predicting the shape of the time history of the forces, the prediction of the average force
coe�cients by the unsteady aerodynamic model is also less accurate. The di�erence in averaged force
coe�cients for HM1 and HM2 is about 20 %, about 7:5% for the thrust coe�cient of the pure sinusoidal
motion, and 31% for the lateral force coe�cient. These time-averaged thrust coe�cients are closer to the
experimental values compared to the NS computations, due to cancellation e�ects with an underprediction in
the �rst part of the stroke, t� = 0:05� 0:25 and overprediction of the forces in the second part of the stroke,
t� = 0:3 � 0:5. Potential sources of these discrepancies are discussed in Section C. The standard deviation
StdCT for the unsteady aerodynamic vortex model is indeed much greater than for the NS computations as
shown in Table 2. Note that StdCT reduces when the time history of thrust coe�cient is corrected for the
phase di�erence.

The ow visualization data24 and the ow �eld obtained from the NS computations revealed the presence
of tip vortices and a spanwise component of the ow from the tip towards the root of the wing. Compared
to the tip vortices on a hovering at plate at lower Reynolds numbers, i.e. Re = 100, the size of the tip
vortices observed in this study was smaller, also due to the narrower wing shape near the tip. On the other
hand, Shyy and Liu25 investigated the role of LEVs and spanwise e�ects at Re ranging from 10 to 6000 for
insect-like wings and kinematics. They observed that the spanwise e�ects were the greatest at Re = 6000
for hawkmoth kinematics and the spanwise ow became weaker as the Reynolds number is lowered. More
detailed and concrete study of the three-dimensional spanwise e�ects as a function of Re, k, and kinematics
is left as future study.

aPhase lag corrected std
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C. Comparison of Vorticity Field

Complementary to the force data acquisition, the vorticity �elds were measured and computed. To attain
the vorticity �eld in the experiment two dimensional particle image velocimetry is performed. From the
experiments it was found that the ow topology at half span is representative for the ow topology on the
majority of the airfoil.24

The vorticity �eld reveals a number of large-scale features, e.g. formation of a leading edge vortex. These
large-scale features are observed by all three methods and di�er distinctly for all three motions.

Figure 8 shows the vorticity of the phase-averaged ow �eld for HM1 at half span and phases as indicated
for the experiment, the NS computations, and the unsteady aerodynamic vortex model. At the beginning
of the stroke we see that the leading edge vortex (LEV) from the previous half stroke interacts with the
wing and breaks into two pieces, a small part owing over the leading edge dissipating almost immediately
and a larger part moves along the airfoil surface to the trailing edge where it interacts with the trailing
edge vortex (TEV) or starting vortex. There is evidence of one LEV forming from approximately t� = 0:2
until the end of the stroke. The largest thrust coe�cient occurs at t� = 0:2. After the change in pitch rate
at t� = 0:4, where the largest force coe�cient occurs, another starting vortex appears at the trailing edge.
This vortex and the starting vortex at stroke reversal, which has opposite circulation, combine to form a
persistent vortex structure.

The phase-averaged vorticity for HM2 is plotted in Figure 9. Similar to HM1, the LEV interacts with
the wing, right after the stroke reversal. The LEV breaks into two parts, where the larger part joins the
starting vortex at the trailing edge. The other part remains around the leading edge and is entrained and
annihilated by the new LEV having opposite circulation. In this case the LEV detaches between t� = 0:2
and 0:4, stimulated by the increase of the pitch angle at t� = 0:25. A new LEV forms around t� = 0:4.
These ow features correlate closely with the two peaks in force coe�cients. The �rst peak is called the
wake-capture peak,26 where the wing-wake interaction results in thrust enhancement. The second thrust
peak is mainly due to the generation of the LEV on the suction side of the wing.26

In Figure 10, the phase-averaged vorticity and streamlines for the sine motion are plotted. At the start
of the stroke during stroke reversal, the vorticity contours show signi�cantly weaker LE and TE vortices
compared to the other two kinematics, which is consistent with the relative low force coe�cient measured
at these phases. For this kinematics the LEV is observed �rst on the image corresponding to t� = 0:2. The
force coe�cients at the beginning of the stroke are small but as the LEV grows larger the force coe�cients
surmount the maximum coe�cients of both HM1 and HM2. There is no formation of a TEV at stroke
reversal, in contrast to HM1 and HM2.

The NS computations of the vorticity �eld compares well to the experiment. The largest di�erence occurs
at t� = 0:1, at this phase there is a negative vorticity region on the bottom of the airfoil that is not present
in the PIV measurements. The maximum positive vorticity in that same region is roughly twice as large as
the experiment. For all other phases the vorticity �eld in the near �eld, within 1 chord length of the airfoil,
is nearly identical to the measurements; further away from the airfoil the NS computations displays a larger
di�usion of the vorticity compared to the experiment, which may be due to the numerical viscosity or the
presence of the walls in the experiments.

The vorticity ow �eld for the UAVM is obtained �rst by calculating the induced velocity �eld from the
position and strength of discrete vortices in the ow �eld. The vorticity then follows by taking the curl of
the induced velocity. In general the UAVM is able to capture the major ow structures around the wing:
the LEV during the mid-stroke as well TEV are well de�ned. However, the LEV is over-predicted in UAVM,
partly due to the assumption of constant shedding of the vortices at the leading edge. Moreover, the viscous
di�usion, externally modeled into the UAVM, is less than in the NS computation or in the experiments.
Finally, there is no mechanism present in UAVM that prevents the vortices in the ow �eld to pass through
the wing. These three reasons may be the potential sources for the large di�erence in the forces during the
�rst part of the stroke as depicted in Figure 7 between t� = 0:05 � 0:15 for HM1 and sine motion. The
vorticity �eld at t� indeed shows presence of additional vortices upstream of the wing for the UAVM results
that are not present in the PIV measurements and NS computations. Note also small blob of vorticity on
the suction side of the wing near the TE at t� = 0:1 in UAVM that seems to be connected to the vorticity
beneath the pressure side of the wing. On the other hand, HM2, the vorticity �eld obtained from UAVM
(t� = 0:1) is closer to that of the PIV and NS computation. This is also consistent with the better correlation
of the forces around this time instant for HM2. Exact quanti�cation of these arti�cial e�ects requires future
study.
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Figure 8: Comparison of vorticity plots for HM1 base at half span, left image is the NS computation
result, the middle image is the PIV experiment, and the right image displays the vorticity calculated from
the unsteady aerodynamic vortex model
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Figure 9: Comparison of vorticity plots for HM2 base at half span, left image is the NS computation
result, the middle image is the PIV experiment, and the right image displays the vorticity calculated from
the unsteady aerodynamic vortex model
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Figure 10: Comparison of vorticity plots for Sine base at half span, left image is the NS computation
result, the middle image is the PIV experiment, and the right image displays the vorticity calculated from
the unsteady aerodynamic vortex model
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IV. Conclusions

This paper assesses the force generation and the ow �eld of a hovering three-dimensional Zimmerman
wing undergoing bio-inspired kinematics obtained using direct force and Particle Image Velocimetry mea-
surements, Navier-Stokes equation solver, and Unsteady Aerodynamic Vortex Model. Three pitch-plunge
motions derived from hawkmoth kinematics are considered, namely: pitch angle equal to i) feathering angle
without elevation angle (HM1); ii) feathering angle with a correction for the elevation angle (HM2); and iii)
a sinusoidal �t of the feathering angle (sine).

Aerodynamic forces calculated by solving the Navier-Stokes equations are consistent with the direct
force measurements. The time-averaged forces are lower by 82 to 87 % of the force coe�cients measured
experimentally. The small di�erences can be related to a number of factors. First, the presence of wall
and blockage e�ects in the water channel might increase the forces measured in the experiment. Second,the
presence of an induced ow, which may not be well-developed in the simulations may also result in higher
force coe�cients. Third, the Navier-Stokes equation solutions are computed by assuming laminar ow,
therefore turbulence e�ects or transitional e�ects from laminar-to-turbulence are not included but may be
present in the experiments. Similar to the forces, the vorticity �eld computed from Navier-Stokes equation
solver shows qualitatively similar ow structures. The vorticity magnitude is slightly smaller than what has
been observed in the PIV measurements. The computational time for �ve motion cycles was around 16 hours
on 24 CPUs.

The Unsteady Aerodynamic Vortex Model captures the major trends of the force history with larger
di�erences in the amplitude and phase than the Navier-Stokes computations. The computational time for �ve
motion cycles was around six hours on 12 CPUs. For the three cases considered, the Unsteady Aerodynamic
Vortex Model under-predicts the thrust in the �rst half of the motion stroke, while the thrust in the second
half is much greater. The resulting vorticity �eld illustrates that the strength of the leading-edge vortex is
over-predicted, which in turn a�ects the wing-wake interaction that occurs right after the stroke reversal.
Further potential sources of this discrepancy are the simpli�ed model of vortex di�usion and the arti�cial
wing-wake interaction. As a result the time-averaged thrust coe�cient from the Unsteady Aerodynamic
Vortex Model yielded closer values than the Navier-Stokes equations for the force measurements due to
cancellation e�ects for HM1 and sine motions, while the di�erence was greater for HM2 that showed the best
agreement with the experiment and the Navier-Stokes computations, where the vorticity �eld showed the
least wing-wake interaction. The standard deviation is consistently greater than that of the Navier-Stokes
computations.
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