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ABSTRACT

Evidence for Electroweak Production of W±W±jj in Proton-Proton Collisions
at

√
s = 8 TeV with the ATLAS Detector at the LHC

by

Lulu Liu

Chair: Junjie Zhu

This thesis presents the first study of the same-electric-charge W±W±jj

production using 20.3 fb−1 of proton-proton collision data at
√

s = 8

TeV recorded by the ATLAS detector at the LHC during the year of 2012.

Only the leptonic decays of both W ’s are considered. Events are selected

with two same-electric-charge leptons (e±e±, e±µ±, µ±µ±) and at least two

jets. The inclusive and electroweak productions of W±W±jj are studied

in two fiducial signal regions and the production cross sections are mea-

sured. First evidence for inclusive and electroweak production is observed

with a significance of 4.5 and 3.6 standard deviations respectively. The

measured cross sections are in agreement with the Standard Model pre-

diction. First set of constraints on the anomalous WWWW quartic gauge

couplings are derived.
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Introduction

The Standard Model (SM) of particle physics has been very successful in describ-

ing all known elementary particles and their interactions. Only one piece remained

missing in the SM until the Higgs discovery in July 2012 [1, 2]. The Higgs boson is

the centerpiece in the SM for electroweak symmetry breaking (EWSB), the mech-

anism for generating mass for the particles. The newly discovered Higgs particle

has been found to be consistent with the SM one [3, 4]. However, it still remains to

be confirmed whether the Higgs mechanism is fully responsible for EWSB.

In the SM, Vector Boson Scattering (VBS) processes involve the Higgs boson

and the absence of the Higgs would lead to unitarity violation at high di-boson in-

variant mass [5–7]. If the Higgsmechanism is not fully responsible for EWSB, other

mechanisms have to exist to avoid the unitarity violation and deviations of VBS

processes from the SM predictions will be observed. It is thus crucial to study VBS

processes at the LHC to ascertain the nature of EWSB. VBS processes also involve

quartic gauge couplings (QGC) vertices. No direct evidence has been observed for

processes involving QGC in previous attempts made in other experiments [8–12].

Among all VBS processes at the LHC, same-electric-charge W±W±jj has the best

signal-to-background ratio and is one of the most promising candidates for the

first study of VBS at the LHC.

This thesis presents the first study of the inclusive and electroweak produc-

tions of W±W±jj process with the ATLAS detector at 8 TeV. First evidence has

been observed for both the inclusive and electroweak productions, where the lat-

ter indicates evidence for W±W± VBS process. Constraints on anomalous quartic

gauge couplings (aQGC) are set for the first time on WWWW vertex.

This thesis is organized as follows. Chapter 1 discusses the theory. Chap-

ter 2 gives an overview of the LHC and the ATLAS detector. Chapter 3 presents

the object reconstruction and selections. Chapter 4 presents the details about the

W±W±jj measurement. Chapter 5 gives the conclusion and outlook.

1



CHAPTER 1

Theory

1.1 The Standard Model

The SM describes three fundamental interactions among the elementary particles:

the strong interaction, the weak interaction and the electromagnetic interaction,

based on the gauge symmetry SU(3)C ×SU(2)L×U(1)Y , where SU(3)C is the sym-

metry group of the strong interaction and SU(2)L × U(1)Y is the symmetry group

of the unified electroweak interaction. The charge associated with each of the three

symmetries is called color for SU(3)C , weak isospin for SU(2)L and weak hyper-

charge for U(1)Y . The electromagnetic U(1)em symmetry appears as a subgroup of

SU(2)L × U(1)Y after the electroweak symmetry breaking.

The elementary particles in the SM, apart from the Higgs boson, can be put into

two categories: the matter particles and the force carriers. All matter particles are

fermions with spin 1/2, which are summarized in Table 1.1. All force carriers are

vector bosons with spin 1, which appear in the SM theory as gauge fields and thus

called gauge bosons, summarized in Table 1.2. The Higgs boson is a scalar with

spin 0 and mass measured to be around 125 GeV [1, 2]. In Table 1.1 the neutrinos

are listed as weak (or flavor) eigenstates, which are mixtures of mass eigenstates

and the mass is defined as the average meff
νℓ

=
√

∑

i |Uℓi|2m2
νi, where ℓ = e, µ, τ

and i denotes the three mass eigenstates. The matrix Uℓi specifies the mixings.

By historical convention, the quarks are instead listed as mass eigenstates which

are mixtures of weak eigenstates, and the mass is given as calculated using MS

renormalization scheme except the top mass as the measured pole mass.

The SM is a chiral theory, in the sense that the chiral left-handed and right-

handed fermions behave differently in weak interactions, described by the SU(2)L

doublets and singlets respectively. The physical fermions are mixtures of both

chiralities except the neutrinos. The neutrinos are found to be always chiral left-

handed.

2
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Generation Leptons Charge [e] Mass [MeV] Quarks Charge [e] Mass [MeV]

1st
e− -1 0.511 u +2/3 2.3+0.7

−0.5

νe 0 < 2 × 10−6 (95% CL) d -1/3 4.8+0.5
−0.3

2nd
µ− -1 105.658 c +2/3 (1.275 ± 0.025) × 103

νµ 0 < 0.19 (90% CL) s -1/3 95 ± 5

3rd
τ− -1 1776.82 ± 0.16 t +2/3 (173.21 ± 0.87) × 103

ντ 0 < 18.2 (95% CL) b -1/3 (4.18 ± 0.03) × 103

Table 1.1: Leptons and quarks. [13]

Particle Interaction Spin Charge [e] Mass [GeV]
g (gluon) strong 1 0 0
W± weak 1 ±1 80.385 ± 0.015
Z weak 1 0 91.1876 ± 0.0021
γ (photon) electromagnetic 1 0 0
H - 0 0 125.7 ± 0.4

Table 1.2: Gauge bosons and the Higgs boson. [13]

1.2 Gauge Boson and Higgs Interactions

The dynamics of the SM are specified by the Lagrangian density of the theory,

which can be put as [14]:

LSM = Lgauge + Lfermion + LHiggs + LYukawa, (1.1)

where

Lgauge = −1

4
Gi

µνG
iµν − 1

4
W i

µνW
iµν − 1

4
BµνB

µν , (1.2)

Lfermion =
∑

ℓ

iℓ̄Lγ
µDµℓL +

∑

q

iq̄Lγ
µDµqL +

∑

u

iūRγ
µDµuR

+
∑

d

id̄Rγ
µDµdR +

∑

e

iēRγ
µDµeR, (1.3)

LHiggs = (DµΦ)†(DµΦ) − V (Φ) = (DµΦ)†(DµΦ) − µ2Φ†Φ − λ(Φ†Φ)2, (1.4)

LYukawa = −
∑

q,u

yquq̄LΦ̃uR −
∑

q,d

yqdq̄LΦdR −
∑

ℓ,e

yℓeℓ̄LΦeR + h.c.. (1.5)

The gauge fixing and ghost terms have been ignored here.

The lepton and quark fileds are given in weak eigenstates. The SU(2)L doublet
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fields for leptons and quarks are defined as

ℓL =

(

νℓ

ℓ−

)

L

, qL =

(

u

d

)

L

, (1.6)

where ℓ can be e, µ or τ and (u, d) can be also (c, s) and (t, b). The SU(2)L singlet

field is denoted as eR, uR and dR, where e, u and d actually runs over all charged

leptons and u- and d-type quarks. The chiral left- and right-handed field for a

fermion ψ is defined as

ψL = PLψ =
1 − γ5

2
ψ, ψR = PRψ =

1 + γ5

2
ψ. (1.7)

The chiral right-handed neutrino field has been ignored here, which can be intro-

duced similarly in the kinematic and mass terms.

The gauge field strength tensors are given as

Gi
µν = ∂µG

i
ν − ∂νG

i
µ − gsfijkG

j
µG

k
ν , i, j, k = 1, · · · , 8 (1.8)

W i
µν = ∂µW

i
ν − ∂νW

i
µ − g1ǫijkW

j
µW k

ν , i, j, k = 1, · · · , 3 (1.9)

Bµν = ∂µBν − ∂νBµ, (1.10)

where Gi
µ (i = 1, · · · , 8), W i

µ (i = 1, 2, 3) and Bµ are the gauge fields for SU(3)C ,

SU(2)L and U(1)Y respectively. The covariant derivative is

Dµ = ∂µ +
ig1

2
~τ · ~Wµ +

ig2

2
Y Bµ +

igs

2
~λ · ~Gµ, (1.11)

where ~λ, ~τ and Y are the generators for the corresponding gauge symmetry groups

and g1,2,s is the coupling strength factor.

In the Lagrangian 1.1, there are no bare mass terms for fermions or gauge

bosons due to the requirement of gauge invariance. The Higgs field Φ is intro-

duced to break the SU(2)L × U(1)Y symmetry and generate the mass terms in a

gauge invariant way [15–17]. The Higgs field Φ is a complex scalar which can be

put as

Φ =

(

φ+

φ0

)

=

(

1√
2
(φ1 + iφ2)

1√
2
(φ3 + iφ4)

)

. (1.12)
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where φi = φ†
i are Hermitian fields. The Higgs potential in Eqn. 1.4 now becomes

V (Φ) =
1

2
µ2

(

4
∑

i=1

φ2
i

)

+
1

4
λ

(

4
∑

i=1

φ2
i

)2

. (1.13)

V (Φ) has anO(4) symmetry and one can always choose the axis such that 〈0|φi |0〉 =

0 for i = 1, 2, 4 and 〈0|φ3 |0〉 = v ≥ 0 (unitary gauge). Then the vacuum expectation

value of the field and the potential can be written as

Φ0 =
1√
2

(

0

v

)

, (1.14)

V (v) =
1

2
µ2v2 +

1

4
λv4. (1.15)

For V (v) to be bounded from below, one needs λ > 0. For µ2 > 0, the minimum of

V (v) happens at v = 0 with SU(2)L × U(1)Y unbroken. For µ2 < 0, V (v) has the

minimum at

v =

√

−µ2

λ
. (1.16)

The Higgs potential is shown in Figure 1.1 qualitatively for µ2 > 0 and µ2 < 0. The

Higgs field Φ can be expanded around the minimum with

Φ =
1√
2

(

0

v + H

)

(1.17)

whereH is a Hermitian scalar fieldwhich represents the physical Higgs boson. The

other three degrees of freedom, which have been chosen to be zero in the unitary

gauge, correspond to the massless Goldstone bosons.

The Higgs kinematic term can now be expanded as

(DµΦ)†DµΦ =
1

2
(∂µH)2 +

g2
1

8
(W 1µ + iW 2µ)(W 1

µ − iW 2
µ)(v + H)2

+
1

8
(g1W

3µ − g2B
µ)(g1W

3
µ − g2Bµ)(v + H)2

=
1

2
(∂µH)2 +

g2
1

4
W+µW−

µ (v + H)2 +
1

2

g2
1 + g2

2

4
ZµZµ(v + H)2, (1.18)
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Figure 1.1: The Higgs potential as a function of
√

Φ†Φ for the case of µ2 > 0 and
µ2 < 0.

where we have defined the new fields

W± =
W 1 ∓ iW 2

√
2

, (1.19)

Z =
g1W

3 − g2B
√

g2
1 + g2

2

(1.20)

which are the physical W± and Z bosons. The photon field is identified as

A =
g1B + g2W

3

√

g2
1 + g2

2

. (1.21)

The weak mixing angle θW is defined by

sin θW =
g2

√

g2
1 + g2

2

, cos θW =
g1

√

g2
1 + g2

2

(1.22)

The terms in Eqn. 1.18 not involvingH give themasses forW± and Z, while the

other terms specify the couplings between the Higgs boson and the gauge bosons.
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If we define the W± and Z mass as

mW =
g1v

2
, (1.23)

mZ =
v
√

g2
1 + g2

2

2
(1.24)

Eqn. 1.18 becomes

(DµΦ)†DµΦ =
1

2
(∂µH)2 + m2

W W+µW−
µ +

2m2
W

v
W+µW−

µ H +
m2

W

v2
W+µW−

µ H2

+
1

2
m2

ZZµZµ +
m2

Z

v
ZµZµH +

m2
Z

2v
ZµZµH

2. (1.25)

The Lagrangian term 1.2 can now be spelled out using the newly defined W±,

giving a 3-point triple gauge couplings (TGC) term

LW 3 = − ig1(∂ρW
3
ν )W+

µ W−
σ [gρµgνσ − gρσgνµ]

− ig1(∂ρW
+
µ )W 3

ν W−
σ [gρσgµν − gρνgµσ]

− ig1(∂ρW
−
σ )W 3

ν W+
µ [gρνgµσ − gρµgνσ] (1.26)

and a 4-point QGC term

LW 4 =
g2
1

4

[

W+
µ W+

ν W−
σ W−

ρ Qµνρσ − 2W+
µ W 3

ν W 3
σW−

ρ Qµρνσ
]

, (1.27)

where

Qµνρσ = 2gµνgρσ − gµρgνσ − gµσgνρ. (1.28)

These two terms generate the gauge boson self-interactions after replacingW 3 with
g1Z + g2A
√

g2
1 + g2

2

. The TGC and QGC involving only the neutral Z and γ bosons are

absent at LO in the SM given the SU(2)L × U(1)Y symmetry group structure.

The feynman rules are summarized in Table 1.3 [14] for the gauge boson and

Higgs interactions which are most relevant for VBS processes.

In this section, we have presented the gauge and Higgs sectors of the SM La-

grangian, which generate the W/Z mass, the gauge boson - Higgs couplings and

the gauge boson self-interactions. The fermion mass and the fermion couplings to

the gauge boson and Higgs boson can be derived from Eqn. 1.3 and 1.5 [14] and

will be skipped here.
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Vertex Diagram Feynman rule

W+
µ W−

ν H

W+
µ

W−
ν

H 2igµν

m2
W

v

ZµZνH

Zµ

Zν

H 2igµν

m2
Z

v

W+
µ (p)γν(q)W

−
σ (r)

p

r

q

W+
µ

W−
σ

γν ieCµνσ(p, q, r)

W+
µ (p)Zν(q)W

−
σ (r)

p

r

q

W+
µ

W−
σ

Zν ig1 cos θWCµνσ(p, q, r)

W+
µ W+

ν W−
ρ W−

σ

W+
µ

W+
ν

W−
ρ

W−
σ

ig2
1Qµνρσ

W+
µ ZνγσW

−
ρ

W+
µ

W−
ρ

Zν

γσ

−ieg1 cos θWQµρνσ

W+
µ ZνZσW

−
ρ

W+
µ

W−
ρ

Zν

Zσ

−ig2
1 cos2 θWQµρνσ

W+
µ γνγσW

−
ρ

W+
µ

W−
ρ

γν

γσ

−ie2Qµρνσ

Table 1.3: Feynman rules for the gauge and Higgs interactions. The momenta and
charge flow into the vertex. We have defined Cµνρ(p, q, r) ≡ gµν(q − p)σ + gµσ(p −
r)ν + gνσ(r − q)µ and Qµνρσ = 2gµνgρσ − gµρgνσ − gµσgνρ.
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1.3 Vector Boson Scattering

In general, VBS processes involve the following diagrams at leading order (LO)

as shown in Figure 1.2, 1.3 and 1.4. In choosing the vacuum expectation value as

in Eqn. 1.14 for the Higgs field, the other three degrees of freedom, or Goldstone

bosons, have disappeared and are absorbed by the W± and Z bosons to form the

longitudinal components 1. At high energies, the longitudinal components of the

vector bosons act just like the Goldstone bosons and are intimately related to the

Higgs. Thus the lontigudinal component of VBS VLVL → VLVL is of particular

interest and has been extensively studied theoretically [5–7].

W/Z/γ
W/Z/γ

Figure 1.2: The s-channel (left) and t-channel (right) VBS processes involving TGC.

Figure 1.3: VBS processes involving QGC.

H
H

Figure 1.4: VBS processes involving Higgs boson.

1The massless gauge bosons, photon and gluon, do not have the longitudinal components of
polarization.
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As an example, the leadng term in the W+
L W−

L scattering amplitude [18, 19] is 2

iMs-channel
TGC = −i

g2
1

4m4
W

[

s(t − u) − 3m2
W (t − u)

]

, (1.29)

iMt-channel
TGC = −i

g2
1

4m4
W

[

t(s − u) − 3m2
W (s − u) +

8m2
W

s
u2

]

, (1.30)

iMQGC = i
g2
1

4m4
W

[

s2 + 4st + t2 − 4m2
W (s + t) − 8m2

W

s
ut

]

, (1.31)

iMHiggs = −i
C2

vg
2
1

4m2
W

[

(s − 2m2
W )2

s − m2
H

+
(t − 2m2

W )2

t − m2
H

]

. (1.32)

Here we have listed the amplitudes separatly for the s-channel and t-channel TGC

diagrams in Figure 1.2, the QGC diagram in Figure 1.3 and the Higgs diagrams in

Figure 1.4. A coupling scale factor C2
v is inserted for the Higgs term which should

be exactly 1 in the SM. The TGC terms Eqn. 1.29 and 1.30 combine to give

iMTGC = −i
g2
1

4m4
W

[

s2 + 4st + t2 + 3m2
W t − 5m2

W s + 8m2
W

t2

s

]

(1.33)

which cancels the QGC term to give

iMTGC + iMQGC = i
g2
1

4m2
W

(s + t) + O((s/m2
W )0). (1.34)

In the high energy limit,

iMHiggs = −i
C2

vg
2
1

4m2
W

(s + t), (1.35)

which nicely cancels the term 1.34 to give O((s/m2
W )0) dependence for the total

amplitude if C2
v is exactly equal to 1. In the absence of the Higgs boson, with

C2
v = 0, the scattering amplitude Eqn. 1.34 grows as a function of the center-of-

mass energy squared s and violates unitarity in the TeV regime. This is one of the

reasons the Higgs boson is needed in the SM. In some new physics scenarios, for

example the two-Higgs doublet model (2HDM) [20–22], where C2
v is not exactly

2Mandelstam variables s, t and u are defined for a two-particle scattering process with incoming
4-momenta p1, p2 and outcoming 4-momenta p3, p4 as:

s = (p1 + p2)
2 = (p3 + p4)

2, t = (p1 − p3)
2 = (p2 − p4)

2, u = (p1 − p4)
2 = (p2 − p3)

2.
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1, the O(s) energy dependence should be observed at high energies [18, 19] until

new physics comes in to complete the cancellation.

1.4 Anomalous Quartic Gauge Coupling

New physics may exist at an energy scale well beyond the reach of LHC. The low

energy effects of new physics at high energy scale can be parameterized using ef-

fective field theory by adding higher dimensional operators to the SM Lagrangian

Leff = LSM +
∑

d≥4

∑

i

α
(d)
i

Λd−4
O

(d)
i . (1.36)

The chiral Lagrangian approach [23, 24] is taken in this thesis. The new operators

added can affect the TGC and QGC vertices depending on the fields involved. The

anomalous triple gauge couplings (aTGC) have been constrained tightly in other

studies and are not considered here. The lowest-order operators which contribute

to the QGC vertices are dimensional-4 operators

α4O
(4)
4 = α4 [Tr(VµVν)]

2 , α5O
(4)
5 = α5 [Tr(VµV

µ)]2 , (1.37)

where Vµ is defined as

Vµ = Σ(DµΣ)† (1.38)

and the field Σ is built out of the Goldstone scalar triplet with

Σ = exp

(

− i

v
~w

)

(1.39)

Vµ can reduce to −ig1
~Wµ + ig2Bµ in the unitary gauge where Σ = 1.

Adding operators to the SM Lagrangian usually violates unitarity. The K-

matrix method [25–27] is used in this thesis to restore unitarity for the aQGC im-

plementation. For partial wave amplitude al, the optical theorem requires for the

Argand-circle unitarity condition

|al − i/2| = 1/2, (1.40)
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which can be also put as

Im
1

al

= −1. (1.41)

In K-matrix model, for an arbitrary amplitude a(s), it can be transformed into a

unitary amplitude by taking the real part of 1/a(s) and adding−i as the imaginary

part

a(s) → aK(s) =
1

Re(1/a(s)) − i
. (1.42)

which is equivalent to projecting the amplitude onto the Argand circle, as illus-

trated in Figure 1.5, where the amplitude is already taken as real.

Figure 1.5: The projection of a real amplitude a(s) onto the Argand circle.



CHAPTER 2

The LHC and ATLAS

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [28] is a particle accelerator and collider oper-

ated by CERN, located on the border between France and Switzerland. It makes

use of a multi-stage complex to accelerate charged particle beams to multi-TeV en-

ergy. The LHC complex is shown in Figure 2.1, which consists of the Linac, Pro-

ton Synchrotron Booster (PSB), Proton Synchrotron (PS), Super Proton Synchrotron

(SPS) and the LHC main ring with a circumference of 27 km. The energy at each

stage of the acceleration chain is listed and proton beams are accelerated to energy

450 GeV before they are injected into the main ring, where the final stage of the

acceleration is done.

Figure 2.1: The LHC accelerator complex.

There are four collision points on the main ring, each hosting one of the four

13
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main experiments: ATLAS, CMS, LHCb and ALICE [29–32], as shown in Fig-

ure 2.2.

Figure 2.2: The four collision points at LHC.

The LHC has a design center-of-mass energy of 14 TeV for proton-proton colli-

sions. So far it has only operated at reduced energies of 900 GeV (2009), 7 TeV (2010

and 2011) and 8 TeV (2012). The proton beam is not continuous but organized in

bunches. For the run in 2012, proton bunches were seperated with 50 ns. Peak

instantaneous luminosity of 7.7 × 1033 cm−2s−1 was reached. The data sample an-

alyzed in this thesis was collected during the 2012 operation, with an integrated

luminosity of 20.3 fb−1.

2.2 The ATLAS Detector

ATLAS (A Toroidal LHC ApparatuS) [29] is one of the two general-purpose de-

tectors at the LHC. (The other one is CMS [30].) To fully exploit the discovery

potentials provided by the LHC collisions, the ATLAS detector has been designed

with the full capacity for detecting final state particles with high performance. The
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ATLAS detector consists of the magnet system, inner tracking detector, calorime-

ters, muon spectrometer and the trigger system. A cut-away view of the detector

is shown in Figure 2.3. The detector is a 44 m long cylinder with a 25 m diame-

ter which weighs around 7000 tonnes. A brief summary of the detector system is

given in this section. More details can be found in Ref. [29].

Figure 2.3: The ATLAS detector.

2.2.1 The Coordinate System

The ATLAS detector uses a right-handed coordinate system, with the nominal in-

teraction point as the origin, the x-axis pointing to the center of the LHC ring, the

y-axis pointing up and the z-axis along the tunnel. The x-y plane defines the trans-

verse plane. The A-side of the detector is defined as that with positive z and the

C-side with negative z. The polar angle θ is measured from the positive z-axis and

the azimuthal angle φ is measured in the transverse plane relative to the positive

y-axis. The rapidity of particles is defined as y = 1/2 ln [(E + pz)/(E − pz)]. In the

massless limit, where the particle mass is small compared to the momentum, the

rapidity can be approximated using pseudorapidity η = −ln tan(θ/2). This applies

to all leptons we discuss in this thesis. The transverse momentum pT, transverse
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energy ET and transverse missing energy Emiss
T are all defined in the transverse

plane. The distance ∆R is defined using the pseudorapidity and the azimuthal an-

gle as ∆R =
√

(∆η)2 + (∆φ)2. It is worth noting that differences in rapidity (∆y)

and pseudorapidity (∆η), distance ∆R, transverse momentum (pT) and transverse

energy (ET) are Lorentz invariant with respect to boosts along the z axis. Since we

do not know for each data event what the z-momenta of the colliding partons are,

it is important to work with variables which are not sensitive to boosts along the

z-axis.

2.2.2 Magnet System

The ATLAS magnet system consists of the solenoid magnet, which provides mag-

netic field for the inner detector, and the toroid magnets, which provide magnetic

field for the muon spectrometer. The solenoid magnet is 5.8 m long and has an

inner diameter of 2.46 m and an outer diameter of 2.56 m. The superconducting

windings provide the inner detector with a peak axial magnetic field of 2 T when

it’s operated at the nominal 7.730 kA current. There are three toroid magnets, two

in the endcap and one in the barrel, each consisting of eight coils working at a

nominal current of 20.5 kA. The barrel toroid is 25.3 m long with inner and outer

diameters of 9.4 m and 20.1 m. The endcap toroid is 5.0 m in length, 1.65 m in inner

diameter and 10.7 m in outer diameter. The magnetic field in the toroids is not uni-

form and peaks at 3.9 T and 4.1 T in the barrel and endcap respectively. The total

field integral (
∫

~Bd~L), which characterizes the total bending power of the magetic

field, is shown in Figure 2.4.

2.2.3 Inner Detector

The Inner Detector (ID) is designed to measure the tracks of charged particles

within |η| < 2.5, which can be used for charged particle momentummeasurement,

particle pattern recognition and primary and secondary vertex reconstruction. The

ID is contained in a cylinder of length ± 3512 mm and of radius 1150 mm, im-

mersed in a 2 T axial magnetic field. From the inner layer to the outer layer, it

consists of the Pixel detector, the Semi-Conductor Tracker (SCT) and the Transition

Radiation Tracker (TRT). A detailed layout is shown in Figure 2.5 for one quarter

of the inner detector.

Closest to the beam, the Pixel detector has the finest granularity. Using the
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Figure 2.4: Magnetic field integral along trajectories in the ATLAS detector with
φ = 0 (red) and φ = π/8 (black) as a function of η for infinite-momentum muons.

Figure 2.5: Layout of the ATLAS inner detector.

pixel technology, it can achieve a spatial resolution of 10 µm × 115 µm, which is

important for the interaction vertex reconstruction. There are three barrel layers
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and three endcap disks on each side. The pixel strip is in parallel with the beam in

the barrel and perpendicular in the endcap. With a total of 1744 sensors and 47232

pixels on each sensor, the total number of readout channels is over 82 million.

The SCT is made of four barrel layers and nine endcap disks on each side. It

uses the silicon micro-strip technology which can provide measurements with a

resolution of 17 µm in the φ direction and 580 µm in z (in the barrel) or R (in the

endcap) direction. The total area of detectors is 61 m2 with 6.2 million readout

channels.

The TRT is based on straw tubes, which are aligned in parallel with the beam

in the barrel region and radially in the endcap region. The straw tube is made of

a cathode tube with an anode wire in the center, filled with a mixture of 70% Xe,

27% CO2 and 3% O2 gas. The tube measures the drift time of ionization charges

caused by charged particles passing by and provides a spatial resolution of ∼ 130

µm. The gap between tubes are filled with transition radiator material. The Xe gas

can absorb transition radiation and cause a much higher signal than the minimum-

ionising charged particles. This feature is used for separating electrons with other

charged particles given the electron mass is much smaller than other particles and

electrons produce more transition radiation. The total number of readout channels

is around 351,000 for the TRT.

A typical track on average causes 3 hits in the Pixel, 8 hits in the SCT and 36

hits in the TRT.

2.2.4 Calorimeters

The ATLAS calorimeter system consists of the electromagnetic (EM) calorimeter

and the hadronic calorimeter. It covers the range of |η| < 4.9 and provides iden-

tification and energy measurement for electrons, photons, τ ’s, hadronic jets and

Emiss
T . A cut-away view of the calorimeter system is given in Figure 2.6. Both the

EM calorimeter and the hadronic calorimeter are designed based on the sampling

methodology, which consists of an absorber and an active material. The absorber is

usually of high density and serves for electromagnetic and hadronic shower devel-

opment and the active material collects and measures the energy deposited, which

is only a fraction of the total energy of the mother particle. With proper calibration,

the energy of the mother particle can be measured using extrapolation.

The EM calorimeter uses liquid Argon (LAr) as the active material and lead

plates as the absorber. It is further divided into the barrel (|η| < 1.475) and the
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Figure 2.6: The ATLAS calorimeter system.

endcaps (1.375 < |η| < 3.2). In the region |η| < 1.8 there is a presampler layer

of only LAr to measure the energy lost by electrons and photons to the material

before the calorimeter. The EM calorimeter has a finer granularity over |η| < 2.5

corresponding to the inner detector coverage to better measure the electrons and

photons. The coarser granularity in the rest of the calorimeter suffices for the jet

reconstruction and Emiss
T measurement. The hadronic calorimeter consists of the

tile calorimeter in the barrel (|η| < 1.0) and extended barrel (0.8< |η| < 1.7), LAr

hadronic endcap (1.5 < |η| < 3.2) and the LAr forward calorimeter (3.1 < |η| <

4.9). The tile calorimeter uses steel as the absorber and scintillating tiles as the

active material. The LAr hadronic endcap calorimeter uses copper as the absorber

and the LAr forward calorimeter uses copper and tungsten, both with LAr as the

active material.

The calorimeter is expected to completely contain the EM and hadronic show-

ers to avoid any punch-through into the muon system which lies just outside. The

total amount of material in the ATLAS detector before and in the EM calorimeter is

shown in Figure 2.7 in units of EM radiation length (the average length of material
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for a high-energy electron to lose all but 1/e of its energy). The total amount of

material before the muon system is shown in Figure 2.8 in units of nuclear inter-

action length (the average length of material to reduce the number of particles by

1/e when they pass through).

Figure 2.7: Total amount of material before and in the EM calorimeter in units of
EM radiation length.

Figure 2.8: Total amount of material before the first active layer of themuon system
in units of nuclear interaction length.

The energy resolution of the calorimeters is usually parameterized as

σE

E
=

a√
E

⊕ b

E
⊕ c, (2.1)

with E in GeV, where a is the stochastic term, b the noise term and c the con-

stant term reflecting local non-uniformities in the calorimeter response. For the
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EM calorimeter, the design values are respectively a ≃ 10%, b ≃ 0.17 GeV and c =

0.7% [33]. For the tile calorimeter and LAr hadronic endcap, the resolution is [29]

σE

E
=

50%√
E

⊕ 3%, (2.2)

and for the LAr forward calorimeter

σE

E
=

100%√
E

⊕ 10%. (2.3)

2.2.5 Muon Spectrometer

The muon spectrometer is stationed outside the calorimeters and forms the outer-

most part of the whole ATLAS detector. The layout of the muon system is shown

in Figure 2.9.

Figure 2.9: Layout of a quarter of the muon system. TheMDT’s are shown in green
color in the barrel and blue color in the endcap. The CSC’s, TGC’s and RPC’s are
marked in the plot.

Precision measurements of muon tracks are provided by Monitored Drift Tube

(MDT) chambers in most of the detector range. There are three stations of MDT

chambers in the barrel (|η| < 1.0) arranged as three concentric cylinders and four

stations in the endcap (1.0 < |η| < 2.7) arranged as four disks. For the innermost

endcap disk in the region 2.0 < |η| < 2.7, the MDT’s are replaced with Cathode
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Strip Chamber (CSC) to deal with higher particle fluxes.

The MDT’s are cathode tubes of diameter 29.970 mmwith an anode wire in the

center at a potential of 3080 V. The tubes are filled with 93% Ar and 7% CO2 at a

pressure of 3 bar. The secondary ionizations in the gas caused by muons passing

by are collected by the wire and the drift time of the charges gives the distance of

the muon track to the central wire. On average it can achieve a spatial resolution

of ∼ 80 µm per tube. Each MDT chamber consists of six to eight layers of MDT’s.

The CSC’s are multi-wire gas chambers, with cathode strip readout. The gas is a

mixture of Ar-CO2 in the ratio 80%-20% and the wire operates at a potential of 1900

V. The spatial resolution of CSC’s is ∼ 60 µm.

Two types of dedicated fast trigger chambers are employed, the Resistive Plate

Chamber (RPC) in the barrel (|η| < 1.0) and the Thin Gap Chamber (tgc) in the end-

cap (1.0 < |η| < 2.4). Both chambers deliver the track information within a spread

of 15-25 ns for triggering. The trigger chambers also complement the measurement

of the track coordinates in the non-bending plane with a single hit spatial resolu-

tion of 5-10 mm, while precision chambers dominate in measuring the coordinates

in the bending plane. The trigger efficiency in the barrel region is slightly lower

than the endcap region (∼80% in the barrel and∼95% in the endcap for CBmuons)

due to smaller geometrical acceptance in the barrel region [34].

The overall performance of the muon spectrometer is expected to achieve a

relative momentum resolution better than 3% for a wide range of pT and 10% for a

1 TeV muon when measuring the muon track alone (without the ID).

2.2.6 Trigger System

With a design proton bunch-crossing period of 25 ns, the collisions happen at a

rate of 40 MHz, which is way beyond what the readout electronics can handle.

Moreover, not all collision events are of interest for physics analysis. A trigger

system is thus in need to quickly decide whether an event is interesting and worth

recording.

The ATLAS trigger system has a three-level structure, consisting of L1, L2 and

the event filter. The L1 trigger uses only a fraction of the total detector information

and looks for signatures of high-pT muons, electrons, photons, jets and τ -leptons

decaying into hadrons, as well as large missing and total transverse energy. The

decision is made through custom-designed on-detector electronics within 2.5 µs to

reduce the event rate to about 75 kHz. The L1 trigger also tags a certain number
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of Regions-of-Interest (RoI) where it identifies interesting features. The L2 trigger

then looks at the RoI’s more closely with all the detector information there and

reduces the rate to 3.5 kHz. The event filter does offline analysis with an average

of four seconds processing time for each event to finally reduce the rate to 400 Hz.

A schematic view of the ATLAS trigger system is shown in Figure 2.10 [35].

Figure 2.10: Schematic of the ATLAS trigger system.



CHAPTER 3

Object Reconstruction and Identification

In proton-proton collisions, different kinds of particles can be produced. Many

are short-lived and decay quickly into other particles, like the W/Z bosons, Higgs

boson and top quark. Quarks and gluons hadronize before interacting with the

detector. Eventually the detector can only reconstruct a certain range of final state

objects. These include electrons, muons, photons, hadronic jets and missing trans-

verse energy and are building blocks for most physics analyses. Different final

state objects interact with the ATLAS detector in different ways, as shown briefly

in Figure 3.1. In this chapter we discuss the reconstruction and identification of

these final state objects used in this thesis.

3.1 Electrons

Electron reconstruction is seeded by energy clusters in the EM calorimeter with

at least 2.5 GeV transverse energy. Energy clusters are defined by a sliding-window

algorithm [36] out of energy showers of size ∆η×∆φ = 0.025×0.025. Seed clusters

are then matched to tracks found in the inner detector. When multiple tracks are

matched to the same cluster, the one with at least one hit in the Pixel detector

is prefered. If more than one track has Pixel hits, the one with the smallest ∆R

distance between the extrapolated track in the middle layer of the EM calorimeter

and the barycenter of the cluster and with more Pixel hits is chosen as the primary

track. All such cluster-track matches are taken as the electron candidates. The

electron reconstruction efficiency is shown in Figure 3.2. Each of the candidate

clusters is then rebuilt using 3 × 7 (5 × 5) cells in η × φ in the barrel (endcap) of

the EM calorimeter. The η and φ directions are from the matched track, except

for electrons with only tracks having less than four silicon hits the cluster η and

φ are used. The final electron energy is given by the cluster energy after in-situ

calibration using Z → ee and J/ψ → ee data events [37]. The electron energy scale

24
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Figure 3.1: Different interactions between final state objects and the detector.

correction applied to the MC simulation is shown in Figure 3.3 together with the

uncertainties for central electrons [38]. The electron energy resolution is measured

in data and shown in Figure 3.3 for electrons with |η| = 0.2.

Not all electron candidates are good signal electrons. To suppress background

electrons from hadronic jet fakes, photon conversions and hadron decays, a set

of electron identification menus are defined based on shower shape of the clus-

ter in the EM calorimeter, the track properties in the inner detector, the matching

propertities between the cluster and the track as well as leakage into the hadronic

calorimeter and so on. Both cut-based and multivariate-based menus are provided

with loose, medium and tight criteria, each giving different signal efficiency and

background suppression level. Usually higher signal efficiency also comes with

higher background contamination. More details about these identification defi-

nitions can be found in Ref. [39] for the 2012 ATLAS data. The efficiencies for

different identification menus are shown in Figure 3.4.
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Figure 3.2: Electron reconstruction efficiencies as a function of the electron ET (left)
integrated over the whole η range and η (right) for electrons with 15 GeV < pT <
50 GeV. An improvement in the 2012 run is due to a new track reconstruction
algorithm and improved track-cluster matching.

Figure 3.3: Electron energy scale correction factor and its uncertainty as a func-
tion of ET for electrons with |η| < 0.6 (left) and electron energy resolution and its
uncertainty as a function of ET for electrons with |η| = 0.2.

3.2 Muons

The reconstruction of muons mainly relies on the muon spectrometer (MS) and

the innder detector (ID) and to a less extent on the calorimeters. Depending on the

information available from different sub-detectors for the muon tracks, there are

four types of muons reconstructed:
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Figure 3.4: Measured combined electron reconstruction and identification efficien-
cies as a function of the electron ET (left) and η (right). Here “LH” stands for
“likelihood” and marks the multivariate-based menus. Only the cut-based “loose”
and “tight” menus are used in this thesis.

• Stand-Alone (SA) muons: For the range 2.5 < |η| < 2.7, which is beyond the

ID coverage, the muon tracks can only be reconstructed in the MS. The MS

track is extrapolated back to the closest point to the beam line to determine

the parameters at the interaction point. The energy loss of the muon in the

calorimeters is estimated and corrected. In general at least two layers of MS

chambers are needed to provide a track measurement.

• Combined (CB) muons: Muons tracks are reconstructed in both the MS and

ID and a combination of the two is performed. This is themain type ofmuons

reconstructed and extensively used by most analyses.

• Segment-Tagged (ST) muons: The muon track is only reconstructed in the ID

andwhen extrapolated to theMS it is found to be associatedwith a local track

segment in theMS. These muons only trasverse one layer of MS chamber due

to low pT or reduced MS coverage in that area.

• Calorimeter-Tagged (CT) muons: When an ID track is not associated with

anyMS track segment but found to be associated with energy deposit consis-

tent with an minimum-ionising particle in the calorimenter, it is indentified

as a CT muon.

Two different algorithms are available for SA, CB and ST muon reconstruction,

the STACO [40], or Chain 1, and the MUID [41], or Chain 2. In this thesis, only CB
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and ST muons reconstructed using the STACO algorithm are used. A third chain,

which combines the best features of STACO and MUID is also developed for the

2012 data and will be adopted in the future runs.

Some extra requirements on the ID track are usually applied for muons:

• at least one Pixel hit;

• at least five SCT hits;

• at most two active Pixel or SCT sensors traversed by the muon without hits;

• at least five TRT hits if the muon is in the TRT range 0.1 < |η| < 1.9 and the

number of outliers should be less than 90% of the total hits;

The first two requirements are loosened accordingly if there are inactive sensors

traversed at the time.

The muon reconstruction efficiencies are shown in Figure 3.5 as a function of η

and in Figure 3.6 as a function of pT [42]. In Figure 3.7, the di-muon invariant mass

distribution for Z → µµ by selecting two CB muons and the mass resolution as a

function of the leading-pT muon η are shown, indicating good performance of the

muon momentum measurement.

Figure 3.5: Muon reconstruction efficiencies measured in data and simulated Z →
µµ events as a function of η for different muon types (Chain 1). The significant
drop in the range 1.0 < η < 1.3 is due to some missing MS chambers not installed
until after the 2012 data run.

3.3 Jets

Quarks and gluons hadronize before interacting with the detector due to the QCD

confinement and appear as collimated clusters of particles. Such a cluster of parti-
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Figure 3.6: Muon reconstruction efficiencies measured in data and simulated
Z → µµ events as a function of pT for CB muons alone (left) and CB+ST muons
combined (right).

Figure 3.7: Di-muon invariant mass distribution for Z → µµ reconstructed using
CB muons (left) and the mass resolution as a function of the leading-pT muon η
(right).

cles is called a jet. A specific jet algorithm is needed to define how to cluster either

particles (at truth level) or energy deposits (at detector level) to form a single jet.

At ATLAS, the anti-kt clustering algorithm [43] is employed. For an object pair ij
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(either particles or energy deposits), two distances are compared:

dij = min(p−2
T,i, p

−2
T,j)

∆R2
ij

R2
, (3.1)

diB = p−2
T,i. (3.2)

Here pT,i is the transverse momentum of object i, ∆Rij is the spatial distance be-

tween the two objects in the η − φ plane and R is a distance parameter. If dij < diB,

the two objects will be combined together. This is done iteratively for all pairs of

ij until all possible combinations are done. The distance parameter R used in this

thesis is 0.4.

At ATLAS, the most used inputs to the jet clustering algorithm are topolog-

ical clusters (topocluster) of calorimeter energy cells. The topocluster is built up

starting from a seed cell which has a signal size above four times of the noise

Ecell > 4σcell noise. All directly neighbouring cells around the seed cell are col-

lected, independent of their signal significance. If the neighbouring signal is above

2σcell noise, its neighbours are collected as well. This is done iteractively until all

signals are collected. Finally, local maxima are searched for within the topocluster

and used as seeds to split it into multiple topoclusters.

The jet energy measurement is calibrated in situ using di-jet, γ+jet, Z+jet and

multijet events [44]. The uncertainties on the jet energy scale are shown in Fig-

ure 3.8 for 2011 7 TeV data. The fractional jet energy resolution measured in the

2010 7 TeV data is shown in Figure 3.9 [45].

Figure 3.8: Uncertainties on the jet energy scale for central jets with |η| = 0.5 (left)
and forward jets with |η| = 2.0 (right).
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Figure 3.9: Fractional jet energy resolution as a function of the average jet trans-
verse momenta measured with di-jet events. The errors are statistical uncertainties
only.

3.4 Missing Transverse Energy

Non-interacting particles, such as neutrinos or potential dark matter candidates,

can not be directly detected by the ATLAS detector. Their presence can be infered

instead by the imbalance in the observed transverse momenta, the vector sum of

which should be exactly zero if all particles have been detected in an event given

the conservation of momentum in the transverse plane. The inverse of the vec-

tor sum of all transverse momenta is called missing transverse momentum, the

magnitude of which is taken as the missing transverse energy, corresponding to a

massless particle.

At ATLAS, different kinds of inputs can be used to calculate Emiss
T . The Emiss

T

used in this thesis is calculated using reconstructed and calibrated physics objects

[46]. The energy deposits in the calorimeters are associated with identified and

calibrated high-pT objects in the following order: electrons, photons, hadronically-

decaying τ -leptons, jets and muons. Jets with pT < 20 GeV, calorimeter topoclus-

ters and tracks not associated with any high-pT objects are also included in the

calculation and make up the soft terms. The definition of missing transverse mo-

mentum can be put as:

Emiss
x(y) = Emiss,e

x(y) + Emiss,γ
x(y) + Emiss,τ

x(y) + Emiss,jets
x(y) + Emiss,µ

x(y) + Emiss,SoftTerm
x(y) (3.3)

and the missing transverse energy is Emiss
T =

∣

∣

∣

~Emiss
T

∣

∣

∣
.
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The presence of pileup events spoils the balance in the transverse momenta

and worsens the Emiss
T resolution. The Emiss

x,y resolution as a function of the total

summed ET of minimum biase events in 2012 data is shown in Figure 3.10 for

Emiss
T calculation with and without pileup suppression techniques [46].

Figure 3.10: Emiss
x and Emiss

y resolution as a function of the ET sum of the event
for minimum biase events in 2012 data without 20 GeV jets (left) and inclusively
(right). Improvement is observed after introducing pileup suppression techniques.

3.5 Flavor Tagging

The relatively long life time of b quark gives jets originating from b quark hadroniza-

tion unique features to be separated from jets of other flavors. At ATLAS, different

algorithms have been developed for b-tagging, based on impact parameters (IP3D)

[47], secondary vertices (SV1) [48] and decay chain (JetFitter) [49]. A more ex-

tensively used algorithm, MV1, uses multivariate technique to combine the most

discriminating variables from the above algorithms and further enhance the tag-

ging performance. The b-tagging efficiency is shown in Figure 3.11 as a function of

the jet pT for the MV1 tagger at the 70% efficiency point [50]. The mis-tag rate for

light jets is shown in Figure 3.12 for the same tagger at the same operation point

[51].
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Figure 3.11: The tagging efficiency for b-jets using the MV1 tagging tool at the 70%
efficiency operating point as a function of the b-jet pT.

Figure 3.12: The mis-tag rate for light jets using the MV1 tagging tool at the 70%
efficiency operating point as a function of the jet pT for jets with |η| < 1.2 (left) and
1.2 < |η| < 2.5 (right). The mis-tag rate is obtained using the negative tag method
as in Ref. [51].



CHAPTER 4

W±W±jj Cross Section Measurement

4.1 Introduction

This chapter presents the measurement of the same-sign W±W±jj production

cross section. In general, VBS processes are produced at the LHC through the

diagrams shown in Figure 4.1. The VBS production alone is not gauge invariant

[52]. Other diagrams as shwon in Figure 4.2 with the same order of αEW need

to be included. These diagrams only involve electroweak vertices and are called

electroweak production. For the same final state of particles, events can be pro-

duced involving QCD vertices, as shown in Figure 4.3. These are called the strong

production. The electroweak production is of better interest since it contains the

VBS processes. The presence of QGC vertex in the electroweak production also

provides the sensitivity to aQGC.

W/Z/γ
W/Z/γ

H
H

Figure 4.1: Feynman diagrams of VBS production at the LHC. All these diagrams
have O(α6

EW) dependence. The s-channel diagrams do not exist for same-sign
W±W±jj final state.

At the LHC, the relative ratio between electroweak production and strong pro-

duction differs greatly depending on the final state. Using SHERPA [53–56] MC

generator, the production cross sections are compared in Table 4.1. The same-sign

W±W± is the one with the largest electroweak to strong ratio due to the lack of

leading-order gg/gq initial state production and thus the best candidate for a first

study of VBS at the LHC.

The same-signW±W± VBS event topology features the presence of two tagging

34
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W/Z/γ W/Z/γ

Figure 4.2: Non-VBS production of the V V jj final state withO(α6
EW). The first two

diagrams from the left are not gauge-invariantly seperable from VBS production.
The two diagrams on the right (tri-W production and non-resonant production)
can be suppressed in the event selections. This list is not exaustive but more dia-
grams exist than displayed here.

g g

Figure 4.3: Strong production of the V V jj final state with O(α4
EW)O(α2

S). This list
is not exaustive but more diagrams exist than displayed here. The gluon-quark
and gluon-gluon initial state diagrams do not exist for same-sign W±W±jj final
state.

forward jets, two same-electric-charge isolated leptons and large missing trans-

verse energy due to neutrinos, as shown in Figure 4.4. The two tagging jets are

largely separated in rapidity due to the lack of color exchange between the two

incoming partons and result in large di-jet invariant mass. This is one of the most

unique signatures for VBS processes at LHC. A generator-level comparison of elec-

troweak and strong production ofW±W±jj is shown in Figure 4.5 for the invariant

mass and rapidity gap of the two leading jets.

Figure 4.4: VBS event topology in the ATLAS detector.
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final state process Ewk. [fb] Strong [fb] Ewk./Strong
ℓ±νℓ′±ν ′jj (same sign) W±W± 19.5 18.8 1.04
ℓ±νℓ′∓ν ′jj (opposite sign) W±W∓ 91.3 3030 0.030
ℓ±ℓ∓ℓ′±ν ′jj W±Z 30.2 687 0.043
ℓ±ℓ∓ℓ′±ℓ′∓jj ZZ 1.5 106 0.014
ℓ+ℓ−ν ′ν ′jj ZZ 2.4 162 0.015

Table 4.1: Production cross sections of different V V jj final states at 8 TeV and
the ratio between the electroweak and strong production. The calculation is done
using SHERPA MC generator at leading order. Two generator-level leptons with
pT > 5 GeV are required with the dilepton invariant mass mℓℓ > 4 GeV. At least
two jets with pT > 10 GeV are required.

Figure 4.5: Generator-level comparison between electroweak and strong produc-
tion of W±W±jj. Here the rapidity separation (left) and invariant mass (right) of
the two leading jets are shown. All histograms are normalized to unity area. The
electroweak production has a clear feature of large rapidity separation and high
di-jet invariant mass, which is characteristic for VBS.

Given the fact that the combined electroweak and strong production ofW±W±jj

has never been observed at LHC before, the analysis goal is set to measure the in-

clusive production cross section and also to extract the electroweak component.

Limits on the aQGC will also be set.

4.2 Data Set

This analysis is performed on the proton-proton collision data set collected in the

2012 operation, corresponding to an integrated luminosity of 20281.4 pb−1 with an

uncertainty of 2.8% [57]. The events are selected using a set of unprescaled sin-
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gle lepton triggers with the lowest pT threshold, EF e24vhi medium1 for events

with at least one electron and EF mu24i tight for events with at least one muon.

EF e60 medium1 and EF mu36 tight are also used for leptons with high pT to

increase the efficiency. A Good Runs List (GRL) is created depending on the de-

tector run condition and the data quality. Only events with the luminosity blocks

containted in the GRL are selected.

4.3 Signal Simulation

Monte Carlo (MC) simulation serves as a bridge from the theory to experiment.

Different MC samples have been used in this analysis for understanding signals

and estimating backgrounds. The MC sample production starts with the gener-

ation of truth level events, which are then passed on to detector response sim-

ulation based on GEANT4 [58]. Additional collision events are simulated using

PYTHIA [59, 60] and added to the primary event to account for pileup. Finally the

same reconstruction as used for the data sample is done for the MC sample. In this

section we summarize the simulation of the signal W±W±jj-Ewk and W±W±jj-

Strong production. Other MC samples are introduced in Section 4.6 when dis-

cussing background estimations. A summary of all MC samples used can be found

in Appendix A.

The W±W±jj-Ewk and W±W±jj-Strong production is simulated using the

SHERPA [53–56] generator at leading-order QCD with up to one extra parton. A

Matrix Element and Parton Shower (MEPS) merging is carried out to remove du-

plications between real emmissions and parton shower [61] as implemented in

SHERPA. The electroweak production is done by fixing the order of electroweak

coupling to 6. The strong production instead has electroweak coupling at the or-

der of 4. The CT10 parton distribution function (PDF) [62] is used for both sam-

ples. The renormalization and factorization scales are determined for each event

dynamically [61].

Next-leading-order (NLO) calculation is available from POWHEG-BOX [63–69]

for both electroweak and strong production and VBFNLO [66, 70–72] for elec-

troweak production. POWHEG-BOX can output events at NLOwhile VBFNLO can

only output LO events but can do NLO integration for cross section calculation

with configurable selections at parton level. The SHERPA MC samples are even-

tually normalized to NLO cross sections in the fiducial signal regions as defined
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in Section 4.4 calculated using POWHEG-BOX. More details about the calculations

and related systematic uncertainty evaluation are discussed in Section 4.5 after we

define the fiducial signal regions.

4.4 Event Selection

4.4.1 Fiducial Signal Region Definition

Two fiducial signal region definitions are used in this analysis for the fiducial cross

section measurements, one for the inclusive production of W±W±jj and the other

for the electroweak production. Fiducial region, or fiducial phase space, is defined

at the truth particle level using MC simulation, before adding in the detector re-

sponse simulation and reconstruction. Results obtained for fiducial region is thus

independent of the detector effects and can be more easily compared for differ-

ent theoretical models. The fraction of total signal events selected into the fiducial

region is called signal acceptance and the fraction of events in the fiducial region se-

lected at the detector level is called detector efficiency. Fiducial region selections are

defined as close as possible to the detector level selections, which will be discussed

later in Section 4.4.8.

The Inclusive Fiducial Signal Region is defined as:

• Two leptons (e or µ) with pT > 25 GeV and |η| < 2.5;

• Same electric charge for the two leptons and dilepton invariant mass mℓℓ′ >

20 GeV;

• The two leptons are separated with ∆R > 0.3;

• The missing transverse energy due to neutrinos Emiss
T > 40 GeV;

• At least two jets with pT > 30 GeV and |η| < 4.5;

• The leptons and jets must be all separated with ∆R > 0.3;

• The two jets with the highest pT have invariant mass mjj > 500 GeV.

The VBS Fiducial Signal Region is defined by adding one more cut:

• The two leading jets are separated with ∆y(jj) > 2.4.

Here leptons are the truth level final state electrons and muons, after parton

shower, QED final state radiation and tau lepton decay. The two leptons with the

highest pT are selected as the candidate leptons. The selected leptons are then

dressed with photons within ∆R = 0.1 by adding the four-momenta of the pho-

ton to the original particle, to account for the QED radiation. Events with any
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selected leptons from tau decays are vetoed. (These events are however selected

in the nominal analysis.) This accounts for about 10% of total events in the fiducial

region and is left into the detector efficiency. Jets are clustered using anti-kt algo-

rithm with a distance parameter R = 0.4, using all final state particles as the input

excluding neutrinos and muons. Jets overlapping with electrons within ∆R = 0.05

are removed. The signal acceptances into the fiducial regions are calculated using

RIVET as in Ref. [73].

4.4.2 Reconstructed Vertices and Pileup Correction

The proton beam at the LHC is organized in bunches. During the 2012 run, each

bunch is spaced 50 ns to the next one. During each bunch crossing, multiple col-

lisions can happen and thus more than one vertex are reconstructed in a single

recorded event. The vertex with the largest sum of squared transverse momenta of

associated tracks is chosen as the primary vertex. The collision events associated

with the vertices other than the primary vertex are called in-time pileup events. The

detector can be also affected by collision events which happen in neighbouring

bunch crossings. This is called out-of-time pileup.

The MC samples are usually produced before all data taking is finished and

a setup of the average number of interactions per bunch crossing can be only

guessed before hand. When analyzing the data, the MC distribution of average

number of interactions per bunch crossing is then reweighted at the event level

to account for the difference observed in data. The data distribution is scaled by

a factor of 1/1.09 before the reweighting to account for differences in the ATLAS

detector fiducial cross section between data and MC in studies of minimum bias

events.

4.4.3 Muons

Three different muon selection definitions are used in this analysis.

1. Nominal Muons: Nominal muons are used for the selection of muons from

the signal W decay.

• Reconstructed as combined (CB) muons using the STACO algorithm;

• With pT > 25 GeV and |η| < 2.5;

• Muon ID track requirements as specified in Section 3.2;

• ID and MS tracks have the same charge;
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• Consistent with originating from the primary vertex with the impact

parameters: |z0 × sinθ| < 0.5 mm and d0/σd0
< 3;

• Isolated in the calorimeter:
∑

∆R<0.3

ET/pT(µ) < 0.07;

• Isolated in the inner detector:
∑

∆R<0.3

pT/pT(µ) < 0.07.

In the isolation requirement, the sum runs over all energy deposits or tracks

within a cone of ∆R = 0.3 around the muon, excluding the energy deposit

and the tracks associated with the muon in consideration. Later in this thesis,
∑

∆R<0.3

ET is also refered to as Econe30
T and

∑

∆R<0.3

pT refered to as pcone30
T .

2. Veto Muons: Veto muons are used for vetoing events with a third lepton.

The pT is lowered and other quality cuts are loosened.

• Reconstructed as combined (CB) or segment-tagged (ST) muons using

the STACO algorithm;

• With pT > 6 GeV and |η| < 2.5;

• Muon ID track requirements as specified in Section 3.2;

• Consistent with originating from the primary vertex with the impact

parameters: |z0 × sinθ| < 0.5 mm and d0/σd0
< 3;

• Isolated in the inner detector:
∑

∆R<0.3

pT/pT(µ) < 0.15.

3. LooseMuons: Loose muons are used in the non-prompt background estima-

tion, which will be discussed in Section 4.6.2. Compared to the nominal def-

initions, the isolation requirements are both reversed. The impact parameter

requirements are loosened to avoid anti-correlations. Muons selected using

this definition are dominated by non-prompt muons from hadron decay.

• Reconstructed as combined (CB) muons using the STACO algorithm;

• With pT > 25 GeV and |η| < 2.5;

• Muon ID track requirements as specified in Section 3.2;

• ID and MS tracks have the same charge;

• Impact parameters: |z0 × sinθ| < 5 mm and d0/σd0
< 10;

• Non-isolated in the calorimeter: 0.07 <
∑

∆R<0.3

ET/pT(µ) < 2;

• Non-isolated in the inner detector: 0.07 <
∑

∆R<0.3

pT/pT(µ) < 2.

4.4.4 Electrons

As for muons, there are also three electron selection definitions used in this analy-

sis.
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1. Nominal Electrons: Nominal electrons are used for the selection of electrons

from the signal W decay.

• Reconstructed as tight electrons [39];

• With ET > 25 GeV, |η| < 2.47 and not in 1.37 < |η| < 1.52;

• Consistent with originating from the primary vertex with the impact

parameters: |z0 × sinθ| < 0.5 mm and d0/σd0
< 3;

• Isolated in the calorimeter:
∑

∆R<0.3

ET/ET(e) < 0.14;

• Isolated in the inner detector:
∑

∆R<0.3

pT/ET(e) < 0.06;

2. Veto Electrons: Veto electrons are used for vetoing events with a third lepton.

The ET is lowered and other quality cuts are loosened.

• Reconstructed as loose electrons [39];

• With ET > 7 GeV, |η| < 2.47 and not in 1.37 < |η| < 1.52;

• Consistent with originating from the primary vertex with the impact

parameters: |z0 × sinθ| < 0.5 mm and d0/σd0
< 3;

• Isolated in the inner detector:
∑

∆R<0.3

pT/ET(e) < 0.13;

3. Loose Electrons: Loose electrons are used in the non-prompt background es-

timation, which will be discussed in Section 4.6.2. Compared to the nominal

definitions, the isolation requirements are both reversed. The impact param-

eter requirements are loosened to avoid anti-correlations. Electrons selected

using this definition are dominated by non-prompt electrons from hadron

decay or jets mis-reconstructed as electrons.

• Reconstructed as loose electrons [39];

• With ET > 25 GeV, |η| < 2.47 and not in 1.37 < |η| < 1.52;

• Impact parameters: |z0 × sinθ| < 5 mm and d0/σd0
< 10;

• Non-isolated in the calorimeter: 0.14 <
∑

∆R<0.3

ET/ET(e) < 2;

• Non-isolated in the inner detector: 0.06 <
∑

∆R<0.3

pT/ET(e) < 2;

4.4.5 Jets

Jets are reconstructed using calorimeter topoclusters with the anti-kt algorithm

[43] and distance parameter R = 0.4 . The jet energy is calibrated to hadronic

scale using the EM+JES scheme as in Ref. [74]. Jets are required to have:

• pT > 30 GeV, |η| < 4.5;

• For a jet with pT < 50 GeV and |η| < 2.4, the summed pT of tracks which

are matched with the jet and are associated with the primary vertex must be
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more than 50% of the total summed pT of all tracks matched to the jet. This

is to suppress jets from pileup events and this cut is refered to as Jet Vertex

Fraction (JVF) cut.

Jets passing the above requirements are also considered for b-jet candidate, us-

ing the MV1 tagger at the 70% efficiency point [50].

4.4.6 Missing Transverse Energy

The missing transverse energy Emiss
T is reconstructed using calibrated final state

objects and calorimeter topoclusters and tracks not associated with any objects as

specified in Section 3.4.

4.4.7 Overlapping Object Treatment

Overlapping objects can be found when one particle is identified by different re-

construction algorithms at the same time or different particles happen to overlap

in the same detector region. The following procedure is taken to deal with over-

lapping objects:

1. e/jet overlap: Since electrons are reconstructed using calorimeter clusters

which are also always reconstructed as jets, when a jet is found to be within

∆R = 0.3 around a selected electron, the jet is discarded;

2. e/µ overlap: Photons radiated from muons can convert to electron pairs.

When an electron is found to be within ∆R = 0.1 around a selected muon,

the electron is discarded;

3. µ/jet overlap: Non-prompt muons can come from hadron decays. When a

selected muon is found to be within ∆R = 0.3 around a selected jet, the event

is likely to be a non-prompt background and is thus discarded.

The above procedure only concerns the selected nominal leptons as defined in the

previous sections. For veto electrons (muons), they are discarded only if they over-

lap with nominal electrons (muons) after the above overlap removal. The overlap

removal concerning loose leptons in the non-prompt background estimation will

be discussed in Section 4.6.2.
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4.4.8 Signal Region Definition

Apart from the trigger and GRL requirements as specified in Section 4.2, a few

other data quality criteria are applied:

• Imcomplete and corrupted events are discarded as specified in Ref. [75].

• Events containing jets of bad quality are rejected. Bad jets can affect the re-

construction of Emiss
T .

• The primary vertex of the event must have at least three associated tracks

with pT > 0.5 GeV.

Given the W±W±jj → ℓ±νℓ±νjj final state, we expect two isolated high-pT

leptons with the same electric charge in the signal event. Depending on the flavor

of the two leptons, three channels are considered and they are ee channel, eµ chan-

nel and µµ channel. Due to the presence of neutrinos, large Emiss
T is expected. The

two tagging jets are unique features of VBS events. For electroweak production of

W±W±jj, the invariant mass of the two tagging jets is expected to be high and the

rapidity gap between the two jets is large. To suppress backgrounds which pro-

ducemore than two leptons, no third lepton is allowed in the event to pass the veto

lepton definition. To suppress Z+jets background in the ee channel, the di-electron

invariant mass is required to be out of the Z mass window with |mee − mZ | > 10

GeV. To suppress backgrounds involving top quark, no b-jet candidate is allowed

to be present in the event.

The inclusive signal region is then defined as:

• exactly two selected nominal leptons (electrons or muons)

• no veto leptons in the event

• same electric charge for the two nominal leptons

• invariant mass of the nominal leptons mℓℓ′ > 20 GeV

• for events with two nominal electrons, |mee − mZ | > 10 GeV

• Emiss
T > 40 GeV

• at least two jets

• no b-jet candidate

• the invariant mass of the two highest-pT jets mjj ≥ 500 GeV

The VBS signal region is defined by adding one more cut:

• the rapidity gap between the two highest-pT jets ∆y(jj) > 2.4.

For validating the background estimations, different control regions are also

defined, each characterizing the unique features of the specific background under

consideration. The definitions of these control regions will be discussed in details
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in Section 4.6.

4.5 Signal ProductionCross Section in Fiducial Regions

4.5.1 W±W±jj-Ewk

A comparison of the fiducial signal region cross sections defined at parton level

(before parton showering) is shown for POWHEG-BOX and VBFNLO in Table 4.2.

The relative difference 5% and 3% is taken as a systematic uncertainty on the cross

section in the Inclusive Fiducial SR and VBS Fiducial SR.

σW±W±jj−Ewk [fb]
Inclusive Fiducal SR VBS Fiducial SR

VBFNLO 0.5131±0.0008 0.456±0.001
POWHEG-BOX 0.541±0.007 0.472±0.007
VBFNLO/POWHEG-BOX 0.95±0.01 0.97±0.01

Table 4.2: Production cross sections of electroweak W±W±jj in fiducial signal re-
gions calculated at NLO parton level using VBFNLO and POWHEG-BOX without
parton showering. Only the e±µ± final state is included here.

The parton shower effects are checked by interfacing POWHEG-BOXNLO events

to different parton shower MC generators:

• PYTHIA8 [60] for parton shower, hadronization and underlying event

• HERWIG++ [76] for parton shower and hadronization and JIMMY for under-

lying event

The fiducial region cross sections calculated at particle level after the above parton

showering are shown in Table 4.3, along with the parton level cross section before

parton showering. The correction in the fiducial cross sections after introducing

parton shower, hadronization and underlying event is found to be mainly from

parton shower effects. The POWHEG-BOX+PYTHIA8 is taken as the baseline and

the relative difference between PYTHIA8 and HERWIG++/JIMMY is taken as the

systematic uncertainty.

The uncertainties associated with the renormalization and factorization scales

are evaluated using VBFNLO at NLO parton level, which is the only practical

option given the computing CPU hours needed. In VBFNLO, the renormalization

and factorization scale is chosen dynamically for each event as the momentum

transfer of the exchanged W/Z bosons. The scales are varied independently by



45

σW±W±jj−Ewk [fb]
Inclusive Fiducal SR VBS Fiducial SR

POWHEG-BOX(parton level) 1.081±0.015 0.945±0.015
POWHEG-BOX+PYTHIA8 1.003±0.015 0.881±0.014
POWHEG-BOX+HERWIG++/JIMMY 1.025±0.015 0.905±0.014
SHERPA(parton level) 1.200±0.014 1.019±0.013
SHERPA(particle level) 1.113±0.014 0.940±0.013

Table 4.3: NLO production cross section of electroweak W±W±jj in the two fidu-
cial signal regions calculated using POWHEG-BOX at parton level and particle level
using different parton shower models. The e±µ± final state is used for the calcu-
lation and a factor of two has been multiplied to account for other final states,
excluding the tau final states. The LO cross sections calculated using SHERPA at
parton level and particle level are also shown for comparison.

a factor of 0.5 or 2 to estimate the uncertainties. Table 4.4 shows the result of all

variation combinations. A 1.5% uncertainty is assigned for both regions to cover

the largest deviation observed.

σW±W±jj−Ewk [fb]
ξR ξF Inclusive Fiducial SR VBS Fiducial SR
1 1 0.2571±0.0004 0.2277±0.0005
0.5 0.5 0.2532±0.0008(-1.5%) 0.2265±0.0004(-0.5%)
1 0.5 0.2577±0.0006(+0.2%) 0.2306±0.0004(+1.4%)
2 0.5 [0.2618±0.0006(+1.8%)] [0.2320±0.0004(+1.9%)]
0.5 1 0.2566±0.0006(-0.2%) 0.2293±0.0008(+0.7%)
2 1 0.2579±0.0006(+0.3%) 0.2292±0.0005(+0.7%)
0.5 2 [0.2582±0.0005(+0.4%)] [0.2301±0.0004(+1.1%)]
1 2 0.2559±0.0005(-0.5%) 0.2279±0.0004(+0.9%)
2 2 0.2549±0.0005(-0.9%) 0.2267±0.0003(-0.4%)
Max. +0.3%, -1.5% +1.3%, -0.5%

Table 4.4: Fiducial cross section at NLO parton level with the nominal dynamic
renormalization scale varied by a factor of ξR and the factorization scale varied by
a factor of ξF . The cross section is for e±e± final state only. The largest deviation
from the nominal setup (ξR = ξF = 1) among all combinations, excluding the case
when two scales are varied in opposite directions, is given in the bottom row in
percentage.

The PDF uncertainties are also evaluated using VBFNLO. Each of the 26 eigen-
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vectors of CT10 PDF is varied up and down and the error is calculated as:

∆σ+
max =

√

√

√

√

26
∑

i=1

[max(σ+
i − σ0, σ

−
i − σ0, 0)]2, (4.1)

∆σ−
max =

√

√

√

√

26
∑

i=1

[max(σ0 − σ+
i , σ0 − σ−

i , 0)]2, (4.2)

where σ0 is the cross section calculated using central values of CT10 PDF and σ+,−
i

is the cross section with eigenvector i varied up and down. The variations for CT10

eigenvectors correspond to 90% confidence level (CL) intervals and the resulting

variations on the cross section are scaled by a factor of 1.645 to obtain the 68%

CL uncertainties. The PDF set MSTW2008 [77–79] is also compared to CT10 as

a cross check but not used as a systematic uncertainty. The results are shown in

Table 4.5. A 2% and 3% systematic uncertainty is assigned to the inclusive fiducial

cross section and VBS fiducial cross section respectively.

CT10 Eigenvector Variation CT10 - MSTW2008
Inclusive Fiducial SR +2.0%, -1.7% 2.7%
VBS Fiducial SR +2.9%, -1.5% 2.4%

Table 4.5: PDF uncertainties on theW±W±jj-Ewk production cross section in fidu-
cial regions due to CT10 eigenvector variations. The difference between CT10 and
MSTW2008 is also shown for comparison but not quoted as systematic uncertainty.

The systematic uncertainties are summarized for W±W±jj-Ewk production

cross sections in the two fiducial regions in Table 4.6.

W±W±jj-Ewk
Source Inclusive Fiducial SR VBS Fiducial SR Comment
MC stat. uncert. 1% 2%
Generator 5% 3% POWHEG-BOX vs. VBFNLO
Parton shower 2% 4% PYTHIA8 vs. HERWIG++
Scale 2% 2% scale variations
PDF 2% 3% CT10 eigenvector variations
Total 6% 6%

Table 4.6: Summary of systematic uncertainties onW±W±jj-Ewk production cross
sections in the two fiducial regions.
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The W±W±jj-Ewk fiducial cross sections are then:

σW±W±jj−Ewk.
Incl. Fid. SR = 1.003 ± 0.060 fb, (4.3)

σW±W±jj−Ewk.
VBS Fid. SR = 0.881 ± 0.053 fb, (4.4)

where the error includes all systematic uncertainties discussed so far. The fiducial

cross section can be extrapolated to the phase space where the SHERPA signal sam-

ple is produced and used for normalizing the SHERPA sample. Starting from the

Inclusive Fiducial SR and VBS Fiducial SR, the extrapolated cross section is 19.86 fb

and 20.77 fb. The difference is due to different ∆y(jj) shape in POWHEG-BOX and

SHERPA. The cross section derived from the Inclusive Fiducial SR is used for the

inclusive signal region and all control regions. The cross section derived from the

VBS Fiducial SR is used for VBS signal region.

4.5.1.1 W±W±jj-Strong

The production cross sections ofW±W±jj-Strong in the two fiducial signal regions

are evaluated similarly as for W±W±jj-Ewk. However the NLO calculation is not

available in VBFNLO for W±W±jj-Strong and the scale and PDF uncertainties

are evaluated using POWHEG-BOX. For the scale uncertainties, only the variations

of both scale choices varied in the same direction by a factor of 0.5 or 2 are con-

sidered, due to computing time constraint. The PDF uncertainties are evaluated

using a reweighting technique instead of carrying out the calculation for each of

the eigenvectors. Though VBFNLO is not available for the calculation, a 5% un-

certainty is assigned for the generator dependence, as observed in the Inclusive

Fiducial SR for W±W±jj-Ewk. The summary of all systematic uncertainties are

shown in Table 4.7.

W±W±jj-Strong
Source Inclusive Fiducial SR VBS Fiducial SR Comment
MC stat. uncert. 4% 8%
Generator 5% 5% Ewk. POWHEG-BOX vs. VBFNLO
Parton shower 3% 7% PYTHIA8 vs. HERWIG++
Scale 12% 13% scale variations
PDF 2% 2% CT10 eigenvector variations
Total 14% 18%

Table 4.7: Summary of systematic uncertainties on W±W±jj-Strong production
cross sections in the two fiducial regions.
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The W±W±jj-Strong production cross sections in the two fiducial signal re-

gions with the systematic uncertainties are:

σ
W±W±jj−Strong
Incl. Fid. SR = 0.352 ± 0.049 fb, (4.5)

σ
W±W±jj−Strong
VBS Fid. SR = 0.098 ± 0.018 fb, (4.6)

The extrapolated cross section in the phase space where the SHERPA sample is

produced is 16.65 fb and 13.49 fb, starting from the Inclusive Fiducial SR and VBS

Fiducial SR respectively. The cross section derived from the Inclusive Fiducial SR

is used for the normalization of the SHERPA sample in the inclusive signal region

and control regions. The cross section derived from the VBS Fiducial SR is used

for the VBS signal region.

4.5.1.2 Interference Between W±W±jj-Ewk and W±W±jj-Strong

The interference betweenW±W±jj-Ewk andW±W±jj-Strong production is checked

using SHERPA at LO. SHERPA can produce W±W±jj-Ewk and W±W±jj-Strong

events separately and also W±W±jj inclusively with the interference term in-

cluded. The interference contribution (W±W±jj-Int) is then defined as:

Interference = Inclusive− Electroweak− Strong (4.7)

The results are given in Table 4.8. The interference contributes 10.7% of the total

production cross section in the Inclusive Fiducial SR and 6.5% in the VBS Fidu-

cial SR. The interference contribution is included in the analysis by scaling up the

W±W±jj-Ewk by the corresponding fraction, given the fact that the analysis goal

is to observe the electroweak production and if there is no electroweak production

there should be no interference. The interference contribution in the VBS Fiducial

SR can be parameterized as

σW±W±jj−Int
VBS Fid. SR = kInt ·

√

σW±W±jj−Ewk
VBS Fid. SR · σW±W±jj−Strong

VBS Fid. SR (4.8)

and the scale factor kInt is found to be 0.231. The same parameterization will be

used for the aQGC studies in Section 4.10.

After including the inteference contribution, the expected signal production
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Process Inclusive Fiducial SR [fb] VBS Fiducial SR [fb]
W±W±jj-Inclusive 0.662±0.005 0.452±0.004
W±W±jj-Ewk 0.424±0.002 0.370±0.002
W±W±jj-Strong 0.168±0.002 0.053±0.001
Interference 0.071±0.006 0.029±0.005

Table 4.8: Inclusive, electroweak and strong production of W±W±jj. The interfer-
ence term is calculated as the difference between the inclusive production and the
sum of electroweak and strong pdocutions. Only the e+µ+ final state is included
in this table.

cross section in the Inclusive Fiducial Signal Region is then

σ
W±W±jj−Ewk+Strong+Int
Incl. Fid. SR = 1.52 ± 0.12 fb (4.9)

and the signal production cross section in the VBS Fiducial Signal Region is

σW±W±jj−Ewk+Int
Incl. Fid. SR = 0.949 ± 0.071 fb (4.10)

4.6 Background Estimation

After the event selections as described in Section 4.4, background events come

from SM processes which can be put into three categories.

The first category of processes produce at least one pair of prompt same-electric-

charge leptons from W or Z boson decay and mainly include:

• W±Z/γ∗ → ℓ±νℓ′+ℓ′−,

• ZZ → ℓ+ℓ−ℓ′+ℓ′−,

• tt̄W± → W+bW−b̄W± and tt̄Z → W+bW−b̄Z with at least two bosons decay-

ing leptonically and giving a same-electric-charge pair.

Only the two same-electric-charge leptons are selected and the rest of the leptons

are not reconstructed or do not pass either the nominal or the veto lepton defi-

nitions. These backgrounds will be refered to as prompt backgrounds and are esti-

mated using MC samples. The WZ/γ∗ process will be labeled simply as WZ in

some of the plots and tables presented.

The second category of processes involve photon conversions and mainly in-

clude:

• W±γ → ℓ±νγ with the photon converted into a pair of electrons,
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• Z → e+e− with one of the electron’s charge mis-identified through photon

conversion,

• tt̄ → ℓ+νbℓ−νb̄ with at least one electron in the final state and the electron’s

charge mis-identified through photon conversion.

The W±γ production is estimated using MC simulation. The other photon con-

version backgrounds, which have a pair of opposite-electric-charge leptons in the

original event, are estimated directly from data and will be refered to as charge

mis-identification (mis-ID) backgrounds. In some of the plots charge mis-ID back-

ground is also labeled as OS prompt leptons.

The third category of processes produce only one prompt lepton from W boson

decay and have a non-prompt lepton from mis-reconstruction or hadron decay.

They include:

• W± + jets → ℓ±ν + jets,

• tt̄ → ℓ+νbjjb̄,

• W±V → ℓ±νjj.

These non-prompt backgrounds are estimated from data. In some of the plots non-

prompt background is labeled as Other non-prompt given the charge mis-ID back-

ground is also non-prompt in some sense.

In all the above background processes spelled out, extra jets can be present in

the event apart from the specified boson and top quark production. Details about

estimation of the backgrounds are given in the following sections.

4.6.1 Charge Mis-ID Backgrounds

The electron charge mis-ID happens mostly through a photon conversion process

as shown in Figure 4.6. It also happens that the electron track is mis-measured

or the cluster-track association is wrong leading to a wrong charge measurement

but this only accounts for 10-20% of all charge mis-ID cases. It has been found

that for muons the charge mis-ID is completely negligible. The probability for an

electron to have its charge mis-identified can be measured from data and is called

charge mis-ID rate. With the charge mis-ID rate, one can then extrapolate from an

opposite-electric-charge control sample to the same-electric-charge signal regions

to estimate the backgrounds due to charge mis-ID.
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Figure 4.6: A hard photon is radiated off an electron and later converts to a pair of
electrons. The light blue box represents the material in the inner detector which is
needed for the radiation and photon conversion to happen. Only the final positron
is matched to the original electron track and eventually reconstructed as a positron.
The other two electrons are not reconstructed due to low momentum.

4.6.1.1 Charge Mis-ID Rate Measurement

The chargemis-ID rate in this analysis is measured inZ → ee data events. TheZ →
ee events are selected by requiring two nominal definition electrons, which have

an invariant mass 70 GeV < mee < 100 GeV. The two electrons are then checked to

see whether they have opposite sign (OS) or same sign (SS) of electric charge. Both

the OS and SS di-electron samples are dominated by Z → ee production. In the

SS sample, since the two electrons are selected with the same quality requirement,

either one could have had its charge mis-identified and the probability to find such

an event should be ǫ1 + ǫ2, where ǫ1,2 is the probability to have the charge mis-

identified for one of the two electrons respectively. The charge mis-ID rate can

be parameterized as a function of the electron pT and η. Given N i,j total events

(OS+SS) with the two electrons respectively in bin i and j of the parameterization,

the number of SS events with two electrons respectively in bin i and j is expected

to be:

N i,j
SS,expected = N i,j · (ǫi + ǫj) (4.11)

Assuming Poisson statistics, the likelihood function for bin (i,j) is then:

L(ǫ|N i,j, N i,j
SS ) =

[N i,j(ǫi + ǫj)]
N

i,j
SS

N i,j
SS !

e−N i,j(ǫi+ǫj) (4.12)
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The combined log-likelihood function for all bins is:

lnL(ǫ|N,NSS) = ln
∏

i,j

L(ǫ|N i,j, N i,j
SS ) (4.13)

=
∑

i,j

lnL(ǫ|N i,j, N i,j
SS ) (4.14)

=
∑

i,j

[

N i,j
SS · ln

(

N i,j(ǫi + ǫj)
)

− N i,j(ǫi + ǫj)
]

(4.15)

Here N i,j is the total number of events with two electrons (OS or SS) respectively

in bin i and j and N i,j
SS is the number of SS events in the same bin. In the last step of

the above equation we have dropped the term
∑

i,j

ln(N i,j
SS !), which does not depend

on the charge mis-ID rate ǫ.

The charge mis-ID rate ǫ can be derived by maximizing the combined log-

likelihood function. It is shown in Figure 4.7 as a function of η and as a func-

tion of η and pT. For high-pT electrons, which radiate more photons, or electrons

which traverse the high-η detector region, which means more detector material to

go through, the charge mis-ID rate is higher. In the high-η region, there is discrep-

ancy between the rate measured from data and that predicted by MC. This is due

to the imperfect modeling of the material budget in the detector simulation in that

region, which is the motivation for estimating this background from data.
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Figure 4.7: The electron charge mis-ID rate as a function of pT and η (left) and as a
function of η (right).

A MC closure test is performed on the likelihood method, by comparing the

charge mis-ID rate measured in the MC sample using the likelihood method and
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the charge mis-ID rate determined using generator level information. The recon-

struction level electrons can be matched to generator level truth electrons to see

whether the charge has been mis-identified. In Figure 4.8, the charge mis-ID rate is

shown in different η ranges as a function of the electron pT. The relative difference

is used as a systematic uncertainty on the charge mis-ID rate. In the high-η region,

which is more populated with charge mis-ID events, the two methods are found

to be in good agreement. In the low-η region, the discrepancy is slightly larger but

the charge mis-ID rate is very low in this region and the uncertainty has a small

effect on the overall estimation.

Figure 4.8: The chargemis-ID rate in theMC samplemeasured using the likelihood
method and derived using truth level information. The uncertainties are statistical
only and should be considered fully correlated since the same MC sample is used
for deriving both.
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4.6.1.2 Energy Loss Correction

In the photon conversion process as shown in Figure 4.6, part of the original elec-

tron’s energy is lost to the soft electrons which are not reconstructed. Since an

opposite-electric-charge control sample will be scaled for estimating the charge

mis-ID backgrounds and the electrons in this control sample do not undergo such

a process, the energy loss of the electron needs to be applied. This energy loss

is studied using MC Z → ee simulation and a correction scheme is derived. In

Figure 4.9, the difference between the truth electron energy and the reconstructed

electron energy is compared for electrons with the correct charge measurement,

electrons with charge mis-identified through photon conversion (trident) and elec-

trons with charge mis-identified due to track mis-measurement.

Figure 4.9: The difference between the truth electron energy and the reconstructed
electron energy for electrons with correct charge measurement (Good), electrons
with wrong charge measurement through photon conversion (Trident) and elec-
trons with wrong charge measurement not through photon conversion (Mismea-
sured).

The energy loss correction is parameterized in the form of

Ecorrected = Eoriginal − Ebias + Gauss(0, E∆res). (4.16)

Here Ebias is the difference between the mean ∆E = Etruth − Ereconstructed of Good

electrons and that of Trident+Mismeasured electrons combined. Ebias characterizes

the linear shift of the electron energy. The Gaussian term with resolution E∆res

accounts for the resolution degradation of the electron energy. E∆res is calcu-

lated by fitting respectively the ∆E distribution of Good electrons and that of Tri-
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dent+Mismeasured electrons using a Gaussian function and take the quadrature dif-

ference of the Gaussian widths. Both Ebias and E∆res are measured as a function of

the electron η and pT. The dependence on the electron pT is found to be weak and

eventually both Ebias and E∆res are uased only as a function of η after integrating

over the whole pT range, shown in Figure 4.10.

Figure 4.10: Electron energy loss correction parameters: linear shift term (left) and
resolution smearing term (right). The unit of the y-axis is GeV.

The energy loss correction is also tested on simulated Z → ee events. In Fig-

ure 4.11, the mee distribution is compared for three different samples: opposite-

electric-charge events, same-electric-charge events, and opposite-electric-charge

events after applying the energy loss correction. It can be seen from the figure that

the energy loss correction well describes the shift and widening of the di-electron

invariant mass distribution in the same-electric-charge sample.

4.6.1.3 Charge Mis-ID Background Estimation

With the charge mis-ID rate and the electron energy loss correction, the charge

mis-ID background is estimated in the following procedure:

1. For each signal region or control region, a corresponding opposite-sign con-

trol sample is selected with the same set of selection cuts except asking for a

pair of opposite-sign leptons. The kinematic cuts on electrons (pT, mℓℓ, etc.)

are loosened to make room for the electron energy loss correction.

2. For each electron selected, apply the energy loss correction and check the

kinematic cuts again. If all selection cuts are passed, this event is added to the

background estimate with the charge mis-ID rate as the new event weight.



56

Figure 4.11: Di-electron invariant mass distribution for opposite-sign events
(dashed curve), same-sign events (red) and opposite-sign events after applying
the energy loss correction (blue).

The corrected electron energy is used for all relevant calculation instead of

the original value.

3. For events with two electrons, both electrons should be used in turn as a

candidate for the one with charge mis-identified. When one is taken as the

candidate, the other one is assumed to have the charge correctly measured

and the energy is kept unchanged. Thus each opposite-sign event adds two

background estimate events, each weighted with the charge mis-ID rate.

One subtlety arises considering the statistical uncertainties associated with the ee

events. Since each ee event in the opposite-sign control sample corresponds to two

background estimate events, the statistical uncertainties tied to these two events

should be fully correlated. For technical simplicity, throughout the analysis the

statistical uncertainties are still taken as un-correlated and are only increased in the

final yield by 9-17% depending on the signal region to account for the correlation.

4.6.1.4 Systematic Uncertainties and Control Regions

The following systematic uncertainties on the charge mis-ID background estima-

tion are considered:

• Statistical uncertainty on the charge mis-ID rate: The charge mis-ID rate is

applied as a function of the electron pT and η. The statistical uncertainty in

each bin is taken as un-correlated and propagated to the background esti-

mation. The net effect on the event yield depends on the control region or

signal region under consideration, varying between 1.7% to 4.5%. A univer-
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sal 4.5% is eventually assigned to charge mis-ID background in all regions

considered.

• Likelihood method: In the closure test as shown in Figure 4.8, a small devia-

tion is observed for the rate measured using the likelihoodmethod compared

to the rate derived using truth level information. The relative difference on

the rate is taken as a systematic uncertainty and is propagated fully corre-

lated in different pT and η bins. The final effect on the estimation varies from

0.7% to 2.6% for different control and signal regions. An overall 2.6% uncer-

tainty is eventually quoted for charge mis-ID background in all regions.

• Background subtraction in Z → ee data sample: The charge mis-ID rate is

measured in Z → ee data sample. After the selection of two electrons, the

sample is dominated by Z → ee events. Small contributions from W+jets

and diboson (mainly WZ) exist in the same-electric-charge sample. These

background events are estimated using di-electron invariant mass sideband

extrapolation and the effects are estimated by subtracting the backgrounds

from the data sample. The uncertainty is found to be 0.2% on charge mis-ID

background for the signal regions and 2% in control regions.

• Double counting between chargemis-ID and prompt backgrounds: The prompt

backgrounds (mainlyWZ) are estimated usingMC simulation, as will be dis-

cussed in Section 4.6.3. In theMC simulaion, the selected same-sign events in

the signal region can also come from charge mis-ID given that processes like

WZ can also produce opposite-sign lepton pairs when the third lepton is not

reconstructed. However this part is already directly estimated in the charge

mis-ID estimation using data. The double counting is always less than 3%

and 5% in the ee and eµ channel respectively. Half of the double counted

contribution is taken as the systematic uncertainty.

• Energy loss correction: The electron energy loss correction is derived from

MC simulation. After applying the correction to opposite-sign ee data events

and comparing to the same-sign di-electron data sample, it is found that the

correction does not fully reproduce the energy loss and resolution degrada-

tion in data, as shown in Figure 4.12. The energy shift term Ebias and the

resolution smearing term E∆res needs to be increased by 35% and 25% re-

spectively. These extra corrections are taken as the systematic uncertainties.

In addition, the difference observed in deriving the corrections using Z → ee

MC and tt̄ MC is quoted as systematic uncertainty, which is 15%.
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• MC self test: The whole charge mis-ID estimation procedure is practiced us-

ing only MC samples, for Z → ee and tt̄ sample respectively. The estimated

same-sign event yield using opposite-sign sample is then compared to the

direct same-sign yield from MC. For Z → ee channel, a 6% difference is ob-

served at most in various control and signal regions. For tt̄ sample, an under-

estimation from the charge mis-ID prediction is observed compared to direct

MC prediction. The contribution from tt̄ events to the total charge mis-ID

background takes up 30% for ee channel and 80% for eµ channel. The ex-

pected tt̄ component is assigned 20% uncertainty in control regions and 40%

in signal regions.

Figure 4.12: The mee distribution of selected same-sign ee data sample and charge
mis-ID prediction using opposite-sign sample. In the left plot, energy loss correc-
tion derived using MC Z → ee sample is applied to the opposite-sign sample for
prediction. In the right plot, the energy shift term Ebias and smearing term E∆res is
increased by 35% and 25% respectively to bring the prediction in better agreement
with data.

4.6.1.5 Charge mis-ID Background Control Regions and Estimation in Signal

Regions

To further check the charge mis-ID background estimation method using data, a

few control regions (CR) which are dominated with charge mis-ID background

events are defined:

• Same-Sign Inclusive CR: All selection cuts on leptons and Emiss
T as for signal

regions. No cuts on jets.

• Low Njet Charge Mis-ID CR: Same as Same-Sign Inclusive CR but without
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the Emiss
T cut and with an extra requirement that at most one jet exists in the

event.

• Same-Sign Z CR: For ee channel only, requires two same-sign electrons with

invariant mass within 10 GeV around Z mass.

• VBF-Like Same-sign Z CR: Same as Same-Sign Z CR, with an extra require-

ment that there exists at least two jets and the invariant mass of the two

leading-pT jets is greater than 150 GeV.

The observed and expected numbers of events in these control regions are

shown in Table 4.11. In all these control regions considered, a good agreement be-

tween the observed number of events and the expectation from the background

estimation is seen. The mee distribution in the Low Njet Charge Mis-ID CR is

shown in Figure 4.13. The di-electron invariant mass peak is well reproduced by

the charge mis-ID estimation using opposite-sign data sample. This indicates both

the charge mis-ID rate and the energy loss correction are working as expected.

Also shown in Figure 4.13 are the lepton η distributions which outline the material

dependence for the charge mis-ID backgrounds. The number of jets distribution

in the Same-Sign Inclusive CR indicates the jet activities are well predicted by the

estimation.

Control Region Name Charge Mis-ID Other Backgrounds Observed Expected/Observed
SS Z 11419±12 (stat.) 108±16(stat.⊕syst.) 11820 0.98±0.01
VBF-Like SS Z 313.4±2.4 12.1±1.8 348 0.94±0.05
SS Inclusive 1021.7±3.7 261±41 1318 0.97±0.04
Low Njet Charge Mis-ID 1924.5±5.0 301±56 2370 0.94±0.03

Table 4.9: Expected and observed numbers of events in different control regions.
Only statistical uncertainties for the charge mis-ID estimation are shown in the
second column. The combined statistical and systematic uncertainties are shown
for other backgrounds in the third column. The Expected/Observed ratio in the
last column has included all systematic uncertainties of charge mis-ID estimation
as described in the previous section.

The estimated charge mis-ID background yields in the two signal regions are

given in Table 4.10.

4.6.2 Non-prompt Backgrounds

Non-prompt backgrounds have at least one of the two selected leptons coming

from hadron decay or a jet mis-reconstructed as a lepton. The major source of non-

prompt backgrounds are SM processes which produce one prompt lepton plus one
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Figure 4.13: The di-electron invariant mass (mee) distribution (top left), leading-
pT lepton η distribution (top right), subleading-pT lepton η distribution (bottom
left) in the Low Njet Charge Mis-ID CR and the number of jets (Njet) distribution
in the Same-Sign Inclusive CR. The process shown in yellow is the charge mis-ID
background estimated using the opposite-sign control sample.

Channel Inclusive signal region VBS signal region
ee 2.07±0.21(stat.)±0.31(syst.) 1.39±0.16(stat.)±0.22(syst.)
eµ 0.77±0.09(stat.)±0.25(syst.) 0.64±0.09(stat.)±0.22(syst.)

Table 4.10: Estimated charge mis-ID background yield in the two signal regions.
Statistical and systematic uncertainties are also given.
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non-prompt lepton. The cases where both leptons are non-prompt are very rare

and only contribute no more than 3.5% to the total non-prompt backgrounds in all

control and signal regions. The probability for a jet to produce a nominal definition

lepton is not easy to measure, unlike the charge mis-ID rate which can be easily

meaured using Z → ee data events. Instead, the ratio of the probability for a jet to

produce a nominal lepton and a loose lepton (Section 4.4) can be measured in a jet-

enriched data sample. The loose leptons are dominated with non-prompt leptons

from jets and can provide a good control sample for non-prompt backgrounds. In

the rest of this section, the nominal lepton is refered to as tight lepton. The ratio is

refered to as fake factor and is defined as:

flepton =
Nnon-prompt tight lepton

Nnon-prompt loose lepton
(4.17)

Given the fake factor, the non-prompt background estimation is calculated by scal-

ing a tight+loose data sample, which is selected in the same way as for any control

or signal region but instead requires one of the two leptons to be loose.

Nnon-prompt bkg. = flepton × Ntight+loose (4.18)

The tight+loose sample is dominated byW+jets and tt̄ events. Prompt background

and charge mis-ID background in the tight+loose sample are estimated using MC

simulation and subtracted from data.

4.6.2.1 Fake Factor Measurement Using Di-jet Sample

Di-jet data sample provides a relatively pure jet collection and has large sample

size, making it an ideal choice for measring the jet fake factors. To measure the

fake factors in di-jet sample and apply the fake factors to tight+loose sample, one

has to assume that the jets which are producing the non-prompt leptons in the two

samples have similar fake factors. In the rest of this section, the jets producing non-

prompt leptons will be refered to as underlying jets. It is found that the different pT

spectra of underlying jets in di-jet and tight+loose sample will bring some biase to

the non-prompt background estimation. This is corrected by introducing a jet pT

reweighting to the di-jet sample before measuring the fake factors. More details

will be discussed later in this section.

In the di-jet sample selection, jets are defined with pT > 25 GeV and |η| < 4.5.
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Jets overlapping with any tight or loose lepton are removed. Events with jets over-

lapping with tight muons are removed, to be consistent with the signal region

selections. After the jet/lepton overlap removal, one and only one jet is allowed in

the event and taken as the tagging jet. The other jet is supposed to have produced

the non-prompt lepton and thus should have been removed. After removing elec-

trons overlapping with tight muons, one and only one lepton is allowed to exist.

This lepton can be either tight electron (muon) or a loose electron (muon) as de-

fined in Section 4.4 but with the pT cut lowered to 20 GeV. The tagging jet and the

lepton is required to be back-to-back in the azimuthal plane with ∆φ(ℓ, j) > 2.8. To

suppress the W+jets contamination, the transverse mass of the lepton plus Emiss
T

system mT(ℓ, Emiss
T ) is required to be smaller than 40 GeV. Residual backgrounds

from W+jets and Z+jets events, which produce a jet and a prompt lepton in each

event, are estimated using MC simulation and subtracted from the data sample.

The lepton is then checked to see whether it is a tight lepton or a loose one to

determine the ratio between the two.

As can be seen from the previous description, the di-jet sample is actually se-

lected as jet+lepton sample. The event is selected using single lepton trigger. For

jet+electron events, a photon trigger EF g20 loose is required, which only uses

information from the EM calorimeter clusters and is expected to have little bias

on the electron quality or isolation. For jet+muon events, a single muon trigger

EF mu24 tight is required, which has no requirement on the muon isolation.

The EF mu24 tight trigger is not equally efficient for tight and loose muons. The

efficiencies have been measured in data (Appendix B.1) and a 10% difference is

observed. This leads to 10% fewer jet+loose muon events selected compared to

jet+tight muon events and results in a 10% upward bias to the muon fake factors.

For this reason, the measured muon fake factors from the di-jet sample will be

multiplied with a factor of 0.9.

The event topology of tight+loose event and di-jet event (or jet+lepton event)

is shown in Figure 4.14. The main variable used for discriminating tight and loose

leptons is the lepton isolation. For a non-prompt lepton, the part of the energy of

the original underlying jet not carried away by the lepton or neutrinos will be de-

posited in a cone around the lepton, as illustrated in the figure. Thus non-prompt

leptons of the same pT which actually come from underlying jets with different

pT will have different amount of energy deposited in the isolation cone. A differ-

ence in the underlying jet pT distribution between the tight+loose sample and the
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di-jet sample will be propagated to the non-prompt lepton isolation distribution

and thus cause different fake factors. A study is carried out comparing di-jet sam-

ple and Z+jets sample in Appendix B.2, which suggests a jet pT reweighting can

largely reduce this biase.

Figure 4.14: The event topology of a tight electron+loose muon event (left) and a
jet+loose muon event (right).

To correct the biase introduced by the different underlying jet pT distribution

in the tight+loose and di-jet sample, it would be ideal to reweight the underlying

jet pT distribution in the di-jet sample to be the same as that in the tight+loose

sample. However, the underlying jets are not accessible in either the di-jet sample

or the tight+loose sample, given that they have produced the non-prompt lepton

plus jets and neutrinos. Instead, in the di-jet sample, the tagging jet pT is used

as a representitive of the underlying jet pT, assuming the balance of transverse

momenta in the di-jet event. In the tight+loose sample, the non-prompt lepton

pT + Econe30
T is used together with a mapping function for deriving the underlying

jet pT distribution of the tight+loose sample.

The mapping from the non-prompt lepton pT + Econe30
T to the underlying jet

pT is derived using the di-jet sample, assuming again the balance of transverse

momenta. In di-jet sample where one of the two jets is reconstructed as a loose
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lepton, the average tagging jet pT versus the loose lepton pT + Econe30
T is shown

in Figure 4.15. A linear correlation is obvious from the plot, with a larger slope

for loose muons than loose electrons. This difference is expected given most of

the non-prompt muons come from heavy-flavor hadron decay and it is usually

accompanied with neutrinos in the final state, while non-prompt electrons mainly

come from jets that deposit a significant part of the energy in the EM calorimeter.

The mapping can be parameterized as:

pT(underlying jet) = p1× (pT + Econe30
T ) + p0 + Gauss(0, 1) × RMS, (4.19)

where p0 and p1 are the two linear fitting parameters as shown in Figure 4.15 and

the Gauss(0, 1)×RMS term is to account for the tagging jet pT distribution width in

each bin of the lepton pT+Econe30
T . The tagging jet pT distribution from di-jet sample

and the derived underlying jet pT distribution from tight+loose sample using the

mapping are shown in Figure 4.16. In the fake factor measurement, the tagging jet

pT distribution in di-jet sample will be reweighted to be the same with the derived

underlying jet pT distribution from tight+loose sample.
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Figure 4.15: Average tagging jet pT versus loose lepton pT + Econe30
T for jet+loose

muon events (left) and jet+loose electron events (right). The error bar is the RMS
of the tagging jet pT in each bin of the loose lepton pT + Econe30

T .

The loose lepton isolation distribution is shown in Figure 4.17. After reweight-

ing the tagging jet pT distribution in the di-jet sample, the lepton isolation distribu-

tions are in better agreement with the tight+loose sample. The distributions from

the tight+loose sample are obtained after the Njet ≥ 2 cut, which already have

similar non-prompt background compositions as the final signal regions. Adding
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Figure 4.16: The tagging jet pT distribution from the di-jet sample and the de-
rived underlying jet pT distribution from tight+loose sample for electrons (left)
and muons (right). The derived underlying jet pT distribution is obtained after the
Njet ≥ 2 cut in the ee and µµ channel.

more cuts to the tight+loose sample increases the statistical uncertainties but does

not change the shape of the isolation distributions. Figure 4.15 indicates that on av-

erage a 25 GeV non-prompt muon comes from a 40 GeV jet and 25 GeV non-prompt

electron comes from a 35 GeV jet. Thus in the di-jet sample, the tagging jet pT is

further required to be greater than 40 GeV for muon events and 35 GeV for electron

events, to avoid the extreme cases where low-pT jets produce high-pT non-prompt

leptons. Fake factors measured using the reweighted di-jet sample is shown in

figure 4.18.

The following sources of systematic uncertainties are considered for the fake

factor measurement:

• Prompt background subtraction: In the selected di-jet sample, prompt con-

taminations exist from W+jets and Z+jets events. This prompt contribution

is estimated using MC simulation and subtracted from data sample before

calculating the fake factors. The MC modeling of the prompt background is

checked using a control region as documented in Appendix B.3. A 4% and

12% uncertainty is assigned to the prompt background estimation in electron

events and muon events respectively and propaged to the fake factor calcu-

lation. The fake factors measured with the prompt MC estimation variation

are shown in Figure 4.19. This uncertainty dominates the total systematic

uncertainty in the high-pT region where the prompt backgrounds dominate

the tight leptons.
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Figure 4.17: The pcone30
T /pT and Econe30

T /pT distributions for loose electrons (top)
and loose muons (bottom). Distributions shown are for the di-jet sample without
reweighting, the di-jet sample with tagging jet pT reweighting, and the tight+loose
sample. After the reweighting, good agreement is observed between the di-jet
sample and the tight+loose sample. The distributions for the tight+loose sample
are obtained after the Njet ≥ 2 cut.

• Tagging jet pT cut: In selecting the di-jet sample, the tagging jet pT is required

to be larger than 40 GeV for muon events and 35 GeV for electron events. The

cut value is varied by 5 GeV for systematic uncertainties. The fake factors

measured with the tagging jet pT cut variation are shown in Figure 4.20. A

stronger dependence is seen for muons.

• Residual flavor dependence: The difference between the underlying jet pT

distribution in the di-jet sample and that in the tight+loose sample is resolved

by the tagging jet pT reweighting. The underlying jet flavor composition,

which is different between the di-jet sample and the tight+loose sample, can

still affect the fake factors. Such residual flavor dependence is checked by

comparing W+jets and tt̄ MC samples, documented in Appendix B.4. The
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Figure 4.18: Fake factors measured using reweighted di-jet sample for electrons
(top) and muons (bottom) as a function of the lepton pT and η. The error bar con-
tains only the statistical uncertainty.

slope of the mapping from non-prompt lepton pT + Econe30
T to the underly-

ing jet pT is found to be different between W+jets and tt̄ MC samples. This

difference can be covered by a 15% variation of the mapping slope measured

using di-jet data sample. Thus to account for the systematic uncertainties due

to the residual flavor dependence, the fake factors are measured again with

the mapping slope varied by 15% and the resulting variations in the fake fac-

tors are quoted as the systematic uncertainties. The fake factors are shown in

Figure 4.21 with such variations.

• Other selection cut dependence: ThemT(ℓ, Emiss
T ) < 40 GeV cut and the∆φ(ℓ, j) >

2.8 cut is varied by 5 GeV and 0.1 respectively to check the effects of the cut

dependence. These variations are found to be negligible compared to the

other sources of sytematic uncertainties.

Fake factors with statistical uncertainties and all uncertainties combined are
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shown in Figure 4.22 as a function of pT.
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Figure 4.19: Fake factors as a function of the lepton pT for electrons (left) and
muons (right) with the prompt background estimation varied by 4% and 12% re-
spectively. The fake factor for muons in the high-pT region is consistent with zero
given the uncertainties.
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Figure 4.20: Fake factors as a function of the lepton pT for electrons (left) and
muons (right) with the tagging jet pT cut value varied by 5 GeV.

4.6.2.2 Trigger Efficiency Correction for tight+loose Sample

The tight+loose sample is selected by requiring the same set of single lepton trig-

gers EF e24vhi medium1, EF e60 medium1, EF mu24i tight, or EF mu36 tight

as for the nominal analysis. With respect to the tight+tight sample for signal re-

gions, the presence of the loose lepton in tight+loose sample introduces some trig-
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Figure 4.21: Fake factors as a function of the lepton pT for electrons (left) and
muons (right) with the mapping slope varied by 15% in deriving the underlying
jet pT distribution in the tight+loose sample.
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Figure 4.22: Fake factors as a function of the lepton pT for electrons (left) and
muons (right) with statistical uncertainties (inner error bar) and statistical and sys-
tematic uncertainties combined (outer error bar).

ger inefficiency. Given two leptons, the probability of at least one lepton firing the

trigger is

P = 1 − (1 − ǫ1)(1 − ǫ2), (4.20)

where ǫ1,2 is the trigger efficiency for the two leptons respectively. To correct for the

trigger inefficiency, the tight+loose sample should be applied with a scale factor

K = Ptight+tight/Ptight+loose =
1 − (1 − ǫ1,tight)(1 − ǫ2,tight)

1 − (1 − ǫ1,tight)(1 − ǫ2,loose)
, (4.21)
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where we have labeled the tight lepton in tight+loose sample as 1 and the loose

lepton as 2, and ǫ2,tight is the trigger efficiency of a tight lepton with the same pT

and η as the loose lepton 2.

The trigger efficiencies of tight and loose leptons can be measured from Z+jets

and W+jets data samples respectively and the trigger efficiency scale factors K can

be calculated as a function of pT and η of the two leptons. The η dependence of the

scale factors are found to be flat and the scale factors are shown in Figure 4.23 as a

function of the lepton pT.

Figure 4.23: The trigger efficiency scale factors for tight e+loose e events (top left),
tight e+loose µ events (top right), tight µ+loose e events (bottom left) and tight
µ+loose µ events (bottom right). The scale factors are shown as a function of the
loose lepton pT (labeled here as Bad Lepton pT) and tight lepton pT (labeled as Good
Lepton pT.

The trigger efficiencies used for calculating the correction scale factors are mea-

sured in Z+jets data sample for tight leptons and W+jets data sample for loose

leptons. In the tight+loose sample, there is also significant contribution from tt̄

events. The trigger efficiencies measured in Z+jets, W+jets and tt̄ MC samples are

compared for systematic studies, as shown in Figure 4.24. The relative difference is
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taken as systematic uncertainty for the trigger efficiencies as measured from data

samples and propagated to the calculated scale factors. In measuring the trigger

efficiencies, background estimation using MC is subtracted from the data sample

and is assigned 100% uncertainty. These systematic uncertainties on the trigger

efficiencies, as well as the statistical uncertainties, are all propagated to the trigger

efficiency scale factors. The final systematic uncertainty on the scale factor ranges

from a few percent to 30% depending on the pT of the two leptons.

Figure 4.24: Trigger efficiencies measured in W+jets and tt̄ MC samples for loose
electrons (top left) and loose muons (top right) and trigger efficiencies measured
in Z+jets and tt̄ MC samples for tight electrons and muons (bottom).

4.6.2.3 Systematic Uncertainties and Non-prompt Background Control Region

The non-prompt background is estimated by scaling the tight+loose sample as in

Equation 4.18. Systematic uncertainties for the estimation include:

• systematic uncertainties on the fake factors as described in Section 4.6.2.1,

• systematic uncertainties on the trigger efficiency correction scale factors as

described in Section 4.6.2.2,
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• a conservative 50% uncertainty on the prompt and charge mis-ID subtraction

from the tight+loose sample estimated using MC simulation.

The non-prompt background estimation is checked in dedicated control regions

where the non-prompt background has significant presence. Given the very tight

lepton isolation in the nominal lepton definition, it is difficult to find such a con-

trol region with the non-prompt background dominating. A Top Control Region,

which has all cuts up to the selection of two jets and requires further one jet tagged

as a b-jet candidate, has 17% to 40% contribution from tt̄ events as non-prompt

background. The event yields in this region is shown in Table 4.11. The lepton pT

distributions are shown in Figure 4.25.

ee channel eµ channel µµ channel
Non-prompt 6.7±2.5 20.0±7.7 10.3±5.3
Charge mis-ID 21.8±4.7 27.3±6.3 -
WZ/γ∗ 2.32±0.45 4.92±0.89 2.11±0.42
Wγ 1.75+0.74

−0.67 2.29+0.91
−0.82 0.21+0.22

−0.21

ZZ - - 0.09±0.08
tt̄ + W/Z 7.2±3.1 18.3±7.8 10.5±4.5
Tot. Bkg. 39.7±6.3 72.8±13.0 23.3±7.1
W±W±jj ewk.+strong 0.81±0.10 2.57±0.28 1.55±0.18
Tot. Predicted 40.5±6.4 75.3±13.1 24.8±7.1
Data 46 82 36

Table 4.11: Expected and observed numbers of events in Top Control Region. The
non-prompt backgroundmakes up 17% to 40% of the total background in different
channels. Good agreement is observed between data and expectation.

4.6.2.4 Non-prompt Background in the Signal Regions

In Equation 4.18, the contribution from loose+loose sample is double counted and

needs to be subtracted. Prompt and charge mis-ID contribution is also subtracted

using MC simulation. The subtracted number of events is shown in Table 4.12.

The final non-prompt background estimation in signal regions is shown in Ta-

ble 4.13 for the two signal regions in different channels.

4.6.3 Prompt Backgrounds

The dominating prompt background is W±Zjj which can be split into electroweak

and strong productions as done for W±W±jj. The interference between the elec-
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Figure 4.25: The leading lepton pT distribution (left) and the sub-leading lepton
pT distribution (right) in the Top Control Region. The non-prompt background
dominates the low pT region. The error band includes all statistical and systematic
uncertainties.

loose+loose contribution
ee channel eµ channel µµ channel

Inclusive SR 0.01 0.02 0.004
VBS SR 0.01 0.02 0.004

prompt+charge mis-ID contribution
Inclusive SR 0.13 0.13 0.004
VBS SR 0.09 0.10 0.004

Table 4.12: Number of events subtracted for loose+loose, prompt and charge mis-
ID contributions from the tight+loose estimation.

Signal Region ee channel eµ channel µµ channel
Inclusive SR 0.61±0.17(stat.)±0.24(syst.) 1.85±0.20±0.74 0.41±0.06±0.21
VBS SR 0.50±0.16±0.20 1.50±0.18±0.60 0.34±0.06±0.18

Table 4.13: Expected non-prompt background contributions to the signal regions.
Both statistical and systematic uncertainties are given.

troweak and strong productions for W±Zjj is highly suppressed and negligible.

BothW±Zjj-Ewk andW±Zjj-Strong backgrounds are estimated using SHERPAMC

simulation.

TheW±Zjj-Ewk production includes diagramswith b-quark in the initial state,
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which is not included in any available NLO MC generators. This part is normal-

ized to LO cross sections as predicted in SHERPA and assigned a conservative 50%

uncertainty. The with-b diagrams contribute to around a third of the total fiducial

cross section but will be highly suppressed after the b-jet veto cut in the signal re-

gion selections. The part without b-quark in the initial state is normalized to cross

section calculated at NLO using VBFNLO and the uncertainties are evaluated at

LO using VBFNLO given that VBFNLO can only output LO events. A summary

of the systematic uncertainties on the W±Zjj-Ewk without b-quark in the initial

state is given in Table 4.14. The fiducial signal region definitions are modified for

WZ/γ∗ events, requiring three leptons instead of two with the mℓℓ cut applied to

all lepton pair combinations and no lepton charge requirement applied.

W±Zjj-Ewk w/o b-quark in the initial state
Source Inclusive Fiducial SR VBS Fiducial SR Comment
MC stat. uncert. 1% 2%
Parton shower 9% 10% PYTHIA8 vs. HERWIG++
Scale 2% 5% scale variations
PDF 6% 12% CT10 eigenvector variations
Total 12% 17%

Table 4.14: Summary of systematic uncertainties on W±Zjj-Ewk (without b-quark
in the initial state) production cross sections in the two fiducial regions.

The total W±Zjj-Ewk production cross sections in the two fiducial regions,

combining both with-b and without-b contributions, are:

σW±Zjj−Ewk
Incl. Fid. SR = 0.395 ± 0.091 fb, (4.22)

σW±Zjj−Ewk
VBS Fid. SR = 0.34 ± 0.91 fb. (4.23)

The extrapolated cross section for the SHERPA sample is 73 fb and 75 fb starting

from the Inclusive Fiducial SR and VBS Fiducial SR respectively.

The W±Zjj-Strong production cross section is evaluated in a similar way as

for W±Zjj-Ewk. An additional uncertainty arises from WZ/γ∗ plus 0 or 1 parton

events which show up in the fiducial signal regions after gaining extra jets from the

parton showering. This is evaluated using dedicated MADGRAPH [80] MC sam-

ples. A summary of the systematic uncertainties on the W±Zjj-Strong production

cross sections in the two fiducial signal regions are given in Table 4.15.
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W±Zjj-Ewk without b-quark in the initial state
Source Inclusive Fiducial SR VBS Fiducial SR Comment
MC stat. uncert. 2% 2%
Parton shower 12% 7% PYTHIA8 vs. HERWIG++
WZ/γ ∗ +0, 1 parton 6% 6% Dedicated MADGRAPH sample
Scale 6% 6% scale variations
PDF 5% 5% CT10 eigenvector variations
Total 16% 12%

Table 4.15: Summary of systematic uncertainties on W±Zjj-Strong production
cross sections in the two fiducial regions.

The W±Zjj-Strong production cross sections with the uncertainties are:

σ
W±Zjj−Strong
Incl. Fid. SR = 1.04 ± 0.17 fb, (4.24)

σ
W±Zjj−Strong
VBS Fid. SR = 0.640 ± 0.077 fb. (4.25)

The extrapolated production cross sections for SHERPA sample is 12.4 fb and 12.8

fb starting from the Inclusive Fiducial SR and VBS Fiducial SR respectively.

The other less significant prompt backgrounds include:

• Wγ: The Wγ background is estimated using ALPGEN [81–83] MC simulation

showered with HERWIG++. The MC sample is normalized to NLO cross

section with 17% total uncertainty, resulting from scale, PDF and differential

cross section uncertainty for 2-jet and 3-jet bins.

• tt̄ + W/Z: The tt̄ production in association with W/Z boson is estimated

using MADGRAPHMC simulation normalized toNLO cross sectionwith 30%

uncertainty.

• ZZjj: The ZZ production in association with two jets is estimated using

SHERPA MC simulation normalized to NLO cross section with an uncertainty

of 19%.

A Tri-lepton Control Region is checked for validating the prompt background

estimation. It is defined by requiring one third lepton present in the event passing

the veto lepton definition apart from the two nominal leptons. At least two jets

are required and no b-jet candidate should be present. The Emiss
T is required to be

greater than 40 GeV. No cuts on mjj and ∆y(jj) are applied. The events selected

in Tri-lepton CR are exactly the events thrown away by the third lepton veto and

are dominated with WZ production. The event yields in Tri-lepton CR are shown

in Table 4.16. Good agreement is observed between data and the expectation from



76

background estimation.

Tri-lepton Control Region
Process e±e±ℓ∓ e±µ±ℓ∓ µ±µ±ℓ∓ Total
W±W±jj-Ewk+Strong 0.01±0.01 0.11±0.02 - 0.12±0.02
WZ/γ∗ 32±5 96±16 57±10 186±31
ZZ 2.2±0.6 5.3±1.3 1.8±0.5 9.2±2.1
tt̄ + W/Z 0.65±0.28 2.4±1.0 1.0±0.5 4.1±1.7
Non-prompt 0.48±0.32 6±5 - 7±5
Total Predicted 36±6 110±18 60±10 206±33
Data 40 104 48 192

Table 4.16: Expected and observed numbers of events in the Tri-lepton CR. The
uncertainties listed include both statistical and systematic uncertainties combined.

The mjj and ∆y(jj) distributions in the Tri-lepton CR are shown in Figure 4.26.

Both the two variables are well reproduced in the MC simulation.

Figure 4.26: The mjj (left) and ∆y(jj) (right) distributions in the Tri-lepton CR.

4.6.4 Low mjj Control Region

In the two signal regions, the mjj is required to be greater than 500 GeV. The region

with mjj below 500 GeV (after all other signal selection cuts except the ∆y(jj) cut)

is used as a control region to check the overall background estimation. The ex-

pected and observed numbers of events in the Low mjj CR are given in Table 4.17.



77

The ∆y(jj) distribution is shown in Figure 4.27. The jet and lepton η distributions

are shown in Figure 4.28 and 4.29. Good agreement is seen between the expecta-

tion and data observation, demonstrating an excellent background estimation.

Low mjj Control Region
Process e±e± e±µ± µ±µ± Total
W±W±jj-Ewk+Strong 6.5±0.7 18.8±1.9 11.4±1.2 37±4
WZ/γ∗,ZZ 25±4 54±9 18.4±3.1 98±16
Wγ 14±4 20±6 - 34±10
tt̄ + W/Z 1.7±0.7 3.8±1.6 2.4±1.0 7.9±3.4
Charge mis-ID 19.4±2.3 8.4±1.4 - 27.8±3.4
Non-prompt 9±4 21±8 8±4 39±10
Total Predicted 76±9 127±16 40±6 243±27
Data 78 120 30 228

Table 4.17: Expected and observed numbers of events in the Low mjj CR. The
uncertainties listed include both statistical and systematic uncertainties combined.

Figure 4.27: The ∆y(jj) distribution in the Low mjj CR.

4.7 Systematic Uncertainty

The systematic uncertainties associated with the charge mis-ID background esti-

mation and non-prompt background estimation have been presented in Section 4.6.1
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Figure 4.28: The leading-pT and sub-leading-pT jet η distribution in the Low mjj

CR.

Figure 4.29: The leading-pT and sub-leading-pT lepton η distribution in the Low
mjj CR.

and Section 4.6.2 respectively. Theory uncertainties for the signal and prompt

background simulation have been presented in Section 4.5 and Section 4.6.3. For

the signal and background MC simulation, other sources of systematic uncertain-

ties are also considered:
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• Electron energy scale and resolution;

• Muon momentum scale and resolution;

• Electron reconstruction and identification efficiency scale factors;

• Muon reconstruction efficiency scale factors;

• Electron and muon trigger efficiency scale factors;

• JVF cut efficiency;

• Jet energy scale and resolution;

• b-jet tagging efficiency;

• Pile-up jets simulation;

• Emiss
T scale and resolution associated with the soft terms not included in the

lepton/jet energy uncertainties;

• Luminosity (2.8%);

• Photon conversion rate for Wγ background.

All these uncertainties are evaluated using performance packages provided by the

ATLAS performance groups except the uncertainties associated with pile-up jet

simulation and photon conversion rate for Wγ background. The uncertainties as-

sociated with pile-up jets are evaluated in a conservative way. In the MC at truth

level, the jets can be matched to truth partons to decide whether the jets come from

pile-up events. The jets which can not bematched to any partons are removed from

the jet collections and the event yield is recalculated for estimating the uncertain-

ties. Since this is the extreme case where no pile-up jets are simulated in the MC

at all, the uncertainties are conservatively estimated. In Figure 4.7, the electron

charge mis-ID rate is found to be different in high-η region between data and MC.

Since the Wγ background is estimated using MC simulation and the Wγ event en-

ters the signal region selections through photon conversion, the mis-modeling of

the photon conversion rate brings biase to the Wγ background estimation. This is

estimated by propagating the relative difference as observed in Figure 4.7 to the

Wγ MC samples.

An additional uncertainty arises for the interference term of the signal produc-

tion. As noted in Section 4.5, the interference contribution is included by scaling

up the electroweak production component, assuming the interference term has the

same detector efficiency as the electroweak production. The uncertainty on the de-

tector efficiency for the interference component is estimated by assuming instead

the detector efficiency to be the same as the strong production component and the

overall difference is found to be 0.5% in both two signal regions.
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Systematic Uncertainties in the Inclusive SR
Source ee/eµ/µµ Signal ee/eµ/µµ

Jet reconstruction 11/13/13 Jet reconstruction 5.7
Theory WZ/γ∗ 5.6/7.7/11 Theory W±W±jj-ewk 4.7
MC statistics 8.2/5.9/8.4 Theory W±W±jj-strong 3.1
Non-prompt 3.5/7.1/7.2 Luminosity 2.8
Charge mis-ID 5.9/4.2/– MC statistics 3.5/2.1/2.8
Theory Wγ 2.8/2.6/– Emiss

T reconstruction 1.1
Emiss

T reconstruction 2.2/2.4/1.8 Lepton reconstruction 1.9/1.0/0.7
Luminosity 1.7/2.1/2.4 b-tagging efficiency 0.6

Lepton reconstruction 1.6/1.2/1.2 Lepton trigger efficiency 0.1/0.3/0.5
b-tagging efficiency 1.0/1.1/1.0

Lepton trigger efficiency 0.1/0.2/0.4

Table 4.18: Summary of major systematic uncertainties in the Inclusive Signal Re-
gion. Relevant sources have been combined and the uncertainties are shown as
relative uncertainties on the total number of background and signal events. The
dominant source of uncertainty is the jet reconstruction uncertainties, including jet
energy scale, jet energy resolution and pile-up jet simulation.

A summary of all systematic uncertainties is given in Table 4.18 for the Inclusive

Signal Region and in Table 4.19 for the VBS Signal Region.

4.8 Signal Regions

The expected and observed numbers of events in the Inclusive Signal Region and

VBS Signal Region are shown in Table 4.20 and Table 4.21 respectively. In both

signal regions, significant excess is observedwhen comparing data to backgrounds

only. The total expected number of events from signal and backgrounds combined

agree well with observation in data.

The mjj distribution after all selection cuts but before applying the mjj > 500

GeV cut and the ∆y(jj) > 2.4 cut is shown for ee, eµ, µµ and the combined channel

in Figure 4.30. The ∆y(jj) distribution after all selection cuts including the mjj >

500 GeV cut but before the ∆y(jj) > 2.4 cut, i.e. the Inclusive Signal region, is

shown in Figure 4.31.

The lepton centrality ζ is a variable characterizing the orientation of the two

leptons with respect to the two tagging jets. If we label the two leptons and two
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Systematic Uncertainties in the VBS SR
Source ee/eµ/µµ Signal ee/eµ/µµ

Jet reconstruction 13/15/15 Theory W±W±jj-ewk 6.0
Theory WZ/γ∗ 4.5/5.4/7.8 Jet reconstruction 5.1
MC statistics 8.9/6.4/8.4 Luminosity 2.8
Non-prompt 4.0/7.2/6.8 MC statistics 4.5/2.7/3.7
Charge mis-ID 5.5/4.4/– Emiss

T reconstruction 1.1
Emiss

T reconstruction 2.9/3.2/1.4 Lepton reconstruction 1.9/1.0/0.7
Theory Wγ 2.6/2.6/– b-tagging efficiency 0.6
Luminosity 1.7/2.1/2.4 Lepton trigger efficiency 0.1/0.3/0.5

Theory W±W±jj-strong 0.9/1.5/2.6
Lepton reconstruction 1.7/1.1/1.1
b-tagging efficiency 0.8/0.9/0.7

Lepton trigger efficiency 0.1/0.2/0.4

Table 4.19: Summary of major systematic uncertainties in the VBS Signal Region.
Relevant sources have been combined and the uncertainties are shown as relative
uncertainties on the total number of background and signal events. The dominant
source of uncertainty is the jet reconstruction uncertainties, including jet energy
scale, jet energy resolution and pile-up jet simulation.

Inclusive Signal Region
Process e±e± e±µ± µ±µ±

WZ/γ∗ 2.74±0.64 5.6±1.3 2.42±0.57
Charge mis-ID 2.07±0.38 0.77±0.27 -
Non-prompt 0.61±0.30 1.85±0.76 0.41±0.22
Wγ 1.11±0.61 1.59±0.78 -
ZZ 0.09±0.07 0.16±0.13 0.07±0.05
tt̄ + W/Z 0.15±0.06 0.25±0.10 0.11±0.05
W±W±jj-Ewk 3.07±0.30 9.00±0.80 4.90±0.50
W±W±jj-Strong 0.89±0.15 2.50±0.40 1.42±0.23
Total signal 3.96±0.41 11.4±1.1 6.29±0.62
Total background 6.8±1.2 10.3±2.0 3.01±0.63
Total predicted 10.7±1.4 21.7±2.6 9.3±1.0
Data 12 26 12

Table 4.20: Expected and observed numbers of events in the Inclusive Signal Re-
gion. In this signal region, the electroweak and strong production of W±W±jj are
both taken as the signal. The uncertainties listed include both the statistical and
systematic uncertainties.
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VBS Signal Region
Process e±e± e±µ± µ±µ±

WZ/γ∗ 2.06±0.53 4.05±0.98 1.83±0.47
Charge mis-ID 1.39±0.27 0.64±0.24 -
Non-prompt 0.50±0.26 1.50±0.62 0.34±0.19
Wγ 0.71±0.43 1.28±0.67 -
ZZ 0.04±0.04 0.05±0.04 0.01±0.01
tt̄ + W/Z 0.05±0.03 0.10±0.04 0.02±0.01
W±W±jj-Ewk 2.55±0.25 7.30±0.60 4.00±0.40
W±W±jj-Strong 0.25±0.06 0.71±0.14 0.38±0.08
Total signal 2.55±0.25 7.30±0.60 4.00±0.40
Total background 5.01±0.90 8.3±1.6 2.58±0.53
Total predicted 7.6±1.0 15.6±2.0 6.63±0.75
Data 6 18 10

Table 4.21: Expected and observed numbers of events in the VBS Signal Region.
In this signal region, only the electroweak production of W±W±jj is taken as the
signal while the strong production is taken as a background. The uncertainties
listed include both the statistical and systematic uncertainties.

jets such that η(j1) > η(j2) and η(ℓ1) > η(ℓ2), then lepton centrality is defined as:

ζ = min{η(j1) − η(ℓ1), η(ℓ2) − η(j2)} (4.26)

For a typical VBS event, where the two leptons are in the central region relative to

the two jets or in other words η(j1) > η(ℓ1) > η(ℓ2) > η(j2), the lepton centrality ζ is

larger than zero. If any of the two lepton is outside the η gap between the two jets,

ζ is smaller than zero. The lepton centrality distribution is shown in Figure 4.32 for

the Inclusive Signal Region and VBS Signal Region. The W±W±jj-Electroweak is

centered towards the positive direction and the backgrounds have a distribution

centered around zero, indicating that in the background events the two leptons are

oriented randomly with respect to the two jets.

The behavior of the di-boson invariant mass in high mass region is one of the

most interesting feature for VBS. If the Higgs particle discovered is not exactly

the SM one, enhancement of event rate at high mass should be observed. Given

the presence of two neutrinos in the final state, the invariant mass of the W±W±

system can not be fully reconstructed. The transverse mass of the ℓℓ+Emiss
T system

is shown in Figure 4.33 for the VBS Signal Region. Due to the limited data sample

size, the number of events expected in the high mass region is very small. More
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Figure 4.30: The mjj distribution in ee, eµ, µµ and combined channels before the
mjj > 500 GeV cut and the ∆y(jj) > 2.4 cut. The dashed line marks the position of
500 GeV. The region on the right to the dashed line is defined as the Inclusive Signal
Region. In the plot for the combined channel, the ratio of data over background
only is shown in the bottom. As the mjj gets large, the ratio deviates from one,
indicating the background only assumption does not describes the data any more.
After adding the signal expectation in, the gap between the background and data
is nicely filled.

data is needed for studying the dynamics of the high mass region.
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Figure 4.31: The ∆y(jj) distribution in ee, eµ, µµ and combined channels in the
Inclusive Signal Region. The dashed line marks the position of 2.4. The region on
the right to the dashed line is defined as the VBS Signal Region. As can be seen
from the plots, the cut ∆y(jj) > 2.4 helps further remove the W±W±jj-Strong
production.

4.9 Cross Section Measurement

As noted previously, in the Inclusive Signal Region W±W±jj-Ewk, W±W±jj-

Strong and the interference combined is taken as the signal and in the VBS Signal

Region only the W±W±jj-Ewk and the interference is taken as the signal. The

production cross section of the signal in the two fiducial signal regions is extracted

using a likelihood function.

Given either of the two fiducial signal regions, denote σW±W±jj as the fiducial

production cross section. Let Ai be the relative event yield for each of the di-lepton

channels (ee, eµ or µµ), which should be 25%:50%:25% given the lepton univer-

sality. The actual values of Ai as calculated at truth level using the SHERPA MC
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Figure 4.32: The lepton centrality (ξ) distribution for the combined channel in the
Inclusive Signal Region (left) and the VBS Signal Region (right). The ∆y(jj) >
2.4 cut applied for the VBS Signal Region has caused the ζ distribution for the
background to shift towards the positive direction.

Figure 4.33: The mT(ℓ, ℓ, Emiss
T ) distribution for the combined channel in the VBS

Signal Region. In the highest bin (including overflow), 6 events are observed and
4 events are expected.

samples are given in Table 4.22. They differ from the expectation because the truth

jet algorithm clusters electrons but not muons and causes slight difference in the

treatment of the two flavors of leptons at truth level. Let ǫi denote the detector

efficiency for the signal in each channel (shown in Table 4.23), θj the nuisance pa-

rameter which represents each of the systematic uncertainties and L the integrated

luminosity of the data sample. The total expected number of events in channel i is
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Ai

Signal Region e±e± e±µ± µ±µ±

Inclusive SR 23.2% 52.4% 26.5%
VBS SR 23.5% 52.7% 25.7%

Table 4.22: The fraction of each di-lepton channel relative to the total production
as calculated at truth level using the SHERPA MC simulation.

then given by:

N i
exp,tot = N i

exp,sig. + N i
exp,bkg (4.27)

= L · σW±W±jj · Ai · ǫi(θj) +
∑

b

N i
b(θj). (4.28)

The sum over b runs over all background processes. The likelihood function is then

defined as:

L(σW±W±jj, θj) =
∏

i

Pois(N i
obs|N i

exp,tot)
∏

j

Gauss(θj|θ0
j , 1). (4.29)

The cross section is extracted by maximizing the likelihood function given the ob-

served number of events in data. The uncertainties of the cross section are evalu-

ated using a profiled likelihood ratio

λ(σW±W±jj) =
L(σW±W±jj,

ˆ̂
θj)

L(σ̂W±W±jj, θ̂j)
(4.30)

where σ̂W±W±jj and θ̂j maximize the denominator and
ˆ̂
θj maximizes the numerator

given a specific value of σW±W±jj . The 68.3% confidence interval of σW±W±jj is

given by asking −lnλ =0.5 [84, 85].

The results of the cross section measurement are summarized in Table 4.24. A

4.5 σ signal significance is observed for the inclusive production of W±W±jj and

a 3.6 σ signal significance is observed for the electroweak production of W±W±jj.

The measured production cross section in the Inclusive Fiducial SR is

σ
W±W±jj−Ewk+Strong+Int
Incl. Fid. SR = 2.1 ± 0.5(stat.) ± 0.3(syst.) fb, (4.31)
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ǫi

Inclusive SR e±e± e±µ± µ±µ±

W±W±jj-Ewk (56.7±1.5)% (73.0±0.9)% (80.4±1.1)%
W±W±jj-Strong (54.5±2.3)% (68.1±1.4)% (77.3±1.8)%

VBS SR e±e± e±µ± µ±µ±

W±W±jj-Ewk (57.2±1.6)% (72.7±1.0)% (82.7±1.2)%
W±W±jj-Strong (53.4±3.8)% (70.2±2.4)% (73.7±3.2)%

Table 4.23: The detector efficiency for each channel of the signal region. The effi-
ciency is calculated as the fraction of the total expected events in the fiducial signal
region which are eventually selected in the signal region at reconstruction level.
The uncertainties listed are only statistical uncertainties.

and in the VBS Fiducial SR

σW±W±jj−Ewk+Int
VBS Fid. SR = 1.3 ± 0.4(stat.) ± 0.2(syst.) fb, (4.32)

The expected production cross section is 1.52 ± 0.12 fb and 0.95 ± 0.07 fb in the

Inclusive and VBS Fiducial Signal Segion respectively, as presented in Equation 4.9

and 4.10. The measured cross section is consistent with the SM expectation within

one standard deviation.

4.10 aQGC Limits

Using the VBS Signal Region, we can set limits on the aQGC. The signal samples

of W±W±jj-Ewk production with aQGC are generated using WHIZARD [86, 87]

at LO for different values of α4 and α5 with K-matrix [25] unitarization. The aQGC

points with fully simulated MC samples, together with the total cross section, the

acceptance into the VBS Fiducial SR and the detector efficiencies are presented in

Table 4.25. A finer grid of the fiducial cross section is shown in Figure 4.34. In this

grid of fiducial cross section, an NLO/LO k-factor of 1.30 has been applied to all

points. This k-factor is derived at the SM point by comparing the WHIZARD pre-

diction of fiducial cross section at LO and at NLO as obtained in Section 4.5. The

dependence of the k-factor on the aQGC points has been found to be flat and thus

the same number is used for all points. The interference contribution is also added

to the W±W±jj-Ewk for each aQGC point using the parameterization in Equa-

tion 4.8. The SM W±W±jj-Strong production cross section is used in the calcula-



88

Inclusive Fiducial SR
Channel Signal Significance (expected) σW±W±jj [fb] 95% CL Upper Limit [fb]
ee 1.6 (1.3) 2.0+1.5

−1.3 -
eµ 3.3 (2.6) 2.1+0.8

−0.7 -
µµ 3.5 (2.5) 2.2+0.9

−0.8 -
combined 4.5 (3.4) 2.1+0.6

−0.6 3.3

VBS Fiducial SR
Channel Signal Significance (expected) σW±W±jj [fb] 95% CL Upper Limit [fb]
ee 0.4 (1.1) 0.4+1.1

−0.9 -
eµ 2.4 (2.0) 1.3+0.6

−0.6 -
µµ 3.2 (2.1) 1.7+0.8

−0.7 -
combined 3.6 (2.8) 1.3+0.5

−0.4 2.2

Table 4.24: Summary of cross section measurement results. The signal significance
is reported in units of standard deviation. The uncertainties on the measured cross
section include both statistical and systematic uncertainties. The 95% CL upper
limits are also reported given that the W±W±jj production has not been observed
at the LHC.

tion for all aQGC points.

Figure 4.34: Production cross section of W±W±jj-Electroweak plus the interfer-
ence term in the VBS Fiducial SR as a function of the aQGC parameters α4 and
α5.

In the ideal case, the detector efficiency can be calculated for each point on

the grid of Figure 4.34. Given the limited computing resources, it is impratical

to generate a fully simulated sample for all these points. The detector efficiency is
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α4 α5 σsample PS [fb] A [%] εee [%] εeµ [%] εµµ [%]
0.00 0.00 14.72 ± 0.02 4.61 ± 0.06 49.2 ± 2.3 62.5 ± 1.5 68.0 ± 2.1
0.00 0.10 16.93 ± 0.02 5.66 ± 0.06 55.1 ± 2.0 61.3 ± 1.4 71.9 ± 1.8
0.00 0.20 21.16 ± 0.02 6.63 ± 0.07 55.4 ± 1.8 70.2 ± 1.2 67.7 ± 1.7
0.00 -0.10 17.98 ± 0.02 5.61 ± 0.06 59.7 ± 1.9 66.7 ± 1.3 74.1 ± 1.8
0.00 -0.20 22.88 ± 0.02 7.09 ± 0.07 55.7 ± 1.7 66.5 ± 1.2 74.2 ± 1.6
0.10 0.00 19.13 ± 0.02 6.92 ± 0.07 54.8 ± 1.8 69.7 ± 1.2 69.6 ± 1.7
0.10 0.10 23.00 ± 0.02 7.32 ± 0.07 61.8 ± 1.6 65.9 ± 1.2 73.2 ± 1.6
0.10 -0.20 15.90 ± 0.02 4.75 ± 0.06 49.7 ± 2.2 66.0 ± 1.4 70.7 ± 2.1
0.10 -0.40 26.26 ± 0.02 7.04 ± 0.07 60.4 ± 1.7 68.8 ± 1.2 79.4 ± 1.5
0.20 -0.30 18.40 ± 0.02 5.76 ± 0.06 56.4 ± 1.9 66.8 ± 1.3 70.2 ± 1.8
0.30 -0.20 25.47 ± 0.03 7.78 ± 0.07 62.9 ± 1.6 71.0 ± 1.1 71.4 ± 1.5
0.30 -0.60 23.15 ± 0.02 5.86 ± 0.06 53.3 ± 1.9 62.0 ± 1.4 67.0 ± 1.9
-0.10 0.00 20.88 ± 0.02 6.64 ± 0.07 56.4 ± 1.8 66.3 ± 1.2 72.2 ± 1.7
-0.10 0.20 16.00 ± 0.02 5.15 ± 0.06 48.3 ± 2.0 62.1 ± 1.5 67.2 ± 2.0
-0.10 0.40 24.62 ± 0.02 6.83 ± 0.07 59.2 ± 1.7 69.2 ± 1.2 71.4 ± 1.7
-0.10 -0.10 25.62 ± 0.03 7.71 ± 0.07 61.6 ± 1.6 65.5 ± 1.2 69.1 ± 1.6
-0.20 0.30 19.28 ± 0.02 6.33 ± 0.07 54.1 ± 1.8 67.7 ± 1.3 68.4 ± 1.7
-0.30 0.20 28.60 ± 0.03 7.56 ± 0.07 58.8 ± 1.7 70.2 ± 1.1 68.1 ± 1.6
-0.30 0.60 23.13 ± 0.02 6.09 ± 0.07 55.1 ± 1.9 67.9 ± 1.2 72.4 ± 1.8

Table 4.25: The aQGC points with fully simulated MC samples. The cross sec-
tion is given in the total produced sample phase space. The acceptance into the
VBS Fiducial SR and the detector efficiency for each di-lepton channel are also pre-
sented. The uncertainties listed only include the statistical uncertainties.
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checked using the 19 fully simulatedMC samples as a function of the fiducial cross

section. The results are shown in Figure 4.35. A linear parameterization is used for

all points in the limit setting, which reads:

ǫee = 0.5222 +
0.0565

fb
· σW±W±jj−Ewk, aQGC

VBS Fid. SR , (4.33)

ǫeµ = 0.7004 +
0.0301

fb
· σW±W±jj−Ewk, aQGC

VBS Fid. SR , (4.34)

ǫµµ = 0.8144 +
0.0143

fb
· σW±W±jj−Ewk, aQGC

VBS Fid. SR , (4.35)

(4.36)

The dependence on the fiducial cross section is rather flat. The stronger depen-

dence in the ee channel is due to the Z mass window cut which is not applied to

the other two channels.

Figure 4.35: Detector efficiency for aQGC in ee (top left), eµ (top right) and µµ
(bottom) channel as a function of the fiducial cross section.

Given a specific aQGC point (α4, α5), the expected number of events in the VBS
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Signal Region in channel i should now become

N i,aQGC
exp,tot = N i,aQGC

exp,sig. + N i
exp,bkg (4.37)

= L · σ(α4,α5)

W±W±jj
· Ai · ǫi(θj, σ

(α4,α5)

W±W±jj
) +

∑

b

N i
b(θj). (4.38)

We still take the likelihood function as a function of the cross section σ
(α4,α5)

W±W±jj

and the nuisance parameters θj , as in Equation 4.30. What is different now is the

detector efficiency depends on the cross section for the aQGC point. The upper

limits on the cross section are derived by asking the likelihood ratio −lnλ = 0.5

at 68.3% CL and 1.92 at 95% CL [84, 85]. The limits on the cross section are then

mapped onto the (α4, α5) plane as constraints on the aQGC. The results are shown

in Figure 4.36. Due to slight excess observed in data in VBS Signal Region, the

observed limits are slightly looser than the expected limits. These are the first set

of constraints on the aQGC for WWWW vertex.

Figure 4.36: Exclusion limits on aQGC parameters (α4, α5). The limit contour is
obtained by mapping the upper limit on the fiducial cross section onto the (α4, α5)
plane. Points outside the light blue ellipse are excluded at 95% CL. Points outside
the dark blue ellipse are excluded at 68% CL. The expected 95% CL exclusion is
given by the solid line.



CHAPTER 5

Conclusion and Outlook

Afirstmeasurement of theW±W±jj production at
√

s = 8 TeV has been presented,

with 4.5 and 3.6 standard deviations of signal significance for the inclusive and

electroweak production respectively. The measured cross section is found to be in

agreement with the SM. Constraints are derived on the aQGC for WWWW vertex.

The results have been published in Ref. [88]. In Figure 5.1, a summary of all cross

section measurements at ATLAS is presented. As of July 2014, the W±W±jj-Ewk

fiducial production cross section is so far the smallest cross section measured at

ATLAS and the first one to hit the fb line.

Figure 5.1: Summary of SM production cross section measurements at ATLAS, as
of July 2014.
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This analysis is still largely constrained by the statistical uncertainties associ-

ated with the data sample. In the coming year 2015, LHC will restart operation at

an increased center-of-mass energy of
√

s = 13 TeV, which will increase the pro-

duction cross section of W±W±jj by a factor of ∼3. Significant improvement in

signal sensitivity is expected with∼10 fb−1 of data next year and∼100 fb−1 of data

in the next three years. More interesting studies can be done in the WZ → ℓνℓℓ

or WV → ℓνjj final state to extract the polarization information of the two W ’s

which can be more sensitive to new physics contributing to the electroweak sym-

metry breaking [89].



APPENDIX A

Monte Carlo Samples

The Monte Carlo scamples used in this thesis are listed in the following tables.

Sample Name Cross Section [pb] k-Factor Filter Efficiency
mc12 8TeV.185393.Sherpa CT10 lnln ls EWK MassiveCB 0.02762 0.8356 1.0
mc12 8TeV.185394.Sherpa CT10 lnln ls QCD MassiveCB 0.01608 1.0354 1.0
mc12 8TeV.185396.Sherpa CT10 lllnu WZ EWK MassiveCB 0.082102 0.8944 1.0
mc12 8TeV.179974.Sherpa CT10 lllnu WZ MassiveCB.merge 9.7446 1.2704 1.0
mc12 8TeV.185397.Sherpa CT10 lllnu WZ l10 MassiveCB 9.7446 1.2704 0.24041
mc12 8TeV.161982.Sherpa CT10 llnunu ZZ EW6 0.0041 1.0 1.0
mc12 8TeV.147196.Sherpa CT10 lllljj ZZjj EW6 0.00691 1.0 1.0
mc12 8TeV.147193.Sherpa CT10 lnlnjj WWjj EW6 0.09588 1.0 1.0
mc12 8TeV.126892.Sherpa CT10 llnunu WW 5.4982 1.06 1.0
mc12 8TeV.126895.Sherpa CT10 llnunu ZZ 0.4962 1.05 1.0
mc12 8TeV.126894.Sherpa CT10 llll ZZ 8.7345 1.0 1.0

Table A.1: Di-boson Monte Carlo samples used in this thesis.

Sample Name Cross Section [pb] k-Factor Filter Efficiency
mc12 8TeV.110001.McAtNloJimmy CT10 ttbar dilepton 238.06 1.0 1.0
mc12 8TeV.105200.McAtNloJimmy CT10 ttbar LeptonFilter 238.06 1.0 1.0
mc12 8TeV.105204.McAtNloJimmy AUET2CT10 ttbar allhad 238.06 1.0 1.0
mc12 8TeV.119353.MadGraphPythia AUET2BCTEQ6L1 ttbarW 0.1041 1.18 1.0
mc12 8TeV.174830.MadGraphPythia AUET2BCTEQ6L1 ttbarWjExcl 0.053372 1.18 1.0
mc12 8TeV.174831.MadGraphPythia AUET2BCTEQ6L1 ttbarWjjIncl 0.041482 1.18 1.0
mc12 8TeV.119355.MadGraphPythia AUET2BCTEQ6L1 ttbarZ 0.0678 1.34 1.0
mc12 8TeV.174832.MadGraphPythia AUET2BCTEQ6L1 ttbarZjExcl 0.045357 1.34 1.0
mc12 8TeV.174833.MadGraphPythia AUET2BCTEQ6L1 ttbarZjjIncl 0.039772 1.34 1.0
mc12 8TeV.108343.McAtNloJimmy CT10NLOME AUET2CTEQ6L1MPI SingleTopSChanWenu 0.606 1.0 1.0
mc12 8TeV.108344.McAtNloJimmy CT10NLOME AUET2CTEQ6L1MPI SingleTopSChanWmunu 0.606 1.0 1.0
mc12 8TeV.108345.McAtNloJimmy CT10NLOME AUET2CTEQ6L1MPI SingleTopSChanWtaunu 0.606 1.0 1.0
mc12 8TeV.108346.McAtNloJimmy CT10NLOME AUET2CTEQ6L1MPI SingleTopWtChanIncl 22.37 1.0 1.0
mc12 8TeV.117360.AcerMCPythia AUET2BCTEQ6L1 singletop tchan e 9.48 1.0 1.0
mc12 8TeV.117361.AcerMCPythia AUET2BCTEQ6L1 singletop tchan mu 9.48 1.0 1.0
mc12 8TeV.117362.AcerMCPythia AUET2BCTEQ6L1 singletop tchan tau 9.48 1.0 1.0

Table A.2: Top Monte Carlo samples used in this thesis.
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Sample Name Cross Section [pb] k-Factor Filter Efficiency
mc12 8TeV.107650.AlpgenJimmy AUET2CTEQ6L1 ZeeNp0 712. 1.23 1.0
mc12 8TeV.107651.AlpgenJimmy AUET2CTEQ6L1 ZeeNp1 155. 1.23 1.0
mc12 8TeV.107652.AlpgenJimmy AUET2CTEQ6L1 ZeeNp2 48.8 1.23 1.0
mc12 8TeV.107653.AlpgenJimmy AUET2CTEQ6L1 ZeeNp3 14.2 1.23 1.0
mc12 8TeV.107654.AlpgenJimmy AUET2CTEQ6L1 ZeeNp4 3.77 1.23 1.0
mc12 8TeV.107655.AlpgenJimmy AUET2CTEQ6L1 ZeeNp5 1.12 1.23 1.0
mc12 8TeV.107660.AlpgenJimmy AUET2CTEQ6L1 ZmumuNp0 712. 1.23 1.0
mc12 8TeV.107661.AlpgenJimmy AUET2CTEQ6L1 ZmumuNp1 155. 1.23 1.0
mc12 8TeV.107662.AlpgenJimmy AUET2CTEQ6L1 ZmumuNp2 48.8 1.23 1.0
mc12 8TeV.107663.AlpgenJimmy AUET2CTEQ6L1 ZmumuNp3 14.2 1.23 1.0
mc12 8TeV.107664.AlpgenJimmy AUET2CTEQ6L1 ZmumuNp4 3.77 1.23 1.0
mc12 8TeV.107665.AlpgenJimmy AUET2CTEQ6L1 ZmumuNp5 1.12 1.23 1.0
mc12 8TeV.107670.AlpgenJimmy AUET2CTEQ6L1 ZtautauNp0 712. 1.23 1.0
mc12 8TeV.107671.AlpgenJimmy AUET2CTEQ6L1 ZtautauNp1 155. 1.23 1.0
mc12 8TeV.107672.AlpgenJimmy AUET2CTEQ6L1 ZtautauNp2 48.8 1.23 1.0
mc12 8TeV.107673.AlpgenJimmy AUET2CTEQ6L1 ZtautauNp3 14.2 1.23 1.0
mc12 8TeV.107674.AlpgenJimmy AUET2CTEQ6L1 ZtautauNp4 3.77 1.23 1.0
mc12 8TeV.107675.AlpgenJimmy AUET2CTEQ6L1 ZtautauNp5 1.12 1.23 1.0
mc12 8TeV.109300.AlpgenJimmy AUET2CTEQ6L1 ZeebbNp0 8.378 1.23 1.0
mc12 8TeV.109301.AlpgenJimmy AUET2CTEQ6L1 ZeebbNp1 3.253 1.23 1.0
mc12 8TeV.109302.AlpgenJimmy AUET2CTEQ6L1 ZeebbNp2 1.190 1.23 1.0
mc12 8TeV.109303.AlpgenJimmy AUET2CTEQ6L1 ZeebbNp3 0.503 1.23 1.0
mc12 8TeV.109305.AlpgenJimmy AUET2CTEQ6L1 ZmumubbNp0 8.374 1.23 1.0
mc12 8TeV.109306.AlpgenJimmy AUET2CTEQ6L1 ZmumubbNp1 3.254 1.23 1.0
mc12 8TeV.109307.AlpgenJimmy AUET2CTEQ6L1 ZmumubbNp2 1.181 1.23 1.0
mc12 8TeV.109308.AlpgenJimmy AUET2CTEQ6L1 ZmumubbNp3 0.507 1.23 1.0
mc12 8TeV.109310.AlpgenJimmy AUET2CTEQ6L1 ZtautaubbNp0 8.376 1.23 1.0
mc12 8TeV.109311.AlpgenJimmy AUET2CTEQ6L1 ZtautaubbNp1 3.243 1.23 1.0
mc12 8TeV.109312.AlpgenJimmy AUET2CTEQ6L1 ZtautaubbNp2 1.194 1.23 1.0
mc12 8TeV.109313.AlpgenJimmy AUET2CTEQ6L1 ZtautaubbNp3 0.498 1.23 1.0
mc12 8TeV.126414.AlpgenJimmy AUET2CTEQ6L1 ZeeccNp0 15.654 1.23 1.0
mc12 8TeV.126415.AlpgenJimmy AUET2CTEQ6L1 ZeeccNp1 6.8946 1.23 1.0
mc12 8TeV.126416.AlpgenJimmy AUET2CTEQ6L1 ZeeccNp2 2.9204 1.23 1.0
mc12 8TeV.126417.AlpgenJimmy AUET2CTEQ6L1 ZeeccNp3 1.1411 1.23 1.0
mc12 8TeV.126418.AlpgenJimmy AUET2CTEQ6L1 ZmumuccNp0 15.649 1.23 1.0
mc12 8TeV.126419.AlpgenJimmy AUET2CTEQ6L1 ZmumuccNp1 6.8930 1.23 1.0
mc12 8TeV.126420.AlpgenJimmy AUET2CTEQ6L1 ZmumuccNp2 2.9176 1.23 1.0
mc12 8TeV.126421.AlpgenJimmy AUET2CTEQ6L1 ZmumuccNp3 1.1377 1.23 1.0
mc12 8TeV.117706.AlpgenJimmy AUET2CTEQ6L1 ZtautauccNp0 15.652 1.23 1.0
mc12 8TeV.117707.AlpgenJimmy AUET2CTEQ6L1 ZtautauccNp1 6.8979 1.23 1.0
mc12 8TeV.117708.AlpgenJimmy AUET2CTEQ6L1 ZtautauccNp2 2.9100 1.23 1.0
mc12 8TeV.117709.AlpgenJimmy AUET2CTEQ6L1 ZtautauccNp3 1.1340 1.23 1.0
mc12 8TeV.146830.AlpgenJimmy Auto AUET2CTEQ6L1 ZeeNp0Excl Mll10to60 3480. 1.19 1.0
mc12 8TeV.146831.AlpgenJimmy Auto AUET2CTEQ6L1 ZeeNp1Excl Mll10to60 110. 1.19 1.0
mc12 8TeV.146832.AlpgenJimmy Auto AUET2CTEQ6L1 ZeeNp2Excl Mll10to60 52.3 1.19 1.0
mc12 8TeV.146833.AlpgenJimmy Auto AUET2CTEQ6L1 ZeeNp3Excl Mll10to60 11.3 1.19 1.0
mc12 8TeV.146834.AlpgenJimmy Auto AUET2CTEQ6L1 ZeeNp4Excl Mll10to60 2.59 1.19 1.0
mc12 8TeV.146835.AlpgenJimmy Auto AUET2CTEQ6L1 ZeeNp5Incl Mll10to60 0.693 1.19 1.0
mc12 8TeV.146840.AlpgenJimmy Auto AUET2CTEQ6L1 ZmumuNp0Excl Mll10to60 3480. 1.19 1.0
mc12 8TeV.146841.AlpgenJimmy Auto AUET2CTEQ6L1 ZmumuNp1Excl Mll10to60 110. 1.19 1.0
mc12 8TeV.146842.AlpgenJimmy Auto AUET2CTEQ6L1 ZmumuNp2Excl Mll10to60 52.3 1.19 1.0
mc12 8TeV.146843.AlpgenJimmy Auto AUET2CTEQ6L1 ZmumuNp3Excl Mll10to60 11.3 1.19 1.0
mc12 8TeV.146844.AlpgenJimmy Auto AUET2CTEQ6L1 ZmumuNp4Excl Mll10to60 2.59 1.19 1.0
mc12 8TeV.146845.AlpgenJimmy Auto AUET2CTEQ6L1 ZmumuNp5Incl Mll10to60 0.693 1.19 1.0
mc12 8TeV.146850.AlpgenJimmy Auto AUET2CTEQ6L1 ZtautauNp0Excl Mll10to60 3480. 1.19 1.0
mc12 8TeV.146851.AlpgenJimmy Auto AUET2CTEQ6L1 ZtautauNp1Excl Mll10to60 110. 1.19 1.0
mc12 8TeV.146852.AlpgenJimmy Auto AUET2CTEQ6L1 ZtautauNp2Excl Mll10to60 52.3 1.19 1.0
mc12 8TeV.146853.AlpgenJimmy Auto AUET2CTEQ6L1 ZtautauNp3Excl Mll10to60 11.3 1.19 1.0
mc12 8TeV.146854.AlpgenJimmy Auto AUET3CTEQ6L1 ZtautauNp4Excl Mll10to60 2.59 1.19 1.0
mc12 8TeV.146855.AlpgenJimmy Auto AUET2CTEQ6L1 ZtautauNp5Incl Mll10to60 0.693 1.19 1.0

Table A.3: Z+jets Monte Carlo samples used in this thesis.
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Sample Name Cross Section [pb] k-Factor Filter Efficiency
mc12 8TeV.107680.AlpgenJimmy AUET2CTEQ6L1 WenuNp0 8037.1 1.18 1.0
mc12 8TeV.107681.AlpgenJimmy AUET2CTEQ6L1 WenuNp1 1579.2 1.18 1.0
mc12 8TeV.107682.AlpgenJimmy AUET2CTEQ6L1 WenuNp2 477.2 1.18 1.0
mc12 8TeV.107683.AlpgenJimmy AUET2CTEQ6L1 WenuNp3 133.9 1.18 1.0
mc12 8TeV.107684.AlpgenJimmy AUET2CTEQ6L1 WenuNp4 35.62 1.18 1.0
mc12 8TeV.107685.AlpgenJimmy AUET2CTEQ6L1 WenuNp5 10.55 1.18 1.0
mc12 8TeV.107690.AlpgenJimmy AUET2CTEQ6L1 WmunuNp0 8040.0 1.18 1.0
mc12 8TeV.107691.AlpgenJimmy AUET2CTEQ6L1 WmunuNp1 1580.3 1.18 1.0
mc12 8TeV.107692.AlpgenJimmy AUET2CTEQ6L1 WmunuNp2 477.5 1.18 1.0
mc12 8TeV.107693.AlpgenJimmy AUET2CTEQ6L1 WmunuNp3 133.9 1.18 1.0
mc12 8TeV.107694.AlpgenJimmy AUET2CTEQ6L1 WmunuNp4 35.64 1.18 1.0
mc12 8TeV.107695.AlpgenJimmy AUET2CTEQ6L1 WmunuNp5 10.57 1.18 1.0
mc12 8TeV.107700.AlpgenJimmy AUET2CTEQ6L1 WtaunuNp0 8035.8 1.18 1.0
mc12 8TeV.107701.AlpgenJimmy AUET2CTEQ6L1 WtaunuNp1 1579.8 1.18 1.0
mc12 8TeV.107702.AlpgenJimmy AUET2CTEQ6L1 WtaunuNp2 477.6 1.18 1.0
mc12 8TeV.107703.AlpgenJimmy AUET2CTEQ6L1 WtaunuNp3 133.8 1.18 1.0
mc12 8TeV.107704.AlpgenJimmy AUET2CTEQ6L1 WtaunuNp4 35.6 1.18 1.0
mc12 8TeV.107705.AlpgenJimmy AUET2CTEQ6L1 WtaunuNp5 10.5 1.18 1.0
mc12 8TeV.117284.AlpgenJimmy AUET2CTEQ6L1 WccNp0 150.2 1.18 1.0
mc12 8TeV.117285.AlpgenJimmy AUET2CTEQ6L1 WccNp1 132.7 1.18 1.0
mc12 8TeV.117286.AlpgenJimmy AUET2CTEQ6L1 WccNp2 71.8 1.18 1.0
mc12 8TeV.117287.AlpgenJimmy AUET2CTEQ6L1 WccNp3 30.3 1.18 1.0
mc12 8TeV.117293.AlpgenJimmy AUET2CTEQ6L1 WcNp0 807.9 1.18 1.0
mc12 8TeV.117294.AlpgenJimmy AUET2CTEQ6L1 WcNp1 267.6 1.18 1.0
mc12 8TeV.117295.AlpgenJimmy AUET2CTEQ6L1 WcNp2 69.8 1.18 1.0
mc12 8TeV.117296.AlpgenJimmy AUET2CTEQ6L1 WcNp3 20.6 1.18 1.0
mc12 8TeV.117297.AlpgenJimmy AUET2CTEQ6L1 WcNp4 4.3 1.18 1.0
mc12 8TeV.107280.AlpgenJimmy AUET2CTEQ6L1 WbbNp0 55.7 1.18 1.0
mc12 8TeV.107281.AlpgenJimmy AUET2CTEQ6L1 WbbNp1 45.2 1.18 1.0
mc12 8TeV.107282.AlpgenJimmy AUET2CTEQ6L1 WbbNp2 23.3 1.18 1.0
mc12 8TeV.107283.AlpgenJimmy AUET2CTEQ6L1 WbbNp3 11.1 1.18 1.0

Table A.4: W+jets Monte Carlo samples used in this thesis.

Sample Name Cross Section [pb] k-Factor Filter Efficiency
mc12 8TeV.146436.AlpgenJimmy AUET2CTEQ6L1 WgammaNp0 LeptonPhotonFilter 230. 1.15 0.314
mc12 8TeV.146437.AlpgenJimmy AUET2CTEQ6L1 WgammaNp1 LeptonPhotonFilter 59.5 1.15 0.449
mc12 8TeV.146438.AlpgenJimmy AUET2CTEQ6L1 WgammaNp2 LeptonPhotonFilter 21.4 1.15 0.545
mc12 8TeV.146439.AlpgenJimmy AUET2CTEQ6L1 WgammaNp3 LeptonPhotonFilter 7.12 1.15 0.630
mc12 8TeV.146434.AlpgenJimmy AUET2CTEQ6L1 WgammaNp4 2.12 1.15 1.0
mc12 8TeV.146435.AlpgenJimmy AUET2CTEQ6L1 WgammaNp5 0.467 1.15 1.0
mc12 8TeV.185304.Sherpa CT10 Wenugamma2jetVBS.merge 0.4496 1.0 1.0
mc12 8TeV.185305.Sherpa CT10 Wmunugamma2jetVBS.merge 0.4496 1.0 1.0
mc12 8TeV.185306.Sherpa CT10 Wtaunugamma2jetVBS.merge 0.4496 1.0 1.0

Table A.5: Wγ Monte Carlo samples used in this thesis.



APPENDIX B

Non-prompt Background Estimation

B.1 EF mu24 tight Trigger Efficiency

The di-jet sample is actually selected as jet+lepton sample with a single lepton

trigger. For muon fake factor measurement, the sample is required to have trig-

ger EF mu24 tight fired and the trigger efficiency with respect to the tight and

loose muons are not necessarily the same due to the difference in the isolation and

impact parameter cuts. Possible biase could have been introducted from this dif-

ference in the efficiency. The trigger efficiencies are measured for the two different

muon definitions.

1. EF mu24 tightwith respect to the tightmuon: A usual tag-and-probemethod

is used. Two and only two tight muons with pT > 25 GeV are required

to be present in the event, with dimuon invariant mass to be within a Z

mass window of 10 GeV. The tag muon is required to be matched to the un-

prescaled EF mu24i tight or EF mu36 tight trigger. The probe muon is

then looked at to see whether it can be matched to trigger EF mu24 tight.

The trigger efficiency is shown in Figure B.1 as a function of the muon pT.

2. EF mu24 tight with respect to the loose muon: A modified tag-and-probe

method is used. The event selection is the same as for the tight+loose sample

but without the Emiss
T cut and the cuts after. One tight lepton and one loose

lepton are present in the event with the same electric charge. The tight lepton

in the event is required to be matched to the un-prescaled nominal trigger

and the loose muon is checked to see whether it matches to EF mu24 tight.

The small prompt contributions other than W+jets and top are subtracted

using MC. The trigger efficiency is shown in Figure B.1 as a function of the

muon pT.
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By requiring the probe muon to be matched to the trigger EF mu24 tight, we

have pre-scaled the data sample by a factor ∼10, which results in a sample of 2.7

fb−1.

The trigger efficiency with respect to the loose muon is relatively lower than

for tight muons. The ratio of the trigger efficiencies with respect to the two muon

definitions is shown in Figure B.2. This ratio would be applied to the measured

muon fake factor as a correction for the trigger bias.
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Figure B.1: The EF mu24 tight trigger efficiency with respect to the tight (left)
and loose (right) muon definitons.
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to the loose and tight muon definitons.
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B.2 Comparison Between Di-jet and Z+jets Sample

In this section, the effects of the underlying jet pT on the non-prompt lepton iso-

lation are investigated, by comparing di-jet data sample and Z+jets data sample.

Reweighting the jet pT distribution in the di-jet sample is found to be effective in

resolving the difference between the two samples.

The event selection of the di-jet sample is the same as described in Section 4.6.2.1.

The Z+jets sample is selected with two high quality tight leptons of the same fla-

vor and opposite electric charge. The invariant mass of the two leptons is required

to be within the Z mass window |mℓℓ − mZ | < 15 GeV and these two leptons form

a Z candidate. To suppress WZ events, the Emiss
T is required to be below 40 GeV.

Events with more than three nominal leptons are rejected to suppress the ZZ con-

tribution. A third lepton is required to be present in the event passing the loose

lepton definition and back-to-back with the Z candidte with ∆φ > 2.5.

Figure B.3 shows the comparison of the calorimeter isolation variableEcone30
T /pT,

and track isolation variable pcone30
T /pT in di-jet, Z+jets and the tight+loose sample

corresponding to the events passing the Njet ≥ 2 cut in our nominal selections (see

Section 4.4).

Assuming the pT balance in the transverse plane, the tagging jet pT and the

Z pT can be used as representitives of the underlying jet pT in di-jet sample and

Z+jets sample respectively. The underlying jets in the Z+jets sample are found to

have similar pT distribution to the tight+loose sample while the difference between

the di-jet sample and the tight+loose sample is found to be larger, even though

there are no obvious reasons why underlying jets in the Z+jets sample should

have similar kinematics as underlying jets in the tight+loose sample. However,

Z+jets samples often have limited statistics and can only be used to measure the

average fake factor and can not measure the dependence on the fake lepton pT.

It is found that if we reweight the tagging jet pT distribution in the di-jet sample

to the Z boson pT distribution in the Z+jets sample, the differences in both the

calorimeter and track isolation distributions between these two samples can be

largely reduced, as shown in Fig. B.4.
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Figure B.3: From top to bottom: the tagging jet pT and Z pT, the Econe30
T /pT and

pcone30T /pT for the di-jet, Z+jets and tight+loose sample. The plots for muons are on
the left and the electron on the right. The tight+loose sample is after the Njet ≥ 2
cut as in the nominal analysis.

B.3 Prompt Background in Di-jet Sample

In the selected di-jet sample, the contributions from W+jets and Z+jets processes

are estimated using MC simulation and subtracted. A control region is used for
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Figure B.4: The loose lepton Econe30
T /pT and pcone30T /pT distributions for the di-jet,

Z+jets and tight+loose sample after the tagging jet pT distribution in the di-jet
sample is reweighted to the Z boson pT distribution in the Z+jets sample. These
plots indicate that it is important to have the right jet kinematics for the fake factor
measurement.

checking the MC simulation of these two processes. The prompt control region is

defined as passing all other di-jet selections but without the mT(ℓ, Emiss
T ) cut and

further require ∆φ(ℓ, j) < 2.0. The ∆φ(ℓ, j) distribution of jet+tight lepton events

is shown in Figure B.5 after all other selection cuts but the mT(ℓ, j) cut.

The observed and expected numbers of events in the control region are sum-

marized in Table B.1.

ThemT(ℓ, Emiss
T ) distribution after all other selections, including the∆φ(ℓ, j) >2.8

cut, is shown in Figure B.6. The ∆φ(ℓ, j) distribution after all other selections, in-

cluding the mT <40 GeV cut, is shown in Figure B.7. The tight lepton pT distribu-

tion after all selection cuts is shown in Figure B.8. It can be seen from these plots

that the discrepancy between data and MC in the prompt process dominated re-

gion can be covered by the 4% and 12% uncertainty assigned to the electron and
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Figure B.5: The ∆φ(ℓ, j) distribution of jet+tight lepton events after all di-jet se-
lections but the mT(ℓ, Emiss

T ) <40 GeV cut. The region ∆φ < 2.0 is defined as the
control region for W+jets and Z+jets contribution. The error band corresponds to
a 4% uncertainty for jet+tight electron channel and 12% uncertainty for jet+tight
muon channel.

channel Data MC (Data-MC)/MC
tight e 329 340.5±1.4 (stat.) -0.034
tight µ 137622 155773.9±673.8 (stat.) -0.117

Table B.1: The observed and expected numbers of events in the prompt process
control region in di-jet sample. A 4% and 12% uncertainty on the overall W+jets
and Z+jets MC prediction will be applied for the electron and muon channel re-
spectively.

muon channel respectively.

B.4 Residual Flavor Dependence

After the jet pT reweighting, the residual flavor dependence of the fake factors is

checked by comparing the di-jet, W+jets and tt̄ MC samples. The di-jet MC events

are selected requiring one jet and one non-prompt lepton. The W+jets and tt̄ MC

events are selected with one prompt lepton and one non-prompt lepton instead,

both with pT > 25 GeV. Prompt leptons are those from W decay and non-prompt

leptons from hadron decay by looking at the truth information. The non-prompt

leptons are then looked at to see whether it passes the tight or loose definition for
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Figure B.6: ThemT(ℓ, Emiss
T ) distribution of the jet+tight lepton events after all other

selection cuts.

E
ve

nt
s

200

400

600

800

1000

-1Ldt=4.6 pb∫=8 TeV, s

Data

W+jets

Z+jets

γW

systσ

(l,j)φ∆(tight e) 

0 0.5 1 1.5 2 2.5 3

da
ta

/M
C

0.6
0.8

1
1.2
1.4

E
ve

nt
s

20

40

60

80

100

120
310×

-1Ldt=2736.2 pb∫=8 TeV, s

Data

W+jets

Z+jets

γW

systσ

(l,j)φ∆) µ(tight 

0 0.5 1 1.5 2 2.5 3

da
ta

/M
C

0.8
1

1.2
1.4

Figure B.7: ThemT(ℓ, Emiss
T ) distribution of the jet+tight lepton events after all other

selection cuts.

the fake factor calculation. Truth underlying jets are defined as the vector sum of

all AntiKt4Truth jets, neutrinos and muons in the cone of ∆R = 0.3 around the

non-prompt lepton. (The AntiKt4Truth jets cluster all final state objects other

than neutrinos and muons.) The truth underlying jet pT distribution is shown in

Figure B.9. The di-jet sample has soft underlying jet pT spectrum compared to

the other two. For W+jets and tt̄ MC, the jets producing non-prompt electrons

have very different pT spectra, while the jets which decay to muons have similar

pT distributions. The fake factors without any underlying jet pT reweighting are

shown in Figure B.10.
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Figure B.8: ThemT(ℓ, Emiss
T ) distribution of the jet+tight lepton events after all other

selection cuts.
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Figure B.9: The truth underlying jet pT distributions for non-prompt electrons and
muons.

As a closure check, we reweight the underlying jet pT distribution of the di-jet

MC sample to that of the W+jets or tt̄ MC sample and require the underlying jet

pT to be larger than 40 (35) GeV for muon (electron) events in the di-jet sample

and compare the fake factors between different MC samples. The fake factors are

shown in Figure B.11 and B.12. The large statistical uncertainties associated with

these fake factors make it difficult to reach any definitive conclusions.

The averaged truth underlying jet pT versus the lepton pT + Econe30
T is shown

in Figure B.13. The mapping slope is different for di-jet, W+jets amd tt̄ MC sam-

ples, indicating the flavor or sample dependence. For electrons, the difference is

small while for muons the difference is slightly larger. Compared to the mapping
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Figure B.10: The fake factors using theMC samples without any jet pT reweighting.
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Figure B.11: The fake factors measured using the di-jet and W+jets MC samples.
The truth underlying jet pT distribution of the di-jet sample has been reweighted to
that of the W+jets sample for electron events and muon events respectively. In the
di-jet sample, the jet pT threshold has been required to be larger than 40 (35) GeV
for muon (electron) events to further suppress the low pT jet events. The overall
fake factor as a flat number in the di-jet sample is 0.012 ± 0.005 (stat.) for electrons
and 0.003± 0.001 for muons. The overall fake factor as a flat number in the W+jets
sample is 0.014 ± 0.002 (stat.) for electrons and 0.014 ± 0.003 for muons.

we have obtained with di-jet data sample, shown in Figure 4.15, a 15% variation

is enough to cover the differences seen between all MC samples. Thus for the sys-

tematic uncertainty due to the residual flavor/sample dependence, the mapping

slope is varied up and down by 15%. A comparison of the truth underlying jet

pT distribution and the derived underlying jet pT distribution using different map-

ping slopes is shown in Figure B.14. The derived underlying jet pT distribution is
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Figure B.12: The fake factors measured using the di-jet and tt̄ MC samples. The
truth underlying jet pT distribution of the di-jet sample has been reweighted to
that of the tt̄ sample for electron events and muon events respectively. In the di-jet
sample, the jet pT threshold has been required to be larger than 40 (35) GeV for
muon (electron) events to further suppress the low pT jet events. The overall fake
factor as a flat number in the di-jet sample is 0.007 ± 0.002 (stat.) for electrons and
0.003 ± 0.001 for muons. The overall fake factor as a flat number in the tt̄ sample
is 0.010 ± 0.001 (stat.) for electrons and 0.0018 ± 0.0002 for muons.

consistent with the truth underlying jet pT distribution. When the slope is varied

by 15%, the variations of the derived underlying jet pT distribution sandwich the

truth underlying jet pT distribution.
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Figure B.13: The averaged truth underlying jet pT versus the lepton pT + Econe30
T .
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Figure B.14: The truth underlying jet pT distribution and the derived underlying
jet pT distribution using the mapping with different slopes.
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[53] T. Gleisberg, S. Höche, F. Krauss, M. Schönherr, S. Schumann, F. Siegert, and
J. Winter, Event generation with SHERPA 1.1,
J. High Energy Phys. 02 (2009) 007.
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[66] B. Jäger, C. Oleari, and D. Zeppenfeld, Next-to-leading order QCD corrections to
W+W+jj and W−W−jj production via weak-boson fusion,
Phys. Rev. D80 (2009) 034022.
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