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CHAPTER 1

Recent Trendsin Wireless Sensor Node Systems

1.1 Design Constraintsin Wireless Sensor Node System

Bell's law of computing classes [1] states that approxinyagslery decade a new computer
class with lower price and volume replaces the previousclstending this prediction to the next
decade, the next computing class is expected to have a aize tirders of magnitude smaller than
today’s cell phones. One of the best example of the next ctingpalass is wireless sensor nodes.
With similar or improved computing power implemented witla small volume - thus the term
“smart dust” [2] - at lower cost, it has potential to changevhpeople interact with environment.
For example, there has already been effort to use wirelesosaodes to measure environmental
change [3], monitor structural integrity of infrastruatUe], be implanted inside human body to
record a patient’s status constantly [5], along with mareotliscussions. However, many issues
still remain to be solved which has been the focus of actigearch to realize the wireless sensor
node and use it for constant monitoring devices [6, 7]. Thetrsmnificant challenge rises from
its biggest benefit: small volume.

Technology advance in electronics for past few decades shaincircuit size has constantly
been shrinking rapidly and is expected to do so for forededalkure [8]. However, as seen in
Figure 1.1 [9], the same has not been true for battery teclggolAlthough it showed constant
improvement, battery capacity per volume has been inargasuch slower than transistor count
per area. Even for today’s hand-held devices such as a cefleptbattery capacity limits key

metrics such as system volume and standby time. During séelap of computing class change,
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Figure 1.1: Relative technology improvement from 1990-2003

from personal computers (PC) to handheld devices, even aueghke Intel Corporation - the
largest chip maker famous for their CPU in the PC - was not fastigh to react to this paradigm
shift. Now it faces a challenge from other companies morgtiddimited power in the computing
environment, such as Qualcomm and ARM [10].

For wireless sensor nodes, the volume that can be allottédttery - if any - is orders of
magnitude smaller than that in a cell phone. In some appiesitthe system does not have any
battery and operates from energy harvester or wirelesslgled power source. Although energy
harvesting and wireless power transmission are activelysiigated topics, they still suffer from
low efficiency. Therefore, it is obvious that it requires atgyn designer to be more aware of
energy efficiency of the circuit. In addition, another ageten presents challenge to the system
designer, which has not been much of an issue for the preelass of the computing system. Not
as much attention to as sheer battery capacity expressdwl®nergy it stores is the maximum
instantaneous current a battery can support. Table 1.1sstiawas battery size becomes smaller,

so does the maximum current it can support. If one circuitllio a wireless sensor node sys-



Manufacturer | Product Name Output | Capacity| Maximum Size
\oltage (V) | (pAh) | Current (mA)| (mne)

PowerStream [11] PGEB016144 3.7 200 400 2684
PowerStream [12] GM300910 3.7 15 120 270
ST [13] EFL700A39 3.9 0.7 5 129
Cymbet [14] CBCO050 3.8 0.05 0.3 57.6

Cymbet [15] CBCO012 3.8 0.012 0.1 18.75

Table 1.1: Battery specification comparison.

tem has instantaneous current that exceeds the maximuantthe battery can support, it causes
unexpected voltage drop. For systems with the battery aml{senergy source, this affects op-
eration of the other blocks as well, possibly leading toltsyatem failure. The system designer
can choose to integrate a large capacitor in order to handlestant spike of high current demand
without significant drop of battery voltage. However, thasres with cost of increased volume,
which is not readily available in all wireless sensor nodEserefore each circuit block has to be

not only energy efficient, but power efficient as well, withrexattention to instantaneous power.

1.2 Circuit Design Challenges

Figure 1.2 shows a typical block diagram of a wireless senede system. At the front end
of the system are analog components such as sensor and datatecs. It monitors changes
in the system’s environment and hands off the informatiodigital form. The digital core then
processes the acquired data, and stores it in memory if s@gesThen data is delivered to the
outside world so that its user can gather acquired infoonafl he communication is usually done
through a wireless channel, since small volume of the systéihits use of large interface fixture
needed for wired communication. On the background, a rew tlock keeps track of the time
for purposes of logging the timing information of data asifion, synchronizing wireless sensor
nodes, etc. All of these operations have to be done withirggrend power budget constrained by
power source like battery and energy harvester, and poweagesnent circuit.

Traditional scaling theory [16] asserts that active poveerdigital circuits can directly bene-
fit from technology improvement. As shown in Table 1.2 [1@falgng enabled digital circuits to

have faster speed with lower power with reduced supply geltd his trend, however, is no longer
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Figure 1.2: Block diagram of a wireless sensor node system.

Device or Circuit Parameter Scaling Factor

Device dimension K

Doping concentration 1/K

\Voltage 1/k

Current 1/k

Capacitance 1/k

Delay time 1/k

Power dissipation 1/k?
Power density 1

Table 1.2: Traditional Scaling Results for Circuit Performan

Year of Production 2013 | 2015 | 2017 | 2019 | 2021 | 2023 | 2025 | 2027
Logic Industry Node Range, ..,/ 1110| 87 | 6/5 | 4/3 | 3/2.5 | 2/1.5 | 1/0.75
Labeling (nm)

Power Supply Voltage (V) 0.86 | 083 | 0.80 | 0.77 | 0.74 | 0.71 | 0.68 | 0.65
Visa (V) 0.446| 0.453| 0.461| 0.461| 0.446| 0.453| 0.454| 0.461
a'o'\s/')OSFET Intrinsic  Delay | o551 1 573| 1.587| 1.525| 1.424| 1.474| 1.422| 1.413

Table 1.3: ITRS Low Power Technology Requirement
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sustainable due to several factors. In order to decreaag dath reduced power supply voltage,
transistor’s threshold voltage has to be reduced as welkeder, this causes exponential increase
in leakage power, which can potentially dominate power aonsion. Therefore the supply volt-
age and especially threshold voltage cannot be scaled dovandingly with device dimension, as
shown in Table 1.3 [8].

With the given processing environment, many different teghes have been researched to
achieve high energy efficiency. More specifically, it hasrbkeown that the maximum energy
efficiency for digital circuit can be achieved at sub-thaddhevel of supply voltage [17]. Also
there are well-known techniques to achieve extremely loeraye power for digital processor
cores [7,18]. As a result, digital circuits have shown ssstd adaptation to the scaling trend
even with much higher number of transistors usually preseatsystem. It can even be said that
slow scaling of threshold voltage was beneficial for the glesif ultra-low power digital circuit,
given that aggressive voltage scaling and power gating atelywsed.

However traditional analog circuits have other problens thgital circuit does not have to
handle. A traditional analog circuit, best represented myerational amplifier such as Figure
1.3[19], is designed with many transistors in saturatiomdenolo meet such condition, portion of
supply voltage level has to be reserved to maintain trasrsish saturation, referred to as voltage
headroom. When this constraint has to be met with traditibeethniques such as cascoding,

circuits like 1.3 are very hard to be implemented with samerating condition as ultra-low power



system like [7]. Also, performance of many traditional aggatircuits is determined by device
matching of different transistors. Because matching is owpd with increased device size, analog
circuit cannot benefit directly with smaller minimum feaggize [20]. As for power consumption
of the traditional analog circuit, transistor in saturatimode with conventional design has to be
supplied with constant bias current. These factors posefisignt challenge for analog circuits to

achieve good power and energy efficiency in wireless serwag aystem.

1.3 Scopeof the Thesis

This thesis will discuss essential analog circuit blockgureed in ultra-low power wireless
sensor node systems as shown in Figure 1.2. As discusseehiogs section, these circuit blocks
require non-traditional techniques to be compatible wytem environment.

In Chapter 2, low power real time clock using pulse-driverstaiyoscillator is discussed. Even
with advance in CMOS-based timer, crystal oscillator stilyides superior performance in accu-
racy by orders of magnitude. However, its power consumpiteeds to be kept minimal, consid-
ering that the real time clock has to be running all the timthaut being put under sleep mode.
Moreover, previous works on low power crystal oscillataguiges an operational amplifier with
monitoring circuit. Because these require constant biagotrit was limiting the minimum power
consumption of the circuit. Therefore, operational amgifwas replaced with pulsed drivers. The
pulse was generated at precise timing by using DLL. ThedSplpenal circuits were operated with
reduced supply voltage to minimize peripheral circuit ppw® maximize pulse strength to com-
pensate for energy lost at each oscillation cycle, the tsiwere operated at highest supply voltage
available. All the different supply voltage levels were geated on chip by using switched capac-
itor network. The circuit was tested at different supplytage and temperature. Its frequency
characteristic along with power consumption were measaneblcompared to traditional circuit.
Also, its performance as real time clock was verified by maaglAllan deviation.

In Chapter 3, simplified version of pulse-driven crystal tatr is discussed. Recent works
showed that the crystal oscillator can still maintain dation with inaccurate pulse position,
thanks to crystal’s high quality factor. DLL in Chater 2 is laged with Schmitt trigger, greatly

reducing design effort. Its implementation detail, lay@utd simulation result are presented.



In Chapter 4, sub-nW 8 bit SAR ADC using transistor-stack DAdiscussed. Conventional
SAR ADC is well known for its excellent energy efficiency. Hewer, most of the works are
focused on high sampling speed, which is not always negessanvironmental monitoring.
Therefore a new SAR ADC architecture was designed for moelsampling frequency of 1kS/s.
To facilitate design effort and reduce layout dependerdcgffconventional capacitive DAC was
replaced with transistor-stack DAC with 255:1 multiplex&@he control logic was designed with
both TSPC and CMOS logic to minimize transistor count. Theagihekas been implemented in
65nm as a stand-alone version and in 180nm as part of WSN system ADC was tested at
different sampling rates and input signal frequency. Thsrimearity and power consumption
was measured. Lastly, its performance was compared to AD@ssivnilar sampling rate and
resolution.

In Chapter 5, voltage regulator using a switched capacitwvork is discussed. The circuit was
designed for production-cost-driven project. In ordereograte voltage used for digital circuits at
reduced cost, a switched capacitor network based voltaggater was chosen, replacing a boost
converter. The circuit can generate output voltage of 3:20% at input voltage of 1.7-3.4V with

15mA load current.



CHAPTER 2

Pulse-Driven Crystal Oscillator

2.1 Motivation

In wireless sensor node (WSN) application, one goal is tadmugitwork of tiny sensor nodes
to collect data. Due to its small size, each sensor node hapdmte at extremely low power.
Under one of typical scenario in Figure 2.1 (a), processdrhei activated every 20 minutes to
take measurement for 100ms at 3uW. Then once in every howegsor will transmit this data
for Ims at ImW. For the rest of the time, the whole system velpit into sleep mode where it
will consume idle power of 1nW. If there is a base station \Wtgan listen to the transmitted signal
all the time, each sensor node does not have to worry aboutaediming and consume average
power of 1.5nW. However for some applications, each sensde has to communicate with each
other. In such cases, each sensor node will have its owngingference so that it will activate
its communication module exactly after one hour. Unfortaha two independently operating
timing references are likely to suffer from mismatch duettej and other randomness. Here we
assumed a new scenario as shown in Figure 2.1 (b). Givearsihiased timing reference operating
in sub-nW range (e.g., 660pW in [21]), we can expect two ndaddsgve mismatch of 200ms in
an hour due to its high frequency instability. This corregt®to 56ppm in an hour. In such
case, communication module of one node will be activatelieeand has to wait until other node
initiates communication. In such case average power copsombecomes 57nW, which is 38
times larger than the previous case. To avoid this scereaid) node has to be equipped with high

accuracy timing source. Such timing accuracy can be offeyeduartz crystal oscillator (XO).
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Figure 2.2: Conventional XO circuit.

However it usually consumes much higher power than the wéasor node system, typically in

the range of pW to 100s of nW.

2.2 PreviousWorks

To analyze problems with conventional XO, basic configorats shown in Figure 2.2. The
inverter in closed loop will amply noise in its input to kigtart the oscillation. At the same time,
it provides 180 degrees phase shift, and generates enesggdoh time crystal oscillates. For
this configuration, inverter gain is uncontrolled and giggsiare wave output. Therefore, series
resistor at output is required to control the drive levelisTdiso forms low pass filter so that crystal
does not oscillate at higher overtone frequency. Howeveretlare three noticeable sources of
power loss in this circuit. The first one is the driver itséffecause its input signal is sinusoidal
wave, the driver is never completely turned off and consustatsc power. The second source is
uncontrolled, high oscillation amplitude, which leads tormmpower loss per each cycle. The last
one is the series resistor. As you can see from the wavefbrswaltage difference is burnt off by
the resistor. Overall, this configuration will typically meume power in pW range for 32.768kHz

crystal.

To cope with this problem, new circuit was proposed in 1972,[#hich is shown in Figure

10
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Figure 2.3: Popular low power XO circuit.

2.3. This circuit monitors the oscillation amplitude anchtvols the bias current of the driver. By
using active feedback control loop, it could reduce driverent, reduce oscillation amplitude, and
eliminate the series resistor. The lowest power consumpéported using this scheme is 27nW,
but unfortunately it is still little too high for WSN applidan due to followings. First, although

smaller than the conventional circuit, the driver still sames static power. Also, there’s lower
bound on how small the amplitude can get. Smaller oscillati®ans that the driver input also
becomes smaller. The driver is operating in sub-threshegtbn, and the smaller oscillation input
makes driver much weaker and can eventually get to the powerdno longer can regenerate
enough energy to sustain the oscillation. For the last, liteed loop control system, which made

27nW possible, consumes good portion of power by itself.

2.3 Circuit Operation of DLL-Assisted Pulse-Driven Crystal

Oscillator

To further reduce the power consumption suitable for wagleensor node application, new
circuit was designed using preamplifier concept, which ésfitst of two key components in the

circuit. Starting from conventional circuit with only silgginverter, preamplifier is placed before

11
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Figure 2.4: Preamplifier concept of the proposed circuit.

the output driver as shown in Figrue 2.4. Then new VDD and ggopair smaller than nominal
VDD and ground is supplied, so that oscillation amplitud&ept small. From now on, it will
called low voltage supply, which is targeted to be about 180nhmen larger voltage is supplied to
the preamplifier, so that small input signal can be amplifieldtz being sent to the output driver.
It will provide output driver with maximum gate-source \age, increasing the transconductance.
It will be called as high voltage supply, which is targetecb®about 1V. In this configuration,
smaller oscillation amplitude no longer weakens the drivdith help of higher input signal to
the driver, it now has stronger transconductance and cantamaioscillation at lower voltage.
This approach, however, has two remaining issues. If thenppéfier is implemented operational
amplifier with enough bandwidth to keep the phase differdoeg the preamplifier alone will
consume bias current larger than 10nA. Also, amplified sigrekes output driver too strong, so
that it again requires series resistor for safe operatiaa Pesult, pulsing scheme is implemented,
the second part of the key components. The previously dieclsperational amplifier is replaced
with an inverter and pulse generator. Instead of prematiwehing on the driver and perturb the
sinusoidal oscillation, the driver is turned on at eachltzdmn peak to regenerate energy only
when it is needed. Since precise timing it is required to reld.L locked to crystal’s resonant
frequency. From there pulses can be generated at prefémad)tand these signals are used to
separately drive NMOS and PMOS driver. For an example, atatsen maxima, PMOS will turn

on briefly and clamp the oscillation’s top level back to VDDAL minima, NMOS will turn on

12
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and clamp the bottom level down to VSSL. This way, seriestescan be removed. In addition,
only one transistor of the driver is on at a time when VDS isl§raad output driver power can be
significantly reduced. However, if DLL and other circuite aun in high voltage supply, which is
targeted to be around 1V, the power consumption in thesaitsrwill be too high. It negates any
benefit from lower driver power.

Therefore, another voltage pair in between high voltagelsuand low voltage supply is in-
troduced, and which is called medium voltage supply. By kegpnedium voltage supply at
near-threshold level, power consumption of DLL and otherusts can be reduced. Since output
driver still wants to have high voltage supply signal as inpevel converters are implemented in
between. Unfortunately, it means four extra supply volsag®r practical application, these volt-
ages should be generated efficiently on chip. In this cirewitched capacitor network (SCN) is
used so that the whole circuit can operate from just one 3éb@f and ground. The block diagram
for the final circuit is shown in Figure 2.5. Overall, the ciitcwill maintain the oscillation in the
following way. Once DLL is locked to crystal's resonant fusmcy, DLL makes different sets of
32.768kHz square wave with different phase. The circuikpie pair of these square waves and

it can make precise pulse at predefined timing. Then thesepare applied at output driver to

13
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Figure 2.6: Circuit in medium voltage supply.

inject energy at oscillation peak and thereby the circuit ®astain the oscillation.

2.4 Circuit Implementation Detail

In this section, the details of each block will be discussé&tie blocks in medium voltage
supply include front end, DLL, and pulse generator, whichnfdhe core of the system. These
blocks are shown in Figure 2.6. Then the level converter &M @ill be explained.

Figure 2.7 shows front end (FE) block. Since crystal ogeiflas sine wave within low voltage
supply, the sine wave needs to be transformed into square wiévin medium voltage supply for
the DLL to work. Since the front end is operating at neardhodd level, where the circuit is more
prone to PVT variation, if we use simple inverter, it may natka square wave at all when either
NMOS or PMOS is much stronger than the other. Therefore, Ehelput needs to trip exactly in

the middle of low voltage supply, even with PVT variation. eféfore self-adaptive body biasing
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technique is used for FE [23]. Body biased inverter will arfyplhe sine wave from the crystal
while separate body bias generator dynamically adjustbdig bias so that trip voltage is set as
required. However, the body bias generator itself consumz® than few nW of power if it is
left running always. Therefore body bias voltage is heldnrcbip 60pF capacitor and adjusted
only once in a while. The reference voltage, which sets ippitig voltage was generated on-chip
using diode stack transistors, which can operate few pWerang

Figure 2.8 shows DLL block. Delay cells are made with currgiarved inverters, double
stacked to minimize any leakage present. Then a pair of tafpom delay cells is chosen for
pulse generator. Depending on which cells are chosen, tlse generator will use appropriate
logic gates so that correct pulses can be sent to the drivegsgte 2.9 shows edge detector part of
the DLL. Instead of using standard flip-flop, custom cell hasrbdesigned to reduce the number
of transistors to 13 instead 36 transistor of standard dellBy doing so, flip-flop power was
reduced by 55%. Similar to body bias generator from the F&etlge detector will only operate
periodically. This may bring concern about worse frequesi@bility. However, as it will be

explained in the next section, the long term stability does show noticeable impact, due to
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innate frequency stability performance of the quartz edyst

Figure 2.10 shows charge pump part of the DLL. Similar to otberts shown previously,
double stacking is used when needed and the circuit opgratesdically while relying on large
capacitors to hold bias voltage. Although not shown in thergdor the simplicity, bias voltage for
the charge pump is also internally generated and it is assist decoupling capacitors. Overall,
when the DLL and FE need to recalibrate bias voltage, all tfewiit parts previously explained
will be activated. The measurement result confirmed thatiteeit can sustain the oscillation
while running in this mode for only 2 cycles out of every 32legc Then for the rest of 30 cycles,
only blocks in main signal path, which are FE, delay cellsl BG, remain running to save power.

The Figure 2.11 shows level converter. The pulse generated previous blocks is still in
medium voltage supply. In order to have the maximum trandgotance, the pulse needs to be
up-converted to high voltage supply level. Since each palsent to different type of transistors,
the up-conversion requirement is different for each sighat an example, when pulse for NMOS

driver is converted, the maximum voltage is increased to dbigh voltage supply, whereas
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Figure 2.12: SCN and clock dividers.

minimum voltage level does not matter since it's alreadydothan VSS of low voltage supply.
Similarly, the minimum voltage needs to be decreased tolgugpund level for PMOS pulse.
To build robust level converter with PVT variation, new legenverter is designed to reduce the
contention between pull-up and pull-down path during titeoys Especially for PMOS driver,
delay element is inserted in the circuit to completely tufruanecessary path [24]. Once the level
conversion is done, this signal is applied to the gate teahmhoutput driver transistors.

As explained earlier the circuit has its own SCN to generdterdnt voltage pairs. The voltage
generation has to be done without consuming too much powetself. Considering parasitic
cap from switching components, it is better to use largetchwig capacitor operating at lower
frequency, if the circuit can tolerate ripple from resuitisupply voltages. As a result, frequency
dividers are used to get 4.096kHz signal for operating the 8€8hown in Figure 2.12. Although
not shown here, SCN requires separate clock source befoogyttal starts to oscillate. This can
be done by using low power ring oscillator, which was not iempénted in this circuit. Since it
can be turned off after crystal starts to oscillate, the pavest of ring oscillator will be minimal
during normal operation.

Figure 2.13 shows details of SCNL1 - which generates mediutag@kupply from high voltage
supply - and SCN2 - which generates low voltage supply fromiomedoltage supply. The switch

configuration can be dynamically adjusted as needed andfewyexamples are shown in the
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Figure 2.14: Measured waveform.

figure. For the measurement result discussed in the folgpw@ssion, medium voltage supply was
set to be half of high voltage supply, and low voltage supphs\set to be one-third of medium

voltage supply.

2.5 Measurement Result

The proposed circuit was fabricated in 180nm CMOS technolaigjy triple well. Figure 2.14
shows measured waveform, where pulse injection at eachatieei peak can be observed. The
power consumption of all the circuit, including on-chip tagle generation by SCN, at different
power supply voltage is shown in Figure 2.15. The minimum g@owaf 5.58nW was observed at
room temperature. For the rest of the test result such asetatpe sweep, supply voltage of
1.08V was used.

The experiment result in Figure 2.16 shows the frequencypghander different supply volt-
age and pulse location. Normal in Figure 2.16 means pulsegeasrated around oscillation
minima and maxima. Early is case when pulse was generatedebescillation peaks, and late

is case when pulse was generated after oscillation peallsmBans pulse was generated around
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Figure 2.17: Frequency at different temperature.

oscillation peaks with three times wider pulse width. Thapdr shows frequency change normal-
ized to frequency with normal pulse at supply voltage of 1keTircuit shows 30.3ppm/V over
0.94-1.2V. Within 10% of the supply voltage at 1.08V, thegivency drift is approximately 7ppm.
In comparison, conventional circuit - the one which has amlg inverter and power consumption
isin YW range - is 1.89ppm/V, and CMOS gate leakage based piotished in ISSCC 2011 [21],
is 4200ppm/mV. Figure 2.16 shows that pulse location andhnadfect oscillation frequency by
only few ppm. This shows that the circuit can maintain acaeletfrequency performance even if
DLL performance degrades.

Figure 2.17 shows the frequency dependence to the temperalhe ideal frequency char-
acteristic is shown in blue line, as specified by crystaltadleet. The shaded region marks the
specification boundary coming from process variation otitystal itself. The solid red line shows
the result of the circuit. The graph suggests that the distays within the specification boundary.

Shown in black line is the conventional circuit result.
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Minimum power consumption 5.58nW
Operating temperature tested —20°C - 80°C
Frequency drift within —4.56ppm-133.3ppm
testing temperature
Supply voltage dependence 30.3ppm/V

Minimum oscillation amplitue 100m\j, p
Frequency| Area Power consumption | Technology
[26] 32.768kHz|  N/A 220nW 2um
[27] 2.1MHz | 0.41mn¥t 700nW 2um
[28] 32.768kHz| N/A 27nW 2um
(32nW with clock divider) 2um
This work | 32.768kHz| 0.3mn? 5.58nW 0.18um

Table 2.1: Performance summary.

To use this circuit as real time clock in wireless sensor nlwatgy term frequency stability is the
utmost importance. The circuit was continuously monitdrecbom temperature for eight hours,
and Figure 2.18 shows that frequency is tightly controleithin fraction of ppm. Shown in Figure
2.19 is Allan deviation of the circuit and basic circuit. Titeal line shows the measurement result
of the circuit, and the black line is the measured result eflisic crystal oscillator operating at
32.768kHz. For comparison, Allan deviation measuremestltéor ultra-low power silicon-based
timers are shown [21, 25]. The result shows that the circainiains stability performance needed

for WSN, even with periodic operation of bias point recalthma.

2.6 Conclusion

The Table 2.1 shows the performance summary, along with agsgn to previous works
[26—28]. The new XO architecture was proposed which usesviatage supply to keep small
oscillation amplitude and high voltage supply for strongvelr Together with pulse injection
scheme realized by DLL, the power could be reduced by 4.8#x fthe best previously known
work. The long term frequency stability performance is conéid and meets requirement for WSN

application.
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CHAPTER 3

Schmitt Trigger Based Pulse-Driven Crystal Oscillator

3.1 Motivation

The details of DLL-assisted pulse-driven crystal osaltatas published in 2012 [29]. The
previous circuit uses DLL to generate pulse at precise gimafative to oscillation frequency. In-
accurate pulse timing can potentially increase power aopsion because the capacitor connected
to the crystal is charged by the driver, not by the resonacitlason of the crystal. However in
the work published in 2014 [30], it used inverter delay fonig. Using pulse with higher ampli-
tude as it was proposed in DLL-assisted pulse-driven drgstllator, eliminating precise timing
circuit, and using 28nm technology, it could reduce thel jpt&ver consumption with 32.768kHz
crystal. As it is shown in the measurement result of the Dikisted pulse-driven crystal oscilla-
tor, location of the pulse has limited impact at operatirggjfrency accuracy.

Utilizing this tradeoff between accurate timing and fregeyeaccuracy, new circuit has been
simulated with 180nm CMOS technology, same as previous Dddisted pulse-driven crystal
oscillator. Specifically, the circuit was designed to beduas a real-time clock for mfescale
system as in [7]. The system operates from a single rechalegbattery, and internally generates
0.6V and 1.2V. The new design has to maintain stable osoitidtom finite number of voltage
supply level available in the system.

Figure 3.1 shows electrical model of 32.768kHz crystal usesimulation, and Figure 3.2
shows power consumption of crystal oscillating at diffénesitage level. At oscillation amplitude

of 0.6V, the crystal alone dissipates 3.7nW. While this |lefgbower consumption is acceptable
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Figure 3.2: Power consumption of crystal oscillating atedtént voltage level

for given application, peripheral circuit’s power consuiap is not. At given technology, standard
threshold voltage device suffers from prohibitive leveledkage current, whereas high threshold
voltage device has functional failure at different processation. Therefore additional voltage
level of 0.3V was chosen. This can be easily generated fr@&# By SCN with 2:1 division
ratio, and standard threshold voltage device can safelsatpwith help of dynamic compensation
circuit such as 2.7.

With oscillation peak-to-peak amplitude at 0.6V, the toaler consumption is going to be
larger than 10nW. Considering that real-time clock has toming all the time without, it
increases average power consumption of the whole systemfisamtly for mn¥-scale system.
Therefore, the new system has been designed to operatevawdhigh can be easily generated
by SCN with 2:1 division ratio. At 0.3V peak-to-peak oscikat amplitude across crystal with
5pF capacitance to ground at each end, it was simulated suomn0.9nW without any peripheral
circuit.

The testing result in the next section, as well as work of ,[38pwed that pulse location has
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Type Temp.(°C) | Min. | Max. | Mean| Sigma

-20 2.77 | 8.72 | 4.62 | 0.641

Schmitt trigger 27 150 | 448 | 2.87 | 0.396
100 0.469| 2.79 | 1.49 | 0.261

-20 3.25| 25.6 | 8.46 | 257

Inverter chain 27 0.747| 8.11 | 2.96 | 0.788
100 0.001| 2.28 | 0.828| 0.308

Table 3.1: Monte-Carlo simulation for delay variation us

Type Temp.(°C) | Min. | Max. | Mean | Sigma
-20 339| 874 | 49.6 | 6.50
Schmitt-trigger 27 45.7| 206 | 93.2 | 19.0

100 170 | 1035 | 407 104
-20 295 | 331 | 311 | 4.50
Inverter chain 27 320 | 520 | 361 19.5
100 719 | 3079 | 1380 | 308

Table 3.2: Monte-Carlo simulation for power variation (pW)

limited effect at oscillation stability. However it stilleeds to stay within acceptable range, that is,
close to oscillation maxima and minima. When the pulse isayafrom the ideal location, the
oscillator suffers from different problem according touilig scheme. If the crystal is driven at
one terminal only, such as the work described in the preseation, the capacitors at both ends of
the crystal is charged by the driver, not by the resonaneaticoming from the crystal. Therefore
the circuit has to waste additional amount of power evergtihe crystal oscillates. If the crystal
is driven at both terminals as in [30], oscillation ampligugrows larger as the pulse location is
moved further away from the ideal location, thus leadingighér power consumption as well.
Therefore tradeoff exists between accuracy of the pulsstilme and power consumption.

In [30] inverter chain was used to generate delay for thegputowever inverter chain operat-
ing at such a low voltage is known to suffer from large vadatiln addition it requires long chain
of inverters to generate delay in s level, as required in&@BkHz crystal application.

Figure 3.3 shows the block diagram of the proposed Schrigtjdr based pulse-driven crystal
oscillator, operating without DLL. For this work, Schmittgger replaces inverter chain. Table
3.1 and 3.2 shows Monte-Carlo simulation result for one Stthngger compared to 19 inverters
connected in series. The number of inverters was chosemsi thatches single Schmitt trigger’s

delay in nominal case. The area for one Schmitt trigger imb86chnology is 20 7ufawhereas
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Figure 3.3: Block diagram of the proposed pulse-driven afysscillator without DLL.
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3.2 Circuit Implementation Detail

Figure 3.4 shows pulse generator using Schmitt trigger. Sdtemitt trigger generates delay
from sine-wave input coming from crystal’s oscillation.lléaved by inverter chain with selectable
length, this circuit can generate pulse with different kangUnlike DLL-assisted pulse-driven
crystal oscillator it cannot change the pulse location. riseo to save power, part of the inverter
chain can be power gated when not used.

Bootstrap circuit schematic is shown in Figure 3.5. Thisuwircan provide faster rise/fall
time and lower power consumption than level converter dpeyat same voltage domain (i.e.,
from 0.3V to 0.6V). It requires larger area than level coteedue to four capacitors, but its small
capacitance - only 10fF - makes its area overhead relatsrabll compared to the whole system’s
area.

Figure 3.6 shows SCN circuit for generating 0.3V for the syst&he crystal’s oscillation volt-
age is level-converted to generate SCN clock signals. Asaégd previously, standard-threshold
device operating at 0.6V may lead to prohibitively large amtoof leakage current at certain pro-
cess and temperature variation. Therefore, high-thrdsllice operating at 1.2V was chosen for

SCN clock signal generation.
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Table 3.3: Simulated power consumption of the Schmitt grdzased pulse-driven crystal oscilla-
tor system.

3.3 Layout and Simulation Result

Layout of the system is shown in Figure 3.7. The total areludiog SCN is 0.04mrh and
area without SCN is 0.003nfm Simulation result in Figure 3.3 shows that the system coresu
5.61nW at nominal process atZa 2.34nW is consumed by core circuit blocks, including pulse
generator, bootstrap circuit, driver, and crystal. Inseshpulse width at-20°C makes oscilla-
tion amplitude larger and increases power consumption eoeadpto the case afQ. At higher

temperature, leakage power starts to increase and domioaeall power consumption.
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Figure 3.7: Layout of the Schmitt trigger based pulse-driggystal oscillator system.
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CHAPTER 4

Sub-nW 8-bit SAR ADC with Transistor-Stack DAC

4.1 Motivation

Wireless sensor nodes (WSN), as the name suggests, actsasemant device to real world.
At the foremost part of this interface is a sensor, whichdfarms environmental change infor-
mation into electrical parameter. For efficient handlingofjuired information, the electrical pa-
rameter in analog form needs to be converted to digital fdrnerefore analog-to-digital converter
(ADC) is also a key component in WSN application. Like everyeottomponents in WSN, instan-
taneous power consumption and overall energy efficiencyTAre also critical metrics in these
systems due to their limited energy budgets. Although itedels on different applications, many
environmental measurements - such as pressure, humigityial movement, and light intensity -
and bio-signals - such as ECG, EMG, and EEG [31, 32] - requiatively low sampling rates at
1kS/s or lower. More interestingly, unique power schedubehavior common in WSN calls for
another requirement. When WSN is put to standby state for ignmail average energy consump-
tion, it can only wake up from external triggering such asoaignal if ADC is also turned off. If
ADC can be designed with minimum operating power, howeveam continuously monitor the
environment - but not record or process data - and wake upvaingn it detects important event.
For such purpose, ADC sampling rate can be brought down naveérlthan 1kS/s. Since ADC
power consumption will be just little more than its standloyver under such scenario, new ADC
also needs to have very lower power in standby mode. Unfatély) many previous researches

on ADC are focused on relatively high power range for WSN agapion [33—35]. Typical ADCs
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are designed to run at much higher sampling rates of 1 MS/figiher. Though they can achieve
very high energy efficiency, their high instantaneous pawasumption often exceeds sensor node
budgets. In order to achieve target resolution at higheipiamfrequency, the standby power is
sacrificed. As a result, slowing down the sampling clock diestry for previous designs does not
provide sufficient power and energy efficiency for WSN. As aitedVSN requires a new ADC
to satisfy the requirements above. For the ADC that will lszdssed in the next sections, target
sampling rate was set to 1kS/s with moderate resolutiontwt.8n section 4.2, | will give a brief
overview of previous works on low power ADC. In section 4.3, illdiscuss circuit operation
principle and implementation detail in 65nm CMOS technoldgysection 4.4, | will discuss how
the circuit was migrated to 180nm technology for implemgatain WSN application. Finally in

section 4.5, | will show the measurement result.

4.2 PreviousWorks

Among different ADC architectures, SAR ADCs are known to offleme of the highest energy
efficiencies among modern data converter topologies. SARC ABs two distinctive advantages
over other architectures. First, it can make decision ont htoéach comparison. This reduces
conversion time significantly, compared to architectuitesgingle-slope ADC. Some architectures
offer similar or faster conversion time - such as pipelinelash ADCs - but they come with
expense where SAR ADC's second advantage lies in. That is, SB® can convert data with
single comparator. As ADC's resolution increases, compasgpower starts to dominate the total
power, constrained by conparator’s noise performance.refbie, SAR ADC architecture was
chosen for ultra-low power and energy consumption.

To further improve power and energy efficiency of SAR ADC irg&t operating condition,
its power consumption source has to be analyzed. As showigurd-4.1, a SAR ADC can be
divided into three distinctive blocks: DAC, control logiapchcomparator. For next paragraphs,
each block’s impact will be discussed. First, DAC in coniamtl SAR ADC is constructed by an
array of capacitors, namely capacitive DAC (CDAC). Since CDAW/er is directly proportional
to size of unit capacitance, recent SAR ADC researches ysecitar built with metal wire [36].

However, this makes ADC vulnerable to any mismatch and lagependent effect (LDE) such
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Figure 4.1: Conventional SAR ADC block diagram

as parasitic capacitance [37]. Although there has been migchission on CDAC switching tech-
niques [38], there is not much margin for improvement in dasing minimum size of the unit
capacitance and therefore in using CDAC. Second, contrat iagnoderate resolution ADC also
constitutes significant amount of power consumption in maigeresolution ADC. Especially, the
large number of transistors - compared to DAC and compabdboks - means it has large impact
on standby power of the whole ADC system. Therefore recenksvases different style of logic
families than conventional CMOS logic [39, 40] Third, comgitar power in SAR ADC depends
on target resolution. To improve the noise performancej@kpapacitors have to be implemented
at comparator’s back-to-back inverter pair output. Sidoeked comparator discharges one of the
capacitors at each comparison, it directly affects poweswéier comparator power is likely to
be similar to other blocks in moderate resolution ADC. Thaereinew ADC was designed using
SAR ADC architecture, with more focus on new DAC and contogjit¢ structure. Its detail will

be explained in the next section.

4.3 Circuit Implementation in 65nm CM OS Technology

The new ADC design starts with replacing conventional CDAG@ transistor-stack DAC (TS-
DAC). The TS-DAC is constructed from 256 low-Vth transistemnfigured as forward-biased
diodes, followed by an analog 255:1 MUX (Figure 4.2). Funthere, since all voltages are static

in the TS-DAC, its output voltage is not affected by parasiiating capacitance. This allows it to
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Figure 4.2: Block diagram of the proposed circuit.

be routed using automatic routing tools which, combinedh aitomatic placement scripts, results
in automatic layout generation that greatly eases teclggatigration. The 255:1 MUX is de-
signed using a new incremental indexing method. In additlmadigital control logic is optimized
using true single-phase clocked (TSPC) and CMOS logic cs¢hét reduce device count by 81%
compared to conventional logic. Figure 4.2 shows the ov&RLC operation. During the sam-
pling period, Gampiestores SIGNAL- Vpp /2. During conversion, EampleiS connected in series to
DAC_OUT, which sets one end of the comparator input to (DBOT—SIGNAL + Vpp/2). Since
this value is compared tops /2, the comparator triggers when DAQUT and SIGNAL are equal.
This sampling approach has the advantage that the compasisonade to a fixed valuepb/2,
eliminating common-mode dependent comparator offset.eBgmpieis chosen to be 100fF based
on the leakage of the switches; this small value results oweslmpling energy. Despite the ex-
tremely small current supported by the TS-DAC, the small carajor input capacitance allows
for sufficient speed in the targeted application space.

As it will be explained later, speed of MUX settling and legkaurrent flowing into the output
of MUX affect the overall performance greatly. In order totigmte this problem, - i.e. faster
settling of MUX output and sampled input, and lower leakagerd) conversion - a boot-strap
circuit in Figure 4.3 is used to drive switches connecteddgygie The circuit takes SMEEN and
its complimentary signal from control logic, and gener&&4 and the complimentary signal to
drive transmission gates. With this bootstrap circuitegatminals of transistors in transmission
gate is driven at voltage higher thamy and lower than ground level.

For the TS-DAC shown in Figure 4.4, transistor matching i@l to linearity performance.
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Figure 4.4: Transistor stack schematic and layout floorplan
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To achieve good matching, four sets of series-connectadistars are placed in common-centroid
fashion by an automatic script and routing is performed kpm@atic routing (APR) tool. In ad-
dition, the nodes in the stack are stabilized using decoggiliM and metal finger capacitors.
This allows the stack to have lower driving current as theodpting capacitors provide the in-
stantaneous charge required when the DAC changes its ouBgublacing capacitors above the
transistors, no area overhead is incurred. A conventios@12MUX is not suitable for two rea-
sons. First, in a conventional MUX every input passes thinoaig equal number of switches to
the output. Since the decoupling capacitors in the stackigeosufficient charge during MUX
transitions, the settling speed is limited by the MUX switmirresistances. Earlier stages of the
conversion require a larger output voltage shift than latages, and hence, they are the limit-
ing factor in ADC performance. Second, in a conventional Mii&ny irrelevant switches are
turned on/off at every transition (e.g., when the LSB changdue, 128 switches are impacted).
To address these two issues, we propose a new MUX structuvliain the number of switches
from input to output increases linearly from MSB to LSB, réisg in balanced settling time while
minimizing unnecessary switch transitions.

Figure 4.5 shows a 4-bit sub-section of the proposed MUXctire. During the first conver-
sion step, CKJ3] is enabled only for that conversion stepecteilg ST[8] (assume BPO [4] was
enabled in a prior conversion step). At the next cycle, eiB®3] or BPO[3] is selected and re-
mains on for the remainder of the conversion. In the showmgka BPO[3] is selected based on
the comparator result. At the same time, CK[2] is enablea@cselg ST[4]. In the next conversion
step CKJ[1] and B0OO[2] are enabled to select ST[6], and so one @it the number of switches
the signal passes through increases by exactly one in eagkrson step, leading to a balanced
settling time; this provides more than one order of mag®tperformance improvement (simula-
tion). In addition, the number of active switches is reduagti gating logic based on the state of
the switch that is two stages upstream. For example, in gtectmversion step of Figure 4.5 the
two switches BP0OOO[1] are enabled since BPOO[3] is enabledewer the two switches BPOO1[1]
are off because BOO[3] is off. Hence, only 1 unnecessary bustenabled, compared to 3 without
switch gating. Note that looking one level upstream, rathan two, can further reduce the num-
ber of switches unnecessarily turned on. However this aleeases the amount of gating logic,

resulting in higher total power consumption. The chosenlavel approach was found to mini-
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Figure 4.6: Switch connection status at the end of conversycle for code 0000010x.

mize overall power consumption, disabling 89% of all unusetches (Figure 4.6) and yielding
51% lower power consumption (simulation).

Figure 4.7 shows the control logic circuit. Although asyrwious logic has shown good per-
formance with low power [39, 40], it requires either a detattor delay circuit to ensure DAC
output voltage settling. Due to the relatively long segliperiod in the moderate sampling rate
applications targeted, these circuits consume much moseipthan synchronous control logic.
However, normal CMOS logic using standard flip-flops requadarge transistor count, which
increases static power consumption due to leakage. Weftiherenplemented a hybrid control
logic using TSPC logic to hold state information and reg@&tOS logic to generate outputs. The
resulting controller requires 221 transistors, which i%8dwer than conventional CMOS logic.

Figure 4.8 shows the comparator circuit. For an ADC to havedgaccuracy, comparator
should induce low kick-back noise to the input side. One camisolution to this problem is to
use a preamplifier to isolate input from fast switching nodks this system, however, preamplifier
itself will consume considerable amount of power, easilyno@ating overall power budget when

used at target sampling frequency. In order to achieve lak-kack noise without preamplifier,
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Figure 4.9: Block diagram of 180nm CMOS test chip.

source terminal of input transistor pair is connected tagdy and reset transistor is connected to
the drain terminal [41]. This reduces gate-drain voltagengfe, leading to reduced kickback noise

and thus eliminating the need for preamplifier.

4.4 Implementation in 180nm CM OS Technology

The design discussed in the previous section was implemi@n&nm CMOS technology. In
order to implement the same design into WSN application sagf]athe circuit was migrated to
180nm CMOS technology. The main purpose of the application twaneasure relatively static
signal such as battery voltage. In addition, it was requiestat the ADC can be put into sleep
mode, while reacting fast after it was called back on to acthode. Since ADC was requested
to operate independently of other circuit blocks, a dedtatDO would provide supply voltage.
Additionally, ADC power consumption was not a dominant podissipation source for the given
application.

To satisfy the requirements, TS-DAC was sized differestiythat it can support approximately
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10nA of current when itis on. It allows TS-DAC to settle fastdhen ADC is called back on to ac-
tive mode, and makes it less susceptible to leakage curkém: UX. Additionally, control logic
was designed with standard CMOS logic so that the design flawoiee compatible with stan-
dard design procedure used for the rest of the system, ahsad increased power consumption.
Unlike the previously discussed design, the whole ADC ciraull operate from single voltage
supply provided by the dedicated LDO. All of these factoteva¢d easier implementation with
APR tool. With only comparator and TS-DAC unit cell - thatsfgle transistor with appropriate
spacing for adjacent n-wells - requiring manual layout, whele design could be implemented
with simpler APR process. In 65nm design, the TSPC logiciregunanual layout of seven basic
cells, and use of dual voltage supply increased layout teftorthe cell placement. Figure 4.9

shows block diagram of the implemented design.
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Figure 4.10: Die photo of 65nm CMOS test chip.

45 Measurement Result

Figure 4.10 shows the die photo of the design in 65nm CMOS wdtiveaarea of 0.106mfn
The TS-DAC requires 79 % of the area. The test structure dedscan chain and level converters
for off-chip data interface. Two different designs withfdrent transistor-stack current were im-
plemented. One design has approximately twice the tramsssack current of the other. Because
both width and length of the transistor were adjusted toeaxehhigher current, active area remains
identical to each other.

Figure 4.11 shows the die photo of the design in 180nm CMOS agitive area of 0.152mfn
The area includes LDO, battery voltage divider to ADC inpangd interface circuit to the sys-
tem register such as level converters and additional lagigénerating interrupt signal for the
processor core when the conversion is done.

For 65nm test chip, the design with smaller transistorkstacrent was tested with 0.7V sup-
plied to the DAC, MUX, and comparator, while control logic ase5V. This test condition rep-
resents minimum power consumption with maximum efficien¢jre other design with higher
transistor-stack current was supplied with 0.7V for altuait. This design provides higher accu-

racy with minimum loss of efficiency. For higher current DAQgfdifferent chips were measured.
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Figure 4.11: Die photo of 180nm CMOS test chip.

As shown in Figure 4.12 and Figure 4.13, SFDR starts to deeraaisampling rate of 1kS/s and
reduce ENOB below 7-bit at higher sampling rate. At 1kS/924kS/s for high current DAC - the

ADC provides relatively constant SNDR performance regassliof the input frequency, as shown
in Figure 4.14 and Figure 4.15.
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Figure 4.12: Performance with different sampling frequesevith low current DAC in 65nm test
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Figure 4.13: Performance with different sampling frequesiavith high current DAC in 65nm test
chip
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Figure 4.15: Performance atgample=1.024kHz with high current DAC in 65nm test chip
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Figure 4.16: DNL with low current DAC in 65nm test chip
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Figure 4.17: INL with low current DAC in 65nm test chip
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Figure 4.19: INL with high current DAC in 65nm test chip
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Figure 4.22: DC signal measurement result in 180nm test chip

At 1kS/s with low current DAC the DNL is +0.76/-0.74 LSB andUNs +1.09/-1.28 LSB as
shown in Figure 4.16 and Figure 4.17. At 1.024kS/s with higinent DAC the DNL is +0.46/-0.46
LSB and INL is +0.58/-0.70 LSB as shown in Figure 4.18 and Fegu19. The linearity perfor-
mance is limited by leakage current from MUX into DAC, as weallsbower speed of switches in
mid-rail voltage. With low current DAC, the maximum ENOB ofl7bit is observed at a power
consumption of 466pW, resulting in an FoM of 3.4fJ/convamnsstep. With high current DAC, the
maximum ENOB of 7.3 bit is observed at a power consumption/8pdV, resulting in an FoM of
4.1fJ/conversion-step. When low current DAC version of ADg&ates from a single supply of
0.7V at 1kS/s, ENOB becomes 7.2 bit with FOM of 4.4fJ/conierstep.

Figure 4.20 shows power consumption and FoM at differenpdiagnfrequency with high cur-
rent DAC. With 7.3-bit ENOB and 246pW power consumption, Folgreases to 12.5fJ/conversion-
step. The power breakdown with high current DAC in Figurel4dBows a balanced distribution
among design components with standby power of 194pW. Forclawent DAC standby power
decreases to 113pW. Table 4.1 summarizes the measured AfsZnp@nce and compares it to
previous work.

Since the test chip in 180nm process was designed to medsitie ssgnal with internally
generated clock, only DC measurement was taken to evahmaetformance. Figure 4.22 shows

the result with externally provided input signal. With 4.8Mpplied to mimic battery input voltage,
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Parameter This work This work [42] [43] [44] [45]
(low current)| (high current)
Process (nm) 65 180 130 65 65
Area (mnf) 0.106 0.06 0.04 0.046 0.037
Resolution (bit) 8 8 10 10 10
Sample Frequency (KHz) 1 1.024 2 1 1 1
DNL (LSB) 0.76/-0.74 0.46/-0.46 | 0.28/-0.17| 0.54/-0.61| 0.59/-0.62| 0.48/-0.55
INL (LSB) 1.09/-1.28 0.58/-0.70 | 0.81/-0.27| 0.45/-0.46| 0.89/-0.41| 0.52/-0.61
ENOB (bit) 7.1 7.3 7.4 9.1 9.1 9.1
Power (nW) 0.466 0.673 27 53 5.8 3
Standby Power (nW) 0.113 0.194 7.7 13 2.34 0.67
FOM (fJ/conv.-step) 3.4 4.1 79.9 94.5 10.9 55

Table 4.1: Performance summary.

it shows coefficient of determination 0PR0.9998 to linear fit equation.
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CHAPTER 5

Multiple Output Level Switched Capacitor Network Voltage
Regulator

5.1 Motivation

As mobile computing device becomes more common, power neaneit circuit need to adapt
to the new trend. Unlike a plugged-in device, its input seurbattery output voltage gradually
decreases over its usage. In addition, its output loadimglition is vastly different. First, it will
have lower loading than that of plugged-in device. Becauselilmdevice has to operate from
limited energy budget preset by battery capacity, its mstaeous power loading is designed to
be lower with more energy-efficient design. Although thi©i&pful for designing a new power
management circuit, it means the circuit itself has to beenemergy efficient. Therefore, previous
designs for plugged-in devices cannot be used directlyorBgat is likely to have wider range
of loading. Power gating is very commonly used techniquesxtend duration between battery
recharging (battery life). It allows gated circuit blockreduce the power consumption by several
orders of magnitude when the block is not needed. If the ponenagement circuit operates
inefficiently at such low loading, the battery life may be gkaed by performance of the power
management circuit, not by system’s functional blocks.

The circuit proposed in this section is designed for a batiperated system in “Talking book”
project [46]. The project aimed to build a low-cost audio puter for information dissemination

among illiterate people group, with main focus on lower pén cost (the initial goal for the
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Component | Price (U.S. cent)] Area (mnf)
Inductor (10uH) 28.9 5.12
Capacitor (100nF 0.275 0.43

Table 5.1: Inductor and capacitor comparison
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Figure 5.1: Voltage doubler configuration

cost was $10). Although the most of functional blocks canmbegrated into a single chip, a flash
memory had to be purchased as separate chip. Because thehilashquired 3.2-10% as its
supply voltage, a voltage regulator circuit had to genettaigefrom battery voltage of 1.7V-3.2V.
| will explain why specific architecture was chosen, and howas implemented in following

sections.

5.2 Architecture Choice

A boost converter is an obvious candidate for voltage c@weirequirement mentioned above.
However, it requires a discrete inductor, which increaBesbst of the system. As shown in Table
5.1 [47], an inductor for boost boost converter is much mapeeasive than a discrete capacitor.

On the other hand, a charge pump based circuit can be bultvath several capacitors, and
thus at much lower cost. Figure 5.1 shows the basic configaraf charge pump. In phase 1, a
capacitor is connected in parallel with input voltage sewnced charged to input voltage. In phase 2,
the capacitor is connected in series to input voltage, andrg¢es twice the voltage of input voltage
source. This basic configuration is often called a voltagebtky. However, this architecture can

only generate integer multiples of its input voltage, as eamnly shown in Dickson charge pump
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Figure 5.2: Circuit block diagram.

[48].

With relatively relaxed requirement on output voltage foreg application, the charge pump
was chosen for its low cost and reasonable efficiency. Torgemeutput voltage in our target
range, the circuit needs to be able to support as many coonergtios as possible, with keen

focus on efficiency.

5.3 Circuit Implementation

Figure 5.2 shows the block diagram of the proposed circuitikd conventional charge pump,
bottom plate of €is now connected to the output of an independent charge pumtipis configu-
ration, fraction of the battery voltage is generated by daanverter block. Then the output of the
down-converter is used as one input of the voltage doubfecunverter), generating final output
voltage. However, this scheme can only generate discretdeuof output levels. To overcome
the limited conversion ratio, the circuit can be delibesateade inefficient to generate normally
unavailable voltage. In [49], on-resistance of the swischee dynamically adjusted to induce
more voltage drop. Similarly, LDO can be placed at the ougfutharge pump [50], which also
comes at the expense of efficiency. These approaches caefiéwben accurate output voltage
is more important than efficiency. However, efficiency isoptized with relaxed output accuracy
tolerance. Thus, down-converter is made to generate sixedéslevels only.

Figure 5.3 shows the schematic of the converter. The dowvectar can generate 25%, 33%,

50%, 66%, 75%, or 100% (bypassing) of the input. In order nge conversion ratio on demand,
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25% | 33% | 50% | 66% | 75% | 100%

CKl | ¢1 ¢l ¢l ol (018 On

CK2 | @2 | @2 @2 @2 @2 On

CK3| @2 | On | On | On | ¢1 On

CK4 | @2 o2 | On | @1 ol On

CK5 | @1 | @1 | Off | @2 @2 Off

CK6 | @1 | @1 | Off | @2 @2 Off

CK7 | @2 2 | On | @ 018 On

CK8 | @2 @2 | On | @l (018 On

CK9 | @2 | @2 @2 @2 @2 On

CK10| ¢1 ol ol ol ¢l Off

CK11| On | Off | On | Off | On On
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Step_Up

Table 5.2: Configurations for step down converter to achiesgtibnal voltages
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Figure 5.4: Step up converter switch configuration in detalil

multiple switches are placed with different gating logics #hown in the Table 5.2, clock signals
will be distributed differently for each conversion ratietisng.

In order to get maximum transconductance with smaller isémrs the up-converter uses its
internal voltage to drive the switches. In addition, PMOStshes can be used by using boosted
voltage level, to eliminate threshold voltage drop comma@den in diode-connected transistors
like [48]. Because clock signals are generated in 1.8V logyell appropriate drivers and level
converters are required. Furthermore, the up-conveiteggsnal nodes (as well as its output) need
to be charged to certain voltage before it can operate agelpamp. Therefore switches’ body
voltage is appropriately biased at different conditiontasmn in Figure 5.4.

The non-ideal characteristics of the charge pump can bhieglisshed into two parts. Firstis the
parasitic capacitance in transistors and metal wire. Raregpacitance in are periodically charged
and discharged, which leads to energy loss. Second is theerorresistance of the charge transfer
path. It includes both the on-resistance of the transistodsresistance of the routing metal. These
two characteristics will be analyzed in detail for followiparagraphs.

First to be analyzed is parasitic capacitance. For voltagkleér example shown in Figure 5.1,
both plates of €are swinging as large as VBAT. In addition, the transistoit@ves are driven
by pulse signals. Parasitic capacitance related with gaieinal of the transistor will consume

unwanted power. Since its power is proportional gar(&‘/swmg ek, its effect can be minimized by
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Figure 5.5: Voltage doubler configuration

using small switches and narrower wire (lowering,{; reducing transistor gate voltage swing, or

running the charge pump at slower frequency.

Next, Figure 5.5 shows the voltage doubler configurationrevli®v and Ron represent wire

resistance and transistor’s on-resistance, respectiVéhen the output voltage is stabilized after

enough number of clock cycle T=yf, it can be represented as its Thevnin equivalent circuie Du

to non-zero R and Ry, charge may not be transferred fully to the capacitors whéttlses are

on, which effectively increases Rout. In this configuratidg; and Ry can be expressed as,

1
_ + —
1 e77<2RonT+/§F«N)Cf 2 Ct||Co T/2 2

T 1 1 T 1
f

I:\)out = C (5-1)

1— e7(290n+4R\/v)(Cf [[Co)

In (5.1), Runm2Ry+4Ryn. If we assume gwas chosen to be much larger thanf@ lower

output ripple and BRm < T/C; (i.e., RunCi<T), then (5.1) can be simplified as,

T

F\>out = C_f (5-2)

On contrary, if Rym>T/Cs, (5.1) can be simplified as,

Rout = 4Rsum (5.3)

Figure 5.6 shows plot of R as expressed in (5.1), (5.2), and (5.3). (5.2) tells thatdeoto

support more output power at same level of voltage drop, fee can either use larger capacitor

or increase the clock frequency. However, this is effectimgy until Rsym<T/C;. Considering
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Figure 5.6: Byt when Ry, =0.25Q, Ry = 3Q, C; = 1uF, G = 10uF.

that Ryym is mostly dependent on parameters fixed at design time, tléeveircuit’s performance
can be limited by this parameter if it is not designed appeately. In order to reduce &, the
circuit has to be run at higher frequency (lowering T), uséeriwire (lowering R,), or use larger
transistors with higher gate voltage (lowering,R

These contradictory results suggest that the circuit hadsmtboptimal design point. Con-
sidering that output loading is not fixed, the circuit wasigiesd so that its parameters can be
dynamically adjusted in run-time. Therefore, the circ@ieds to be highly reconfigurable. As for
the transistor sizing, each switch is composed of 5 indepanidansistors connected in parallel.
Number of transistors switching can be increased when thaeitexperienced large output voltage
drop, and decreased when output loading is small so thategitiz can be improved. In addition,

the clock speed can be chosen from eight stages of clockedj\sd that it can manage dynamic

power loss.

54 Measurement Result

Figure 5.7 shows die photograph of the circuit. The layoatas 1.16mrh
Figure 5.8 and 5.9 shows output voltage at different inpultage and load current. Figure
5.8 is measured while decreasing battery input voltageeblyechanging to higher conversion

ratio when output voltage drops below 3.2V-10%. The outpltiige stays within specified range,
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Figure 5.7: Die photograph of the circuit
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Figure 5.8: Measured output voltage while decreasing hattdtage
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Figure 5.9: Measured output voltage while increasing ugebavoltage

except when there’s no load current. The circuit needs taub@&fo sleep mode to save power at
zero load, so it does not violate the target requirementurgi$.9 is measured while increasing
battery input voltage, so that conversion ratio is decr@agen output voltage exceeds 3.2V+10%.
Again, output voltage stays within specified range exceqi lad case.

The Figure 5.10 shows efficiency with different input vokagnd load current. Since the
nominal load current for this application was at 10 20mA, tireuit was designed to provide
higher efficiency at that range. The circuit provides 8302/% efficiency over battery voltage
range for 15mA load current. Although circuit can suppogdhr current, it comes at the cost of
decreased efficiency and reduced battery voltage range.

Table 5.3 shows maximum current the circuit can support f&rént switching frequency.
Since external capacitor was used, size of the capacitoke@tsarge enough so that maximum
performance can be supported until limited by,R For conclusion, the switched capacitor net-
work voltage regulator supporting battery voltage rangé.@f3.4V was designed. It shows max-
imum efficiency of 91% at load current of 15mA. The actual dostdiscrete component parts

could be decreased to $0.03 from $0.38 for boost converser [é6].

63



90

~ o
(@] o

Efficiency (%)

50

—a— 15mA

—eo— 30mA
—a— 50mA
—v— 100mA
,/—\
— |
1.5 2.0 2.5 3.0 3.5

Input Voltage (V)

Figure 5.10: Measured efficiency

o |, Max Current (mA)
Switching Frequency 35V [ 25V [ 17V
65.28 kHz 110.4| 67.38| 14.11
130.56 kHz 128.9| 79.18| 18.27
261.12 kHz 135.1| 83.5 20
522.2 kHz 136.7| 83.5 20
1.044 MHz 134.7| 83 19.4
2.089 MHz 131.8| 74.37| 17.85
8.356 MHz 111.6| 62.88| 15

Table 5.3: Maximum current the circuit can support
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CHAPTERG6

Ongoing and Future Work

6.1 FutureWork for Crystal Oscillator

Although 32.768kHz quartz crystal is well known for its stipefrequency characteristic over
silicon based timer, it shows quadratic dependence on tetyse variation as shown in 2.17. It
has been widely known that the size of the capacitors in thie éxad of the crystal largely affects
crystal oscillation frequency. Fortunately, the capamtais in the range of few pF, which can be
easily implemented on chip. Also, the simulation resultgasis that phase of the pulse can also
affect the oscillation frequency. Therefore, it can patdiytbe modified to work as a temperature
compensated crystal oscillator (TCXO) if it is implementeddther with other temperature sensor
circuit.

In order to make the circuit frequency controllable, thewgir has to be modified so that it
has a pair of digitally variable capacitor array. Also, itsquency dependence on pulse phase
has to be thoroughly investigated. With careful charaz&ion and collaboration with low power
temperature sensor designer, the wireless sensor node emuipped with more precise real time
clock.

With reduced power consumption provided by Schmitt tridugesed pulse-driven crystal oscil-
lator discussed in Chapter 3 and low power temperature sensbras [51] and [51], low power

TCXO can be implemented into WSN.
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6.2 FutureWork for ADC

The design has been implemented in 180nm process inside of $&bim. Its supply voltage
is generated by LDO operating from battery voltage, and AB@antrolled through system'’s
processor core. Because of these facts, it may have issuksimterfacing with other blocks of
the system. First, LDO and its reference voltage generatee o be carefully characterized so
that it can provide stable output voltage change acrossrdiit battery voltage and temperature.
Second, ADC’s input MUX should have minimal effect to ADC Ifsand any analog voltage nodes
it's connected to. Third, ADC internal clock generator dkgorovide adequate clock frequency
so that ADC can minimize energy per conversion but not loseiracy. Fourth, ADC and LDO
have to consume low leakage power when put to sleep, andrmegast enough when conversion
is requested while it is still in sleep state. Overall, moaeetul characterization is necessary to

confirm that the design is operating properly.
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