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ABSTRACT

Scalable Energy-Recovery Architectures

by

Tai-Chuan Ou

Chair: Marios C. Papaefthymiou

Energy efficiency is a critical challenge for today’s integrated circuits, especially

for high-end digital signal processing and communications that require both high

throughput and low energy dissipation for extended battery life. Charge-recovery

logic recovers and reuses charge using inductive elements and has the potential to

achieve order-of-magnitude improvement in energy efficiency while maintaining high

performance. However, the lack of large-scale high-speed silicon demonstrations and

inductor area overheads are two major concerns.

This dissertation focuses on scalable charge-recovery designs. We present a semi-

automated design flow to enable the design of large-scale charge-recovery chips. We

also present a new architecture that uses in-package inductors, eliminating the area

overheads caused by the use of integrated inductors in high-performance charge-

recovery chips.

To demonstrate our semi-automated flow, which uses custom-designed standard-

cell-like dynamic cells, we have designed a 576-bit charge-recovery low-density parity-

check (LDPC) decoder chip. Functioning correctly at clock speeds above 1 GHz,

xi



this prototype is the first-ever demonstration of a GHz-speed charge-recovery chip

of significant complexity. In terms of energy consumption, this chip improves over

recent state-of-the-art LDPCs by at least 1.3 times with comparable or better area

efficiency.

To demonstrate our architecture for eliminating inductor overheads, we have de-

signed a charge-recovery LDPC decoder chip with in-package inductors. This test-chip

has been fabricated in a 65nm CMOS flip-chip process. A custom 6-layer FC-BGA

package substrate has been designed with 16 inductors embedded in the fifth layer of

the package substrate, yielding higher Q and significantly improving area efficiency

and energy efficiency compared to their on-chip counterparts. From measurements,

this chip achieves at least 2.3 times lower energy consumption with better area effi-

ciency over state-of-the-art published designs.
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CHAPTER I

Introduction

Energy efficiency has become a major design challenge not only for ultra-low power

designs but also for high performance ones. Moore’s Law [1] has been driving very-

large-scale integration (VLSI) technology revolution for more than half a century,

doubling the number of available transistors on integrated circuits approximately ev-

ery two years. In 1974, Dennard’s scaling [2] stated that as transistors scale, supply

voltage and current scale by the same factor as critical transistor dimensions. How-

ever, this constant power density scaling trend is no longer valid for recent technology

generations while Moore’s Law still continues.

The breakdown of Dennard’s scaling is mainly caused by the following reasons.

For recent technology nodes, the scaling of the supply voltage becomes slower, or even

stops to scale compared to the scaling of device size. Furthermore, as device sizes

shrink, static power increases due to thinner gate oxide and shorter channel length.

As a result, the power density of recent technology nodes no longer follows Dennard’s

scaling to remain unchanged, but increases exponentially, exacerbating heat removal

issues in chip packaging. Dark silicon [3], the portion of a chip that cannot be powered

on due to the packaging thermal limit, exemplifies this problem. Coupled with the

incremental advances in battery technology, this exponential growth of power density

has become the main challenge of today’s VLSI design. For the success of next-

1



generation very-large-scale integration (VLSI) applications, it is therefore imperative

to achieve high energy efficiency while maintaining high performance.

Many innovations have been proposed aimed at solving this critical challenge. At

the circuit level, voltage scaling is one of the most effective methods for reducing

energy consumption [4]. However, energy savings through voltage scaling come at

the expense of performance and reliability degradation. Clock gating is another way

of reducing dynamic power, but savings are limited, since clock power only accounts

for part of total power consumption. Power gating provides an effective way to reduce

static power dissipation, but it does not address dynamic power. At the architectural

level, parallel architectures and multi-core designs have been proposed to mitigate the

problem of dynamic power. For each of these innovations, improvements are limited,

and fundamental innovations are required to follow Dennard’s scaling trend.

Charge recovery is an alternative design approach that has the potential to achieve

order-of-magnitude improvement in energy efficiency while maintaining high perfor-

mance by gradually charging and discharging parasitic capacitance and recycling the

charge at the end of each cycle [5–10]. Due to this fundamental difference between

conventional CMOS designs and charge-recovery designs, the energy consumption

characteristics of these two systems are quite different. The energy dissipation of

conventional CMOS designs is governed by the equation Econv = (1/2 )CV 2 for a

complete charging or discharging cycle. For charge-recovery designs, however, en-

ergy dissipation is governed by the equation Eer = (k/T )CV 2 , where k is a constant

proportional to the RC constant of the system, and T is the duration of charging

or discharging. By exploiting the energy-latency tradroff indicated by its dissipa-

tion equation, charge-recovery logic has the potential to significantly improve energy

efficiency.

Despite its promising potential, charge-recovery design has yet to be demonstrated

in silicon at a large scale. Previous charge-recovery chips [11–14] are limited to small

2



and relatively simple designs operating at low frequencies (hundreds of MHz or lower),

not fully exploring the potential of charge-recovery logic. This limitation mainly

comes from the fact that charge-recovery chips are full-custom designs. Moreover, the

overheads associated with the use of inductive elements further limits the scalability

of charge-recovery designs. Specifically for high performance charge-recovery designs,

on-chip inductors are used, resulting in silicon area overheads. For charge-recovery

chips operating at lower frequencies, discrete off-chip inductors are used, resulting in

area overheads on printed circuit boards and extra costs.

This dissertation focuses on scalable charge-recovery designs. We explore semi-

automated design flows to enable the design of large-scale charge-recovery chips. We

also explore approaches for eliminating area overheads caused by the use of integrated

inductors for GHz-speed charge-recovery chips.

To enable large-scale charge-recovery designs, we present a semi-automated standard-

cell-like design flow that incorporates custom-designed dynamic cells. To demonstrate

the effectiveness of this design flow, we have designed and evaluated a 576-bit charge-

recovery low-density parity-check (LDPC) decoder as an example prototype. LDPC

is a very popular error correcting code in modern communication standards, requiring

complex and power-intensive computations. 16 on-chip inductors are used to resonate

the design and recover charge from gate fanouts. From device-level simulations, when

self-oscillating at 866 MHz, the chip recovers 51.4% of the energy supplied to it. Clock

meshes are used to distribute the two-phase power-clock, yielding a worst-case skew

of 11.3 ps. The test-chip has been fabricated in a 65nm CMOS process. Functioning

correctly at clock speeds ranging from 408 MHz to 1.05 GHz, this chip is the first

ever silicon demonstration of a charge-recovery design of significant complexity. With

over 57,000 gates, it has 32 times more devices than the largest previously-reported

charge-recovery test-chips. When operating at 926 MHz, our test-chip consumes 6.4

pJ/bit/iteration with a 8.9 Gbps throughput, achieving at least 1.3 times improve-

3



ment in energy consumption with comparable or better area efficiency over previous

state-of-the-art commercial-strength LDPCs.

To enable area-efficient GHz-speed charge-recovery designs, we present a new ar-

chitecture that uses in-package inductors, eliminating the area overheads caused by

on-chip inductors. As a proof-of-concept, we have designed and evaluated a LDPC de-

coder including a custom designed 6-layer flip-chip–ball-grid-array (FC-BGA) package

substrate with 16 in-package inductors and a test-chip fabricated in a 65nm CMOS

flip-chip process. When operating at 934MHz, the decoder reaches a 9Gb/s through-

put, consuming 286mW, or 3.2pJ/b/iteration, achieving at least 2.3 times lower en-

ergy consumption with better area efficiency over state-of-the-art published designs

of comparable code length, complexity, and throughput.

The remainder of this chapter is organized as follows: Section 1.1 discusses the

basic principles of energy-recovery systems. Section 1.2 shows how LC oscillators

can be designed and used to recover charge. Section 1.3 presents the main ideas of

charge-recovery logic, and provides a practical implementation as an example. The

contributions in this work are summarized in Section 1.4, and the outline of this

dissertation is covered in Section 1.5.

1.1 Principles of Energy Recovery

Energy recovery is an approach to the design of VLSI systems that achieve in-

creased energy efficiency by exchanging energy between different subsystems. For

example, just like a hybrid car can convert its kinetic energy into electric energy

when braking for later use, instead of dissipating it as heat, an energy-recovery VLSI

converts electric energy into magnetic energy and then back to electric energy for

re-use in subsequent cycles.

In CMOS circuits, the state of a logic gate is determined by the voltage of the

capacitances associated with the output nodes of that gate. If a node with capacitance

4
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(a)
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V(t)

(b)

Figure 1.1: Equivalent models of (a) conventional static CMOS and (b) energy re-
covery.

CL is charged to a required voltage VDD , the energy stored in CL is

Estored = (1/2)CV 2
DD . (1.1)

When removing the stored charge to switch to another state, conventional static

CMOS dissipates this stored energy by sending all charge to ground, as shown in

Figure 1.1(a). Figure 1.1(b) shows that if the stored charge is instead transferred to

another place (a time-varying supply in this case) for further use, the energy could

be ”recovered” instead of dissipated.
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Figure 1.2: Practical implementation using an inductor.

1.2 LC Oscillation

A common approach to implementing the energy recovery principle in CMOS

circuits is to employ an inductor to store the electric energy returned from the cir-

cuit into magnetic energy. Figure 1.2(a) shows a simplified model of one possible

practical implementation. By adopting an inductor L, C is periodically charged and

discharged through LC resonance, and the resulting voltage waveform of C is shown

in Figure 1.2(b). The only losses in the system are the losses in the parasitic resis-

tance R of the circuit, and can be replenished and compensated by a shunt switch
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Figure 1.3: (a) Conventional switching schematic with voltage and current plots. (b)
Charge-recovery switching schematic with voltage and current plots.

driven by pulse p to maintain the oscillation. The self-resonance frequency Fr of an

ideal LC system is

Fr =
1

2π

√
1

LC
, (1.2)

where C is the capacitance of the system, and L is the inductance. This implemen-

tation can also be forced to run off-resonance by controlling the frequency of pulse p

to operate at a desired frequency. However, a distortion will be seen at the output

waveform if this frequency is too far away from Fr .

1.3 Charge-Recovery Logic

Charge-recovery logic is a circuit family whose operation relies on energy recovery

principles [5,15]. Two systems are shown in Figure 1.3, a conventional switching sys-

tem in Figure 1.3(a), and charge-recovery system in Figure 1.3(b). For conventional

7



switching, the output load is charged and discharged by constant supplies VDD or

ground. The transient voltage across the output load and the transient current to-

ward the load are also shown during charging and discharging cycle. In the beginning

of the charging or discharging cycle, the voltage drop across the resistive element is

at its highest level, resulting in a spike in current profile. The energy consumption of

this conventional switching circuit during each charging or discharging cycle is

Econv = (1/2)CLV
2
DD . (1.3)

The charge-recovery system, however, is charged and discharged by a gradually

changing supply. Due to the gradual transition, the voltage across the load follows

the supply closely, and the resulting current flowing toward the output load is smaller.

If the supply is a resonant source, when discharging the load, the supply will be able

to recover and reuse the energy.

The current flowing toward the load during the first half of a cycle is

ICR = 2
CLVDD

T
, (1.4)

based on first order analysis. Therefore, the energy consumption is

ECR =

T
2∫

0

I2CR R dt

=

T
2∫

0

(2
CLVDD

T
) R dt

=
RCL

T
CLV

2
DD . (1.5)

As can be seen from Equation (1.5), the energy consumption of the charge-recovery

system has a T term in its denominator. This trade-off between energy and latency
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Figure 1.4: (a) An adiabatic dynamic logic CMOS inverter. (b) The four-phase clock
waveform required for ADL gates.
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Figure 1.5: A complex ADL gate implementing ab+ c.

indicates that the more slowly the load is charged, the less energy will be consumed.

To illustrate how a practical implementation of charge-recovery logic works, adi-

abatic dynamic logic (ADL) [16], an early implementation of charge-recovery logic

proposed by Dickinson and Denker in 1994, is briefly shown here as an example.

Figure 1.4 shows the schematic of an ADL inverter and the four-phase clock wave-

form φ required by ADL gates. The operation of ADL gates can be divided into two

phases: precharge and evaluate. In the precharge phase, φ gradually transitions from

0 to VDD precharging the output node through the diode. In the evaluation phase, φ

gradually transitions from VDD to ground, and the NMOS conditionally discharges the
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Figure 1.6: Cascades of four ADL inverters, and their associated four-phase clocks.

Figure 1.7: Schematic of a resonant oscillator ”clock supply” for an ADL system.

output as φ falls. ADL can also be used to implement more complex logic functions.

Figure 1.5 shows the schematic of an ADL NAND/NOR gate as an example.

Cascades of ADL gates are formed by alternating NMOS ADL gates and PMOS

ADL gates, clocking the gates with a four-phase clock. Four cascaded ADL gates

are shown in Figure 1.6, along with the four-phase clock required by ADL gates.

To generate a two-phase ”clock supply” for driving two complementary clock-supply

10



nodes of an ADL system, resonant oscillators are used as shown in Figure 1.7. Two

inverters are used to maintain the amplitude of the supply waveform. Two sets of

these oscillators are used to generate the four-phase clock required for an ADL system.

An ADL test-chip with a chain of 64 ADL inverters was fabricated in 0.9µm

technology. The test-chip was tested successfully at frequencies up to 250 MHz. A

factor of 15 reduction in dissipation was reported with ADL circuits over conventional

CMOS. ADL gates are simple, but their single rail structure makes the clock loading

data-dependent, yielding high clock jitter. Using diodes to precharge output nodes

also results in a significant voltage difference across the diode, generating large current

flow and degrading energy efficiency.

ADL is an early implementation of charge-recovery logic. Various different imple-

mentations of charge-recovery logic have been introduced after ADL. However, the

underlying operating principles, objectives, and trade-offs are basically quite similar.

A summary of previous charge-recovery designs will be discussed in Chapter II in

more detail.

Like the ADL test-chip, one common characteristic of previous (including recent)

charge-recovery test-chips is that these designs are all limited to small and relatively

simple designs, implementing datapaths such as chains of test gates [11, 16], simple

DSP processing nodes [14, 17], and FIR filters [12, 13]. Another limitation of previ-

ous charge-recovery logic comes from area overheads caused by the use of inductive

elements. High performance charge-recovery designs use on-chip inductors to recover

charge from gate fanout to achieve energy-efficient operations, costing significant sil-

icon area. For designs operating at lower frequencies, discrete inductors are used,

resulting in extra component cost and printed circuit board area.
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1.4 Contributions

Charge-recovery logic has the potential to achieve order-of-magnitude improve-

ment in energy efficiency while maintaining high performance. However, the lack of

large-scale high-speed demonstration in silicon, and the area overhead caused by the

need of inductors for charge-recovery logic are two major concerns. This dissertation

focuses on scalable charge-recovery designs. We explore semi-automated design flows

to enable the design of large-scale charge-recovery chips that operate at GHz clock

rates. We also explore the elimination of the area overhead caused by the use of

integrated inductors in GHz-speed high-performance charge-recovery chips through

the embedding of inductors in the chip package.

1.4.1 Charge-Recovery LDPC Decoder with Semi-Automated Design Flow

To explore scalable charge-recovery designs, we present a semi-automated standard-

cell-like design flow to enable the design of large-scale charge-recovery chips. To

demonstrate this semi-automated design flow, we have designed and evaluated a 576-

bit charge-recovery low-density parity-check (LDPC) decoder as an example pro-

totype. LDPC is a very popular error correcting code in modern communication

standards, requiring complex and power-intensive computations.

The chip has been fabricated in a 65nm CMOS process and relies on 16 integrated

inductors to achieve energy-efficient operation by recovering charge from gate fanouts.

In simulations, when self-oscillating at 866 MHz, the chip recovers 51.4% of the energy

supplied to it. Clock meshes are used to distribute the two-phase power-clock with

a worst-case clock skew of 11.3 ps. In terms of device count, this chip is more than

an order of magnitude larger than the largest previously-reported chips with charge-

recovery logic [11–14], enabled by the semi-automated design methodology we have

developed. Correct functionality has been validated for clock frequencies ranging from

408 MHz to 1.05 GHz. When operating at 926 MHz, the chip achieves a throughput
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of 8.9 Gbps at 6.4 pJ/bit/iteration, improving on results in previous state-of-the-art

commercial-strength LDPCs [18–21] by at least 1.3 times in energy consumption with

comparable or better area efficiency, even without technology scaling.

Part of this work was published in ISSCC 2014 [22].

1.4.2 Charge-Recovery LDPC with In-Package Inductors

Charge-recovery circuits rely on inductive elements to recover charge from gate

fanouts and achieve energy-efficient operation. On-chip inductors are used to achieve

GHz-speed high-performance charge-recovery chips, at the cost of silicon area over-

head and inductors with low quality factor Q due to resistive on-chip metals. For

charge-recovery designs operating at lower frequencies (hundreds of MHz or lower),

high Q discrete inductors are used, resulting in extra board area and extra costs.

This work is the first one to explore advantages from both the high performance and

the discrete ends.

To enable area-efficient high-speed charge-recovery designs and eliminate the area

overhead caused by on-chip inductors, we present and evaluate a new architecture

that uses in-package inductors. As a proof-of-concept, we have designed and evalu-

ated a 576-bit charge-recovery LDPC decoder with in-package inductors. The decoder

includes a custom designed 6-layer FC-BGA package substrate and a test chip fab-

ricated in a 65nm CMOS flip-chip process. 16 inductors are designed on the fifth

layer of the 6-layer FC-BGA package substrate so that the need of on-chip inductors

is removed, and inductors with better Q are available, significantly improving area

efficiency and energy efficiency compared to alternative implementations with on-chip

inductors.

When operating at 934MHz, the decoder reaches a 9Gb/s throughput, consuming

286mW, or 3.2pJ/b/iteration, achieving at least 2.3 times lower energy consumption

with similar or even better area efficiency over state-of-the-art published designs of
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comparable code length, complexity, and throughput [19–22].

Part of this work will be appearing in ASSCC 2015 [23].

1.5 Thesis Outline

The remainder of this dissertation is organized as follows: In Chapter II, we survey

and give a summary of previous work in the area of charge-recovery logic. First we

discuss the origin of charge-recovery logic, which is reversible logic. Then we show

the history and evolution of charge-recovery logic structures, including the boost logic

family used in our silicon prototypes.

In Chapter III, we present the design and architecture of our charge-recovery

LDPC decoder. Power-clock generation and distribution are evaluated through sim-

ulations.

Chapter IV explains our standard-cell-like semi-automated design flow, and com-

pares it with standard-cell design methodology. This chapter shows the layout of one

of the gates in the library of boost logic gates that we used in our prototyping efforts.

It also shows layout from the decoder after place-and-route is performed.

Chapter V shows the evaluation of our charge-recovery LDPC decoder test-chip

fabricated in a 65nm CMOS process. Measurement results are reported, discussed,

and compared with recent state-of-the-art LDPC designs. This work was published

in [22].

In Chapter VI, we present the design of a charge-recovery LDPC decoder with in-

package inductors, including a test-chip fabricated in a 65nm CMOS flip-chip process

and a custom-designed 6-layer flip-chip–ball-grid-array package substrate.

Chapter VII gives the evaluation results of our charge-recovery LDPC decoder

with in-package inductors. The characteristics of our LDPC decoder and comparisons

with recent stat-of-the-art LDPC decoder are also presented here. This work will be

appearing in ASSCC 2015 [23].
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Chapter VIII summarizes our contributions in this dissertation, and presents di-

rections for future research in this area.
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CHAPTER II

Background

In this chapter we survey previous work in the area of energy recovery design.

Section 2.1 describes reversible logic, which inspired charge-recovery techniques. In

Section 2.2, we follow the evolution of charge-recovery logic topologies, exploring

different charge-recovery techniques and challenges of early work which lead to this

dissertation research.

2.1 Reversible Logic

Early charge-recovery logic techniques can be traced back to reversible logic. In-

spired by research analyzing the theoretically fundamental limits in different fields,

such as the limit presented by Shannon in 1948 on the amount of information bits that

can be transmitted error-free through a noisy channel (known as Shannon limit) [24],

in the 1960s Landauer tried to answer this fundamental question: what are the physi-

cal limits of the process of computation [25]? Landauer concluded that the minimum

energy required to change one bit of information is kT ln 2, where k is Boltzmann’s

constant and T is the absolute temperature of the system [26]. To go beyond this

kT ln 2 limit, the computation will have to be reversible, because the minimum energy

required is proportional to the number of bits destroyed during the computation [27].

No information is destroyed by performing the computation in a reversible manner,
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Figure 2.1: A (2,2) irreversible gate and its truth table.

and therefore theoretically zero energy would be dissipated.

For any system to be reversible, it has to be capable of operating in a backward

direction, so that the inputs are reproducible from the outputs, and no information

is destroyed. The logic supporting such backward operation of a system is called

reversible logic [28]. A(m,n) denotes a gate with m inputs and n outputs. For

example, a (1,1) inverter is a reversible gate in which the output is the inverse of the

input. A logic gates is reversible if the function it implements is bijective, or there

is a one-to-one mapping between each input and each output. Figure 2.1 shows an

irreversible (2,2) gate, since there is a 2-to-1 mapping from the input to the output.

In 1982 Fredkin and Toffoli introduced a (3,3) reversible logic gate, the Fredkin

gate [29]. The gate implements X = A, Y = AB + AC, Z = AB + AC, where

(A,B,C) is the input vector, and (X, Y, Z) is the output vector. Figure 2.2 shows

the function of the gate and its truth table. The Fredkin gate is not only bijective

but also universal, meaning that any logical operation can be constructed entirely

of Fredkin gates. As an example, Figure 2.3 shows a full adder which is built with

Fredkin gates.

Using reversible logic has many challenges and issues. From the above example
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Figure 2.2: The (3,3) Fredkin reversible gate, and its truth table.
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Figure 2.3: Fredkin gate implementation of a single-bit full adder.

we can find that realizing a system using reversible logic is quite different from us-

ing conventional irreversible logic. Using reversible logic creates redundant outputs

that are useless in terms of implementing the desired functions. Moreover, reversible

computation requires that all logical computations be carried out twice: once in the

forward and once in the backward direction, resulting in additional latency and circuit

18



overhead [30]. Furthermore, it requires significant amount of temporary storage to

keep the intermediate results until the backward computation is ready, yielding sig-

nificant overhead in energy and circuit area. Consequently, the overhead needed for

realizing a system using reversible logic significantly limits its use in CMOS circuits.

2.2 Charge-Recovery Logic

Charge-recovery logic is a circuit family that adopts energy recovery principles by

gradually charging and discharging the capacitance and recycling charge at the end

of each cycle.

Early work in charge-recovery logic, such as split-level charge recovery logic (SCRL)

[31] and reversible energy recovery logic (RERL) [32], involved the design of reversible

logic gates. This work implemented an additional inverse function in the backward

direction so that after the original functional computation which moves charge to-

wards the output, charge is returned to the beginning. However, using reversible

logic requires a large amount of temporary storage to maintain intermediate results,

yielding energy and circuit overheads [30].

Later work in charge-recovery logic keeps the key idea of energy recovery prin-

ciples, but deviates from reversible logic. The adiabatic dynamic logic (ADL) we

have shown in Chapter I is one of the first irreversible charge-recovery logic fami-

lies. As mentioned in Section 1.3, the single-rail structure makes clock loading data-

dependent, yielding high clock jitter. A test-chip was fabricated in 0.9 µm technology,

implementing a chain of 64 ADL inverters. Correct function was verified at 250 MHz

using external power-clock source.

Kramer et al. proposed the 2N-2P logic to address this data-dependent clock

loading issue [33]. Figure 2.4 shows the schematic and timing waveforms of a 2N-2P

buffer/inverter. The circuit uses differential logic, and it has a pair of cross-coupled

PMOS devices on the top to gradually charge and dicharge output loading with
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Figure 2.4: Schematic of a 2N-2P logic inverter, and the four-phase operating wave-
forms of the 2N-2P inverter.

power-clock, and a pair of complementary evaluation stacks to perform the logic

operation. 2N-2P logic is also known as efficient charge recovery logic (ECRL) [34].

The operation of a 2N-2P gate can be divided into 4 phases: reset, wait, evaluate, and

hold. In the reset phase, the power-clock ramps down, and the high output follows the

power-clock so that both outputs reset to low. During the wait phase the power-clock

stays low, maintaining the outputs low, and the inputs are evaluated. In the evaluate

phase, the power-clock goes up, and the outputs evaluate to a complementary state

so that one of the outputs stays low and the other follows the power-clock and ramps

up. During the hold phase, the power-clock stays high while the inputs reset to low.

Cascades of 2N-2P gates are formed by connecting them with a four-phase power-

clock such that any two connected gates are supplied by power-clocks with 90-degree

phase difference. Figure 2.5 shows 4 cascaded 2N-2P inverters, and the four-phase

power-clock. A shift register containing 1,000 shift stages was designed and fabricated

using 2N-2P logic in 0.8 µm CMOS, successfully tested at frequencies up to 100 MHz.

Several variants of the 2N-2P logic have been introduced since 2N-2P was pro-
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Figure 2.5: Cascades of 4 2N-2P inverters, and their associated four-phase clocks.
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Figure 2.6: Schematic of a PAL inverter.

posed, such as pass transistor adiabatic logic (PAL) [35] and clocked CMOS adiabatic

logic (CAL) [36]. Figure 2.6 shows the schematic of a PAL inverter. It retains the

cross-coupled PMOS from 2N-2P logic, and moves evaluation stacks in parallel to
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Figure 2.7: Schematic of a CAL inverter.

the PMOS devices. Unlike 2N-2P logic which requires a four-phase power-clock, PAL

operates with a two-phase power-clock, and the gate complexity is also lower. A

1,600-stage PAL shift-register was fabricated in 1.2 µm technology and verified with

10 MHz operating frequency. Figure 2.7 shows the schematic of a clocked CMOS

adiabatic logic inverter. CAL operates from a single-phase power-clock. The test

chip, a chain of 736 CAL inverters, was fabricated in 1.2 µm technology and verified

at 50 MHz.

Kim et al. proposed the source-coupled adiabatic logic (SCAL), which is a dual-

rail logic using true single-phase clock [37]. Figure 2.8 shows the schematic of a

SCAL inverter. The structure is similar to the structure of CAL, except that a bias

transistor is added as an individually tunable current source to each gate. SCAL-

D is an enhanced version of SCAL. Figure 2.9 shows the schematic of a SCAL-D

inverter. In SCAL-D, the discharge time is shortened by adding the diode-connected

transistors to provide additional current. An 8×8 adiabatic multiplier was fabricated

using SCAL-D logic in 0.5 µm technology with operating frequencies up to 130 MHz.

One common challenge shared by these charge-recovery logic families that we
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Figure 2.8: Schematic of a PMOS SCAL inverter and an NMOS SCAL inverter.
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Figure 2.9: Schematic of a PMOS SCAL-D inverter and a NMOS SCAL-D inverter.

have discussed is how to operate efficiently at high frequency. To reach high oper-

ating frequencies (GHz-level), Sathe et al. introduced boost logic, which combines

aggressive voltage scaling, gate overdrive, and charge-recovery techniques to achieve

energy-efficient GHz-class operation [11]. Figure 2.10 shows the schematic of a boost

logic buffer. The structure of a boost logic gate can be divided into two parts: boost
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Figure 2.10: Schematic of a boost logic inverter.

stage and logic stage. Logic stage performs functional evaluation when power-clock is

low, developing a near-threshold voltage difference across the differential outputs.

As power-clock rises, boost stage, composed of a pair of cross-coupled inverters,

amplifies this voltage difference to full-rail swing. A test-chip with eight chains of

AND,OR,XOR, and INV gates was fabricated in 0.13 µm technology and verified

at frequencies over 1 GHz.

Several variants of the boost logic have been introduced since it was proposed,

such as subthreshold boost logic (SBL) [13] and enhanced boost logic (EBL) [12].

Figure 2.11 shows the schematic of a SBL inverter. Unlike Boost Logic, however,

the logic stage of SBL has no clocked devices, and each of its two output rails is

evaluated by a complementary all-nMOS stack, yielding reduction in crowbar current

and increased gate overdrive. Figure 2.12 shows the schematic of an EBL inverter.

Unlike SBL, the evaluation stage of EBL relies on a NMOS precharge device for

pull-up, thus increasing performance by avoiding the series-connected devices in the

pull-up network. Two FIR filter test-chips were fabricated using SBL and EBL with

24



OUT-OUT+

IN+IN-

φ
VCCVCC

Boost 

Stage

Logic

Stage

Logic

Stage

IN+ IN-

Figure 2.11: Schematic of a SBL inverter.

OUT-OUT+

IN+IN-

φ
VCCVCC

Boost 

Stage

Logic

Stage

Logic

Stage

evaluation

stack

φ φ

Figure 2.12: Schematic of an EBL inverter.

operating frequencies up to 187 MHz and 600 MHz, respectively.

2.3 Summary

Table 2.1 shows the charge-recovery logic families that have been covered in this

chapter. Looking back at the evolution of prior work, several characteristics are shared
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Year
1994 1995 2000 2003 2007 2009 2009
[16] [33] [36] [37] [11] [13] [12]

Logic Family ADL 2N-2P CAL SCAL-D Boost Logic SBL EBL

Technology 0.9µm 0.8µm 1.2µm 0.5µm 0.13µm 0.13µm 0.13µm

Core Area
N/A N/A N/A 0.47 0.1 0.38 0.34

(mm2)

Application 64 INV gates 1000 shift registers 732 INV gates 8b multiplier 1600 test gates FIR FIR

Clock Speed
250 100 50 130 1000 187 600

(MHz)

Table 2.1: Overview of charge-recovery logic families covered in this chapter.

among various charge-recovery logic families. The first common trait is all previous

charge-recovery test-chips were limited to small and simple designs, from chains of

test gates, to adders, multipliers, and FIR filters. The limitation mainly comes from

the fact that these were all full-custom designs. Another common characteristic is the

area overhead created by the use of inductive elements to generate gradually-changing

power-clock waveforms.
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CHAPTER III

Design and Architecture of Charge-Recovery

LDPC Decoder

3.1 Introduction

To explore scalable charge-recovery designs, we present a semi-automated standard-

cell-like design flow that can enable the design of large-scale charge-recovery chips.

To demonstrate the effectiveness of this semi-automated flow, a 576-bit rate-5/6 low-

density parity-check (LDPC) decoder has been designed and evaluated using boost

logic, a class of charge-recovery logic, as an example prototype.

LDPC codes, a type of capacity-approaching linear error correcting codes, have

been widely used in latest communication and storage systems, including WiMAX

(IEEE 802.16e) [38], 10-gigabit Ethernet (IEEE 802.3an) [39], digital video broad-

casting (DVB-S2) [40], and solid-state storage [41], for their efficient and capacity-

approaching performance [42,43].

The remainder of this chapter is organized as follows: Section 3.2 presents the op-

eration of boost logic. Section 3.3 shows the architecture and boost logic implemen-

tation of the LDPC decoder test-chip. Section 3.4 presents the on-chip power-clock

generation and distribution network. A summary is provided in Section 3.5.

Part of the work covered in this chapter has been published at ISSCC 2014 [22].
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Figure 3.1: Schematic and operating waveforms of a boost logic gate.

3.2 Boost Logic

The LDPC test-chip has been designed using boost logic [11, 13]. This charge-

recovery dynamic logic utilizes efficient signal boosting used as gate overdrive to

achieve energy efficient operation at high operating frequency. Figure 3.1(a) shows

the schematic of a boost logic gate. The structure of a boost logic gate can be

divided into two parts, logic stage and boost stage. The logic stage has differential

outputs out and out b with a DC supply VCC . Each output is driven by a pull-

up network (PUN) and a pull-down network (PDN), similar to static CMOS logic,

except that an NMOS PUN is used instead of PMOS to give the PUN better driving

strength with subthreshold supply VCC . The boost stage is composed of a pair of

cross-coupled inverters connected to a charge-recovery supply power-clock (PC) that

can be generated using inductive elements. Figure 3.1(b) shows the voltage waveform

of the boost logic gate. Each boost logic gate operates in two phases, evaluation

and boost, which become active in turn. During evaluation, PC is low so the boost

stage is off. In the meantime, logic stage performs functional evaluation, and develops
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Figure 3.2: Cascade of boost logic gates, and the corresponding output waveforms.

an initial voltage difference at the output nodes. As PC rises, the gate transitions

into the boost phase of its operation. During boosting, the boost stage acts as an

amplifier, and one of the output nodes tracks PC and is amplified to full-rail swing.

As PC falls, the charge at the output nodes is recovered through PC, and the output

voltage is brought back to around Vth. When PC falls below Vth, all transistors in

the boost stage are in cut-off, and the next logic evaluation phase begins.

Figure 3.2 shows the cascades of two boost logic gates and the voltage waveform

of two clock phases and the output nodes. Cascades of boost logic gates are formed

by clocking the gates on alternating PC phases. When PC is low, the first gate is in

evaluation phase, creating an initial voltage difference. When PC rises, the first gate

goes to boost phase, and out1 is brought to 1V. In the meantime, the second gate is

in its evaluation phase. Therefore, a significant gate overdrive can be observed at the

logic stage of the second gate.

The schematic of a 2-input 4-bit boost logic comparator is shown in Figure 3.3.

Each PDN and PUN has 14 transistors, and the maximum number of transistors

stacked in each PDN or PUN of this gate is 5. To ensure the gates meet the target
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Figure 3.3: Schematic of a two-input 4-bit comparator boost logic gate.

performance efficiently without too much self-loading, the maximum stack height of

a single boost logic gate is limited to 6. As a result, the test-chip has to adopt a

deeply-pipelined architecture to enable the use of boost logic.

From a functional standpoint, each boost logic gate consists of a combinational

logic block driving a transparent latch. PC not only provides charge to internal

circuit nodes but also synchronizes the computation of the gate, which is the reason

it is called power-clock.

The power-clock required by boost logic gates is generated by a power-clock gen-

erator, shown in Figure 3.4 [44]. The circuit is formed by two LC oscillators back to

back, using the output waveform PC of one oscillator to drive the other, and vice

versa. The capacitor comes from the parasitic cap from out and out b nodes of boost

logic gates. The cross-coupled NMOS highlighted in blue are negative transconduc-

tance devices, used to maintain the oscillation. When running off-resonance, a ring
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oscillator (RO) will first generate a reference clock at the desired frequency, feeding

to a pulse generator (PG) to create two 180-degree out-of-phase pulses with pro-

grammable duty cycle. These pulses are then routed to the frequency tuning circuits,

highlighted in green. Note that the power-clock generator for the decoder test-chip

is entirely integrated on-chip.

3.3 LDPC Decoder Architecture

To demonstrate its energy efficiency and performance potential, boost logic has

been used to design a decoder for a 576-bit LDPC code.

LDPC codes are defined by a so-called H-matrix. An example of a simple H-matrix

is shown in Figure 3.5(a). Each row in the matrix represents a check node (CN), and

each column represents a variable node (VN). The H-matrix can be mapped to a

bipartite graph called Tanner graph, shown in Figure 3.5(b), which is an equivalent

representation that helps us visualize the H-matrix. There are 4 rows and 6 columns

in this example matrix, and therefore 4 CNs and 6 VNs are shown in Figure 3.5(b).
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Figure 3.5: An example LDPC H-matrix and its bipartite graph representation (Tan-
ner graph).

The matrix entries are 1s and 0s. If there is a 1, the corresponding CN and VN in

the graph are connected; otherwise they are not. So, the H-matrix on the left is a

one-to-one mapping of the graph on the right.

The computation of LDPC decoding is mainly done in the VNs and CNs. Each

VN receives a 5-bit signal from the receiver through the channel as its initial value.

Check node operation performs even parity-check and finds the minimum among the

connected VNs, and variable node operation sums the outputs of the connected CNs.
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Figure 3.6: The 576-bit rate-5/6 LDPC matrix specified by IEEE 802.16e standard.

Our chip implements a decoder corresponding to a rate-5/6 576-bit LDPC matrix

specified by IEEE 802.16e WiMAX standard [38]. The matrix is shown in Figure 3.6.

Recent LDPC applications have adopted matrices that are constructed using subma-

trices that are cyclic shifts of an identity matrix or a zero matrix. Each number in

this matrix represents a 24-by-24 identity sub-matrix that is circular right-shifted by

that number; otherwise, it is a 24-by-24 zero matrix. 24 columns are shown in this

H-matrix, and each entry has 24-by-24 elements. Therefore the number of variable

nodes is 24×24=576. Similarly, 4 rows are shown in the H-matrix, so the number of

check nodes is 96. The rate denotes the ratio of the number of the information bits

over the number of total encoded bits, including the redundant bits which are added

to increase the chance of recovering from errors. Lower rate means more redundant

bits are added. Therefore, a rate-5/6 576-bit LDPC code encodes a 480-bit message

into 576 bits.

The decoder has been implemented using a row-parallel architecture, which pro-

vides high throughput with manageable routing complexity, allowing high energy

efficiency and high area efficiency. The belief propagation algorithm has been im-

plemented using a min-sum algorithm with offset correction [45] and flooding sched-

ule [46]. The performance of the LDPC decoder we implemented with a 5-bit fixed-

point representation for 10 decoding iterations is shown in Figure 3.7.

To reduce global communications and accommodate the deeply-pipelined archi-

tecture required by the dynamic logic (explained in Section 3.2), the decoder (or
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Figure 3.7: Bit error rate with different SNR of the implemented 576-bit rate-5/6
LDPC matrix specified by IEEE 802.16e standard.
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Figure 3.8: LDPC matrix swapping and partitioning.

equivalently the matrix) is partitioned into four blocks. Figure 3.8 shows the parti-

tioned and rearranged matrix. The partitioning is done in a way that balances the

computation of each block. For each of the 96 rows in the matrix, a check node op-

eration finds the minimum value in that row. Therefore, the check node operation of

Block 1 in Figure 3.8 finds the minimum among the values of 6 nonzero submatrices.
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Figure 3.9: LDPC decoder architecture.

This minimum from Block 1 is then passed to Block 2, which has 5 nonzero submatri-

ces. Therefore, the check node operation of Block 2 again finds the minimum of the

values from 5 submatrices in Block 2 and the minimum from Block 1. Similarly, the

check node operation in Block 3 and 4 compare 6 and 5 values, respectively. There-

fore, each block performs similar amount of computation and takes similar silicon

area.

To facilitate partitioning, two columns in the matrix of Figure 3.8 are swapped to

increase regularity. This rearrangement ensures that within each block, the number of

nonzero submatrices in each row is identical. Other than changing the in/output con-

nections, this column-swapping does not result in any overheads in terms of operating

speed or decoding performance.
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Figure 3.10: Gate-level block diagram of check node operation.

Figure 3.9 shows the block diagram of the decoder architecture. The computation

of LDPC decoding is mainly done in the VNs and CNs of each block. To handle

such a complex matrix, the block architecture is designed with time multiplexing.

Therefore, 96 VNs and 12 CNs are shown in Block 1. The decoding operation begins

from the VNs in Block 1. The VNs receive signals from the channel as their initial

values, and then pass these initial VN-to-CN messages to the CNs. Block 1 then

performs CN operation. Results are relayed to Block 2, Block 3, and Block 4 in

order, reducing the global communication to local communication. VN operations

are interleaved with CN operations, so after Block 4 finishes its CN operation, the

results, which are CN-to-VN messages, are passed to the VNs in Block 1, and Block 1

computes the VN operation. The results are also relayed to Block 2, 3 and 4 in order.

One complete decoding iteration of the entire H-matrix takes 24 cycles, or 48 phases.

This deeply-pipelined relay architecture not only is able to accommodate our dynamic

logic and reduce complex global communication but also allows us to operate with 4
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Figure 3.11: Power-clock generation and distribution network.

different sets of data in parallel without any pipeline stalls. To provide some insight

into how the architecture is designed for boost logic, Figure 3.10 shows the gate level

block diagram of an example CN operation in Block 1. The gates are cascaded using

alternate power-clock phases, PC and PC, and it takes 5 clock-phases, or 2.5 cycles,

to complete the CN operation of a block. Note that boost logic buffers are inserted

for phase alignment, as in any other dynamic logic. 54% of the gates in our decoder

test-chip are boost logic buffers.

3.4 Power-Clock

The design of the power-clock generator and the power-clock distribution network

plays a key role in the efficiency of charge-recovery chips. Figure 3.11 shows the on-

chip power-clock generator and distribution network. The decoder chip is fabricated in
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65nm CMOS technology with 9 metal layers. 16 center-tap on-chip inductors are used

to resonate the design and recover charge from gate fanouts to achieve energy-efficient

operation. Spirals are mainly formed by metal 9. Each inductor gives 0.96 nH at 1

GHz with quality factor 9.17 when simulating using a commercial 3D electromagnetic

field simulator.

To minimize clock skew and enable a semi-automated design flow, clock meshes

are used to distribute the two-phase power-clock. Top level metals are used for

the clock meshes, metal 9 for horizontal strips, and metal 8 for vertical strips. To

connect the PC pin of each boost logic gate to the mesh, for each standard-cell

row, two metal-3 horizontal strips are reserved for the power-clock waveform PC

and PC. These strips are tied to clock meshes (metal 8) directly, so that we can

connect each boost logic gate to the mesh in a predictable manner using commercial

automated place-and-route tools while avoiding any possible large clock skew. 144

negative transconductance devices, which are pairs of cross-coupled NMOS switches

(7,344 µm total width for each phase), are distributed across the core to maintain the

oscillation.

To operate the decoder chip off-resonance, a ring oscillator is used to first gen-

erate a reference clock signal at a desired frequency. This reference clock is then

fed to a pulse generator, outputting a pair of 180-degree out-of-phase pulses with

programmable duty cycle. These pulses are distributed by a tree structure with sup-

ply and ground shielding to 16 frequency tuning circuits (with programmable NMOS

width from 800 µm to 5,600 µm in 800 µm steps) to operate the decoder at a desired

frequency.

The efficiency of charge-recovery chips relies on the design of the power-clock

generator and the power-clock distribution network. Figure 3.12 shows the energy

consumption of the power-clock obtained from one of the 16 inductors through device-

level Spice simulation of a full block (600 µm × 600 µm block size) with the verified
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Figure 3.12: Simulated waveform of energy supplied to power-clock through one of
the sixteen inductors.

inductor models from the foundry and an extracted post-layout netlist including par-

asitic resistance, capacitance, and grounded coupling capacitance. Probing at the

node shown in Figure 3.4, as PC rises, 61.6 pJ of energy are delivered. When PC

falls, 31.5 pJ are recovered, yielding a 51.4% recovery rate.

Clock skew in the power-clock mesh resulting from our semi-custom design flow has

been assessed through simulations. To that end, the PC pins of 400 boost logic gates

across one of the four blocks are probed, performing a full-block SPICE simulation

with four verified inductors connected from four sides of the block and extracted

post-layout netlist. Figure 3.13 shows the histogram of clock skew across the 400

probed nodes. The maximum clock skew is 11.3 ps, and the average skew is 2.55 ps,

when PC self-oscillates at 1 GHz. For 99% of the nodes, clock skew falls below 7 ps.

Figure 3.14 shows the distribution of clock skew across the block.

Balancing the loading of the two-phase power-clock is important to obtain a power-
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clock waveform with similar voltage swing for the two phases. Figure 3.15 shows

power-clock waveforms for the two power-clock phases from a spice simulation with

extracted netlists of an early implementation of a block. Loading on PC is larger than

that on PC, yielding a 5% reduction in the voltage swing of PC in comparison with

PC. This loading imbalance mainly comes from the fact that some pipeline stages

have high fanouts. For example, in this unbalanced design, the 5-bit two-phase adder

has 21 gates, 16 for the first phase and 5 for the second phase. To balance the loading

of the two clock phases, we have repeated the logic synthesis design step and manually

optimized the adder into 18 gates, 13 for the first phase and 5 for the second phase.

Figure 3.16 shows waveforms for two power-clock phases, after optimizing the

design, from a spice simulation of the optimized block with extracted netlists. The

voltage swing of PC and PC differs by less than 0.7%. Note that the difference
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between the bottom part of Figure 3.15 and Figure 3.16 is the result of using ideal

and real negative transconductance devices in the two simulations, respectively, and

it is not due to the balancing optimization.

3.5 Summary

This chapter presents the design and architecture of our rate-5/6 576-bit charge-

recovery LDPC decoder. The decoder is designed using boost logic, a charge-recovery

dynamic logic that utilizes efficient signal boosting as gate overdrive to achieve high

performance energy efficient operation. To reduce global communications and accom-

modate the deeply-pipelined architecture required by our dynamic logic, the decoder

is partitioned into four blocks, and messages are relayed between neighboring blocks.

The design of the power-clock generator and the clock distribution network plays a

key role in the efficiency of charge-recovery chips. 16 on-chip inductors are used to

resonate the design. Clock meshes are used to distribute the two-phase power-clock
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to minimize clock skew and enable a semi-automated design flow. From simulation,

the chip recovers 51.4% of the energy supplied to it when self-oscillating at 866 MHz,

with average clock skew of 2.55 ps and worst-case clock skew of 11.3 ps.
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CHAPTER IV

Design Methodology

4.1 Introduction

The characteristics of recent silicon-demonstrated charge-recovery chips [11–14]

are given in Table 4.1. One common characteristic of all these previous charge-

recovery chips is that they are all limited to small and relatively simple designs. The

limitation mainly comes from the fact that they are all full-custom designs.

With over 57,000 boost logic gates, the device count of our chip is more than

an order of magnitude larger than the largest previously-reported charge-recovery

test-chips. To manage the complexity of such a design with boost logic, we have

developed a standard-cell-like semi-automated design flow that incorporates custom-

designed dynamic cells from a library and a two-phase power-clock.

The remainder of this chapter is organized as follows: Standard-cell design method-

ology is presented in Section 4.2, showing the design flow for common digital static

CMOS implementations using standard cells. Section 4.3 explains the standard-cell-

like semi-automated design flow that we have developed. Section 4.4 compares the

differences between two flows. A summary is provided in Section 4.5.
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This Work
JSSC ’07 TVLSI ’12 JSSC ’10 ASSCC ’11

[11] [12] [13] [14]

Technology 65nm 0.13µm 0.13µm 0.13µm 65nm

Application LDPC
Chains of
test gates

FIR FIR
Processing

node for LDPC
Frequency

Range (MHz)
408 - 1,049 700 - 1,100 365 - 600 5 - 187 404 - 609

Active Area
(mm2)

1.54 0.02 0.34 0.38 0.04

Transistor
Count (x1000)

1,297 N/A N/A 41 1.64

Gate Count 55,305 1,680 3,330 N/A N/A

Table 4.1: Comparison with recent silicon-demonstrated charge-recovery test-chips.

4.2 Standard-Cell Design Methodology

In digital VLSI design, a standard-cell design methodology is a method of design-

ing integrated circuits using a standard-cell library. This methodology significantly

reduces the design effort for digital designers to implement application-specific in-

tegrated circuits (ASIC) from high-level system specifications to fabrication-ready

physical layout, enabling designers to scale relatively simple designs with just several

hundreds transistors to complex systems with millions of devices.

Figure 4.1 shows a brief typical design flow using a standard-cell design method-

ology. Designers are first given system specifications, based on which they start

register-transfer level (RTL) design. In RTL design, designers declare the registers

of a design, describe the combinational logic indicating the possible transfers and

operations, and define when to transfer and operate on data. Depending on the

application, designers may need to explore possible architectures before converting

specifications into RTL descriptions. For example, questions like how many pipeline

stages are required, and where to insert pipeline registers have to be answered before

generating RTL. Verification is performed to confirm that the RTL code is consistent
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Figure 4.1: Standard-cell design methodology.

with the system specifications, before moving to next design step–logic synthesis.

Logic synthesis is the process of converting RTL code into a gate-level imple-

mentation using a standard-cell library. Figure 4.2 shows the inputs and outputs of

synthesizing a gate-level netlist from RTL code using an automated logic synthesis

tool. A standard-cell library is a collection of standard cells, usually developed and

provided by fabrication foundries for every technology process they provide. Stan-

dard cells included in the library are basic low-level logic functions recommended

for implementing ASIC, such as INV, AND, OR, latches, flip-flops, and also macro

cells, such as adders or even multipliers. These standard cells are characterized and

46



Logic

Synthesis

Tool

RTL

Gate-Level Netlist

Technology Library

Design Environment

Design Constraints

Figure 4.2: Inputs and outputs for synthesis.

provided to electronic design automation (EDA) tools, such as a synthesis tool or a

place-and-route tool, as a technology library. Design environment, process param-

eters, operating conditions, and design constraints, such as clock period, rise and

fall clock transition times, area, and power, are provided to the tool to generate a

gate-level netlist from RTL code. The functionality of the generated netlist is verified

before moving to the place-and-route stage.

Figure 4.3 shows the main steps of the place-and-route stage using a place-and-

route tool. Before placing cells, floorplanning is performed for design partitioning,

power planning, pin placement, and macro placement. Next the tool is used to place

the gates in the netlist. The tool iterates trial placement and trial routing several

times to find the optimum placement and meet design constraints. After placement,

the tool is used to implement a clock tree based on the timing constraints of the

design. Last, the tool connects and routes signals. After place-and-route, the tool

performs static timing analysis to make sure all timing constraints are met. If not, it

goes back to repeat previous steps and try to close timing. A final layout file is then

generated by the tool.
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4.3 Semi-Automated Design Methodology for Charge-Recovery

Logic

One common characteristic of all previous charge-recovery chips is that they are

all limited to small and relatively simple designs. The limitation mainly comes from

the fact that they are all full-custom designs. To manage the complexity of such

a design with boost logic, we propose a standard-cell-like semi-automated design

flow that incorporates custom-designed dynamic cells from a library and a two-phase

power-clock.

4.3.1 Front-End Design

Our design methodology uses a cell library of boost gates. The functions in the

library can be determined based on the target design using a commercial synthesis

tool. For our silicon prototyping, we designed a library with 52 different boost logic
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functions, and 2 to 6 different drive strengths per function. In our library, the PDN

of a single boost logic gate can contain up to 25 transistors. The schematic of a

two-input four-bit boost logic comparator is shown in Figure 3.2.

Synthesis proceeds by first developing a RTL descriptiona of the design. The

RTL netlist is then partitioned into major design blocks, and a commercial synthesis

tool is used to partition these major design blocks into pipeline stages. As described

in Section 3.2, the boost logic cells in our design have a maximum stack height

constraint, which is considered by the tool when partitioning the design into pipeline

stages. Basic standard cells, such as AND, OR, and INV gates, are provided to the

tool, and each cell is set with a unit delay. The tool synthesizes the design with a

clock period equal to the maximum stack height (6 unit-delay if the maximum stack

height is 6). Each stage of the synthesized netlist is then converted and optimized into

boost logic cells manually [47]. After the design is partitioned into pipeline stages,

phase-aligning buffers are inserted to balance the pipeline stages of the decoder [48].

4.3.2 Cell Library Design

The layout of each boost logic cell is designed to be used by commercial back-end

EDA tools. All cells share the same height of 5µm, and the width of a cell has to be

a multiple of 0.2µm. Figures 4.4 and 4.5 show the layout view of a two-input 4-bit

comparator boost logic gate with two different drive strengths. The cross-coupled

inverter pair in the boost stage is placed on the right, with PMOS on the top and

NMOS on the bottom, and the transistors in the logic stage are placed on the left.

The transistor sizes of the stronger gate shown in Figure 4.5 are larger for both PMOS

in the boost stage and NMOS in the logic stage. Metal 1, metal 2, and metal 3 are

used for local cell routing. However, metal 1 has different minimum pitch and width

from metal 2 and metal 3, so all signal pins are extracted with only metal 2 and metal

3 for global routing to remove any possible design rule check (DRC) violations. Each
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Figure 4.4: Layout view of a two-input 4-bit comparator boost logic gate with weaker
drive strength.

signal pin occupies its own metal 2 or metal 3 track to make the global routing easier

when using commercial EDA tools for place-and-route. To reduce the resistance of

PC distribution network, PC pins, highlighted in Figure 4.4 and Figure 4.5, are

connected with at least 2× minimum width, both locally within the cell and globally

when performing chip-level place-and-route.

Library gates have been characterized to be used with commercial EDA tools.

Each gate has been designed and characterized for a target output loading to operate

at a target frequency (1 GHz). For example, the gate shown in Figure 4.4 is designed

to drive up to 10 fF loading, and the gate shown in Figure 4.5 can drive up to 30

fF loading. The target output loading of each gate, along with the gate capacitance

of each input, are specified in an industry-standard liberty format (.lib). This file is

then provided to a commercial EDA tool for place-and-route.
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4.3.3 Back-End Design

Figure 4.6 shows our place-and-route flow for charge-recovery logic. Compared to

the standard-cell design methodology shown in Figure 4.3, the clock-tree synthesis

step is replaced with power-clock routing. To minimize clock skew and enable a semi-

automated place-and-route flow, clock meshes are used to distribute the two-phase

power-clock. Top level metals are used for the clock meshes, metal 9 for horizontal

strips and metal 8 for vertical strips. To connect the PC pin of each boost logic gate

to the mesh, for each standard-cell row, two metal-3 horizontal strips are reserved for

the power-clock waveform PC and PC one on the top and another on the bottom

of each cell. These strips are tied to clock meshes (metal 8) directly. During power-

clock routing step, the metal 2 PC strip of each boost logic gate either ties to the top

PC metal 3 strip or bottom PC metal 3 strip, so that each boost logic gate can be
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Figure 4.6: Place-and-route flow for charge-recovery logic.

connected to the mesh in a predictable manner during detailed routing while avoiding

large clock skew. During place-and-route, the target output loading of each gate is

set as the main constraint for place-and-route. To close timing, each function in the

library has several drive strengths with different target output loading the tool can

choose from. The tool iterates through trial place-and-route configurations, choosing

among cells with different drive strengths to meet timing constraints.

Figure 4.7 briefly shows the place-and-route flow to incorporate the two-phase

power-clock and custom-designed boost logic cells. Supply grids are first created

using a commercial EDA tool, VCC and VSS on metal 1, and PC and PC on metal 3.

These horizontal strips are directly tied to the top level meshes. The height of a cell

row is 5 µm. The tool is then used to do the initial placement, trial-routing, and for

optimizing the initial placement. After placement, the tool is used to route the PC

and PC signals by connecting the PC pin of each cell to either the top PC horizontal
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Figure 4.7: Simplified automatic place-and-route flow.

PC
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VSS

VCC

PC PC

Figure 4.8: An actual layout view of the decoder chip after APR.

strip or bottom PC strip accordingly. Last, the rest of the signals are routed.

An actual layout view after place-and-route is shown in Figure 4.8. For visibility,

everything on top of metal 3 is set to be invisible here. In this cell row, the cell on

53



the left has it PC pin connected to the bottom PC metal 3 strip, and the cell on the

right connected to the top PC strip. The metals used to route PC and PC signals

are 2× wider than the minimum width to reduce the PC distribution resistance and

improve Q.

4.4 Comparison of the Two Design Methodologies

To enable large-scale designs with charge-recovery boost logic, the proposed semi-

automated design flow draws several elements from a standard-cell design flow. How-

ever, it still differs from a standard-cell design methodology in several aspects.

Logic Synthesis

In a standard-cell flow, when performing logic synthesis, a tool is typically used

to convert RTL code into a gate-level netlist using an existing standard-cell library.

A technology library and design constraints are provided to the tool to synthesize the

design.

In our semi-automated flow, the cell library is generated after a synthesis too has

been used to partition the design into pipeline stages. When partitioning the design,

the number of buffers inserted for phase alignment and load balancing of the two

clock phases must be taken into consideration. Each stage of the synthesized netlist

is then converted and optimized into boost logic cells manually, creating a library of

boost logic cells.

In a standard-cell flow, a design can be synthesized for a different target frequency

by updating design constraints and rerunning synthesis, without changing the cell

library. In our semi-automated flow, each library gate is designed and characterized

to drive a certain amount of loading with a target frequency. Therefore, for our

semi-automated flow, each boost logic gate in the library must be redesigned and

characterized for the new target operating frequency.
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Place-and-Route

When performing place-and-route, a standard-cell flow performs a clock tree syn-

thesis step after standard cells are placed. Our semi-automated flow generates a clock

mesh with PC and PC strips created over/under the cells along each cell row right

after floorplanning, and PC pins of each boost logic cell are routed to either the top

or bottom PC and PC strips after placement.

For a standard-cell flow, a technology library and timing constraints are pro-

vided to an EDA tool to place-and-route the design and close timing. For our semi-

automated flow, each cell is designed with a maximum output loading for operating

at a target frequency. This target output loading of each gate, along with the gate

capacitance of each input, are provided to the tool so that it can choose cells with

the right drive strengths and meet the timing constraints.

4.5 Summary

This chapter discusses the standard-cell-like semi-automated design flow that we

have developed. Previous charge-recovery test-chips have been limited to small and

relatively simple designs, as they are full-custom designs. Our semi-automated design

flow is very similar to a standard-cell design methodology. A library of boost logic

cells are designed and characterized to be used with commercial back-end EDA tools.

For our silicon prototypes, the library has 52 different functions, and each function has

2 to 6 different drive strengths. Incorporating custom-designed dynamic cells with a

two-phase power-clock distribution, our semi-automated design flow has enabled the

design of a large-scale VLSI design with 57,000 gates, as described in Chapter III,

exceeding the largest previously-reported charge-recovery test-chip by more than 32

times.
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CHAPTER V

Evaluation of 926MHz Charge-Recovery LDPC

Decoder Test-Chip

5.1 Introduction

To demonstrate our semi-automated flow for the design of large-scale charge-

recovery chips, we have designed a 576-bit rate-5/6 LDPC decoder using boost logic,

as an example prototype. In this chapter, we present experimental results from the

evaluation of the charge-recovery LDPC decoder.

The decoder test-chip has been fabricated in a 65nm CMOS process. When op-

erating at 926 MHz, it consumes 564.6 mW, achieving a 6.4 pJ/b/iteration energy

consumption and 5.8 Gbps/mm2 area efficiency, improving on results in [18–21] by 1.3

times in energy consumption with comparable or better area efficiency, even without

technology scaling.

The remainder of this chapter is organized as follows: Measurement results from

our decoder test-chip are shown and discussed in Section 5.2. A summary of our

charge-recovery LDPC decoder is given in Section 5.3.
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Figure 5.1: Microphotograph of the charge-recovery LDPC test-chip in 65nm CMOS.

5.2 Measurement Results

The decoder chip was fabricated in a commercial 65nm CMOS process. Figure 5.1

shows the chip microphotograph. The LDPC decoder logic occupies 1.54 mm2, and it

is surrounded by built-in-self-test (BIST) circuit that is used to generate and process

the input and output of the decoder. 16 on-chip inductors have been placed outside

the staggered pads. Since each inductor has a center tap pin connected to the supply

VDC from the pads, if the pads were placed outside the inductors, loops would be

created around inductors, resulting in eddy currents and degrading energy efficiency.

The decoder supports two test modes: a pre-stored mode and a manual mode.

In the pre-stored mode, four sets of input vectors with different signal-to-noise ratios
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Figure 5.2: Measured energy per cycle versus operating frequency.

(SNR) are pre-stored, along with the corresponding output vectors. When running in

this mode, BIST selects from one of the four sets of pre-stored inputs to feed to the

decoder. The decoder runs with the selected inputs for 10 iterations, and BIST then

verifies the outputs of the decoder with the corresponding set of pre-stored golden

outputs. Note that after the decoder finishes the 10 decoding iterations, BIST resets

the decoder to start the decoding of the same set of inputs again in order to obtain

an accurate power measurement. This mode is used to verify the functionality when

sweeping different supply voltages and power-clock frequencies.

In the manual mode, a scan-chain has been implemented. When operating in this

mode, we can scan-in any input vector with desired SNR, the number of iterations to

run, and other testing parameters to the decoder core. This mode is mainly used for

debugging and testing input vectors with SNR other than the pre-stored ones.

Figure 5.2 shows energy per cycle at each operating frequency in measurement.
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The supply to the power-clock generator, VDC , and the supply to the logic stage,

VCC , were tuned to get minimum total energy at each frequency. Minimum energy

consumption of our LDPC decoder chip is 610 pJ per cycle when the frequency circuits

are turned on and operated at 926 MHz. Without turning on the frequency tuning

circuits, the minimum energy of the chip in self-resonant mode is 615 pJ at 866 MHz.

Correct function has been validated for clock frequencies ranging from 408 MHz to

1.05 GHz, over plus and minus 25% off resonance. Note that unlike [13], the minimum

energy consumption of the decoder does not occur when the chip runs in self-resonant

mode without turning on any frequency circuits, indicating that there are insufficient

amount of negative transconductance devices. As a result, when the frequency tuning

circuits are turned on, they provide additional negative transconductance, helping to

replenish the energy lost from the resistance of the distribution network. The voltage

swing of the power-clok is therefore increased, allowing the decoder to be operated

with lower VDC and VCC .

Figure 5.3 shows measured resonant frequency distribution from 16 test-chips

when running free with VDC=0.64V and VCC=0.36V. Correct function has been val-

idated for all 16 chips, with average resonant frequency 809.6 MHz and standard

deviation 5.8 MHz. The resonant frequency of these chips varies by 1.3%, well within

the 25% tuning range of the clock generator circuit.

Figure 5.4 shows measured energy per cycle for input SNR ranging from 0.5 dB

to 4.5 dB. Input vectors are generated by Matlab with desired SNR, and fed to the

decoder core using the manual testing mode. For conventional static CMOS designs,

the input SNR affects the switching activities of LDPC decoders, thus affecting energy

consumption. However, for charge-recovery designs, due to the continuous switching

nature of dynamic logic, the energy consumption of the charge-recovery decoder stays

flat for different input SNR.

Table 5.1 summarizes the performance characteristics of our test-chip, and com-
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Figure 5.3: Measured resonant frequency distribution at VDC=0.64V and VCC=0.36V
of 16 chips.

pares the performance with recent published LDPC decoders [18–21]. The 576-bit

charge-recovery LDPC decoder has 1.54 mm2 core area. The minimum energy con-

sumption of the chip is 609.8 pJ when the power-clock operates at 925.9 MHz, achiev-

ing 8.9 Gbps throughput for 10 decoding iterations. The key metrics for comparing

the performance of LDPC decoders are shown in the last two rows in Table 5.1, the

energy consumption (measured in pJ per bit per iteration) and the area efficiency

(measured in throughput per unit area). The charge-recovery LDPC decoder chip

outperforms state-of-the-art designs with comparable code length and throughput.

Even without technology scaling, the test-chip achieves at least 1.3 times lower en-

ergy consumption with comparable or better area efficiency.
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5.3 Summary

To demonstrate our semi-automated flow for the design of large-scale charge-

recovery chips, we have designed a 576-bit rate-5/6 LDPC decoder using boost logic,

as an example prototype. The chip has been fabricated in a 65nm bulk silicon pro-

cess. Correct functionality has been validated for clock frequencies ranging from 408

MHz to 1.05 GHz. When operating at 926 MHz with frequency tuning circuits turned

on, the test-chip consumes 610 pJ per cycle with 8.9 Gbps throughput, achieving 6.4

pJ/bit/iteration energy consumption and 5.78 Gbps/mm2. The decoder outperforms

state-of-the-art commercial-strength LDPC decoders by at least 1.3 times improve-

ment in energy consumption with comparable or better area efficiency, even without

technology scaling.
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This Work
ASSCC ’11 JSSC ’12 JSSC ’14 ISSCC ’14

[18] [19] [20] [21]

Technology 65nm 65nm 65nm 65nm
28nm

FDSOI

Code Length 576 576 - 2,304 672 672 672

Core Area
(mm2)

1.54
(2.34 w/ ind)

3.36 1.56 1.6 0.63

Frequency
(MHz)

926 110 197 540 260

Iteration 10 10 5 10 3.75

Throughput
(Gbps)

8.89 1.06 5.79 9.00 12.00

Input SNR
1.0 N/A 5.5 5.0 5.0

(dB)
Power
(mW)

564.6 115 361 782.9 180

Energy Consumption
(pJ/bit/iteration)

6.35 21.80 12.48 8.95 8.00

Area Efficiency
(Gbps/mm2)

5.78
(3.80 w/ ind)

0.31 2.12 1 5.63 7.14 1

1 Normalized to 10 iterations

Table 5.1: Chip summary and comparison with state-of-the-art designs.

This charge-recovery LDPC decoder chip demonstrates the potential of charge-

recovery logic for energy- and area-efficient high-performance design, as well as an

accompanying design methodology that leverages automated EDA tools and is appli-

cable to large-scale DSP applications.
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CHAPTER VI

Design and Architecture of Charge-Recovery

LDPC with In-Package Inductors

Charge-recovery circuits rely on inductive elements to recover charge from gate

fanouts and achieve energy-efficient operation. On-chip inductors are used to achieve

GHz-speed high-performance charge-recovery chips, at the cost of silicon area over-

heads and inductors with low Q factor due to resistive on-chip metals. For charge-

recovery designs operating at lower frequencies (hundreds of MHz or lower), high Q

discrete inductors are used, resulting in extra board area and extra costs. This work

is the first one to explore advantages from both the high performance and the discrete

ends.

To enable area-efficient high-speed charge-recovery designs, we present a new ar-

chitecture that uses in-package inductors, eliminating the area overheads caused by

6-Layer FC-BGA

Package Substrate

LDPC Decoder Chip

Flip-Chip Bumps

BGA Balls

4×4 array of

in-package inductors

Figure 6.1: Charge-recovery LDPC decoder chip in 65nm flip-chip technology and
custom-designed FC-BGA package substrate with 16 in-package inductors.
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on-chip inductors. As a proof-of-concept, we have designed a 576-bit charge-recovery

low-density parity-check (LDPC) decoder with in-package inductors. Figure 6.1 shows

this decoder, including a custom-designed 6-layer flip-chip–ball-grid-array (FC-BGA)

package substrate and a test-chip fabricated in a 65nm CMOS flip-chip process. 16

inductors are designed on the fifth layer of the 6-layer FC-BGA package substrate so

that the need of on-chip inductors is eliminated, and inductor Q factors are increased,

improving area efficiency and energy efficiency compared to alternative implementa-

tions with on-chip inductors.

The remainder of this chapter is organized as follows: Section 6.1 provides an

overview of the charge-recovery LDPC decoder with in-package inductors. Section 6.2

presents the power-clock generation and the distribution network. Section 6.3 de-

scribes the design of the package substrate. Section 6.4 explains the architecture of

the LDPC decoder. A summary is provided in Section 6.5.

Part of the work covered in this chapter will be appearing in ASSCC 2015 [23].

6.1 Introduction

A 576-bit, rate-5/6 low-density parity-check (LDPC) decoder has been designed

using charge-recovery circuitry with in-package inductors. Charge-recovery circuits

[11,13,49] rely on inductive elements to recover charge from gate fanouts and achieve

energy-efficient operation. Previous GHz-speed high-performance charge-recovery

chips have relied on integrated on-chip inductors at the cost of silicon area over-

heads. In addition to area overheads, on-chip inductors also suffer from relatively low

quality factors (Q), typically less than 10 [22,50], due to resistive on-chip metals. For

charge-recovery designs operating at lower frequencies (hundreds of MHz or lower),

high Q discrete inductors have been used, incurring extra board area and extra costs.

This thesis presents the first-ever charge-recovery test-chip with in-package inductors

offering high Q inductors without area overheads.
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Figure 6.2: Blip power-clock generator, formed by in-package inductors, cross-coupled
internal drivers, and frequency tuning circuits with pulses generated by a ring oscil-
lator and a pulse generator.

The decoder described in this chapter is shown in Figure 6.1. The LDPC test-chip

is fabricated in a 65nm flip-chip process. The inductors required by charge-recovery

logic are embedded in a custom-designed 6-layer flip-chip–ball-grid-array (FC-BGA)

package substrate, achieving better Q than their on-chip counterparts thanks to the

availability of thicker and therefore less resistive copper in the package substrate.

Inductors in the package are connected to the charge-recovery network on the die

through 48 flip-chip bumps, eliminating bonding wires and their parasitics to en-

able efficient charge recovery. Correct operation has been verified from 624MHz to

1.08GHz. When operating at 934MHz, the chip consumes 286mW, yielding energy

consumption of 3.19pJ/b/iteration and an area efficiency of 5.83Gbps/mm2, improv-

ing on results in [19–22] by at least 2.3× in energy consumption with similar or better

area efficiency.
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6.2 Power-Clock Generation and Distribution

The two-phase power-clock required by boost logic gates is generated using a dis-

tributed version of the blip power-clock generator [44], shown in Figure 6.2. The

power-clock generator consists of on-die and in-package components. 144 distributed

on-die negative transconductance devices, 16 on-die frequency tuning circuits, an on-

die ring oscillator (RO), and an on-die pulse generator (PG), along with 16 inductors

in the package are used to generate the power-clock by resonating the parasitic ca-

pacitance of the power-clock distribution network and the boost logic gate fanouts.

To enable frequency tuning, the RO generates a reference clock with a desired fre-

quency feeding to the PG, and the PG then outputs a pair of 180-degree out-of-phase

pulses with programmable duty cycle, achieving frequency scaling and forcing the

power-clock to run at the desired frequency.

Figure 6.3 shows the on-chip power-clock distribution network. 48 flip-chip bumps

(24 for each clock phase) are used to connect the two-phase power-clock, PC and PC,

from the 16 inductors in the package substrate to the on-chip power-clock distribution

network. An additional 48 bumps are for supplies, VSS, and signals for testing the

decoder chip. PC and PC bumps are placed right on top of the top-level metal of the

clock meshes, enabling efficient recovery. Clock meshes are employed to distribute the

power-clock using top-level metals to minimize clock skew, allowing custom-designed

boost logic dynamic cells to be easily connected to the two-phase power-clock using

commercial EDA tools. To distribute the power-clock from the mesh to the PC pin

of each boost logic gate, each standard-cell row has two metal-3 strips reserved for

delivering PC and PC to the boost logic gates. These strips are tied to top-level

clock meshes, allowing the routing of the power-clock network using an automatic

place-and-route tool and avoiding large clock skew. 144 negative transconductance

devices are distributed across the core to maintain the oscillation. To operate the

design off-resonance, a pair of 180-degree out-of-phase pulses at the target frequency
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ductance devices.

is distributed to the 16 frequency tuning circuits around the core using a tree structure

with supply and ground shielding.

6.3 Package Substrate Design

The FC-BGA substrate is manufactured through a 6-layer build-up 2-2-2 manu-

facturing process. Figure 6.4 shows the cross-section view of the package substrate.

The build-up process requires a core layer that is 1.5× thicker than other layers. The

thickness of the copper is 15µm, which helps significantly with the Q of the in-package

inductors compared to their on-chip counterparts (3.4µm for ultra-thick metal).

Figure 6.5 shows the layer-by-layer view of our package substrate design. The
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Figure 6.4: Cross-section view of the package substrate.

substrate occupies 8mm×8mm, and the die occupies 1.86mm×1.86mm with a 10×10

array of flip-chip bumps. Layer 1 of the substrate is used for flip-chip bump connec-

tions. Layers 2 to 4 are mainly for routing. The diameter of vias connecting Layers 3

and 4 is larger because of this thicker core layer. 16 horizontal in-package center-tap

coil inductors are designed on Layer 5. Layer 6 is reserved for BGA ball connections.

Note that the size of the substrate is dominated by the number of BGA balls (for

supplies, VSS, and I/Os) required for the decoder, not by the inductors. The amount

of area taken by the inductors on Layer 5 is comparable with the area of the decoder

chip.

Inductor design plays a key role in the efficiency of charge-recovery chips. The

16 in-package coil inductors have been carefully designed and characterized using a

commercial 3D full-wave electromagnetic field solver tool. Figure 6.6 shows the di-

mensions and the specifications of one of the 16 inductors. When simulated at 1GHz,

each inductor has 969.4pH inductance with aQ factor of 33.4, achieving 3.6× improve-

ment in inductor Q compared to Chapter III with similar operating conditions [22].
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Figure 6.5: Custom-designed 6-layer FC-BGA package substrate.

Designing the coil inductors in vertical orientation has also been considered, but pro-

cess variation and misalignments between layers during the build-up manufacturing

process make it difficult to design coils with a precise inductance value and high Q.
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Figure 6.6: Geometry and inductor parameters from HFSS simulations for one of the
16 in-package inductors.

To avoid eddy currents, which are created by loops around the inductors and

degrade efficiency, metal traces in the package are carefully designed to avoid any

possible loop around these inductors in the package substrate. Bumps that connect

the center-tap point of the inductors to the supply VDC (highlighted in red, as shown

in Figure 6.5) are routed to the supply on PCB board in a manner that encloses a

much bigger loop, instead of connecting closely and forming a small loop, to reduce

eddy currents. Loops in the power grid of the decoder have not been eliminated,

as they are 320µm away from the inductors, which are located on the fifth layer of

the package substrate. In simulations, the worst-case degradation of Q factor and

inductance due to the power grid loops in the die is less than 5%.
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6.4 LDPC Decoder Design

The 576-bit, rate-5/6 charge-recovery LDPC decoder adopts the block-parallel

architecture described in Chapter III [22]. Figure 3.9 shows the decoder architecture

for the LDPC code specified by the IEEE 802.16e standard. The code matrix, as

shown in Figure 3.8, is partitioned into 4 blocks so that complex and long global

interconnects are replaced with relay local interconnects between neighboring blocks.

Two columns in the code matrix are swapped for regular partitioning. The min-sum

decoding consists of check node operations and variable node operations. Starting

from the check node operation on the first row of Block 1, the decoder then relays

the results to Blocks 2, 3, and 4 in order. Following the check node operation on the

first row of Block 1, the decoder performs the variable node operation on it while

Block 1 begins the check node operation on the second row in parallel. For complete

check node and variable node operations in all 4 blocks, one decoding iteration takes

24 cycles (48 phases). Due to this deeply-pipelined relay architecture, the decoder is

able to process 4 streams in parallel without any pipeline stalls.

6.5 Summary

A new architecture that uses in-package inductors is presented to eliminate the

area overheads caused by on-chip inductors, enabling area-efficient high-speed charge-

recovery designs. A 576-bit charge-recovery LDPC decoder with in-package inductors

has been designed and evaluated as an example prototype. This chapter shows the

design and the architecture of the charge-recovery LDPC decoder with in-package

inductors. This decoder includes a test-chip fabricated in 65 nm CMOS flip-chip

technology and a custom-designed 6-layer FC-BGA package substrate. 16 inductors

are embedded on the fifth layer of the 6-layer FC-BGA package substrate, improving

area efficiency and energy efficiency by eliminating the use of on-chip inductors, the
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improved Q of the in-package inductors, and the lower resistance of the flip-chip

connections (compared to bondwires).
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CHAPTER VII

Evaluation of 934MHz Charge-Recovery LDPC

Test-Chip with In-Package Inductors

7.1 Introduction

To demonstrate the architecture proposed in Chapter VI which uses in-package

inductors to enable area-efficient high-speed charge-recovery designs by eliminating

on-chip inductors, a 576-bit charge-recovery LDPC decoder with in-package inductors

has been designed as a proof-of-concept. In this chapter, we present experimental

results from the evaluation of the charge-recovery LDPC decoder with in-package

inductors.

The decoder includes a test-chip fabricated in a 65nm CMOS flip-chip process and

a custom-designed 6-layer FC-BGA package substrate. When operating at 934MHz,

the decoder reaches a 9Gb/s throughput, consuming 286mW, or 3.2pJ/b/iteration,

improving on the state-of-the-art published results by at least 2.3 times in energy

consumption with similar or even better area efficiency.

The remainder of this chapter is organized as follows: Section 7.2 describes mea-

surement results from our decoder and evaluates the results. A summary of our

charge-recovery LDPC decoder with in-package inductors is given in Section 7.3.
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Figure 7.1: Measured energy per cycle versus operating frequency.

7.2 Measurement Results

The chip has been fabricated in a 65nm CMOS flip-chip process. The charge-

recovery LDPC decoder logic occupies 1.54mm2. Correct function has been validated

for clock frequencies ranging from 624MHz to 1.08GHz. Figure 7.1 shows measured

energy per cycle versus operating frequency. Minimum energy consumption is 306.5pJ

per cycle when the power-clock is operating at a frequency of 934MHz, dissipating

286.4mW of power at room temperature. With frequency tuning circuits turned off,

the minimum energy consumption of the decoder in self-resonant mode is 398pJ per

cycle at 875MHz. Note that, unlike [22], the minimum energy consumption operating

point does not occur when the decoder chip is operating in self-resonant mode. We

surmise that this might be the result of insufficiently many negative transconductance

devices, resulting in reduced power-clock voltage swing and thus requiring higher VDC
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This Work
JSSC ’12 JSSC ’14 ISSCC ’14 ISSCC ’14

[19] [20] [22] [21]

Technology 65nm 65nm 65nm 65nm
28nm

FDSOI

Code Length 576 672 672 576 672

Code Rate 5/6 7/8 1/2 5/6 1/2

Core Area
(mm2)

1.54 1.56 1.6
1.54

(2.34 w/ ind)
0.63

Frequency
(MHz)

934 197 540 821 260

Iteration 10 5 10 10 3.75

Throughput
(Gbps)

8.97 5.79 9.00 7.88 12.00

Input SNR
1.0 5.5 5.0 1.0 5.0

(dB)
Power
(mW)

286.4 361 782.9 576.8 180

Energy Consumption
(pJ/bit/iteration)

3.19 12.48 8.95 7.32 8.00 1

Area Efficiency
(Gbps/mm2)

5.83 2.12 2 5.63
5.78

(3.80 w/ ind)
7.14 2,3

1 Energy consumption for 28nm (not normalized to 65nm)
2 Normalized to 10 iterations
3 Area efficiency for 28nm (not normalized to 65nm)

Table 7.1: Chip summary and comparison with state-of-the-art designs.

and VCC values. When the frequency tuning circuits are turned on to run the decoder

off-resonance, they replenish the energy lost due to the resistance of the distribution

network to maintain the oscillation, acting as extra negative transconductance de-

vices and enabling the scaling of VDC and VCC to lower values. The energy efficiency

of this chip is higher than that of the chip reported in Chapters III and V due to the

improved Q of the in-package inductors, which increases the efficiency of charge re-

covery, and the lower resistance of the flip-chip connections (compared to bondwires),

which allows for further supply voltage scaling and thus lower energy consumption.

Table 7.1 gives the performance characteristics of the chip in this work and com-
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Figure 7.2: Microphotograph of the charge-recovery LDPC test chip in 65nm CMOS.

pares it with the most recently reported high-throughput LDPC decoders. The

charge-recovery LDPC decoder chip in Chapters VI and VII outperforms state-of-the-

art designs of comparable code length, complexity, and throughput [19–22], achieving

at least 2.3 times lower energy consumption compared to all designs, while having

better area efficiency compared to the ones fabricated in the same technology. Even

without any normalization for different process nodes, the area efficiency of this chip

is still comparable with that of the chip in [21], which was fabricated in a more

advanced 28nm technology.

A die microphotograph is shown in Figure 7.2. A built-in-self-test (BIST) circuit
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Figure 7.3: Microphotograph of the top side of the custom-designed 6-layer FC-BGA
package substrate.

that is used to generate and process the input and output of the decoder, along with

RO, PG, and frequency-tuning circuits are implemented with static CMOS logic and

are distributed around the decoder core.

Figures 7.3 and 7.4 are microphotographs of the package substrate. Figure 7.3

shows the view from the top of the package substrate. The substrate occupies

8mm×8mm, and the die occupies 1.86mm×1.86mm with a 10×10 array of flip-chip

bump pads. Figure 7.4 provides the view from the bottom of the package substrate,

showing 72 BGA ball pads on the 6th layer and also the inductors on the 5th layer.

77



BGA Ball

Bottom Side (Layer 6)

Inductor

Figure 7.4: Microphotograph of the bottom side of the custom-designed 6-layer FC-
BGA package substrate.

7.3 Summary

In Chapters VI and VII, we explore the use of in-package inductors to improve

upon the quality and eliminate the area overheads of on-chip inductors in high-

performance charge-recovery designs. The design of a 576-bit charge-recovery LDPC

decoder with in-package inductors is presented, including a custom-designed 6-layer

FC-BGA package substrate and a test-chip fabricated in a 65nm CMOS flip-chip

process. 16 inductors are designed on the fifth layer of the 6-layer FC-BGA package

substrate so that the need for on-chip inductors is eliminated. In-package induc-
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tors also provide better quality factors than on-chip ones, improving area efficiency

and energy consumption. When operating at 934MHz, the decoder reaches a 9Gb/s

throughput, consuming 286mW, or 3.2pJ/b/iteration, improving on the state-of-the-

art published results by at least 2.3 times in energy consumption with similar or even

better area efficiency.
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CHAPTER VIII

Conclusions and Future Research Directions

Charge-recovery logic has the potential to achieve order-of-magnitude improve-

ment in energy efficiency while maintaining high performance. However, the lack of

large-scale high-speed demonstration in silicon, and the area overheads caused by the

need of inductors for charge-recovery logic are two major concerns. In this disser-

tation, we present ways to address these concerns by designing and evaluating two

charge-recovery systems of significant complexity operating at GHz clock speed.

This chapter summarizes the contributions in this dissertation and discusses pos-

sible future research directions to take full advantage of the potential offered by

charge-recovery logic.

8.1 Charge-Recovery LDPC Decoder with Semi-Automated

Design Flow

To explore scalable charge-recovery designs, we present a semi-automated standard-

cell-like design flow to enable the design of large-scale charge-recovery chips. To

demonstrate the effectiveness of this semi-custom design flow, we have designed and

evaluated a 576-bit charge-recovery low-density parity-check (LDPC) decoder as an

example prototype. LDPC is a very popular error correcting code in modern com-

munication standards, requiring complex and power-intensive computations.
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The LDPC decoder chip has been fabricated in a 65nm CMOS process and relies

on 16 integrated inductors to achieve energy-efficient operation by recovering charge

from gate fanouts. When self-oscillating at 866 MHz, the chip recovers 51.4% of

the energy supplied to it from simulation. Clock meshes are used to distribute the

two-phase power-clock with a worst-case skew of 11.3 ps, based on simulations when

self-oscillating. In terms of device count, this chip is more than an order of magnitude

larger than the largest previously-reported chips with charge-recovery logic, enabled

by the semi-automated design methodology we have developed. Functioning correctly

at clock speeds ranging from 408 MHz to 1.05 GHz, this prototype is the first-ever

demonstration of a GHz-speed charge-recovery chip of significant complexity. When

operating at 926 MHz, it achieves a throughput of 8.9 Gbps at 6.4 pJ/bit/iteration,

improving on results in previous state-of-the-art commercial-strength LDPCs by at

least 1.3 times in energy consumption with comparable or better area efficiency, even

without technology scaling.

This charge-recovery LDPC decoder chip demonstrates the potential of charge-

recovery logic for energy- and area-efficient high-performance design, as well as an

accompanying design methodology that leverages automated EDA tools and is appli-

cable to large-scale DSP applications.

8.2 Charge-Recovery LDPC with In-Package Inductors

To further explore the potential of area-efficient charge-recovery design at multi-

GHz clock speeds, we present a new architecture that uses in-package inductors,

eliminating the area overheads caused by on-chip inductors. As a proof-of-concept,

we have designed and evaluated a charge-recovery LDPC decoder with in-package in-

ductors. This decoder includes a custom designed 6-layer FC-BGA package substrate

and a test-chip fabricated in a 65nm CMOS flip-chip process. 16 inductors have been

embedded on the fifth layer of the 6-layer FC-BGA package substrate, improving
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area efficiency and energy efficiency by eliminating the use of on-chip inductors, the

improved Q of the in-package inductors, and the lower resistance of the flip-chip con-

nections (compared to bondwires). From measurement, this chip achieves at least 2.3

times lower energy consumption with similar or even better area efficiency over state-

of-the-art published designs of comparable code length, complexity, and throughput.

8.3 Future Directions

In Conclusion, we discuss three future possibilities and challenges in the imple-

mentation of charge-recovery logic in order to take full advantage of the potential

offered by charge-recovery logic.

8.3.1 Fully-Automatic Design Methodology

Despite its potential to achieve energy-efficient high-performance operation, charge-

recovery logic has not been widely adopted in industry as a mainstream methodology,

due to the amount of time and design effort that is required to take full advantage of its

potential. In this dissertation, we have developed a standard-cell-like semi-automated

design flow that enables us to implement our decoder with orders of magnitude im-

provement in terms of device count over previous charge-recovery test-chip. However,

this flow still has a lot of room for improvement.

In front-end design, when performing logic synthesis, we need a flow to automat-

ically partition and micropipeline a design for charge-recovery logic while limiting

the number of phase alignment buffers, balancing the stack height of each gate, and

balancing the load of the two clock phases. This requirement is not specific to charge-

recovery logic, as any dynamic logic would require this kind of support [47,48].

In back-end design, there is a need for methods to analyze library gates for their

charge-recovery characteristics, such as the shape of the sine-wave-like power-clock

and the crossing point of the two-phase power-clock, so that gate models are more

82



accurate when performing place-and-route.

During place-and-route, there is need for automatic design methodologies that

distribute charge-recovery cells as evenly as possible across the entire design to have

a balanced loading on the two power-clock phases. In addition, the dual-rail signals

should be routed with similar loading to reduce clock jitter.

8.3.2 Efficient Charge-Recovery Designs for Wide Range of Operating

Frequencies

Another challenge for charge-recovery logic is their limited range of operating fre-

quencies. Charge-recovery test-chips are typically designed for a target operating

frequency, and operate in the range of approximately ±20% of the target frequency.

In addition, when operating off-resonance, the energy consumption increases signif-

icantly. For applications that require a wide range of operating frequencies, this

characteristic is undesirable. Therefore, novel power-clock generation techniques are

essential to efficiently generate a charge-recovery supply for a wider range of operating

frequencies.

8.3.3 AC-Powered Logic for IoT Devices

AC-powered logic is a type of logic family that relies only on an alternating cur-

rent (AC) source, without another direct current (DC) supply or ground. Much

attention has been drawn to the idea of Internet of Things (IoT). One challenge to

widely distribute and connect all these billions of ”things” or tiny devices and collect

useful data from them is how to supply power to them. Wireless powering or en-

ergy harvesting are two obvious solutions. However, the efficiency of these techniques

is limited due to the use of AC-DC and DC-DC converters and voltage regulators.

Using AC-powered logic becomes appealing, eliminating the use of these converters.

Since charge-recovery logic utilizes sinewave-like supplies, it is potentially particularly
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suitable for implementing AC-powered logic.
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