Additive noise properties of active matrix flat-panel imagers

M. Maolinbay,® Y. El-Mohri, L. E. Antonuk, K.-W. Jee,
S. Nassif, X. Rong,” and Q. Zhao
Department of Radiation Oncology, University of Michigan Medical Center, Ann Arbor, Michigan 48109

(Received 21 October 1999; accepted for publication 17 May 000

A detailed theoretical and empirical investigation of additive noise for indirect detection, active
matrix flat-panel imageréAMFPIs) has been performed. Such imagers comprise a pixelated array,
incorporating photodiodes and thin-film transistOf&Ts), and an associated electronic acquisition
system. A theoretical model of additive noise, defined as the noise of an imaging system in the
absence of radiation, has been developed. This model is based upon an equivalent-noise-circuit
representation of an AMFPI. The model contains a number of uncorrelated noise components which
have been designated as pixel noise, data line thermal noise, externally coupled noise, preamplifier
noise and digitization noise. Pixel noise is further divided into the following components: TFT
thermal noise, shot and flhoise associated with the TFT and photodiode leakage currents, and
TFT transient noise. Measurements of various additive noise components were carried out on a
prototype imaging system based on a 588 pitch, 2626 cnf array. Other measurements were
performed in the absence of the array, involving discrete components connected to the preamplifier
input. Overall, model predictions of total additive noise as well as of pixel, preamplifier, and data
line thermal noise components were in agreement with results of their measured counterparts. For
the imaging system examined, the model predicts that pixel noise is dominated by shof and 1/
noise components of the photodiode and TFT at frame times ab&v& As frame time decreases,

pixel noise is increasingly dominated by TFT thermal noise. Under these conditions, the reasonable
degree of agreement observed between measurements and model predictions provides strong evi-
dence that the role of TFT thermal noise has been properly incorporated into the model. Finally, the
role of the resistance and capacitance of array data lines in the model was investigated using
discrete component circuits at the preamplifier input. Measurements of preamplifier noise and data
line thermal noise components as a function of input capacitance and resistance were found to be in
reasonable agreement with model predictions. 2@0 American Association of Physicists in
Medicine.[S0094-2405(00)01408-5]
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[. INTRODUCTION ciency (DQE) of the system. DQE, which is defined as the
square of the ratio of the SNR at the output of a system to
Active matrix flat-panel imagerAMFPIs) represent a tech-  that at the input of a system, is a widely accepted measure of
nology that has the potential of bringing x-ray imaging into imaging performanc&For optimum imaging performance, it
the digital age for a variety of applications including portal s desirable that system noise be dominated by x-ray quan-
imaging, radiography, fluoroscopy, and mammograptly. tum noise. Under such conditions, the imaging system is said
Toward facilitating this goal, it is useful to acquire a detailedto be input-quantum-limited. Therefore, for a given x-ray
knowledge of the noise performance of such imagers as sudhaging application, it is desirable to minimize additive
information is crucial in understanding performance limita-noise so as to allow input-quantum-limited operation down
tions. The noise performance of an imaging system is detetto the lowest possible exposures.
mined by a variety of factors including quantum noise, In the case of applications involving large x-ray expo-
which corresponds to fluctuations in the number of incidentsures, such as portal imaging, mammography, and radiogra-
x-ray quanta, and additive noise, which corresponds to syghy, the signal to noise rati6SNR) and the DQE of flat-
tem noise in the absence of radiatioPetailed knowledge panel imaging systems are generally limited by quantum
of system noise is particularly valuable during the initial de-noise!’:® However in applications involving low exposures,
velopment of a new technology, since it can aid in the chalsuch as fluoroscopy or low exposure radiography, the addi-
lenging task of system performance optimization. In thistive noise can become a limiting factor in determining sys-
context, the additive noise component is of particular intertem performancé>'° Under such conditions, minimizing
est. If additive noise becomes a dominant component of thadditive noise is highly desirable and can be facilitated
overall system noise, image quality is seriously degradedhrough an understanding of the various noise sources. Such
This effect can be directly quantified by means of the signakn understanding can be achieved through both empirical
to noise ratio(SNR) as well as the detective quantum effi- measurements and theoretical modeling of these noise
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TasLE |. Symbols, definitions, and typical values for the array and preamplifier designs incorporated in the
imaging system used for the measurements.

Symbols Definitions Typical values
Pixel format (datx gate), array size 512%512, 2626 cnt
Pixel pitch, photodiode geometric area 5061, 0.223 mm
TFT dimensions 11 umXx88um
Cpa photodiode capacitance ~20 p#
I d Photodiode leakage current ~110 fA at —6 V bias
I et TFT-off leakage current ~1 fA®?
Quan TFT switching transient charge 165 fC* (maximum)
Roft TFT-off resistance ~104Q
Cata data line capacitance ~75 pF(estimate)
Ryata data line resistance 10.2 KO?
Von TFT-on voltage Adjustable, typically+6 V
Vot TFT-off voltage Adjustable, typically—10 V
Vpias Photodiode reverse-bias voltage Adjustable, typically—6 V
Tpix =RonCpa, Pixel time constant ~30 us (estimate)
TTET-on TFT-on period Adjustable, typically~180 us
TTET-off TFT-off period Adjustable
Tint Preamplifier charge integration time Programmable;-150 us
Tirame Time to readout one frame of data Adjustable, min. 180Q«s
Cip Preamplifier feedbackgain) capacitor Programmable
Camp Preamplifier internal input capacitor ~20 pF(estimate)
A Preamplifier open-loop voltage gain =10 000
fo Preamplifier signal bandwidth Variable depending on preamplifier
operational conditions
Om Preamplifier transconductance 8 mA/V

Measured values.

sources. In the present study, a theoretical model of additivethe measurements, and related symbols are given in Table I.
noise has been developed based upon an equivalent noiach pixel consists of an-i-p (n-type, intrinsic p-type lay-
circuit for an imager comprising an array of pixels and itsers) photodiode coupled to a TFT. Figuréal shows a top

associated acquisition electronics.

view microphotograph of a pixel. The pixel TFT acts as a

The theoretical model used in this study was applied to aswitch which allows integration of the imaging signal in the
indirect-detection active matrix flat-panel imager employingcapacitance of the photodiod€(;) as well as readout of

an array of amorphous silicofa-Si:H) thin-film transistors

this signal by the acquisition system. Array pixels are ar-

(TFTs) and photodiodes.The model describes the various ranged in a regular two-dimensional matrix of rows and col-
sources contributing to additive noise including: pixel noise,umns. For a given row, the gate contacts of the correspond-

data line thermal noise, externally coupled nadisey., from

ing TFTs are connected to a common conductive tidoe

power supplies), preamplifier noise, and digitization noisegate line)which, in turn, is connected to a peripheral gate
associated with the analog-to-digital converters. The pixetriver circuit. For a given column, the drain contacts of the
noise includes thermal noise associated with the TFT-on rezorresponding TFTs are connected to a common conductive
sistancelwhen the TFT is conductinggs well as shot noise trace(the data linewhich, in turn, is connected to an exter-
and 1f noise associated with both the photodiode and TFThal charge-sensitive preamplifier circuit. During imaging,
leakage currents. In order to test the validity of the modelelectron—hole pairs generated in the photodiode are collected
measurements of both the total additive noise and some irby means of an electric field established across it by an ex-
dividual noise components were performed in the absence aérnally applied reverse bias voltagéy,s. As long as the
radiation using a previously developed active matrix flat-gate lines are maintained at a negative voltadg;, the
TFTs remain nonconducting and the imaging signal is col-
lected in the photodiodes. Readout of the imaging signal is

panel imager.

[Il. METHODS AND MATERIALS

A. Operational description of the imaging system

accomplished by applying a positive voltayg,,, to the gate
lines, typically one gate line at a time. The TFTs along the
corresponding row are thereby made conducting, with each

The empirical investigation performed to examine the ad-TFT having a resistandg,,,. This allows the imaging signal
ditive noise model involved the use of an indirect detectionfor each pixel to be sampled by the preamplifier for the cor-
active matrix flat-panel imager comprising an array coupledesponding data line while simultaneously initializing the
to a custom electronic acquisition systéhiThe array has a pixels. In this study, the voltageg,, and V4 were main-

pixel format of 512>512 with a pixel-to-pixel pitch of 508

um giving a total area of 2626 cnt.>'? Design specifica-
tions for the array, typical operational parameters used fotion specific integrated circuitfASIC) preamplifiers, 16-bit
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Gate Line
a-Si:H TFT

Bias Line

Data Line
a-Si:H Photodiode
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Fic. 1. (a) Microphotograph of an array pixelb) Sche-
matic diagram of an array pixel (photodiot&FT tran-
sistor) connected to a charge integrating preamplifier.
The preamplifier has a programmable, bandwidth-
limiting RC circuit (RgamCsamp: Where Ry is vari-
able). The preamplifier also has dual switclipsesa-
mple, Sy, and sample,S,,) which are used for
double sampling. An analog-to-digital conver&DC)
Csam% digitizes the preamplifier output. Also shown is the

data-line capacitance ... (c) Timing diagram illus-

trating the state of various switches showribinas well

as the gate line voltage/tgr, during readout of an

(b) PREAMPLIFIER ADC array with 512 gate lines.
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resolution analog-to-digital converte(ADCs), digital con-  the acquisition of a new row of pixel data. Immediately after,
trol logic and a host computer. The preamplifier is a 32-the presample switcl§,, is closed, allowing the circuit to
channel, charge integrating circuit offering double samplingperform an initial sampling of the preamplifier outpfior

as well as programmable bandwidth and gain setttAgg-  ~5 wus). This initial sample excludes any contribution from
ure 1(b)shows the circuit diagram of a single array pixel andthe pixel signal. Subsequently, a second sampling, which in-
its corresponding preamplifier. Figuréc] shows a timing cludes pixel signal, starts when the switBh,,,is closed.
diagram for a typical acquisition sequence which can beThis action triggers the switching of the pixel TFV{,)
summarized as follows. First, the reset switB,, is closed thereby allowing the preamplifier to integrate the pixel sig-
(for ~5 us) in order to initialize the preamplifier and to start nal. It also triggers an injection of charge into the preamp-

Pixel Data line External Preamplifier ADC
--------------------------------------------------------------------- Fic. 2. Schematic illustration of a generalized additive
R, U suta R,. i i U, noise model of a flat-panel imaging system. The model
_O_D__O_E M) : consists of five noise componen(a) pixel noise which
) i . -/ includes TFT thermal noise, shot noise anél doise;
thermal 11 P : (b) data-line thermal noiség) externally coupled noise
= T o (e.g., from the power suppligs(d) preamplifier noise;
de @gg and(e) digitization noise of the ADC. See main text for
2 definition of symbols.
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TasLE Il. Summary of additive noise components for imaging systems of the type considered in this paper. All noise components are referred to the input of
the preamplifier and represent RMS values.

Symbols Noise components Definitions and estimations Comments

T agd Total additive noise = \/USix+ ggmp+ Ot 0ot g'sig Total additive noise of system
=V 0pixt Ohase

Tpix Pixel noise = oS e hermait Thant Tpgont Toaofrt TTEToff Becomes the dominant additive

noise contribution for arrays
with large pixels

. 1 1
O7erthermal TFT thermal noise ma 2kTCyg Applies for fy> Y
pix
, . 1 L) ?
Tyran TFT transient noise “\3 Quar 1+ f_L)
T pg-off Photodiode shot noise and 1 ) 2 Becomes a dominant additive
1/f noise with TFT off ~ \/ a | pd-tealTET-0ff| 1+ ﬁ) noise contribution only at very
low frame rates(e.g., at~0.1
fps)
Photodiode shot noise and \/1 fl) 2 Negligible contribution due to
Tpd-on 1/f noise with TFT on “Ng I pa-eakTTFTon 1+ " short TFT-on time
- TFT shot noise and 1/ 1 fl) @ Negligible contribution due to
TFT-off noise with TFT off ~Vg 'TFT-IeakTTFT-off( I+ small TFT leakage current
Ohase Base system noise = \/Ugmp+ ot ot Uiig Additive noise excluding pixel
noise
O data Data line thermal noise :é Cdata'/TfkT Riaid 0
. . 1 167 1
T amp Preamplifier noise :a (Cgatt Camp = kTg_ fo
m
Text External noise Externally coupledcorrelated)noise Depends on power supply,
shielding, etc. Can be largely
removed.
o Digitization quantum 1 Qsigna b Not significant for high
dig noise ~q J12x 20 resolution ADCs

#_, empirical parameter, defines the corner frequency at which thadiée becomes equal to the shot noise.
stignal, maximum signal chargen units ofe ™) to be digitized; bits, effective resolution of the AQ#@ units of ADC bits; n, spectral slope, determines the
slope of 1f noise spectral density.

lifier as an offset to compensate for a transient charge o&cquisition of a given image frame to the beginning of the

opposite polarity caused by the TFT switching actiofhe  next frame is defined as the frame timg,e. In the present

primary purpose of this correlated double sampling techstudy, a wide range of frame timés.8 ms up to~50 s)was

nigue is to remove noise associated with the reset switchchieved through a combination of addressing only two gate

through subtraction of the two sampled signals. This techlines per frame and by introducing a variable computer-

nique, which is analogous to that used in charge coupledontrolled time delay between the acquisition of consecutive

devices(CCDs), is routinely used in low-noise AMFPI ac- image frames. While the frame time for the majority of mea-

quisition system$*!® The charge integration time;,,, of  surements was fixed at 1.8 rfthe minimum achievabjen

the preamplifiewhich is defined as the period between theorder to minimize the noise contribution from the photodiode

rising edge oV+er and the falling edge o, is typically  leakage current, some measurements were performed as a

set to be at least five times larger than the pixel time confunction of frame time.

stant, 7, (given by R,Cpq), S0 that the pixel signal is ad-

equately sampled by the preamplifier. For most of the mea- .

surements;r;,; was kept constant at 15@s. However, for aB Noise model

some measurements,,, was varied from 5 to 15Qus in Figure 2 shows a generalized additive noise model of the

order to study noise as a function of this parameter. imaging system shown in Fig. 1(b). In Fig. 2 the total addi-
The synchronized action between TFT switching and pretive noise is assumed to consist of five uncorrelated noise

amplifier charge integration is repeated until each row oftomponents: pixel noise, data line thermal noise, externally

pixels has been read out resulting in the acquisition of oneoupled noise, preamplifier noise, and ADC digitization

frame of image data. The interval from the beginning ofnoise. Each component has an equivalent noise squdeee

Medical Physics, Vol. 27, No. 8, August 2000
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R, lifier. ADC digitization noise is represented by a voltage
noise density,v,q.. In this paper, because these noise
L 4 sources are uncorrelated, they have been analyzed individu-
» ally and the resulting noise charge, referred to the input of
(a) i the preamplifier, has been estimated for each noise compo-
Cra nent. The total additive noise is then derived by summing all
the noise components in quadrature. A summary of all addi-
tive noise components is given in Table Il.

thermal Cda ==
1a

—e— 1. Pixel noise (o p;y)

_I';—"' Noise generating mechanisms within a pixel include ran-
Lle L AC dom charge fluctuations induced by the thermal noise of the
Cpa dose TFT-on resistanceR,,) (referred to as TFT thermal noise
" These mechanisms also include shot arfd(flicker) noise
_@__J ‘ induced by photodiode leakage currents, by TFT leakage
(b) Ipd currents, and by the TFT switching transient currelit.

a. TFT thermal nois€orrrimerma):  Figure 3(a)shows an
equivalent noise circuit for a pixel connected to a preamp-
lifier when the TFT is in the on stat€The TFT-off state is
LI T essentially an open circuit and the corresponding TFT ther-

; Coamp mal noise contribution is negligibleThe thermal noise spec-
C, =~ = tral density,vermars @ssociated with the resistanég, is
datd Canp T expressed by the Johnson formifa,

samp -
(C) y Utzhermal: 4kTR0n(V2/HZ)y (1)

where k is the Boltzmann constant antl is the absolute
temperature. This expression gives the average voltage
power density. The thermal noise, in units of charge, is ex-
pressed by Parseval's theorém,

O thermai— \/ngfo | H pix( o) | v tzhermadw' (2

wherew=27f, andf is frequency. In the equatiof] ,;, ()
(d) . : p

is the frequency-dependent transfer function formed by the
Fic. 3. (a) Equivalent circuit for the TFT thermal noise. The preamplifier Pixel-preamplifier network and is given by
input node is simplified to an equivalent capacitan€g,, given by Cyaa
+ACy,. The symbolsC,q, Cya, andCy, represent the photodiode, data 1
line, and preamplifier feedback capacitance, respectively. The syfbol |Hpix(w)| = *
represents the open-loop voltage gain of the preamplifier Equivalent de+ Cin
circuit for the shot noise and flhoise of the photodiode and of the TFT. — %
n

The preamplifier input node is simplified to the equivalent capacita®fe,

fosr'g;f‘; I(if‘)e'ztﬂg'r‘ﬁ;?':oci'srg_‘“t for preamplifier noiséd) Equivalent circuit 1y this equationC, is the effective capacitance at the pre-
amplifier input node presented to the thermal noise voltage
and is expressed &Sj;,=Cgyqst AC,. Assuming an ideal
op-amp for which the open-loop voltage gains infinitely

noted by voltage density or current density) embedded in  large and independent of frequency, E3).can be simplified

an interconnecting noise transfer network. Pixel noise conwith the approximation €,4+ Cj,)/Cii~1. Using this ap-

sists of TFT thermal noise, shot noise and hbise with  proximation, and substituting Eg&l) and (3) into Eq. (2),

noise densities yerman 1shor @Ndi 1y, respectively. The data the expression becomes

line noise, with voltage noise densityy..,, consists of the T i

thermal noise generated by the data line resistaRgg,. inermar VKT Coge - (If Cip>Cpa). (4a)

The externally coupled noise component, with voltage noise Each time the TFT is turned off, the amount of noise

densityv oy, corresponds to all external noise which couplesdetermined by Eq4a) will be integrated in the capacitance

to the data lines through parasitic capacitance, includingf the photodiode. When the TFT is turned on again for the

noise from the voltage supplies fo,.s, Vorr, Von and for the  next data frame, the preamplifier samples the thermal noise,

preamplifiers. The preamplifier noise is represented by awry,ema, from the TFT as well as the thermal noiggyemarn

input voltage noise densitys,mp, in series, and a current integrated on the photodiode from the previous frame. Since

noise densityi ,m,, in parallel with the input of the preamp- the two noise contributions are equal and uncorrelated, the

®)

2
+(w Ronde) 2
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total TFT thermal noise sampled by the preamplifier is in-components for both the photodiode .. and o740 and
creased by a factor of2. Therefore, under typical data ac- for the TFT(orrro). Finally, in the present analysis both
quisition conditions where switching between the TFT-onthe shot and flicker noise components of the TFT when the
and TFT-off states is continuous, the total TFT thermal noiserFT is conducting §1rro) are assumed to be negligible.

(in units of electronsjs given by c. Shot andL/f noise associated with TFT transient cur-
1 rent (oyan: In the TFT-off state, in addition to the TFT
OTET-therma® — V2K T Coa (€7), (4b) leakage current previously described, a transient current from
q the TFT persists after the TFT is switched HffThis current,

] which originates from the release of trapped charge from
whereq is the electron charge. In order to account for thep eyious TFT-switching action, contributes a signal of oppo-
limited salrgplmg time of the preamplifief,, Eq.(4b)takes  gjte polarity compared to that of the photodiode. A noise
the form? component,oy.,, associated with this transient charge can

1 be calculated using Ed6). In this case, the corresponding
OTET-thermal™ —\/2kTde(1—e’27im”PiX) (e). (4c)  current required for Eq5) decreases in an exponential-like
g manner due to the fact that the current depends upon the
Under typical operating conditions wherg, is setto a value mechanism of charge release from the trapping states in the
of at least 5 pixel time constants £g,), Eq.(4c) asymptoti-  a-Si:H material. In model calculations, the produetin Eq.

cally approaches the form given in E@b). (5) was replaced by an empirical determination of the tran-
b. Shot andl/f noise associated with leakage currents sient chargeQy..®
(Tpd-on+Tpd-off»OTET-0f1):  When the TFT is in the off Since all pixel noise components are uncorrelated to each

state, leakage currents in the reverse biased photodiode anther, they add in quadrature leading to the following expres-
in the TFT induce shot noise contributions which are inte-sion:
grated in the photodiode. For each of the photodiode and > > 5 > >
TFT, the corresponding current noise density is expressed by 7Px— Vo Terermait Opgeon™ Tpd-ofit TTEToft Tiram (7)

the Schottky formulajg,.=2ql (A%Hz),” wherel is the A summary of the various noise components appearing in
leakage current in the photodiodgg, or in the TFT] . Eq. (7) is contained in Table II.

Each shot noise contributiafin units ofe™) is given by

= 2. Preamplifier noise (o zmp)
O shout™ \/: (e), (5) Figure 3(c)is an equivalent circuit for preamplifier noise
q for the design of the preamplifier used in the measurements.
where 7 corresponds to the TFT-off timeyer.o. AS inthe  The equivalent input noise source of the preamplifier is
case of TFT thermal noise, the expression for shot noise camostly determined by its first stage differential input transis-
be generalized to account for the limited sampling time oftor pair. For an identical pair of metal—oxide—semiconductor
the preamplifier. field effect transistorsMOSFETSs)the voltage noise density

When the TFT is conducting, the photodiode generates g \/4kT(2)(§)(1/gm)(V/ JHz) Y whereg,, is the trans-
leakage charge proportional to the TFT-on timesron. IN conductance of the MOSFETS, the factdy is a parameter
this case, Eq(S) again applies, although the magnitude of yajye for MOSFET device, and the factor 2 is introduced to
the photodiode shot noise is considerably reduced sinCgccount for the two transistors. The input leakage current
TreT-on IS typically orders of magnitude smaller thager.o.  nojse densityi,m, (@ppearing in Fig. 2), is usually negligible

Flicker (1) noise is mainly associated with the trapping for MOS transistors and is therefore ignored. The input ca-
and releasing of charge in tteeSi:H material in the photo-  pacitance consists of the data line capacita@gg,, and the
diode and in the TFT. The magnitude of these effects igyiernal input capacitance of the preamplifi@;y,. The

strongly influenced by the manufacturing procéss., the  nojse charge at the preamplifier input can be calculated as
design and quality of the devidesThe spectral density of q)jows:19

1/f noise is (approximately)inversely proportional to the
sampling frequencyfs, which, in turn, is equal to the in- 1 [ 22 _
verse of the frame timefyame. The sum of shot and ./ ‘T""mp_q‘fz(cd"’“‘"‘Jr Camp \ 4kT73 Om 2 fo (&), ®

noise can be expressediby

wheref, and (7/2)f, are the signal and noise bandwidths of

fL the preamplifier, respectively. The factd@ accounts for the
o=0oshor\/ 1+ (€7, (6)  effect of double sampling on the noise. The bandwikiflis
S a function of a number of parameters including the input
whereo¢ho: 1S given by Eq.(5). The empirical parametdy , capacitance load, the feedback capacitor, the biasing condi-

known as the corner frequency, is the frequency at which thé&on of the first stage transistor pair, as well as the preamp-
shot and 1f noise components are equal. The parameter lifier time constantRgamdCsamp [Where Rgamp and Coymp are
known as the spectral slope, determines the slope of thparts of the preamplifier circuit as shown in Figbl]. For
spectral density of the f/noise. Equation(6) is used to the preamplifier used in the stud@gampis fixed andRgamp
determine the combined magnitude of the shot arfichitise  can be set(programmed)to one of four different values,

Medical Physics, Vol. 27, No. 8, August 2000
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thereby allowing variation of the bandwidth. While decreas-preamplifiers, the external noise tends to couple to each data
ing bandwidth reduces preamplifier noise, it also results irchannel equally resulting in a correlated noise component.
slower readout speeds. Therefore, striking a compromise be-

tween preamplifier noise and readout speed is facilitated by Digitization noise (o g;q)

the ability to vary the bandwidth through adjustment of L .
The process of analog to digital conversion involves a

gquantization noise. Theoretically, the magnitude of this noise
_ _ depends only on the resolution of the ADC and the magni-
3. Data-line thermal noise (& ya13) tude of the analog signal. For an otherwise noise-free ADC

Figure 3(d)shows a simplified circuit for the data line Circuit, the quantization noise is given by the expression
thermal noise. The capacitance and resistance of the data Qq
line, which in reality are continuously distributed along the ¢y =~ _xsignal
full length of the data line trace, are simplified and repre- q \12x2Pts

sehr_1tet>1d by two bulkdcapgcitg_rs,_Eachdwith C_aﬁadt?%%z’ b |Whererignal is the maximum signal charge that can be digi-
which are assumed to be distributed on either side of a bulk, oy 4 qpits is the effective resolution of the ADC in units

resistor,Ry..- The data line noise is generated by thermalOf bits.

voltage fluctuations along the data line resistamg,,, and

the equivalent voltage noise density is given by a formula of . ]

the same form as Edl). In the figure, for the noise voltage 6- Total additive noise (o aqq)

coming from the data line, the preamplifier input node serves The total additive noise of an imaging system,, is the

as a virtual ground and bypasses the two capacitOgg{2  sum in quadrature of the uncorrelated individual noise com-
and Coyp at the preamplifier input. Therefore, these two ponents(pixel noise, o, preamplifier noise oy, data
capacitors do not store the thermal noise charge. Rather thiae thermal noiseg ., €xternally coupled noises,,;, and
noise charge is stored only in the capacitor at the left side ofligitization noise o gig)

Ryata- Furthermore, since the time constant for the data line > > 5 > 5 > >
(RyatlCdatar typically <1 us)is small compared to that of the ~ Zadd™ \/"pix+ Tampt Odatat Text Taig™ \/‘Tpix+ Tbase
preamplifier, it corresponds to a higher bandwidth. As noise (11)

is limited by the RC circuifwhich acts as a low pass filter) wherea;, is given by Eq.(7). In Eq.(11), opasedenotes the
with the lowest bandwidth, it is reasonable to assume thabase noise of the system, excluding pixel noise components,
data line thermal noise will be limited by the preamplifier and is given by

bandwidth,f,. [This assumption is different from the case of
TFT thermal noise where the validity of E¢4a) depends
upon the assumption that the noise is bandwidth-limited by )
the pixel time constant, not by the preamplifier bandwifith, C- Noise measurement methodology

Under these conditions, the data line thermal noise charge at |n order to investigate the validity of the additive noise

Rsamp-

(e, (10)

_ 2 2 2 2
Opasé— \/O'amp+ Odatat TextT Ogig- (12)

the preamplifier input is given by model described in this paper, measurements of the additive
noise were performed to allow direct, detailed comparisons

_1 5 Coaa il - b irically d ined iti d model predi
Udata—aﬁ > 4kTRdate§fo (e7), 9) etween empirically determined quantities and model predic-

tions. These measurements consisted of determination of
where the facto¥?2 is introduced to account for the effect of both the total additive noiser,qy, as well as of a number of
double sampling. its components and involved the use of the active matrix
flat-panel imager described previously. Specifically, the
quantitieso pix, Tians Tinermalr Tamp» @NATgata OF COMbina-
tions of these quantities, were determined and compared as
The noise from external voltage supplies as well as fronthey were both empirically accessible and inherently inter-
environmental electromagnetic interferen@MI), can all  esting in the context of model validation. Determination of
couple to each preamplifier, primarily through its data line.these noise components necessitated measurements with the
In Fig. 2, all of these noise components are collectively re-array connected to the electronic acquisition system as well
ferred to as externally coupled noise and symbolically repreas measurements in the absence of the array. In addition,
sented by an equivalent noise voltage density,. In prac- obtaining these components necessitated the elimination of
tice, reducing these noise contributions to a level where thether noise componentsriase 0gg, and o), which are
system is limited by other more intrinsic noieag., thermal otherwise not of interest in the context of model prediction
noise)is a nontrivial task. The level of the external noise comparisons. This was accomplished through empirical de-
largely depends on the following factors: the quality of thetermination ofo,.s. calculation ofo gy, and direct elimina-
voltage supplies, the effectiveness of the shielding for thdion of o, by means of an analysis technique.
electromagnetically sensitive partsspecially the arraypf In order to further test the validity of the model, noise
the system, and the EMI of the environment. Furthermoremeasurements were performed as a function of the indepen-
due to the structural uniformity among data lines and thedent variables frame timez;,me, and preamplifier integra-

4. Externally coupled noise (o o)
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tion time, 7. In addition, for measurements performed in Study, because external noise can vary from one measure-
the absence of the array{,,ando4,, preamplifier input ment to the next, this “correlated noise subtraction method”
capacitanceC4,) and resistanceR,,) were also treated as was applied so as to eliminate its contribution.

independent variables by replacing the array with discrete

resistors and capacitors. For array measurements as a func- )

tion of 7yme, this parameter was varied froml.8 msupto 3 Measurement of system base noise (@ pase) and

10 s, with,, fixed at 150us. For measurements as a func- PXél noise (o pix)

tion of 7y, this parameter was varied from 5 to 156 with The noise associated with the acquisition systeme
Trrame fiXed at~1.8 ms. Finally, for measurements as a func-was measured using a timing procedure similar to that used
tion of Cya this parameter was varied from 0 to 136 pF for the total additive noise measurement. However, in this
With 7fame and 7 fixed at ~1.8 ms and 15Qus, respec- case all 512 gate lines of the array were kept at a negative
tively. In this case, values fdRya, 0f O, 5, 10, and 20 k)  voltage,V, 4, so that signal sampling by the preamplifier was
were used. For all noise measurements with the array corperformed in the absence of pixel signal. Moreover, since
nected to the electronic acquisition system, the photodiod@nder these conditions all pixels along a data line are isolated
bias voltage Vys, was fixed at-6 V. from the line by the large TFT-off resistancBy, their

For all array measurements, a data acquisition sequenggise contribution is negligible. In addition, all the gate lines
consisting of a number of consecutive framg¢seadout ere inspected to ensure that there were no defective or
cycles”) was performed. While initial framegl0 000, for  floating gate lines, which would otherwise contribute extra
most measurementsyere discarded in order to establish noise due to TFT leakage. Finally, pixel noise was deter-
equilibrium between charge trapping and charge release ifined through subtraction in quadrature of the results of the
the a-Si:H photodiode$, the remaining framestypically  measurements of total additive noise and base noise.
100) were saved and used for data analysis. Data analysis
consisted of calculating the standard deviation in the mean
signal for each pixel over the samplg®., framespbtained. 4. Measurement of preamplifier noise (o ,) and
In the case of noise measurements performed in the absendata line thermal noise (o g42)
the array, the system was operated in a manner very similar

to when the array was present and noise data were obtained When the array is attached to the electronic acquisition
. ) . o .. 8ystem, it is not possible to directly measure the preamplifier
by directly probing the output signal of the preamplifier with Y P y P b

- . and data line thermal noise components individually. How-
a digital oscilloscope. . . . .
ever, their combined magmtuda/,oazmer 02 Can be in-

1. Measurement of total additive noise (o a44) ferred from the measurement of the system base nejgzs,
when the other components of,,..(i.€., digitization noise

.Measuremen.ts of the total addlt_|ve noise were qonductegnd externally coupled noisare eliminated. While external
using the sampling method shown in Figcjland previously noise was experimentally removed by means of the corre-

S|scussed. Pata \f'vfr:e acquired 2for ,a" Iplxelsllgslsmalll, CONrated noise subtraction method described above, digitization
iguous region of the array (72 pixels or PIXEIS  nhoise was removed via calculation ofiy using Eq.(10).

[dataxgat§). Slgr!als_from nonaddressed pixels WETe Pre- curthermore, in order to determine the magnitudes of
vented from contributing to the measurements by maintain-

. . . . T amp @Nd 0 452 SEParately so as to test model predictions for
ing a negative voltageVy) to the corresponding gate lines. these quantities, the circuit shown in Fig. 3¢eBs assembled

using discrete component capacitors and resigtorthe ab-
2. Elimination of externally coupled noise (& qy;) sence of the arrayat the input of the preamplifiers. For a

The externally coupled noise associated with voltage supd!Ven value Cngata’ fthe 'n0|se;: repregent|ngaamﬁ+ O Gata
plies within the acquisition electronics or from outside elec-Was measured as a function of capacitaritgy, The mea-

tromagnetic sources produces a correlated noise componefi{fément at a value &gy, of 0 £ corresponds to the case
at the preamplifier input, also referred to as line noise. In af! the data line thermal noise contribution approaching zero,

image, this noise manifests itself as striations along the gat&i€reby providing a direct measure of preamplifier noise.
line direction. Since pixels on a given gate line incur the ' NS knowledge ofoay, in turn, allowed the magnitude of
same voltage fluctuations during readout, it is therefore posZdatat0 D€ extracted from the aforementioned array measure-
sible to remove their common systematic signal variationsMent Of Voamyt 0gaa TO further test the model, measure-
This correlated noise component was eliminated by using aents Of\/(raZmp+ adzatawere also performedin the absence
pair of neighboring pixels lying on the same gate line. Forof the array)as a function of preamplifier bandwidth, with
each data sample, subtraction of the signals for the pixel pailanging from 135 to 230 kHz anBly,i, and Cyy, fixed at 5
yields a response free of correlated noise. Analysis is thek() and 66 pF, respectively. In these measurements, the pre-
performed on this difference with the resulting standard deamplifier gain was reduce@orresponding to an increase in
viations divided by?2 to account for additional uncorrelated preamplifier charge capacity fromr4 pC to ~23 pC)in
noise introduced by the subtraction. This method has provearder to allow a larger range of bandwidth values. For all
to be very effective in reducing all external noise compo-measurements of/aazmer 022 the bandwidth was empiri-
nents due to their highly correlated nature. In the presentally determined.
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Fic. 5. Noise model calculations of the various components of pixel noise

plotted as a function of frame time. As for all calculations appearing in the

following figures, these predictions correspond to the array design summa-
E rized in Table | and the values represent RMS noise, referred to the input of
the preamplifier. The calculations f@rrer.iermar Tirans Tpd-offs TTFT-off »

and opq.0, are indicated by solid squares, open circles, solid circles, open
squares, and solid triangles, respectively. The lines joining the points are
included for clarity of presentation.

Viias =6V

Charge (pC)
<
>

employed for total additive noise except for the fact that the
TFTs of the selected gate line were continually maintained in
the on state. The second measurement was subtracted in
quadrature from the first. The square root of these subtracted

0 2000 4000 6000 values is equal tG/Utzran+ otzher_ma,sinc_e the se_conq measure-
‘ . ment excludes the TFT transient noise contribution as well as
(b) Frame Time, ©_  (ms) the contribution of TFT thermal noise from the previous
frame.

Fic. 4. Measurements of pixel dark sigriafjuaresplotted as a function of
frame time,q,me- Data are shown for a photodiode bias voltagg, of (a) o )
-2V, and (b)—6 V. Due to the contribution of an unknown amount of D. Determination of noise model parameters

charge from TFT switching and the preamplifier circuit, these data contain . . . .
an arhitrary offset and thus represent relative, not absolute, magnitudes. For |_n the modpl, five components of pixel noise are specified,
each data set, the solid line represents a linear fit to the pixel dark signas indicated in Eq(7). Calculations ofrrer.ihermaWere per-

measurements at long frame times. The dotted—dashed line represefisrmed using Eq(4b) while calculations obrer.of O pd-off

charge remaining in the TFT which is yet to be released as TFT transient .
charge. The dotted line represents the cumulative TFT transient charge. S&epd-on® and oy, Were performed u§|ng Eq6). For each )
main text for details. component, the parameters used in the model calculations

were either known from the array desi¢es summarized in
Table 1), empirically determined using the imaging system,
or assumed. For theter.imerma Calculations, the photodiode
capacitanceC,y, was determined to be-20 pF (using the
measurement technique reported in Ref. 2 and a temperature,
In the measurements, the TFT transient noise could not b, of 295 K was assumed). In Eq. (6), the value of the corner
determined separately from the TFT thermal noise since botfrequency,f, , depends upon the manufacturing process and
components derived from TFT switching. However, themay vary from pixel to pixel on the same array. For purposes
quantity \/0't2ran+ ofhermaﬂ was empirically determined and of the present study, a central value 6f=1Hz is
compared with model predictions. The determination of thisassumed® In addition, the parameter, which typically var-
quantity involved the readout of only a single row of pixels ies from 0.8 to 1.3 for various devicéswas set to a value of
per frame. Two types of measurements were performed dt for the TFTs and the photodiodes.
the minimum frame timg~1.8 ms)in order to render the For the calculation of each af .o, Opg.ons @Nd Tyran,
photodiode and TFT shot noise contributions,q.. and  the value used for the corresponding shot noise contribution,
o1ET-0ff» NEgligible. The first was a measurement of the totalog,,;, was derived from Eq(5) using the product of an em-
additive noise of the systens;,qq, performed as described pirically determined leakage currenf,and the appropriate
above. The second used the same measurement technidirae interval,r, or using a direct measurement of the leakage

5. Measurement of TFT transient noise (o ,,) and
TFT thermal noise (o thermar)
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M d (noisiest pixel) Fic. 7. Measurements of pixel noisey;,, (circles)and data line thermal
® Measured (noisiest pixe ° noise,oyara, (Squaresplotted as a function of preamplifier integration time.
_~ © Measured (quietest pixel) R The solid and dashed lines correspond to noise model calculations,of
q°: X Measured (average) and oy respectively.
© 10000 | — Calculated
&
_g increases in a linear manner. The slope of this linear region
ZO (represented by a solid line in each figuoerresponds to a
< ° 2 leakage current of-25 fA and ~110 fA for the —2 V and
.E X . —6 V data, respectively. These values were assumed to rep-
resent a reasonable estimate of the photodiode leakage cur-
rent in the TFT-off state, given the comparatively smaller
1000 | leakage current assumed for the TKIE.was also assumed

1 10 100 1000 10000 that the same photodiode leakage currents applied for the
calculations ofog.gn-)

In the case of ther,, calculations, the transient charge,
Fic. 6. Noise measurements plotted as a function of frame t{mjelotal Qurans rgquwed for the shot nOIS,e parameter calculaupns, was
additive noise before and after the application of the correlated noise sugdetermined as follows. For a given value of frame time, the
traction methodsolid and open circles, respectivilpase noise before and  difference between the measured pixel dark signal and the

after correlated noise subtracti¢solid and open squares, respectivel}p) solid line in each of Figs. 4) and 4(b)corresponds to the
Pixel noise oy , derived from the correlated-noise-subtracted total additive

noise and base noise data shown(@n. Three sets of pixel noise results, absolute magnitude of th_e amount of ”apped Charge. in the
corresponding to the noisiest pixdolid circles), the quietest pixébpen ~ TFT yet to be released via the TFT transient currérithis
circles), and the average behavior of all sampled pit@issses), are shown.  magnitude, represented by the dotted—dashed lines in the fig-
The line corresponds to noise model calculations. ures, is a maximum atirame equals zero, and asymptotically
approaches zero at higher frame times. The magnitude of this
maximum is~165 fC and represents the total amount of
charge deposited in the photodiode by the TFT transient cur-
rent at long frame timeRy.an-max: 1N €ach figure, the dotted
curve, obtained by subtracting the dotted-dashed curve from
Quan-max COrresponds to the amount of TFT transient charge
deposited in the photodiodé.e., Qy,) as a function of
Trame- A careful comparison of the dotted lines in the two
figures indicates that the results are independeM,Qf, as
would be expected.

(b) Frame Time, Iﬁame(ms)

charge] 7. (In the case obrrer.of, @ leakage current of 1 fA
was assumetf) For the calculations associated with the
TFT-on state §pqo) and the TFT-off state d,q. and
OTET-0ff), 7 Was given by preamplifier integration time,,,
and frame timesame. respectively.

Figures 4(a)and 4(b)contain measurements of the rela-
tive magnitude of the total pixel dark sign@quares), plot-
ted as a function of,,c for photodiode bias voltage¥y,s,
of —2 V and —6 V, respectively. The pixel dark signal in-
cludes contributions from photodiode and TFT leakage cur-
rents, the TFT transient current, and charge originating fronm' RESULTS
TFT switching and the preamplification circdiffhe mini- A pixel noise (op)
mum observed in the data at low frame times is due to the )
contribution of the TFT transient current, which is oppositel- Dépendence on frame time  (7yame)
in polarity to the photodiode current and decreases with in- Model predictions for each of the individual components
creasingryame. At frame times beyond this minimum, the of pixel noise, plotted as a function of frame time, are shown
TFT transient current becomes negligible and the dark signah Fig. 5. The figure shows that TFT thermal noise, which is
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independent ofrq,me, iS the dominant component for short

frame times(i.e., =1 ). At higher frame times, shot and ’q'-;
flicker noise, which are associated with the photodiode and g
TFT transient leakage currents, increase with increasing ¥
frame time and eventually become the dominant compo-
nents. A

Figure 6(a)shows measurements of the total additive | +

noise of the systemg,qq, plotted as a function of frame S‘

1750

1500

1250

1000

1851

time. Results are shown befo®olid circles)and after(open o, 750 0Q+

circles)the application of the previously described correlated &

noise substraction method used to eliminatg,. The effect ‘5 500 .

of removing oy is relatively small for most of the data, Z

indicative of modest correlated noise contributiori§he 250

comparatively larger correlated noise contributions observec 150

for a few of the measurements were possibly due to intermit-

tent environment electromagnetic interferenchleasure- (@)

ments of system base noise,,s.before(solid squaresand 2500 . T . T

after (open squaresgorrelated noise subtraction are also — Calculation

shown in the figure. These results indicate that, for the 2 2000 o Measurements i

present imaging systens,,s.iS independent of frame time f‘:

and that it represents only a relatively small contribution to ™~

the total additive noise. o5 1500 -
Three sets of pixel noise measurementg,, are plotted ©

in Fig. 6(b). Two of these sets correspond to individual pix- | & 1g00 4

els exhibiting the highestsolid circles)and lowest(open e

circles)levels of noise observed, while the third $etosses) S

corresponds to the average from all{2) sampled pixels. 4 500 i

The large measured variations between individual pixels at cZ3

long frame times could be due to significant pixel-to-pixel 0 ! . ] : L

variations in the corner frequencfy, . The figure also shows 0 50 100 150 200 250 300

model calculations fowr,, (line) which correspond to the
sum of all of the individual noise components shown in Fig. (b)
5. In general, there is reasonable agreement between tlge
measurements and theory.

Preamplifier Bandwidth, f, (kHz)

IG. 8. Measurements and calculations of the combined preamplifier and the
data line thermal noise componen@zamr;r 2. (@) Measurements ob-

tained in the absence of the array for input resistaRgg,, values of 0, 5,
10, and 20 kQindicated by open diamonds, triangles, circles, and squares,

2. Dependence on preamplifier integration time
(Tine)

respectively. These results are plotted as a function of input capacitance to
the preamplifierC . Noise model calculations corresponding to the con-

ditions of the measurements are shown by the solid symbols. These calcu-

In Fig. 7, model calculationgsolid line) and measure-

lations utilize the measured value of the bandwidth and also include an

ments (circles) of pixel noise are shown as a function of offset of 365~ which was added in order to account for the effect of

preamplifier integration timer;,;. Under the conditions of
the measurements and calculatidns., 7;me= 1.8 ms) the

pixel noise is completely dominated by the TFT thermal oo of JoZ =

amp

extraneous noise contributions which were present in the corresponding
(nonarray)measurements. The lines in the figure joining the points are in-
cluded for clarity of presentation. In addition, the result of a single measure-
O gata Obtained with the array connected to the acquisition

noise component. While the theoretical predictions are irelectronics, is shown by a star. Note that in this figure yHasis starts from
reasonable agreement with the measurements at valugg of 250e™. (b) Measurements obtained in the absence of the afomen

greater than the pixel time constan;,(~30us), at shorter
values ofr, the data exhibit a considerably steeper decreas%

circles) plotted as a function of the preamplifier bandwidfh, These re-
ults were obtained using a fixed value of@ for Ryy,,and 66 pF foIC .
oise model calculations corresponding to the conditions of the measure-

than the calculations. It is interesting to point out that replacments are shown by a solid line. These calculations include the same offset

ing the factor of 2 in the exponent of E¢4c) with unity
considerably improves the agreement at shorter values;of
while leaving the results at longer values gf; unaffected.

of 365e~ as used ina).

However, in any case, imaging systems are normally opersignal by the preamplifier becomes increasingly incomplete
ated at preamplifier integration times at least five times largethereby leading to a truncated measurement of pixel signal
than the pixel time constant in order to insure maximumand noise. In principle, the same effect could occur with data
collection of the pixel signal. line thermal noise given the parallels between data line ther-
The diminution of pixel noiseg ., with decreasingr,; ~ mal noise and TFT thermal noise. However, since the time
originates from the fact that as the preamplifier integrationconstant of a data line is typically quite smale.g.,
time becomes short compared#g, , the collection of pixel Ry Cart~0.8us for the present array), it is unlikely that an
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imaging system would be operated under conditions wheréAsLe lll. Model calculations of various additive noise componefits
the selected value 07fint is suﬁiciently small that any effect units of electronsfor hypothetical AMPFI imaging systems incorporating

would b bserved. For example. in Fig. 7 m rement ],PO, 200, and 40Qum pixel-to-pixel pitch arrays. In the calculations, the
ou € Observed. For example, g. easurements %I’I’ay design characteristics and performance specifications were generally

T4ata (SQUaresjas a function ofr, remain essentially un-  pased on design parameters representative of current state-of-the-art arrays
changed. Furthermore, the magnitude of these measurementswell as on the 50@m pitch array design used in the measurements. The
is consistent with the value fary,, predicted by the model calculations assume an array size of><4_m cn?,_ a data line capacitance
(dashed horizontal line). based on 25 fF per pixéRef. 12), a data line resistance based on O)pkr

cm, and a value fog,, [see Eq(8)] of 8 mA/V (corresponding to that of the
preamplifiers used in the measuremerin addition, 16-bit resolution
. . . analog-to-digital converters, a frame time of 100 ms and a preamplifier
B. TFT transient noise  (o7y5n) and TFT thermal noise bandwidth, fo, of 1/m7y, (where 7, scales with the pixel pitohwere
(O thermal) assumed. Th:% photodiodes were assumed to have a capacitance per unit area
L. . . .of 89.7 pF/mm (corresponding to that of the 5Q8n array)and a fill factor
MOd,eI predlctlons f‘?r the plxel' noise components aSSOCI'(Ref. 2)of 80%. The TFT size was assumed to beud@x9.5um (Ref. 22)
ated with the TFT switching actionrya, and oemar @ré  giving a TFT-on resistanck,, of ~6.6 MQ (Ref. 2)atV,, equals 10 V. In
240e” and 1790Ce", respectively, at a frame time of 1.8 ms. the calculation ofe g using Eq.(10), Qggna Was set to the pixel charge

Their combined magnitude/af + O'tzh ' of ~1810e” is capacity which was obtained assuming a photodiode bias voltage of
ran ermal . f

. . (Ref. 2). Finally, the externally coupled noise componeni,, was as-

in reqsonable ag_reement with a measured.\/.alue2>140 sumed 1o be negligible.

e, given an estimated measurement precision of approxis

mately =300e™. In addition, a measurement of pixel noise, Pixel pitch (uwm) 100 200 400

opix, at the same frame time, yielded a value-62600e ™. Pixel noise . 490 960 1910

At this value ofq4me, TFT thermal noise is by far the domi-  pata line thef,'%eu NOISAT yata 2310 580 140

nant component otr,;,, and the model predicts a value of Preamplifier noiseg,n, 560 160 50

~2530€ (V20 herma)» Which is in good agreement with the  ADC Digitization noise,o g 120 480 1900

opix Measurement. This detailed examination of the contri- Total electronic Noiseyaqq 2430 1240 2730

bution of oyerma t0 additive noise, strongly supports the

manner in which the phenomenon of TFT thermal noise has

been represented in the model. Figure 8(b)shows measurements Qfo,+ o5 in the
absence of the array as a function of the preamplifier band-

C. Preamplifier noise (o-,yp) and data line thermal width. The measurements were conducted for a fixed input

noise (o ga) capacitance and input resistanceRyf=5KQ, Cyata

=66 pF) at four different preamplifier bandwidths. The solid

~ Figure 8(ajshows measurements of preamplifier and datge ghown in the figure represents model predictions which
line thermal noise,/ogmpt 07gaa (OpEN symbolspbtained in gecyrately reproduce the trend observed in the measure-
the absence of the array through the use of discrete comp@ents.

nents connected to the input of the preamplifier. The noise

was measured as a function of input capacitafcg,, for a

variety of input resistance valueRy,;,, ranging from 0 to 20 IV. SUMMARY AND DISCUSSION

kQ). The corresponding noise model calculations are also A detailed theoretical and empirical investigation of addi-
shown(solid symbols). In these calculations, the magnitudetive noise for indirect detection, active matrix flat-panel im-
of the preamplifier bandwidth variefom ~9 to ~69 kHz)  agers has been performed. Such imagers comprise a pix-
with input capacitanceCy,, and was determined through elated array, incorporating photodiodes and thin-film
direct measurements at each valueQyf.. Generally, the transistors, and an associated electronic acquisition system.
results indicate that/oazmp+ adzataincreases both with input A theoretical model of additive noise, defined as the noise of
capacitance and input resistance. The agreement betwean imaging system in the absence of radiation, has been de-
model calculations and measurements is fairly good for nonveloped. This model is based upon an equivalent-noise-
zero input resistance. At zero input resistance, which correeircuit representation of an AMFPI. The model contains a
sponds to the case of no contribution from the data line theraumber of uncorrelated noise components which have been
mal noise, discrepancies between theory and measuremenissignated as pixel noise, data line thermal noise, externally
increase with increasin@ g4, This disagreement may be coupled noise, preamplifier noise and digitization noise.
due to additional preamplifier noise contributions that are noPixel noise is further divided into the following components:
accounted for in the model. A measuremenk/ofazmer Udzata TFT thermal noise, shot andflhoise associated with the
with the array connected to the electronic acquisition systenTFT and photodiode leakage currents, and TFT transient
is also shown in the figur@ndicated by a starXIn the case noise.

of the array measurememRy,,andCy pare estimated to be An examination of the validity of the model was per-
~10 kQ and~75 pF, respectively.The difference between formed through detailed comparisons of model calculations
the array measurement;1250e™, and the value to be ex- with empirical results. These empirical results were obtained
pected based on interpolation of measurements involvinghrough measurements involving a >286 cn?, 508 um
discrete components;y1050e™, is within the precision of pixel-to-pixel pitch active matrix array connected to an elec-
the experimental techniques. tronic acquisition system as well as through measurements
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1 —_— T T nents have been modeled using equivalent circuits to repre-
sent individual array data lines by discrete capacitors and
resistors. The noise model indicates that the magnitude of
both of these noise components is directly proportional to the
preamplifier input capacitandeorresponding to the data line
capacitance of the arraynd to the square root of the pre-
amplifier bandwidth. These predicted dependencies are in
reasonable agreement with noise measurements performed
on individual preamplifier channels using discrete RC com-
ponents(simulating the data lineat their input. The model
also indicates that data line thermal noise is directly propor-
tional to the square root of the input resistance to the pre-
0 , , , ' amplifier (corresponding to the resistance of the data
0 2000 4000 6000 8000 10000 lines)—a dependence which was confirmed by the measure-
ments. Finally, a measurement of preamplifier and data line
Total Additive Noise, 6 ad (e-) thermal noise, obtained with the array connected to the elec-
& tronics, was in agreement with measurements obtained in the
Fic. 9. Zero-frequency DQE calculations for a hypothetical, indirect detec-absence of the arraynvolving discrete resistors and capaci-
tion, acti\{e matrix fIat—pa_ngI imager inco_rporating a 208 pitch_array with tors simulating aspects of the array), thereby heIping to vali-
an 80% fill factor. In addition, a 50@m thick CsI(Tl)converter is assumed. .
The calculations were performed using a model based on cascaded systeﬂgte the use of discrete components to test aspects of the
formalism (Ref. 3). The calculations are presented as a function of totamodel which might be otherwise inaccessible using an array.
additive noise at an x-ray energy of 80 kVp for three values of exposure to  The generally good agreement observed between model
the detector spanning the range of the fluoroscopic applicétien min.,  ca|cylations and measurements lends confidence to the use of
max., and mean exposujg®efs. 3 and 5). In these calculations, the effect . . . .
of noise power aliasingRef. 23)is not included. the model for exploring the additive noise properties of hy-
pothetical imaging systems. Table Il contains calculations
of hypothetical imaging systems incorporating a 40
performed in the absence of the arrégvolving discrete X 40cn? array, such as could be used for radiography or
components connected to the preamplifier inpthe em-  fluoroscopy. Predictions of the magnitude of various noise
pirical results consisted of measurements of the total additiveomponents, as well as of the total additive noise, are shown
noise as well as measurements of pixel noise, preamplificior array designs incorporating pixel pitches of 100, 200, and
noise, and data line thermal noise components. Other noig0 um. As seen in the table, both pixel and digitization
components, which allowed access to the former componoise increase with increasing pixel pitch due to the corre-
nents, were either estimated or removed. For example, digsponding increase in pixel charge capacity. the case of
tization noise from the 16-bit ADCs used in the acquisitionthe digitization noise calculation, the maximum signal to be
system was estimated to bel60e . In addition, in all mea- digitized was assumed to correspond to the pixel charge ca-
surements, externally coupled noigeiginating from power pacity at a given pitch.Under the assumptions of the calcu-
supplies and environmental electromagnetic interferencdations, data line thermal noise and preamplifier noise de-
was reduced to the level of a few hundred electrons througbrease with increasing pixel pitch due to the reduction in data
careful system design and was then systematically eliminateléhe capacitance as the number of pixels along the data line
using the analysis technique involving correlated noise subdecreases. The predicted total additive noise is a minimum at
traction previously described in Sec. Il C 2. 200 um pixel pitch and is significantly higher at 1Q0m and
Comparisons of model calculations and measurements ef00 um pitch. This result reflects the competing effects of
the pixel noise component as a function of frame time andhe various noise contributions. In these calculations, the 100
preamplifier integration time generally demonstrated goodgum pixel array design, which produces the smallest pixel
agreement. The model indicates that, at frame times abov&gnal for a given exposure among the three designs, exhibits
~1 s, shot and f/noise components of the photodiode andthe worst signal-to-noise performance. The 20 pitch
TFT increase rapidly and become the dominant componentray, on the other hand, exhibits lower additive noise and
of pixel noise. At shorter frame times, the model predictsintegrates four times more signal, thus offering considerably
that pixel noise is increasingly dominated by TFT thermalenhanced signal-to-noise performance compared to the 100
noise. Measurements made at an extremely short frame timem design.
(~1.8 ms)isolated two independent contributions of TFT  The model for additive noise of flat-panel imagers pre-
thermal noise. The reasonable degree of agreement betwesented in this paper can serve as an effective tool for identi-
these measurements and model predictions provide strorfging noise components that may limit the imaging perfor-
evidence that the relatively complex role of TFT thermalmance of a system. Such information can be valuable in the
noise has been properly incorporated into the model as wefirocess of optimizing performance through understanding
as support the prediction of dominance by TFT thermal noise&nd minimization of additive noise contributions. For ex-
contributions at short frame times. ample, in the case of fluoroscopy which involves very low
Preamplifier noise and data line thermal noise compox-ray exposures per image frame, achieving low additive
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noise is crucial to insuring that the system is input-quantum- °K.-W. Jee, L. E. Antonuk, Y. El-Mohri, C. Cionca, M. Maolinbay, S.
limited over as much of the exposure range as pos%i’c?le. Na§5|f, anq Q. Zhao, A theoretical investigation of advanced design
" . . . active matrix flat-panel imagers for mammography,” Proc. SB&#7,

Presently, the additive noise levels of active matrix flat-panel 250-256(2000).
imagers are such that DQE falls sharply with decreasing 7J. H. Siewerdsen, L. E. Antonuk, Y. EI-Mohri, J. Yorkston, W. Huang,
exposure:’® The sensitivity of the DQE performance of and I. A. Cunningham, “Signal, noise power spectrum, and detective
AMEPIs to the level of additive noise for exposures in the qua_ntum efficiency of indirect-detection flat-panel imagers for diagnostic
fl . is illustrated in Eig. 9. This fi | | radiology,” Med. Phys25, 614-6281998).

uoroscopic range Is lllusirated in Fig. 3. IS igure ¢ ea'_’.y 8A. Rose, “A unified approach to the performance of photographic film,
demonstrates the strong dependence of DQE on additive television pick-up tubes, and the human eye,” J. Soc. Motion. Picture
noise at low exposures. Motivated by such strong indicationngng-47, 273(1946). _ o o
that reductions in additive noise can significantly improve ~P- Munro and D. C. Bouius, "X-ray quantum limited portal imaging
. . . . using amorphous silicon flat-panel arrays,” Med. Phg5, 689-702
Imager performance, a variety of strategies to reduce various (1998)
additive noise componeni®.g., through reduction of data 10| g antonuk, Y. E-Mohri, K.-W. Jee, M. Maolinbay, S. C. Nassif, X.
line capacitance, improvement in preamplifier design, and Rong, J. H. Siewerdsen, Q. Zhao, and R. Street, “Beyond the limits of
the incorporation of correlated-noise-reduction technigues Pfessrg act'\/seprlgastg;éflgtl-gaggl_&%%ém) FPIs) for diagnostic radiol-

; 10,24 ~: ogy,” Proc. , 518— .

are b_elng pu_rsueﬁ. C_;Iven th_e large amount Of_effort HE. J. Morton, L. E. Antonuk, J. E. Berry, W. Huang, P. Mody, and J.
associated with developing and implementing such improve- yorkston, “A data acquisition system for flat-panel imaging arrays,”
ments, the use of a reliable additive noise model in theoret- IEEE Trans. Nucl. Sci41, 1150-11541994).
. .. . . . . . 12 H H
ical predictions of imager performance can assist in identify- - E. Antonuk, J. Boudry, Y. EI-Mohri, W. Huang, J. H. Siewerdsen, and

: . . . . . J. Yorkston, “Large area, flat-panel, amorphous silicon imagers,” Proc.
ing and pursuing those noise reduction strategies which offer SPIE 2432, 216-2271995).

the greatest potential performance enhancements. 18R. J. Yarema, T. Zimmermann, J. Srage, L. E. Antonuk, J. Berry, W.
Huang, and M. Maolinbay, “A programmable, low noise, multichannel
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