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1. Introduction
Let G be a graph. A set of points M is said to cover all the lines of G if every
line of G has at least one point in M. Let oc(G) denote the minimum
number of points needed to cover all the lines of G. The core of G is
defined as U X, where the union is taken over all sets X of <x(G) indepen-
dent lines of G. The concept of the core of a graph was first introduced by
Dulmage and Mendelsohn ((1) (2)), who made it an integral part of their
theory of decomposition for bipartite graphs.

In this paper we consider various properties of the core of a graph.
Although a bipartite graph will always have a non-empty core, this is not
true of graphs in general. We characterize those graphs with.empty cores,
and at the other extreme, those graphs in which every line is in the core.
Next we obtain bounds on the number of lines which may be in the core
of a graph, and show that these bounds are best possible. We then show
that every integer between these bounds may be realized as the number of
lines in the core of some graph. In the last section we obtain several
characterizations of trees in which every line is in the core.

2. Basic terminology
In order that this paper be self-contained, it is necessary to define quite

a number of concepts. A graph G consists of a finite set V{G) of points
together with a collection of lines each of which is an unordered pair of
points. If x is the line containing points u and v, then we write x — uv and
say that u and v are adjacent and that point u and line x are incident. The
degree of a point v, d(v), is the number of lines incident with it. A path
joining points u and v is an alternating sequence of distinct points and
lines beginning with u and ending with v so that each line is incident with
the point before it and the point after it. A cycle is a path containing more
than one line together with an additional line joining the first and last
points of the path. The length of a path or a cycle is the number of lines
in it. A graph G is connected if every two distinct points in G are joined
by a path. The distance between two points u and v of a connected
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graph G is the length of a shortest path joining them, and is denoted
by d(u,v). A point v is a cut-point of a graph G if the graph obtained
from G by deleting v and all lines incident with v is disconnected. A
subgraph B of G is a block of G if B is a maximal connected subgraph of
G with no cut-points.

A tree is a connected graph with no cycles. If v is a point of the tree T,
we call v an end-point of T if d(v) = 1, an intermediate point of T if
d(v) = 2, and a branch-point of 21 if d(w) > 2. If T is a tree and v is any
point of T, let T1} ..., Ts be the maximal subtrees of T containing v as an
end-point. The trees Tv ..., T8 are said to arise by splitting T at v.

A set of points (lines) of G is said to be independent if no two of them are
joined by a line (point). A set of lines X spans a graph G if every point of
G is incident with a line of X. A set of points M is said to cover G if every
line in G is incident with at least one point in M. The minimum number
of points needed to cover G is called the point-covering number of G and is
denoted by a(G). We call M a minimum point cover (m.c.) for G if M
covers G and \M\ = a(G), where \M| denotes the number of points in M.

A graph is bipartite if V(G) has been partitioned into two non-empty
subsets S and T so that every line of G joins a point of 8 and a point of T.
The complete bipartite graph K(m,n) is the bipartite graph obtained by
joining every member of a set S of m points with every member of a set
T of n points.

The core of a graph G, C{G), is defined as (J X, where the union is taken
over all sets X containing oc(G) independent lines. If every line of G is in
the core of G, we say that G is equal to its core, and write G = C(G).
Finally we observe that the point-covering number of a graph G is additive
on the components of G, and thus the core of G is the union of the cores of
the components of G. For this reason, there will be no important loss of
generality in studying cores of connected graphs only. In the remainder
of this paper, the letter G (with or without subscripts) will denote a
connected graph.

3. The core of a graph
Dulmage and Mendelsohn proved that every bipartite graph has a non-

empty core. That this is not true for graphs in general may be seen
immediately by considering any cycle Cp of length p, where p is odd. Then
clearly oc(Cp) = (p+l)/2. But there are at most (p— l)/2 independent
lines in Cp, hence the core of Cp is empty. We now proceed to characterize
those graphs with empty cores.

Let Mbea, minimum point cover for the graph G, and let U = V(G)\M.
The cover M is said to be external if each subset M' of M has the property
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that \M' | ^ | U{M')|, where U(M') is the set of all points in U which are
adjacent to some point of M'.

THEOREM 1. The following are equivalent for any graph G:
(i) C(G) is not empty;

(ii) G has a minimum cover which is external;
(iii) every minimum cover for G is external.

Proof. We first show that (i) implies (iii). Suppose that G has an m.c.
M which is not external. Then there is a subset M' = {vx,..., vr], r ^ OL(G),

of M such that \M'\ > \ U{M')\. Let U(M') = {ux, ...,ut], t < r. Now let
X be a maximum independent set of lines in G. Since no two points of U
are adjacent, every line in X must meet at least one point of M. If any
line of X meets more than one point of M, then | X \ < a(G) and C(G) is
empty. So suppose each line of X meets exactly one point of M. Then
|X| < t + a(G) — r < <x(G), and again G has an empty core.

That (iii) implies (ii) is immediate. To show that (ii) implies (i), let
M = {vx, ...,v8} be an m.c. for G, and suppose that M is external.

Let Yi = {u E V(G)\M: u is adjacent to v j . Then for any k such that
1 ^ k ^ s, the union of any k distinct sets Yi contains at least k points
since M is external. Hence, by the well-known theorem of P. Hall (3) on
systems of distinct representatives, there is a set of s distinct points
{yi> • • • >2/s}> Vi e ^i- Therefore there exist 5 independent lines vxyx, ..., vsys.
Hence the core of G is not empty, and the proof of the theorem is complete.

Next we proceed to investigate the structure of the core. Following the
terminology introduced by Dulmage and Mendelsohn, let B be a bipartite
graph with sets of points S and T, where every line of B joins a point of S
and a point of T. Then B is said to be semi-irreducible if B has exactly one
m.c. M and either Mn8 or MC\T is empty. Next, B is said to be
irreducible if B has exactly two m.c.'s Mx and M2 and either MXC\S = &
and M2n T = 0 or Mxn T = 0 and M2n8 = 0. Finally, B is reducible if
it is neither irreducible nor semi-irreducible. If B is connected then the
preceding definitions simplify as follows: the graph G is semi-irreducible
if G has exactly one m.c. M and either M = S or M = T, and G is irreduc-
ible if S and T are both m.c.'s of G and G has no other minimum cover.

THEOREM 2. / / both points of a line x of G are covered by some minimum
cover for G, then x is not in C(G).

Proof. We refer to Theorem 3 of (1) for a proof of the result for bipartite
graphs. The sam.e proof carries over to any graph.

Theorem 2 has two immediate corollaries.
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COROLLARY 2a. If G has a minimum cover which is not independent,
then G # C(G).

COROLLARY 2b. If B is a reducible connected bipartite graph, then
B ± C(B).

We may now use these results in the proof of the next theorem.

THEOREM 3. If G has a non-empty core, then C(G) spans G,
C(C(G)) = C(G), and the components of the graph C(G) are irreducible or
semi-irreducible bipartite subgraphs of G.

Proof. We first show that C(G) spans G. Let I be a set of oc(G)
independent lines in G. Suppose that X fails to cover the point v0. Now
since G is. connected, there is a line uovo incident with v0 in G. Now X
covers uQ, for otherwise X U {uovo} would be a set of a.(G) + 1 independent
lines in G, which is impossible. Let u^ be the line of X covering u0. Then
[X\{u0Ui}] U {UQV0} is a set of cx(G) independent lines covering v0, and hence
C{G) spans G.

Now suppose that C(G) contains an odd cycle S. Let M be any m.c.
for G. Then there must be two adjacent points of 8 which both lie in M,
say v2 and v3. Then v2v3 $ C(G) by Theorem 2, and this is a contradiction.
Hence C(G) is bipartite.

Now let x b e a line in C(G). Then there is a set X of a{G) independent
lines of G which contains x. But X c C(G). Hence X c C{C(G)), and in
particular x e C{C(G)). Thus C(C(G)) = C(G).

Now let Hlt ..., Hr be the components of C(G). Then

= C(C(G))=
t=l i=l

and hence Hi = G{H^) for each i. Thus by Corollary 2b, each £^ is
irreducible or semi-irreducible. This completes the proof of the theor.em.

We may now use the preceding results to characterize graphs which
equal their cores.

THEOREM 4. Let G be any graph. Then G = C{G) if and only if G is
irreducible bipartite or semi-irreducible bipartite.

Proof. If G = C(G) then, by Theorem 3, G is an irreducible or a semi-
irreducible bipartite graph.

If G is a bipartite graph, then the converse of Theorem 2 also holds
(again see Theorem 3 of (1)). Now if G is irreducible or semi-irreducible
bipartite, then clearly no m.c. for G can contain both points of any line.
Thus every line of G is in the core of G by the converse of Theorem 2,
and the proof of Theorem 4 is complete.
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We have shown that the core of a graph is an irreducible or semi-
irreducible bipartite subgraph, if it is non-empty. We now show that the
core is maximal with respect to these properties.

THEOREM 5. / / G has a non-empty core, and if B is a bipartite subgraph
of G which properly contains the core, then B is reducible.

Proof. Assuming the conclusion to be false, suppose that B is
irreducible or semi-irreducible. Then each component of B is irreducible
or semi-irreducible. Let Bx, ..., Bs be these components. Then C{B^ = 2^
by Theorem 4, and hence C(B) = B. Now C(G) £ B, hence <x{B) = a(G),
and thus C(B) c C{G). But then B c C(G), and hence B = C(G), contra-
dicting the hypothesis and completing the proof.

4. Interpolation
We have seen that if G has a non-empty core then all the lines of G may

be in C(G). In the case of a tree consisting of a single path of odd length
p — 1, the core has p/2 lines in it. These represent the two extremes of the
size of the core. We now turn our attention to the possible number of lines
in the core of any given graph. Let c(G) be the number of lines in the core
of G. First we establish upper and lower bounds for c(G). We shall make
use of the conventional greatest-integer function: if x is any real number,
[x] denotes the greatest integer not exceeding x.

THEOREM 6. If a graph G with points p has a non-empty core, then

m
Proof. The lower bound is clear, since if C(G) is non-empty it must span

G. If p is even then there are £>2/4 points in K(p/2,p/2), which is
irreducible and hence equal to its core. But this is the bipartite graph on
p points with the most lines. If p is odd, the same argument applies to
K((p + l)/2, (p — l)/2) which is also irreducible, and the theorem is proved.

We now show that if r is any integer between the bounds of Theorem 6,
then there is a graph G with p points and r lines in its core.

THEOREM 7. Let r be an integer such thatm
Then there is a graph G with p points and c(G) = r.

Proof. First, suppose that p is odd. If Gx c: G2 and Gx and G2 are both
bipartite with a(G?

1) — oc(G2), and Gx is not reducible, then neither is G2.
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For let M be an m.c. for G2. Then M is an m.c. for 0v But every m.c. for
Gx is independent, so every m.c. for G2 is also independent.

Now let Pp denote a path with p points. Then

and

Also note that Pp is not reducible. Hence every graph G such that

(p + l p-V

is not reducible, and <x(G) = (p— l)/2. Thus every such graph G is equal
to its core, as are Pp and K((p + l)/2, (p — l)/2). But one can proceed
from Pp to K((p + l)/2,(p-l)/2) by adding one line at a time. Let

FIG. 1

p- 1 < r ^ (p*- l)/4, and let Gr be a subgraph of K((p+ l)/2, ( p - l)/2)
obtained from i^ by adding exactly r—p + l lines to Pp. Then 6rr has
exactly r lines in its core, since it equals its own core.

Now if (p + l)/2 < r ^p— 1, we shall construct a sequence of trees
{Tr} on 2> points, where Tr has r lines in its core. If r = p — 1, let T ^ be
the star with )̂ points, i.e. that tree with one point v of degree p — 1 and
the remaining points ux, ..., w^-i of degree 1. Now remove line up_1v and
add line up_^ix. Call the resulting graph Tp_%. Then clearly Tp_2 is a tree
(and hence a bipartite graph) with p — 2 lines in its core. Now continue to
construct the trees Tr inductively as follows: suppose Tp_i to have been
constructed; to construct Tp_i_^ one merely deletes line up_jV from Tp_j
and adds line pp-jUj. In this way a sequence of trees Tp_x, Tp_2, ...,
T{p+1)/2 is obtained. It is easily verified that Tr has exactly r lines in its
core. Figure 1 shows the sequence of ^ ' s for p = 9.

Now suppose that p is even. If p/2 ^ r ^ p— 1, the above sequence of
trees {Tr} suffices. So suppose that p ^ r ^ p2/4. Let Cp be the cycle on
p points. Now
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and Cp is not reducible. Hence every graph G such that

is equal to its core. But again one can proceed from Cp to K(p/2,p/2) by
adding one line at a time. Hence if p ^ r ^ #2/4, and if 0r is a subgraph
of K(p/2,p/2) obtained by adding r—p lines to Cp, it follows that Gr has
exactly r lines in its core. This completes the proof of the theorem.

Finally, we have an upper bound on the number of lines in a graph with
a non-empty core. If Gx and G2 are disjoint graphs, their join G1 + G2

consists of their union together with all lines joining a point of Gx with one
of£2.

The complete graph Kp with p points has all pairs of points adjacent. Its
complement Kp is the graph with p points and no lines. Thus the complete
bipartite graph K(m,n) is the join K^ + K^

THEOREM 8. If G has p points, q lines, and a non-empty core, then
(i) q ^ (p— l)(3p —1)/8 ifp is odd, and (ii) q < p(%p — 2)/8 if pis even.

Proof. First, suppose that p is odd. Let Go be a graph on p points with
a non-empty core and a maximum number of lines. Let M be a minimum
cover for Go. Then l < | . M | = r<(2>— i)/2- We note that Go has at most
(r(r— l))/2+ r(p — r) lines, an expression strictly monotonic in r. Hence
the maximum total occurs when r = {p — l)/2, and this total is
(p- l){Sp- l)/8, which is realized by the graph Go = K{p_1)/2 + K{p+1)/2.

If p is even, a similar argument shows that the maximum number of
lines in Go occurs when r = p/2, and this total is p(3p — 2)/8; here

5. The core of a tree
In §3 we obtained a characterization of graphs which are equal to

their cores. In this section we shall obtain several characterizations of
trees which are equal to their cores. Whereas the criterion of Theorem 4 is
not necessarily easy to apply to a general graph, one can use the results of
this section to decide easily whether or not a tree is equal to its core.

Let T be a tree. A path P in T is bi-ended if each end-point of P is also
an end-point of T. A tree T is called a bc-tree, following (5), if each
bi-ended path in T is even in length.

THEOREM 9. If T is a tree andifT = C(T), then T is a bc-tree.

Proof. Suppose that P is any bi-ended path in T of odd length, and
that M is an m.c. for T. We may assume that M contains neither end-
point of P. But then since P is of odd length, M must contain two adjacent
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points of P , say u and v. Therefore, by Theorem 2, uv $ C(T). Hence

T # C(T), contrary to hypothesis.

The next theorem (cf. (5)) tells us that we need check only those
bi-ended paths with a common end-point.

THEOREM 10. / / v0 is an end-point of T, and every bi-ended path in T
ending in v0 is of even length, then T is a bc-tree.

We shall also make use of the following lemma. The proof may be
found in (4).

LEMMA. Let Gbea connected graph with cut point v. Let Ov G2, ..., 08 be
the graphs formed by splitting G at v. Then v is in some minimum cover for
G if and only if v is in some minimum cover of at least one graph Gt,
• = 1,2, ...,s.

Next we point out a property shared by all minimum point covers of
bc-trees.

THEOREM 11. Let T be a bc-tree, and let M be a minimum point cover for
T. Then M contains no end-point of T, and is an independent set.

Proof. If T has no branch-points, i.e. if T is an even path, the theorem
is obvious. Suppose that T has at least one branch-point. We shall prove
the first part of the theorem by induction on the number of points in T.
If T has 4 points, the theorem is clear. If p > 4, we take as our inductive
hypothesis that the theorem is true for bc-trees with fewer than p points.
Let v be any end-point of T, and let b be the branch-point of T nearest v.

Case 1. d(v,b) is even. Split T at b, and let Tlt T2, ...,TS be the trees so
obtained, where Tx is the path [v, ...,b], which is even in length. Now by
the lemma there is an m.c. M for T containing b if and only if there is an
m.c. Mk for some Tk such that b e Mk. But b is an end-point in each Ti9

and for each i every bi-ended path in Tt is even in length. Hence since
each Tt has fewer points than T we may apply the inductive hypothesis
to each of them and conclude that no Tt has an m.c. containing 6. Hence,
by the lemma, T has no m.c. containing 6. Thus the theorem is proved
for Case 1.

Case 2. d(v,b) is odd. Let {u0, ux,..., ur}, r > 1, be the set of points
adjacent to b, where u0 lies on the path joining v and b. Note that uQ and v
may coincide. Suppose that there is an m.c. M for T which contains v.
Then b $ M since M is minimum, and hence {uo,uv ...,ur] £ M. Now ux
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is not an end-point, for if it were, and if P = [o %&,%], then the
symmetric difference of M and V(P) covers T and has one point fewer
than M, contradicting the minimality of M. Now split T at uv Let the
resulting trees be Tv ..., Ts. Now for each i, T{ has only even bi-ended
paths, ux is an end-point of Ti} and Tt has fewer points than T. Hence,
applying the inductive hypothesis to each Tit we have the result that no
m.c. for Tt contains ux. Hence, by the lemma, no m.c. for T contains ult

and this is a contradiction, completing Case 2 and proving the first part
of the theorem.

To prove the second assertion let M be any m.c. for T, and suppose that
M is a dependent set, i.e. suppose that two points v, w of M are adjacent
in T. Then clearly neither v nor w is an end-point in T. The line vw
belongs to some bi-ended path P in T,

P = [uvu2, ...,ur_v ur = v, ur+1 = w, ur+2, ...,ut], 2 ^ r ^ t-2.

Now either r or r + l is odd; suppose that r is. Split T at ur, letting
Tx, T2, ..., T8 be the resulting trees. Now ur is an end-point in each Tt.
Also, since ur e M we know by the lemma that there is some k such that
ur belongs to an m.c. for Tk. But every bi-ended path in Tk is even in
length. Hence we may apply the first part of this theorem to Tk and
obtain a contradiction.

If r 4-1 is odd, split T at ur+1 and the same type of contradiction may be
obtained. This completes the proof of the theorem.

The first of the following two corollaries is immediate.

COROLLABY l la . If T is a bc-tree then T has a unique minimum point
cover.

COROLLARY l ib . If T is a bc-tree then T = C(T).

Proof. If T is a 6c-tree, Theorem 11 tells us that no m.c. for T covers
both ends of any line. Hence, by Theorem 3 of (1), every line of T is in
the core, i.e. T = C(T).

We now define as in (5) the block-cutpoint-tree T(G) as the graph whose
set of points is the union of the set of blocks and the set of cut-points of 0,
and in which two points are adjacent if one corresponds to a block B of G,
and the other to a cut-point voiG with v belonging to B in G. An example
of this construction is shown in Fig. 2.

It is known (5) that every bc-tree is the block-cutpoint-tree of a
connected graph, and conversely.
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We may now combine the results of this section into the following
theorem.

»—

FIG. 2
T(Q)

THEOREM 12. The following statements are equivalent for any tree T:
(i) T = C(T);

(ii) T has a unique minimum cover M; M is independent and contains no
end-points of T;

(iii) if v, uv u2, ..., up are the end-points of T, then d^,^) is even for
each i;

(iv) T is a he-tree;
(v) T is the block-cutpoint-tree of some connected graph 0.
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