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ABSTRACT 

 

The objective of my research is two-fold: to study wave scattering phenomena in dense 

volumetric random media and in periodic structures. For the first part, the goal is to use the 

microwave remote sensing technique to monitor the environmental status of our Earth including 

water sources and global climate change. Towards this goal, I study the microwave scattering 

behavior of snow and ice sheet. For snowpack scattering, I have extended the traditional dense 

media radiative transfer (DMRT) approach to include the cyclical terms in the Feynman diagram. 

The cyclical correction gives rise to backscattering enhancement. This extension enables the theory 

to model combined active and passive observations of snowpack using the same set of physical 

parameters.  

The DMRT is called a partially coherent approach in which the coherent component of the 

model consists of calculating the phase matrix by using Maxwell equation for several cubic 

wavelengths of snow. The incoherent part consists of using this phase matrix in the radiative 

transfer theory which is incoherent. In my thesis, we developed a fully coherent approach for 

snowpack scattering by solving Maxwell’s equations directly over the entire snowpack including 

a bottom half space. The task is considered to be computationally forbidden historically. Taking 

advantage of recent development in high performance computing and FFT-based fast algorithm, 

we have composed a volumetric integral equation (VIE) solver incorporating half space Green’s 

function and periodic boundary conditions. The revolutionary new approach produces consistent 

scattering and emission results, and includes all the fully coherent wave interactions. We have also 
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developed an approach to model the uniaxial effective permittivities of an anisotropic snow layer 

by numerically solving Maxwell’s equation directly and comparing the mean scattering field with 

Mie scattering of spheres.  

For polar ice sheet emission, I have examined the effects of rapid density fluctuations in 

affecting brightness temperatures over the 0.5~2.0 GHz spectrum. The density fluctuation creates 

thousands of thin layers and these weak reflections accumulate to produce distinct emission 

spectrums. We have developed both fully coherent and partially coherent layered media emission 

theories that agree with each other and distinct from incoherent approaches. 

For the second part, the goal is to develop integral equation based methods to solve wave 

scattering in periodic structures that can be used for broadband simulations. Set upon the concept 

of modal expansion of the periodic Green’s function, we have developed the method of broadband 

Green’s function with low wavenumber extraction (BBGFL), where a low wavenumber 

component is extracted from  the Green’s function, resulting a non-singular and fast-converging 

remaining part that has separable wavenumber dependence. We’ve applied the BBGFL to simulate 

band diagrams of periodic structures, applicable to both PEC and dielectric scatterers with arbitrary 

shapes and volume fractions. Using the BBGFL to formulate surface integral equations, the 

determination of band modal solution becomes a linear eigenvalue problem, producing all the 

modes in one shot. This is in contrast to using the usual free space Green’s function or the KKR 

(Korringa Kohn Rostoker) method in which the eigenvalue problem is nonlinear. The modal field 

solutions are wavenumber independent. The modal analysis of the band structure can be further 

utilized to construct the Green’s function including the periodic structure, where the technique of 

low wavenumber extraction can be again applied to generate the broadband Green’s function. The 

methodology of modal expansion with low wavenumber extractions can be used to construct 
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Green’s function satisfying all the prescribed boundary conditions, greatly reducing the number of 

unknowns in the method of moments (MoM) when applied to perturbations to the original 

problem. The method of BBGFL is a new approach that provides an effective and alternative 

approach to study wave behaviors in periodic wave functional materials. 
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CHAPTER 

CHAPTER I                                                                                                                     

Introduction 

 

The objective of my research is two-fold: to study wave scattering phenomena in dense 

volumetric random media and in periodic structures. For the first part, the goal is to use the 

microwave remote sensing technique to monitor the environmental status of our Earth including 

water sources and global climate change. Towards this goal, I study the microwave scattering 

behavior of snow and ice sheet, and develop partially coherent and fully coherent scattering models 

of densely packed volumetric scatterers and layered media. For the second part, the goal is to 

develop integral equation based methods to solve wave scattering in periodic structures that can 

be used for broadband simulations. Set upon the concept of modal expansion of the periodic 

Green’s function, we have developed the method of broadband Green’s function with low 

wavenumber extraction (BBGFL), and applied the method effectively to simulate the band 

diagrams of the periodic wave functional materials and to construct the broadband Green’s 

function including periodic scatterers. 

 

1.1 Volumetric scattering of snowpack 

Snow has vast coverage of the earth especially in high latitude. According to National 

Snow and Ice Data Center (NSIDC), there are 57 million square kilometers of land in the northern 

hemisphere  that may be seasonally covered with snow (that is about 38% of the total land area on 

earth, or 42% of the land area excluding Antarctica), and adding ocean surfaces would increase 
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the number to 90 million square kilometers. And land where at least 40 percent of precipitation 

falls as snow is about 15 million square kilometers in area [1]. The snow cover on the earth would 

affect the energy balance by changing the surface reflection rate to the sun radiation and the long 

wave thermal emission rate from the earth and thus is highly related to climate change [2]. The 

climate change would also significantly change the snow accumulation pattern and affect the 

snow-melt fresh water supply [3]. The human society is highly related to snow: snow provides the 

water we drink and the food we eat; 50% of the Indus River flow depends on Himalayan glacier 

melt [4]; hydropower generates 20% of the world’s electricity; the California snowmelt supports 

a $15 billion agriculture industry [1]. Snow is a natural reservoir of fresh water and river runoff. 

The timing of the melt is highly related to natural hazards such as spring flood and summer drought 

[5].  

Our knowledge about the spatial distribution and temporal dynamics of snow across the 

prairies, tundra, mountains, on sea ice, and in the forest remains quite limited [1]. Remote sensing 

provides a method to measure these information from airborne or spaceborne platforms, with 

promising wide spatial coverage and high resolution. Microwave remote sensing offers a space 

perspective of the land that can be operated continuously irrespective of weather conditions and 

day and night. Developing microwave remote sensing techniques and to derive useful information 

of the snowpack from microwave observation requires a solid understanding of the physics of 

microwave-snowpack interaction.  

Dry snow is densely packed ice grains in the air background. These ice grains creates strong 

volumetric scattering at the wavelengths comparable to the grain size. It has long been established 

that the volumetric scattering from snow in microwave is correlated with snow volume. In the 

simplest scenario, the active radar backscatter would increase as snow accumulates, while the 
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passive brightness temperature, with the major contribution from the thermal emission from the 

ground beneath the snowpack, would decrease as snow accumulates. Thus by measuring these 

microwave observables, the radar backscatter and the brightness temperature, it is possible to 

retrieve the snowpack parameters, provided that we have a forward microwave scattering / 

emission model that relates the snowpack parameters to the microwave signatures, Figure I.1.  

 

Snowpack

Compare model 
prediction with 

microwave 
observations

Active/ passive 
microwave 

observations

Microwave 
scattering/ 
emission 
modeling

Retrieve snowpack 
parameters

 
Figure I.1. Electromagnetic scattering of dense random media in snow microwave remote 

sensing. 

 

The snow remote sensing community has been working on to develop and validate 

techniques to use X- and Ku-band radar backscatters and Ku- and Ka- band brightness 

temperatures to retrieve the  snow water equivalent (SWE) information globally. There are satellite 

missions being proposed and actively developed worldwide, including the Cold Regions 

Hydrology High-Resolution Observatory (CoReH2O) of the European Space Agency (ESA) [6], 

the Snow and Cold Land Processes (SCLP) of the national aeronautics and space administration 

(NASA) [5, 7], and the Global Water Cycle Observation Mission (WCOM) of China [8, 9], etc., 

all targeting at a better snow mapping approach using microwave, combining both active and 
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passive observations. The understanding, interpretation and usage of the microwave signatures of 

the snowpack requires the development of microwave scattering and emission models of the 

snowpack.  

The snowpack scattering models can be divided into empirical models [10, 11], semi-

empirical models [12, 13] and physical based scattering models [14-22]. The empirical models, 

being simple, usually has strong limitations to snow conditions, and cannot be easily generalized. 

On the other hand, the physical based models try to relate directly the microwave signatures with 

the geometric parameters of the snowpack observed in the field measurements, such as snow depth, 

snow density, snow grain size, and snowpack stratigraphy, which apply to a much wider range of 

snow conditions, and provide various frequency, polarization, and snow depth dependences 

subject to local parameters. The physical based models offer much deep insight into the microwave 

scattering behavior. Our work aims to develop and improve the physical based scattering models. 

 

(a) MicroCT snow grain microstructure (b) bicontinuous media
 

Figure I.2. Microstructure of natural snowpack and computer generated bicontinuous media.  (a) 

3D snow grain microstructure obtained from X-ray computer tomography, data source courtesy 

of H.-P. Marshall; (b) computer generated bicontinuous media.  
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Snow consists of ice grains on the scale of millimeters, Figure I.2 (a). These ice grains are 

densely packed in the wavelength scale at microwave frequencies so that the coherent microwave 

interactions among ice grains are important [15, 16]. Should these ice grains be too small, then the 

volumetric scattering drops to negligible in microwave; should theses ice grains be too large, then 

the volumetric scattering will be too large for the microwave to effectively penetrate into the 

snowpack to provide information proportional to snow volume. Thus the microwave signature of 

the snowpack is highly related to the snow grain size.  

Although it is easy to deal with the scattering from one particle, it is in general hard to 

model the collective scattering behavior among large number of ice grains densely packed 

together. In order to attack this problem, people have developed the idea of radiative transfer (RT) 

[23] to propagate the intensity inside the snowpack, where homogenization is assumed in the 

scattering volume to develop the concept of effective permittivity, effective extinction coefficient, 

and the effective scattering phase matrix [15, 16, 18]. The radiative transfer theory is incoherent 

in the sense that it ignores the absolute phase information of the electric field as it propagates in 

the snow volume.  

There are different approaches in approximating the effective permittivity, and effective 

extinction coefficient, and the effective scattering phase matrix in the radiative transfer theory. 

Rayleigh scattering [15, 24] is the simplest one which completely ignores the collective scattering 

among multiple scatters and assumes independent scattering. These assumptions lead to 4th power 

dependence in scattering to the microwave frequency, and 3rd power to the grain size for a fixed 

snow density (i.e. volume fraction of the scatterer), and linear dependence to volume fraction. All 

these results are either non-physical or much stronger than and failed to reproduce the dependence 

observed in the laboratory [25].  There is also strong permittivity fluctuations theory (SFT) of the 
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random media being developed in parallel with the discrete scatterer approach [26, 27]. SFT 

characterized the random media using its correlation function. 

In the theory of dense media radiative transfer (DMRT), the locally coherent collective 

scattering effects are rigorously considered in calculating these effective quantities. The methods 

include the analytical approach of quasi-crystalline approximation (QCA) [16-18, 21, 22, 28], and 

the numerical approach of discrete dipole approximation (DDA) over bicontinuous media [19-21, 

28]. In QCA [15, 16, 18], the snow media is approximated using densely packed sticky spheres, 

where the correlation in position of the spheres are analytically described by 2nd order joint 

probability, the Percus-Yevick pair distribution function. Correlation functions can be derived 

from the pair distribution function [28]. The Dyson’s equation of the coherent field is 

approximated by QCA, while the Bethe-Salpeter equation of the incoherent field is approximated 

by the correlated ladder approximation. The results of QCA are verified by numerical simulation 

of scattering from densely packed spheres using Foldy-Lax multiple scattering equations, and 

agree with measurements [29, 30]. In the DDA of bicontinuous media [19], the snow is 

approximated by a statistical bicontinuous random media, Figure I.2 (b), which is generated by 

level cutting a random field that is sum of a large number of stochastic waves. The bicontinuous 

media resembles snow visually and can be compared with snow quantitatively using correlation 

functions [28]. The discretized dipole approximation (DDA) is then used to solve the volume 

integral equations over samples of bicontinuous media of several wavelengths. Statistical average 

is performed explicitly using Monte Carlo simulation to derive the phase matrix [19, 20]. The 

bicontinuous media exhibits similar scattering behavior with QCA that compares well with 

experiments, and also shows much stronger cross-pol due to irregularities in geometry. The 
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scattering phase matrix can be more forward scattering than the QCA phase matrix with similar 

scattering coefficients [28].   

The DMRT is thus a partially coherent approach, as illustrated in Figure I.3, in which the 

coherent component of the model consists of calculating the phase matrix by solving Maxwell 

equations either analytically or numerically for several cubic wavelengths of snow. The incoherent 

part consists of using this phase matrix in the radiative transfer theory which is incoherent.  

 

 
Figure I.3. DMRT as a partially coherent approach. 

 

The framework of DMRT has been applied to snowpack scattering both for active [18, 20, 

21] and for passive [17, 22, 30] microwave remote sensing separately. Because of its incoherent 

nature in dealing with far field interactions through radiative transfer, it cannot produce the feature 

of backscattering enhancement [31, 32], which is a natural outcome of constructive wave 

interferences in the backward scattering direction from dual and opposite scattering paths in the 

multiple volume scattering and volume-surface scattering scenario. This becomes an issue if one 

wants to model the scattering and emission of the snowpack simultaneously using the same set of 

physical parameters, as required in the combined active and passive remote sensing of snowpack.  

The DMRT equations can actually be derived from Maxwell’s equations. The reason it 

fails to include coherent far field interaction is due to that it stops at the ladder terms in the 
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Feynman diagram [15, 16]. The cyclical terms must be included to account for backscattering 

enhancement. By solving the DMRT equation using an iterative approach, one can readily identify 

the cyclical scattering mechanisms and apply cyclical correction. The iterative approach can be 

carried out numerically to any order to account for multiple scattering effects. In Chapter 2, I will 

discuss the extension to the traditional dense media radiative transfer (DMRT) approach to include 

the cyclical terms in the Feynman diagram. The cyclical correction gives rise to backscattering 

enhancement. This extension enables the theory to model combined active and passive 

observations of snowpack using the same set of physical parameters [33].  

The cyclical correction to the DMRT equation is ad-hoc that it only applies to the 

backscattering direction. It is based on the methodology of the partially coherent approach of 

DMRT to use homogenization and effective propagation and scattering properties such as the 

effective permittivity and phase matrix. One may question the validity of such an approach when 

there are electrically thin layers, which is pervasive due to melt and refreeze and successive snow 

falls, in the snowpack [12]. In my thesis, we have also developed a fully coherent approach for 

snowpack scattering and emission by solving Maxwell’s equations directly over the entire 

snowpack including a bottom half space, Figure I.4. Again, we use bicontinuous media to represent 

the snowpack, and we use a half-space Green’s function to represent the effects of the underlying 

ground. We then apply method of moments (MoM) with discrete dipole approximation (DDA) to 

solve the volume integral equation (VIE). The task is considered to be computationally forbidden 

historically. Taking advantage of recent development in high performance computing and FFT-

based fast algorithm [34], we have composed a volumetric integral equation (VIE) solver 

incorporating half space Green’s function and periodic boundary conditions. The revolutionary 
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new approach produces consistent scattering and emission results, and includes all the fully 

coherent wave interactions. This part will be discussed in Chapter 3 [35, 36].  

 

 
Figure I.4. The fully coherent approach: Solve Maxwell’s equations over the entire snowpack. 

 

The fully coherent approach as discussed in Chapter 3 will not only prove to be useful in 

checking against and validating the DMRT theory, it is also unique in that it produces the fully 

coherent scattering matrix of the snowpack directly, including both the magnitude and phase. The 

phase information is of critical importance, and it opens new possibility in studying the 

interferometric, polarimetric, and tomographic signatures of snowpack [37, 38].  

 

1.2 Phase shift from an anisotropic snow layer 

Besides the volumetric scattering approach, recent field measurements also revealed the 

correlation between the thickness of the snowpack and the microwave co-polarization phase 

Snow layer
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differences (CPD) of backscatters, Figure I.5. The CPD is the phase difference between vertically 

co-polarized backscatter and horizontally co-polarized backscatter, and it is affected by the 

snowpack anisotropy. The anisotropy of the snowpack arises from snow settlement and the 

temperature gradient driven snow metamorphism. The anisotropy in microstructure induces 

effective uniaxial permittivity of the snowpack and causes birefringence giving rise to CPD, Figure 

I.5 (a). The co-polarization phase differences are observed in both tower mounted scatterometer 

measurements at X- and Ku- bands and in space-borne radar measurements at X-band [39-42]. 

The Spaceborne TerraSAR-X and ground based SnowScat (an X- and Ku- band scatterometer) 

measurements of CPD are compared to in-situ measurements of snow depth in Figure I.5 (b). 

Studies show that the co-polarization phase difference can be used to retrieve the new fallen snow 

depth and snow water equivalent (SWE) and be used to monitor the change in snowpack 

microstructure evolution. The sensitivity to new fallen snow fall will prove to be especially useful 

since they have fine snow grains that yields very little volume scattering.  

 

air

snowd
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(a) Birefringence from an anisotropic snow 

layer causes co-polarization phase difference

(b) TerraSAR-X and SnowScat 

measurements of CPD  
Figure I.5. Correlation between snow depth and co-polarization phase difference.  (b) is 

reproduced from Fig. 4 of [41].  

 



11 

 

Previous studies have been using the low frequency Maxwell-Garnett mixing formulas of 

spheroids to model the uniaxial effectivity induced from the anisotropic snowpack with statistical 

azimuthal symmetry [42, 43]. This approach has several limitations. It is limited to low to moderate 

volume fraction of ice concentration and it ignores the collective scattering effects among 

scatterers. There is no size / frequency dependence of the effective permittivity. It does not 

consider scattering loss. Furthermore, it discards the complexities in the correlation function of the 

snow microstructure when approximating it through the correlation function of vertically oriented 

spheroids. 

In Chapter 4, we will report a new approach of modeling snowpack anisotropy using 

anisotropic bicontinuous media [44]. We then extract the uniaxial effective permittivity of the 

anisotropic bicontinuous media by numerical solving Maxwell’s equation in 3D (NMM3D) over 

spherical samples of the media extending a few wavelengths. The effective permittivity is then 

extracted by comparing the coherent scattering field from the spherical samples with the Mie 

scattering fields from a homogeneous sphere of the same size. Such concept of comparing mean 

scattering field has been used to derive low frequency effective permittivity of a mixture of sphere 

[45], and has been used to validate the effective permittivity of densely packed cylinders and 

spheres as predicted by the QCA theory [46, 47]. The approach takes into consideration of the 

exact geometry of the random media. We also extract the effective permittivity using the strong 

permittivity fluctuations (SPF) theory [26], which uses the correlation function derived directly 

from the anisotropic bicontinuous media. These results are then compared with the quasi-static 

Maxwell-Garnett dielectric mixing from oriented spheroids [42, 43]. These results of effective 

permittivity are also used to derive the co-polarization phase difference (CPD) of the backscatter 

from a layer of snowpack comprised of anisotropic microstructures.  
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The proposed new approach [44] goes beyond many limitations over the Maxwell-Garnett 

dielectric mixing. NMM3D takes the microstructure as input and SPF utilizes its correlation 

function directly, and both apply to a wide range of volume fraction and frequency. The scattering 

loss is included. The NMM3D approach, based on solving Maxwell’s equations over the ground 

truth geometry, can be viewed as benchmarks to other models. 

 

1.3 Wideband emission from polar ice sheet as a probe for ice sheet internal 

temperature profile sensing  

Recent L-band radiometry from the SMOS [48], Aquarius [49] and SMAP [50] satellite 

missions has sparked interest in studying low-frequency microwave-emission from the polar ice 

sheets. Low frequency microwaves have less extinction and extremely long penetration depths in 

glacier ice (several hundreds to one thousand meters), and thus can provide sensitivity to the 

subsurface temperature profile, Figure I.6 (a). The Ultra-Wide Band Software Defined Radiometer 

(UWBRAD) [51-53] operating from 0.5 to 2.0 GHz is a new instrument to retrieve subsurface 

temperature profiles from a wide bandwidth radiation spectrum. The physical basis for the 

measurement is to retrieve the shallower subsurface temperature at higher frequency and the 

deeper subsurface temperature at lower frequency. 

The scattering from ice grains can be ignored at these low frequencies because the size of 

the ice grains (mm or less) is much smaller than the wavelengths. On the other hand, the surface 

of the polar ice sheet is characterized by rapid density variations on centimeter scales due to the 

accumulation process [54-57], Figure I.6 (b). The density variation induces permittivity 

fluctuations and cause reflections. These reflections, although small at each interface, accumulate 

from the large number of layers and decrease the overall emissivity. When the scale of density 
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fluctuations is within a wavelength in the ice sheet, the coherent interference from reflections at 

multiple interfaces cannot be ignored [56-58]. These coherent wave effects remains even after 

statistical averages over density profiles. We have studied the density fluctuation effects using both 

incoherent and coherent models. The coherent model agrees with the incoherent model for large 

correlation lengths of density fluctuation but differs from the incoherent model when the 

correlation length is less than half a wavelength [58].  

 

(a) Pure ice penetration depth 

vs. frequency and temperature

(b) NIR photos showing layers at centimeter scales in 

Greenland ice sheet near surface
 

Figure I.6. Factors affecting ice sheet emission spectrum  (a) Penetration depth of pure ice, figure 

courtesy of [52], (b) Near infrared (NIR) images showing sun and wind crust layers at centimeter 

scales in the Greenland ice sheet near surface, photo courtesy of Michael Durand.  

 

Since coherent wave effects are “localized” in random layered media to spatial scales 

within a few wavelengths, we can divide the entire ice sheet into blocks, with each block on the 

order of a few wavelengths, and apply fully coherent scattering models within a single block. We 

then incoherently cascade the intensities among different blocks. A smaller number of realizations 

is then required in the Monte Carlo averaging process for each block due to the smaller number of 
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interfaces. This partially coherent approach has proved to be much more efficient than applying 

the fully coherent model to the entire ice sheet, and to produce results in agreement with the fully 

coherent approach [59, 60]. 

The density variations near the top of the ice sheet form layers as well as introducing 

interface roughness, Figure I.6 (b). The layering causes reflections and modulates the ice sheet 

emission. The interface roughness, on the other hand, causes angular and polarization coupling 

[59, 60]. Besides being efficient and stable, the partially coherent approach also enables us to 

examine interface roughness effects by applying a full wave small perturbation method up to 

second order (SPM2) to the multi-layered roughness scattering problem within the same block. 

The SPM2 has the advantage of conserving energy [61, 62].  

In Chapter 5, I will discuss the fully coherent and partially coherent layered media emission 

theories that we developed for polar ice sheet emission at the UWBRAD spectrum that agree with 

each other and distinct from incoherent approaches. 

 

1.4 Broadband Green’s function with low wavenumber extraction applied to 

periodic structure simulation 

The Green’s function is a fundamental concept in understanding and characterizing the 

wave propagation and scattering. Not only is it the kernel in integral equation based methods, it 

also offers physical insight into the electromagnetic / optics / quantum system.  

Waves in periodic structures are important in physics and engineering and in the design of 

photonic, electronic, acoustic, microwave and millimeter devices such as that in photonic crystals, 

phononic crystals and metamaterials [63-67]. In such problems of wave functional materials, there 

exists a lattice with scatterers embedded periodically in the lattice. The design of the lattice 
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periodicity and the inclusions in a unit cell creates unique band structures with new wave 

phenomena such as edge states and topological insulators [68-70]. Besides the band structure, the 

band field solutions and the Green’s functions are also important physical quantities. The Green’s 

functions are physical responses of a point source. It offers physical insights into the wave behavior 

in the passband and stopband of the photonic crystals and metamaterials. The Green’s function 

represents the response of sources and also impurities and defects. It can be used to formulate 

surface integral equations to deal with finite size, defects, imperfection and impurities in the 

periodic lattice. The periodic Green’s function in an integral equation formulation has been used 

to derive the effective material parameters of the periodic structures [71-73]. The Green’s function 

including periodic scatterers has been constructed to study the dipole near field and radiation field 

inside a bandgap material [74-77]. The field excited by a dipole near a periodic structure has also 

been examined [78, 79] using periodic Green’s function. 

The goal of this second part of my thesis is to develop integral equation based methods to 

solve wave scattering in periodic structures that can be used for broadband simulations. We also 

calculate the Green’s functions of a periodic structure including the scatterers which can be of 

arbitrary shape. Set upon the concept of modal expansion of the periodic Green’s function, we 

have developed the method of broadband Green’s function with low wavenumber extraction 

(BBGFL) [80-83], where a low wavenumber component is extracted from the Green’s function, 

resulting a non-singular and fast-converging remaining part that has separable wavenumber 

dependence. We have then applied the method for band diagram simulation and Green’s function 

construction in the periodic structures. 

The band diagrams and modal field distributions are fundamental in explaining the wave 

phenomena inside periodic structures and their computation are among the first steps in periodic 
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structure designs such as in photonic crystals and metamaterials. The frequency domain plane 

wave method [84-91] and the time domain finite difference method (FDTD) [92, 93] are among 

the most frequently used method in numerical simulation of periodic structures. However, in both 

methods, one suffers from the inaccuracy of representing the scatterer geometry using a coarse 

grid and needs specially designed interpolating functions [88, 91]. The plane wave method is also 

found to be of poor convergence when the dielectric contrast and occupying ratio are large [87]. 

The finite element method (FEM) [94, 95] is accurate in representing the geometry, but still one 

needs to discretize the whole lattice domain, converting to matrix equations of large 

dimensionality. The Korringa Kohn and Rostoker (KKR) method [96-99] on the other hand 

explicitly represents the multiple scattering in a surface integral formulation using the periodic 

Green’s function of the host medium and solves it by modal expansion, suitable for special 

geometries of cylinders and spheres. The eigenvalue problem based on KKR is nonlinear as the 

impedance matrix is dependent on the wavenumber. A nonlinear root search is then needed in 

locating multiple bands, making the approach computing demanding.  

The difficulty that halts the development of integral equation method is the poor 

convergence of the periodic Green’s function. Realizing the similarity between the periodic 

Green’s function and the waveguide Green’s function, it is found that by subtracting out a low 

wave number component, the remaining part of the Green’s function converges fast in terms of 

Bloch waves. The wavenumber dependence of the remaining part is simple and separable, giving 

it the name of the broadband Green’s function. The broadband periodic Green’s function with low 

wavenumber extraction (BBGFL) has been applied to the surface integral equations in two 

dimensions (2D) for both perfect electrical conductor (PEC) [80] and dielectric [81] scatterers. 

The application of MoM with boundary element representation greatly reduces the number of 



17 

 

unknowns and applies to arbitrary geometries of various shapes and volume filling ratios with high 

fidelity. The separable wavenumber dependence in the broadband Green’s function converts the 

resulting matrix equations into a linear eigenvalue problem that has impedance matrix independent 

of wavenumber with all the eigenvalues and eigenvectors solvable simultaneously, giving all the 

band solutions and modal field solutions.  The modal field solutions are wavenumber independent. 

The modal analysis of the band structure can be further utilized to construct the Green’s 

function including the periodic structure, where the technique of low wavenumber extraction can 

again be applied to generate the broadband Green’s function at a fixed wave vector in the reciprocal 

space. In this process, two of the key steps are 1) to calculate the Green’s function at a single low 

wavenumber, and 2) to solve for the modal fields and efficiently normalize the modal fields. The 

Green’s function resulting from a single point source is then obtained by integrating the periodic 

Green’s function over the first Brillouin zone [100]. 

The methodology of modal expansion with low wavenumber extractions can be used to 

construct Green’s function satisfying all the prescribed boundary conditions, greatly reducing the 

number of unknowns in the method of moments (MoM) when applied to perturbations to the 

original problem [75, 100]. The method of BBGFL is a new approach that provides an effective 

and alternative approach to study wave behaviors in periodic wave functional materials. 

The application of BBGFL to simulate band diagrams of periodic structure is discussed in 

Chapter 6, while the further application of BBGFL with the modal solution to construct Green’s 

functions including periodic scatterers is discussed in Chapter 7.  

 

1.5 Overview of the thesis 

Figure I.7 depicts the scope of my thesis. 
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Figure I.7. Overview of the thesis. 
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CHAPTER II                                                                                                               

Dense Media Radiative Transfer Theory with Multiple Scattering and 

Backscattering Enhancement 

 

In this chapter we incorporate the cyclical terms in dense media radiative transfer (DMRT) 

theory to model combined active and passive microwave remote sensing of snow over the same 

scene. The inclusion of cyclical terms is crucial if the DMRT is used to model both the active and 

passive contributions with the same model parameters. This is a necessity when setting out on a 

joint active/ passive retrieval. Previously the DMRT model has been applied to active and passive 

separately, and in each case with a separate set of model parameters. The traditional DMRT theory 

only includes the ladder terms of the Feynman diagrams. The cyclical terms are important in 

multiple volume scattering and volume-surface interactions. This leads to backscattering 

enhancement which represents itself as a narrow peak centered at backward direction. This effect 

is of less significance in passive remote sensing since emissivity is relating to the angular integral 

of bistatic scattering coefficients. The inclusion of cyclical terms in first order radiative transfer 

(RT) accounts for the enhancement of the double bounce contribution and makes the results the 

same as that of distorted Born approximation in volume-surface interactions. In this chapter, we 

develop the methodology of cyclical corrections within the framework of DMRT beyond first 

order to all orders of multiple scattering. The active DMRT equation is solved using a numerical 

iterative approach followed by cyclical corrections. Both Quasi-crystalline Approximation (QCA)-
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Mie theory with sticky spheres and bicontinuous media scattering model are used to illustrate the 

results. The cyclical correlation introduces around 1dB increase in backscatter with a moderate 

snowpack optical thickness of ~0.2. The bicontinuous / DMRT model is next applied to compare 

with data acquired in the Nordic Snow Radar Experiment (NoSREx) campaign in the snow season 

of 2010 to 2011. The model results are validated against coincidental active and passive 

measurements using the same set of physical parameters of snow in all frequency and polarization 

channels. Results show good agreement in multiple active and passive channels. The work reported 

here has been published in [33]. The same approach has also been used to study multiple scattering 

effects in vegetated surface, such as corn crop land, when the multiple scattering effects become 

non-negligible [101]. 

 

2.1 Introduction 

Snow remote sensing community has demonstrated strong interests in combining active 

and passive observation to effectively retrieve snowpack information. The combined active and 

passive remote sensing of snowpack takes advantage of the high resolution polarimetric synthetic 

aperture radar (SAR) while providing a link back to the pervasive passive data archives. In Europe, 

the Cold Regions Hydrology High resolution Observatory (CoReH2O) satellite mission was 

proposed to the European Space Agency (ESA) and went through 4 years of assessment studies 

(Phase-0, 2005-2009)  and 4 years of feasibility studies (Phase-A, 2009-2013) [102, 6]. Both 

scatterometer and radiometer systems were deployed in the validation campaign of Nordic Snow 

Radar Experiment (NoSREx) validation campaign, aiming to collect a common database of 

backscattering and emission properties of snow covered terrain [103, 104]. In the United States, 

the Snow and Cold Land Processes (SCLP) satellite mission was recommended to National 
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Aeronautics and Space Administration (NASA) for implementation in the Earth Science Decadal 

Study report in 2007 [5], and has undergone extensive ground-based and airborne field 

measurement campaign [7]. The SCLP is a combined active and passive mission. Within SCLP, 

the microwave instruments include both X- and Ku-band SARs (with VV- and VH- polarizations) 

and K- and Ka- band radiometers. Studies were taken to integrate all antennas on the same platform 

[105]. In China, the Global Water Cycle Observation Mission (WCOM) [8, 9] is being considered 

to provide synergetic observations of the global water cycle and in particular the properties of 

snow cover. WCOM is also a combined active and passive mission, with scatterometers operating 

at X- and Ku- band and radiometers operating at Ku- and Ka- band. 

The analysis and retrieval of snowpack using active and passive microwave measurements 

would benefit from a physical scattering model that could accurately predict both backscatter and 

brightness temperature measured from the same set of snowpack physical parameters. There are 

models applicable to passive remote sensing such as the empirical model developed by Helsinki 

University of Technology (HUT) [10, 11], the semi-empirical Microwave Emission Model of 

Layered Snowpacks (MEMLS) based on six-flux theory [12], and the Dense Media Radiative 

Transfer (DMRT) models using any of several physical scattering models. These models include 

1) Quasi-crystalline Approximation with Coherent Potential (QCA-CP) [14, 15, 16], 2) QCA Mie 

theory with sticky spheres [16-18], or 3) the bicontinuous media / Discrete Dipole Approximation 

(DDA) scattering model [19-21]. The DMRT theory has been applied to both passive [17, 22] and 

active [18, 20, 21] remote sensing by solving DMRT equations using the eigen-quadrature method 

[18], and the MEMLS model has also been extended to a bistatic-scattering model using 

Chandrasekhar’s H-Functions recently [13]. Models differ in the approaches to model the 

collective scattering effects and multiple scattering effects inside a dense random media. MEMLS 



22 

 

and HUT are more empirical using measured data to adjust the scattering coefficients as a function 

of frequency and correlation length/ grain size, while the DMRT models are physically based and 

use parameters physically measurable [111]. However, none of the above models have included 

important physics related to backscattering enhancements, and as a result, different 

parameterization is required in order to match the active and passive model results to their 

respective measured quantities.  

Without including backscattering enhancement, there is often the case of finding good 

agreement with the active measurements while the model predicted brightness temperatures are 

lower than the measured brightness. One could describe the multiple scattering process inside a 

dense media using Feynman diagram which diagrammatically symbolizes the integral equations 

recursively. The constructive interference in the backscattering direction are rigorously based on 

the cyclical terms of the Feynman diagrams [31, 32] and could not be modeled by the traditional 

radiative transfer theory [15, 16, 31, 32]. The radiative transfer theory only includes the ladder 

terms of the Feynman diagrams. Such constructive interference does not occur in other directions. 

Backscattering enhancement is also exhibited in the double bounce term in the distorted Born 

approximation [106].  

In this chapter, we model both the backscattering enhancement effects and the multiple 

scattering effects under the framework of the DMRT theory. Specifically, the DMRT equations 

are cast into two coupled integral equations and solved iteratively. In the iterative solver, each term 

corresponds to a physical scattering path. A numerical iterative approach is adopted to keep track 

of all the scattering paths. The iteration is carried out numerically to higher order until convergence 

is achieved. In each order, we do not sum the terms but keep them separate so that we can keep 

track of the scattering process in each term. Using the iterative approach, the cyclical terms are 
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identified and their contributions are included in the total radar backscattering. In the iterative 

approach, the contribution from each term is computed straightforward by an angular integral of 

the product of phase matrix and one term in the lower order, followed by a z- integral, and thus 

the computation is robust to the phase matrix pattern, making it more stable than the eigen-

quadrature method [18].  

In this chapter, the DMRT equation is solved with two reflective boundaries as in the case 

of terrestrial snowpack scattering. Thus there are multiple interactions between volume scattering 

and surface scattering. In Section 2, we review the enhancement caused by coherent interference 

of cyclical paths in the context of double bounce scattering by comparing the results of radiative 

transfer and distorted Born approximation. In Section 3, we describe the iterative procedure of 

solving radiative transfer equation with cyclical corrections. Both QCA with sticky spheres and 

bicontinuous / DDA scattering model are used to account for the dense medium scattering effects. 

The two models show weaker dependence of scattering coefficients on grain size and frequency 

than the classical theory of 3rd power and 4th power, respectively. The sticky QCA model is applied 

in section 4 where we compare the results of the iterative approach to the eigen-quadrature 

approach. Cases are illustrated when the inclusion of cyclical terms is important. The bicontinuous 

/DDA model is then applied in section 5 to the ground data acquired in the NoSREx campaign in 

the snow season of 2010 to 2011 by the Finnish Meteorological Institute (FMI) [103, 104]. The 

same sets of snowpack parameters are applied to the active and passive models. Results show good 

agreement with multiple channel observations of both scatterometer (X- to Ku- band) and 

radiometer (X- to Ka- band) data. This is the first study that compares model predictions with 

active and passive measurements over the same scene. In previous modelling studies active and 

passive data were neither coincidental nor concurrent. 
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2.2 Double bounce scattering: radiative transfer and distorted Born approximation 

We consider the double bounce backscattering from one scatterer inside a layer of random 

particles with thickness 𝑑 above ground. The double bounce backscattering comprises scattering 

by a particle and scattering by the ground. The scattering by the particle can occur before ground 

scattering or after ground scattering. Thus it can be from a forward path (scattering by the particle 

before reflection of the ground) and a reverse path (scattering by the particle after reflection of the 

ground) as depicted in Figure II.1. The scattered fields of the two paths are exactly in phase in the 

backscattering direction. Radiative transfer theory sums the contribution from the two paths in an 

incoherent manner. Considering the co-polarized backscatter and ignoring the top boundary 

reflection, the power of each path is proportional to 𝑒−2𝜏𝑟(𝜃𝑖)|𝑓|2 , yielding a total of 

2𝑒−2𝜏𝑟(𝜃𝑖)|𝑓|2, where 𝑓 is the scattering amplitude of the scatterer in the double bounce direction, 

𝑟(𝜃𝑖) is the  reflectivity at the bottom boundary in the angle of incidence, and 𝜏 is the optical 

thickness of the layer in the direction of wave propagation. On the other hand, if one applies the 

distorted Born approximation [106], the two scattered fields are added coherently, resulting to a 

total power of |𝑅(𝜃𝑖)𝑓𝑒2𝑖𝑘𝑧𝑑 + 𝑅(𝜃𝑖)𝑓𝑒2𝑖𝑘𝑧𝑑|
2

= 𝑒−2𝜏|𝑅(𝜃𝑖)𝑓 + 𝑅(𝜃𝑖)𝑓|2, where 𝑅(𝜃𝑖) is the 

Fresnel reflection coefficient at the bottom boundary, and 𝑘𝑧 is the z-component of the effective 

wavenumber in the random media. Note that |𝑅(𝜃𝑖)|
2 = 𝑟(𝜃𝑖), and 𝜏 = 2Im{𝑘𝑧}𝑑. The in-phase 

condition leads to the total power of 4𝑒−2𝜏𝑟(𝜃𝑖)|𝑓|2 in backscatter, which is twice as much as the 

radiative transfer results. The difference of a factor of 2 between radiative transfer theory and 

distorted Born approximation is well known and leads to backscattering enhancement [106]. 

However, one can still use radiative transfer theory by inserting a factor of 2 in the cyclical terms. 

The backscatter doubling associated with cyclical paths is the cyclical correction to radiative 

transfer theory.  
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Figure II.1. Cyclical paths associated with double bounce scattering. In the solid path volume 

scattering occurs before surface scattering.  In the dashed path, surface scattering occurs before 

volume scattering.  

 

2.3 Numerical Iterative Approach with Cyclical Correction 

In this section, we develop the methodology of cyclical correction beyond the first order to 

all orders of multiple scattering. We confine our analysis to a standard two layer configuration, i.e. 

a snow layer with thickness 𝑑 above ground, as shown in Figure II.2. Solving the active DMRT 

equation using an iterative approach is a standard procedure performed by casting the differential 

equations into integral form and treating phase matrix as small arguments [24]. Here we only focus 

on the cyclical correction to the cyclical terms and the resulting backscattering enhancement. The 

key results of the iterative approach are given in Appendix A for completeness.  
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Figure II.2. Active remote sensing of a snow layer. 

 

The advantage of the iterative approach is that each term in the expression corresponds to 

a physical interpretable scattering path and their contributions are separable. In each order of 

iteration, we do not sum the terms but keep them separate so that we can keep track of the scattering 

mechanism for each term. A scattering path describes the intensity flow in terms of scattering and 

reflection. The direction of energy flow is naturally grouped into upwelling and downwelling, as 

implied by equation (A.2a, A.2b) or its explicit form of 1st order in equation (A.6a, A.6b). We 

separate 𝑆 (𝑛)(𝜃, 𝜙, 𝑧) and �̅�(𝑛)(𝜃, 𝜙, 𝑧) into upward and downward component depending on the 

direction of the lower order specific intensity flow being collected, 

𝑆 
𝑢
(𝑛)(𝜃, 𝜙, 𝑧) = ∫ 𝑑𝜙′

2𝜋

0

∫ 𝑑𝜃′ 𝑠𝑖𝑛 𝜃′ �̅̅�(𝜃, 𝜙; 𝜃′, 𝜙′) ⋅ 𝐼  (𝑛−1)(𝜃′, 𝜙′, 𝑧)
𝜋/2

0

 (2.1a) 

𝑆 
𝑑
(𝑛)

(𝜃, 𝜙, 𝑧) = ∫ 𝑑𝜙′
2𝜋

0

∫ 𝑑𝜃′ 𝑠𝑖𝑛 𝜃′ �̅̅�(𝜃, 𝜙; 𝜋 − 𝜃′, 𝜙′)
𝜋/2

0

⋅ 𝐼  (𝑛−1)(𝜋 − 𝜃′, 𝜙′, 𝑧) 

(2.1b) 

�̅�𝑢
(𝑛)(𝜃, 𝜙, 𝑧) = ∫ 𝑑𝜙′

2𝜋

0

∫ 𝑑𝜃′ 𝑠𝑖𝑛 𝜃′ �̅̅�(𝜋 − 𝜃, 𝜙; 𝜃′, 𝜙′) ⋅ 𝐼  (𝑛−1)(𝜃′, 𝜙′, 𝑧)
𝜋/2

0

 (2.1c) 
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�̅�𝑑
(𝑛)

(𝜃, 𝜙, 𝑧) = ∫ 𝑑𝜙′
2𝜋

0

∫ 𝑑𝜃′ 𝑠𝑖𝑛 𝜃′ �̅̅�(𝜋 − 𝜃, 𝜙; 𝜋 − 𝜃′, 𝜙′)
𝜋/2

0

⋅ 𝐼  (𝑛−1)(𝜋 − 𝜃′, 𝜙′, 𝑧) 

(2.1d) 

Note 𝑆 
𝑢
(𝑛)

, 𝑆 
𝑑
(𝑛)

, �̅�𝑢
(𝑛)

 and �̅�𝑑
(𝑛)

 denotes all four possibilities of transition in energy flow 

direction due to scattering by particle once. Substituting the decomposition of   𝑆 (𝑛)(𝜃, 𝜙, 𝑧) =

 𝑆 
𝑢
(𝑛)(𝜃, 𝜙, 𝑧) + 𝑆 

𝑑
(𝑛)(𝜃, 𝜙, 𝑧)  and �̅�(𝑛)(𝜃, 𝜙, 𝑧) =  �̅�𝑢

(𝑛)(𝜃, 𝜙, 𝑧) + �̅�𝑑
(𝑛)(𝜃, 𝜙, 𝑧) into equation 

(A.5a, A.5b), equation (A.5a) and (A.5b) are naturally grouped into four parts, respectively. 

𝐼  
(𝑛)(𝜃, 𝜙, 𝑧) = 𝐼  𝑆𝑢

(𝑛)(𝜃, 𝜙, 𝑧) + 𝐼  𝑆𝑑
(𝑛)(𝜃, 𝜙, 𝑧) + 𝐼  𝑊𝑢

(𝑛)(𝜃, 𝜙, 𝑧) + 𝐼  𝑊𝑑
(𝑛)(𝜃, 𝜙, 𝑧)  , and 𝐼  

(𝑛)(𝜋 −

𝜃, 𝜙, 𝑧) = 𝐼  𝑆𝑢
(𝑛)(𝜋 − 𝜃, 𝜙, 𝑧) + 𝐼  𝑆𝑑

(𝑛)(𝜋 − 𝜃, 𝜙, 𝑧) + 𝐼  𝑊𝑢
(𝑛)(𝜋 − 𝜃, 𝜙, 𝑧) + 𝐼  𝑊𝑑

(𝑛)(𝜋 − 𝜃, 𝜙, 𝑧), where the 

second subscript of ‘u’ (upward) and ‘d’ (downward) denotes the direction of energy flow before 

scattering, and the first subscript of ‘S’ (upward) and ‘W’ (downward) denotes the direction of 

energy flow after scattering, respectively. The terms in the right hand side are defined as follows, 

𝐼  𝑆𝑢
(𝑛)(𝜃, 𝜙, 𝑧) = exp(−𝜅𝑒(𝑧 + 2𝑑) sec 𝜃) �̅̅�12(𝜃)𝑍  −1(𝜃)�̅̅�10(𝜃)𝑆 

𝑐𝑢
(𝑛)(𝜃, 𝜙)

+ 𝑆 
𝑧𝑢
(𝑛)(𝜃, 𝜙, 𝑧) 

(2.2a) 

𝐼  𝑆𝑑
(𝑛)(𝜃, 𝜙, 𝑧) = exp(−𝜅𝑒(𝑧 + 2𝑑) sec 𝜃) �̅̅�12(𝜃)𝑍  −1(𝜃)�̅̅�10(𝜃)𝑆 

𝑐𝑑
(𝑛)(𝜃, 𝜙)

+ 𝑆 
𝑧𝑑
(𝑛)(𝜃, 𝜙, 𝑧) 

(2.2b) 

𝐼  𝑊𝑢
(𝑛)(𝜃, 𝜙, 𝑧) = exp(−𝜅𝑒(𝑧 + 𝑑) sec 𝜃) �̅̅�12(𝜃)𝑍  −1(𝜃)�̅�𝑐𝑢

(𝑛)(𝜃, 𝜙) (2.2c) 

𝐼  𝑊𝑑
(𝑛)(𝜃, 𝜙, 𝑧) = exp(−𝜅𝑒(𝑧 + 𝑑) sec 𝜃) �̅̅�12(𝜃)𝑍  −1(𝜃)�̅�𝑐𝑑

(𝑛)(𝜃, 𝜙) (2.2d) 

𝐼  𝑆𝑢
(𝑛)(𝜋 − 𝜃, 𝜙, 𝑧) = exp(𝜅𝑒𝑧 sec 𝜃) 𝑍  −1(𝜃)�̅̅�10(𝜃)𝑆 

𝑐𝑢
(𝑛)(𝜃, 𝜙) (2.2e) 

𝐼  𝑆𝑑
(𝑛)(𝜋 − 𝜃, 𝜙, 𝑧) = exp(𝜅𝑒𝑧 sec 𝜃) 𝑍  −1(𝜃)�̅̅�10(𝜃)𝑆 

𝑐𝑑
(𝑛)(𝜃, 𝜙) (2.2f) 
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𝐼  𝑊𝑢
(𝑛)(𝜋 − 𝜃, 𝜙, 𝑧)

= exp(𝜅𝑒(𝑧 − 𝑑) sec 𝜃) 𝑍  −1(𝜃)�̅̅�10(𝜃)�̅̅�12(𝜃)�̅�𝑐𝑢
(𝑛)(𝜃, 𝜙)

+ �̅�𝑧𝑢
(𝑛)(𝜃, 𝜙, 𝑧) 

(2.2g) 

𝐼  𝑊𝑑
(𝑛)(𝜋 − 𝜃, 𝜙, 𝑧)

= exp(𝜅𝑒(𝑧 − 𝑑) sec 𝜃) 𝑍  −1(𝜃)�̅̅�10(𝜃)�̅̅�12(𝜃)�̅�𝑐𝑑
(𝑛)(𝜃, 𝜙)

+ �̅�𝑧𝑑
(𝑛)(𝜃, 𝜙, 𝑧) 

(2.2h) 

where 𝑆 
𝑐𝑢
(𝑛)

, 𝑆 
𝑐𝑑
(𝑛)

, 𝑆 
𝑧𝑢
(𝑛)

, 𝑆 
𝑧𝑑
(𝑛)

, �̅�𝑐𝑢
(𝑛)

, �̅�𝑐𝑑
(𝑛)

, �̅�𝑧𝑢
(𝑛)

, and �̅�𝑧𝑑
(𝑛)

are defined similar to 𝑆 
𝑐
(𝑛)

, 𝑆 
𝑧
(𝑛)

, �̅�𝑐
(𝑛)

,  

and �̅�𝑧
(𝑛)

 in equation (A.5a, A.5b) by introducing a new subscript 𝑢 /𝑑  in 𝑆 (𝑛)  and �̅�(𝑛) . It 

immediately follows that each term in 𝐼  (𝑛−1)(𝜃, 𝜙, 𝑧) contributes to two terms in 𝐼  (𝑛)(𝜃, 𝜙, 𝑧) and 

two terms in 𝐼  (𝑛)(𝜋 − 𝜃, 𝜙, 𝑧)  through 𝑆 
𝑢
(𝑛)

 and �̅�𝑢
(𝑛)

, and each term in 𝐼  (𝑛−1)(𝜋 − 𝜃, 𝜙, 𝑧) 

contributes to another two terms in 𝐼  (𝑛)(𝜃, 𝜙, 𝑧) and two terms in 𝐼  (𝑛)(𝜋 − 𝜃, 𝜙, 𝑧) through 𝑆 
𝑑
(𝑛)

 

and �̅�𝑑
(𝑛)

. A simple deduction results in a total of 4𝑛 separated terms in 𝐼  (𝑛)(𝜃, 𝜙, 𝑧) as a result of 

two reflective boundaries, which greatly increases the number of scattering paths. All these terms 

could be separated through the bridging connection of 𝑆 
𝑢
(𝑛)

, 𝑆 
𝑑
(𝑛)

, �̅�𝑢
(𝑛)

 and �̅�𝑑
(𝑛)

. 

In Figure II.3, several scattering terms are illustrated for example. Each term is depicted 

by a scattering path in backscattering direction. In general, for each of these paths, if the energy 

flow direction is reversed, it corresponds to another distinct scattering and reflection process.  In 

the backscattering direction, if this also holds, it is a cyclical term, as shown in Figure II.3 (c, d). 

A cyclical term is special that in the backscattering direction, the two scattering fields of the two 

reverse scattering processes are identical for co-polarization, both in magnitude and phase. The 

coherent addition of fields gains a factor of two comparing to the incoherent addition of intensity. 

However, there are also non-cyclical terms, as shown in Figure II.3 (a, b). If the non-cyclical path 
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is reversed, it is still itself, representing the same physical scattering process in backscattering 

direction. It is possible to determine whether a term is cyclical by examining the scattering paths 

of propagation. A close examination reveals that only two non-cyclical terms exist, as illustrated 

in Figure II.3 (a, b). These two terms are the direct volume backscattering illustrated in Figure II.3 

(a) and the reflection followed by the backward scattering followed by reflection illustrated in 

Figure II.3 (b) in first order scattering. Both these terms involve the backward volume scattering 

in first order. This is true because for any higher order scattering, the scattering events of the 

succeeding scatterers could always reverse the sequence to form a physically unique dual 

scattering path even in the backscattering direction. 

 

(a) (b)

(c) (d)
 

Figure II.3. Illustration of scattering terms  (a) non-cyclical term in 1st order backward volume 

scattering (b) non-cyclical term in 1st order volume scattering with two bounces from the bottom 

surface before and after the volume scattering (c) dual cyclical terms in 1st order volume-surface 

double bounce scattering (d) dual cyclical terms in 2nd order volume scattering with one bounce 

from the top surface in connection of the two volume scattering and another bounce from the 

bottom surface before or after the volume scattering.  
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The cyclical correction of the radiative transfer results involves the identification of 

cyclical terms and the inclusion of a factor of two for the contribution from these terms. Let us use 

𝜎cyc  to denote contribution to backscattering from cyclical terms, and use 𝜎noncyc  to denote 

contribution from non-cyclical terms, then 

𝜎 = 𝜎cyc + 𝜎noncyc (2.3a) 

𝜎cor = 2𝜎cyc + 𝜎noncyc = 2𝜎 − 𝜎noncyc (2.3b) 

where 𝜎 is the total volume backscattering without the cyclical correction, and 𝜎cor is the corrected 

total volume backscattering. This cyclical correction only applies to co-polarization volume 

backscattering. 

The numerical procedure to evaluate the angular integrals in equation (A.2a, A.2b) and 𝑧-

integrals in equation (A.4a, A.4b) are detailed in Appendix B, as well as the criterion to the choice 

of numerical parameters. 

 

2.4 Significance of Cyclical Correction in Prediction of Backscattering Coefficients 

In this section, we illustrate the results of the iterative approach with the scattering model 

of QCA for sticky spheres. We first show that the results of the iterative approach of DMRT agree 

with the results of the eigen-quadrature approach [18] without the cyclical correction, and then 

discuss the importance of the inclusion of cyclical terms under various snow conditions. 

We consider a snowpack with thickness 𝑑 = 100𝑐𝑚, snow fractional volume 25%, and ice 

particle grain diameter 1.4mm. The radar incidence angle is 54˚, and frequency 17.5GHz. The ice 

permittivity is set to be 3.15 + 0.001i, and flat ground permittivity 3.2 + 0.002i. The QCA stickiness 

parameter is 0.1. The resulting optical thickness 𝜏 is1.98, and scattering albedo 𝜛 is 0.98. We 

carry out the numerical iteration up to the 20th order. There are good agreements in the bistatic 



31 

 

scattering pattern of the two approaches as shown in Figure II.4. Cyclical correction is not included 

in the bistatic scattering coefficient. The contribution to backscattering from different orders with 

and without cyclical correction is shown in Figure II.5. Note that with QCA phase matrix there is 

no cross-pol in 1st order backscattering. So the accumulation bar diagram for cross-pol starts from 

the 2nd order. We only apply cyclical correction to copolarized components. The rate that the 

scattering order converges depends on the optical thickness and scattering albedo. In this case, 

contributions from the first ten orders are sufficient. The cyclical correction to 1st order scattering 

is minor, since the two double bounce terms are small compared to volume scattering term. The 

cyclical correction to all the other orders doubles their contribution. Calculations were repeated 

for X band (9.6GHz) with similar conclusions. X band results show less effects of multiple 

scattering and enhancement. 

 
Figure II.4. Comparison of bistatic scattering coefficient between the eigen-analysis approach 

and iterative approach with grain size 1.4mm, frequency 17.5GHz, incidence angle 54˚, and 

snow depth 100cm. The iterative approach has been computed up to 20th order. HV means v-pol 

transmission and h-pol receiving.  
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Figure II.5. Contribution to volume backscattering with / without cyclical correction from each 

scattering order at 17.5 GHz.  Sections of bars depict the relative effect of scattering orders from 

left (1st order for co-pol and 2nd order for cross-pol) to right (20th order). HV means v-pol 

transmission and h-pol receiving.  

 

Backscatter at 54∘ incidence angle with the snow grain diameter 1.0 mm, volume fraction 

25%, stickiness parameter of 0.1, and snow-ground roughness with rms height of 3mm and 

correlation length of 21mm (the frozen ground permittivity is set as 5 + i1.5) is calculated for a 

shallow snowpack of depth 50cm and a thick snow pack of 100cm at X band (9.6GHz) and Ku 

(17.25GHz) band, respectively. The surface scattering from the snow-ground interface is 

interpolated from a pre-computed NMM3D lookup table [107, 108] including attenuation by the 

snow layer. The backscatter results are decomposed into surface scattering and volume scattering 

and compared in Table II-1.  It is shown that at X band with shallow snowpack, the surface 

scattering is of the same order as volume scattering, and the backscattering enhancement is of less 

importance. At Ku band with thick snowpack, the volume scattering dominates, and the cyclical 

correction brings significant increase in the total backscatter.  The conclusion is that backscattering 

0 0.2 0.4 0.6 0.8 1 1.2 1.4

VV

VV correction

HH

HH correction

HV

VH

accumulative volume backscattering coefficients (1)
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enhancement with significant optical thickness will cause a difference of 3dB enhancement. For a 

moderate optical thickness of 0.2, there will be ~1dB increase in backscatter. 

 

Table II-1. Comparison of contribution to backscatter 𝜎𝑣𝑣 (dB). The last column shows the 

optical thickness of the snow layer in the direction of wave incidence inside the snow media.  

Frequency Depth 𝜎𝑠𝑢𝑟𝑓 𝜎𝑣𝑜𝑙 𝜎𝑣𝑜𝑙
𝑐𝑜𝑟 𝜎𝑡𝑜𝑡 𝜎𝑡𝑜𝑡

𝑐𝑜𝑟 𝜏𝑑/ cos 𝜃 

9.6 GHz 

 

50 cm -16.22 -13.86 -13.05 -11.87 -11.34 0.0921 

100 cm -17.02 -10.80 -9.74 -9.87 -8.99 0.1842 

17.25 

GHz 

50 cm -18.18 -6.06 -4.22 -5.80 -4.05 0.6724 

100 cm -24.02 -3.74 -1.56 -3.70 -1.53 1.3449 

 

2.5 Validation against The NoSREx Campaign of Coincidental Active and Passive 

Measurement over The Same Scene  

The Finnish Meteorological Institute (FMI) has hosted the Nordic Snow Radar Experiment 

(NoSREx) campaign [103, 104] under an ESA contract for four successive winter seasons from 

November 2009 through May 2013. The NoSREx campaign was conducted near the town of 

Sodankylä in northern Finland, about 100km north of the Arctic Circle. The objective of the 

campaign was to provide a continuous time series of coincidental active and passive microwave 

observations of snow cover, as part of Phase A studies for the proposed ESA CoReH2O mission. 

The main site for NoSREx activities was located at FMI Arctic Research Centre (FMI-ARC), 

known as the Intensive Observation Area (IOA). The IOA hosted three experimental microwave 

instruments: SnowScat, Elbara-II and SodRad. SnowScat is a frequency scanning scatterometer 

operating from X- to Ku- band (10.2, 13.3 and 16.7GHz); Elbara-II is a radiometer operating at L 

band (1.4GHz); SodRad is another radiometer operating from X- to W- band (10.65, 18.7, 36.5 

and 90 GHz). All these three microwave instruments are installed on tower platforms, providing 

backscatter and brightness temperatures measurements at four incidence angles (30˚, 40˚, 50˚ and 
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60˚). The consolidated backscatter dataset of SnowScat is averaged over the full azimuth scan 

range. In situ measurements at IOA consist of manual snowpit measurements as well as extensive 

automated measurements on snow ground and meteorological parameters. The measurement 

sectors of the microwave instruments are located in a forest clearing. The location of the 

instruments, the approximate field of view of the instruments, and the location of manual snowpit 

observations are depicted in Figure II.6.  



35 

 

 
Figure II.6. Schematic of NoSREx measurement setup including SnowScat scatterometer and 

SodRad and ELBARA II radiometer systems. Approximate locations of SnowScat and SodRad 

36.5 GHz receiver footprints at 30, 40, 50 and 60° incidence angles are depicted. At each 

incidence angle, SnowScat measured 17 discrete look directions over an arc spanning 96° over 

the test field. SnowScat was mounted at the height of 9.1 m, while SodRad receivers were at a 

height of approximately 4.5 m from the ground surface. Approximate location of snowpit 

measurements is also indicated. A destructive snowpit measurement was made on March 1st, 

2012, with both SnowScat and SodRad measuring the same spot on the test field; the location of 

the pit coincided with SodRad measurements at 50° incidence angle.  
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Weekly snowpit measurements included the measurement of the snow temperature profile, 

measured using a digital thermometer at 10 cm vertical resolution, the snow density profile, 

measured using a manual scale at a 5 cm vertical resolution, as well as bulk snow density and snow 

water equivalent (SWE), using a large manual scale. Snow stratigraphy (layering) was identified 

visually and by use of a manual aid based of changes in snow hardness. The snow grain size and 

type were identified following Fierz et al. [109]. However, snow grain size was also analyzed in 

post-processing from macro photography, giving an approximate grain size for each layer at the 

precision of ¼ mm. A total of 31 snowpit measurements were made during the season of 2010-

2011; 20 of these were made in dry snow conditions, between November 10th 2010, and March 

29th, 2011. Figure II.7 depicts the manually measured SWE, bulk snow density, and snow grain 

size. The grain size values represent the average of measured grain size values over the snowpack, 

weighted by the respective depth of each layer. The average grain size (of depth-weight values) in 

the dry snow period was 1.4 mm, with a standard deviation of 0.2 mm. The large standard deviation 

reflects observer errors which originate from the highly subjective measurement methodology. 

Nevertheless, the mean grain size reflects snowpack metamorphism and average conditions: the 

initial rise in mean grain size between November 2010 and January 2011 reflects an increase in 

snow grain size due to snow faceting and rounding depending on the temperature gradient inside 

the snowpack. On the other hand, the slightly decreasing trend between January and March, 2011, 

reflects the increase of fine-grained snow through precipitation, decreasing the average grain size. 

Snow metamorphism continued in older snow layers also during this period. 
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Figure II.7. Manually measured bulk snow density (a), SWE (b), and snow grain size (c) at the 

IOA site during 2010-2011.  The grain size values represent the average of measured grain size 

values over the snowpack, weighted by the respective depth of each layer.  

 

Automated data from the site include measurements of air temperature, soil temperature at 

2 cm depth, soil moisture at 2 and 10 cm depths, as well as snow depth. All automated data was 
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recorded every ten minutes. Figure II.8 shows the measured snow depth (a), air and soil 

temperature (b) and soil moisture (c) at the site during 2010-2011. The first snowfall of the season 

occurred on October 29th, 2010. Temperatures on the following days remained above freezing 

point (up to +3°C) causing some initial melt of the fresh snowpack. However, from November 10th 

onwards, temperatures remained below zero until March 2nd, 2011, when temperatures rose to 

+1.7°C. Similar short periods of above-zero temperatures were experienced on several occasions 

in March. Initial cold temperatures in November, combined with a relatively shallow snowpack of 

< 20 cm resulted in a rapid freezing of the soil. Low values of measured volumetric soil moisture 

(< 0.05 m3/m3), after mid-November in Figure II.8 (c) reflect the low permittivity of frozen soil 

measured by the soil moisture probes. Major precipitation events (10 cm or over increase in snow 

depth) were experienced on December 8th, January 17th, and March 14th. Sustained periods of 

snowfall lasting several days occurred between 30 December, 2010 and January 8th, 2011 as well 

as between January 31st and February 8th, 2011. A maximum snow depth of 80 cm (ca. 170 mm 

in SWE) was reached in March. 
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Figure II.8. Automated measurement of snow depth (a), air and soil temperature (b) and soil 

moisture (c) at the IOA site during 2010-2011.  

 

In this section, the SnowScat backscatter observation at three frequencies ranging from X- 

to Ku- band (10.2, 13.3 and 16.7GHz) and the SodRad brightness temperature observation at three 
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frequencies ranging from X- to Ka- band (10.65, 18.7 and 36.5GHz) are selected to compare with 

model predictions. Five representative dates (Jan. 12, Jan. 18, Feb. 1, Feb. 8, and Mar. 1) with 

backscatter, brightness temperature observations and snowpit measurements collected during the 

winter season of 2010 to 2011 are chosen. It is noted from Figure II.7 and Figure II.8 that during 

this period, the snow density remain stable, the SWE keeps increasing, and the air temperature 

remains below 0◦C. Thus the main uncertainty inside the snowpack is the stratigraphy and snow 

grain morphology. Brightness temperature and backscatter collected at 40˚ incidence angle are 

used. The microwave observation data as plotted in Figure II.9 through Figure II.11 shows positive 

correlation of backscatter with SWE at the two Ku band channels of 13.3GHz and 16.7GHz in 

both co-pol and cross-pol. There is around 2dB dynamic range in radar backscatter at 16.7GHz for 

SWE increasing from 73.5 to 114mm. Data also imply that there is a general negative correlation 

of brightness temperature (𝑇𝑏) with SWE except for the abnormal increase of 𝑇𝑏 at 10.65GHz with 

the largest SWE as shown in Figure II.10. The sensitivity of brightness temperature to SWE is best 

at 36.5GHz with ~10K decrease in V-pol and ~15K decrease in H-pol, for the same change in 

SWE.  

The same bicontinuous media parameter is chosen to represent snow and applied to both 

active and passive models for all the six microwave channels. The bulk density, snowpack 

thickness and the ground temperature are taken directly from measurements. The snow 

temperature are taken as the temperature at 10cm above ground. The ground is assumed to be 

rough with rms height of 1mm and exponential correlation length of 4mm. The ground relative 

permittivity is set to be 3.0 +  0.001𝑖 relative to the effective permittivity of snow. The surface 

backscattering of co-polarization and cross polarization is taken from a pre-built lookup table 

based on numerical solution of Maxwell equations in 3D (NMM3D) [107, 108]. The rough surface 
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backscattering is next attenuated by the snow layer. In the passive DMRT code [22], the ground is 

assumed to be smooth. The vertical co-polarization backscatter is plotted versus SWE and 

compared against measurements in Figure II.9. The brightness temperature is plotted against SWE 

in Figure II.10 (a-c) for three different passive frequencies, respectively. The single set of physical 

parameters used in data matching is shown in Table II-2.  

The results show that one set of physical parameters when put in the physical bicontinuous 

DMRT model with cyclical corrections can match microwave measurements in all six channels, 

for both active and passive. Without the cyclical corrections to DMRT, matching the backscatter 

would have the model predictions of brightness temperature lower than measurements. The 

statistics of the comparison between model and data are shown in Table II-3 and Table II-4 for 

backscatter and brightness temperature, respectively. The co-pol backscatter has an RMS error less 

than 0.5dB in all frequency channels. Without cyclical correction, the model prediction of 

backscatter will be further lower by ~0.5dB at 13.3GHz, and by ~1dB at 16.7GHz. It is also noted 

that the V pol brightness temperature has a better comparison than H-pol in terms of RMS error, 

which is possibly due to the sensitivity to reflections in H-polarization between snow layers. Note 

in Figure II.10 (a), the H-pol brightness temperature measurement at X band of 10.65 GHz seems 

unstable with respect to the increase in SWE, partially responsible for the worsened RMSE. The 

abnormal behavior of high 𝑇𝑏ℎ with the largest SWE is still under investigation. A possible reason 

includes undetected changes in snow stratigraphy of the lowest snow layers, which are not apparent 

in the available in situ information. These would affect the horizontally polarized brightness 

temperature due to changes in the effective incidence angle at the snow-ground interface. These 

changes would be more apparent at low frequencies due to the low extinction of snow; similar 

variations in H-pol behavior were apparent also at L-band.   
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Figure II.9. Backscatter against SWE for vertical co-pol at 10.2GHz, 13.3GHz, and 16.7GHz. 

The DMRT results include cyclical correction. 

 

 
Figure II.10. Brightness temperature against SWE at (a) 10.65GHz, (b) 18.7GHz and (c) 

36.5GHz. 
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Figure II.11. Backscatter against SWE for cross-pol σhv at 10.2GHz, 13.3GHz, and 16.7GHz. 

See text for cyclical corrections to DMRT results. 

 

Table II-2. Snowpack properties and bicontinuous media parameters 

 Snow Depth 

[cm] 

Density 

[g / cc] 

〈𝜁〉 
[m-1] 

𝑏 Snow 

temperature 

[ºC] 

Ground 

temperature 

[ºC] 

Jan. 12 44.3 0.163 10000 2.0 -4.0 -3.5 

Jan. 18 51.7 0.152 10000 1.2 -5.0 -4.3 

Feb. 01 54.3 0.180 9000 1.5 -5.2 -4.6 

Feb. 08 68.7 0.143 11000 1.0 -8.2 -6.4 

Mar. 01 60.7 0.193 11000 2.0 -4.8 -4.5 

 

In Figure II.11, the corresponding cross-pol backscatter σhv is also plotted versus SWE and 

compared against measurements for the sake of completeness. The cross-pol enhancement 

mechanism is complicated and can be modeled using the wave approach. However, here an 

intuitive correction to cross-pol by adding a factor of two to all the higher order backscattering 

contributions above the 1st order is applied. Since the cross-pol phase matrix of bicontinuous media 

fluctuates around a certain level with respect to the angle Θ between the incidence direction and 
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scattering direction [18-20], we use the cross polarized phase matrix that is an average over the 

angle Θ. The modified phase matrix is then put into the active iterative DMRT code to estimate 

the cross-pol. The results of cross-pol are within 2 dB of the measurement and follow the 

increasing trend against SWE for all three frequencies. The statistics for comparison of cross-pol 

backscatter is also given in Table II-3. It should be noted that the model simulations are in good 

agreement with experimental data at 13.3 GHz but underestimate the measurements at 10.2 GHz 

and 16.7 GHz. The discrepancy between model and data may be due to the inaccuracy in cross-

pol phase matrix calculation. The comparison of cross-pol is to illustrate that bicontinuous media 

/ DDA approach has the potential capability to predict cross-pol correctly. The cross-pol is 

presently studied using the wave approach.  

 

Table II-3. Statistics of comparison between model prediction and measurement for co-pol and 

cross-pol backscatter 

𝜎0 (dB) VV HV 

Frequency 10.2 

GHz 

13.3 

GHz 

16.7 

GHz 

10.2 

GHz 

13.3 

GHz 

16.7 

GHz 

Bias -0.034 -0.278 -0.154 -1.514 0.426 1.634 

RMS 0.1807 0.397 0.4493 1.5206 0.4978 1.6402 

 

Table II-4. Statistics of comparison between model prediction and measurement for v-pol and h-

pol brightness temperature 

Tb (K) V H 

Frequency 10.65 

GHz 

18.7 

GHz 

36.5 

GHz 

10.65 

GHz 

18.7 

GHz 

36.5 

GHz 

Bias -0.9 -0.66 -0.32 -0.58 -5.7 3.14 

RMS 1.7782 0.9788 2.6054 5.5859 5.7621 4.1797 

 

The parameterization of the bicontinuous media to represent snow is a problem of continual 

investigation. The bicontinuous media uses two parameters, the mean wavenumber 〈𝜁〉 and the 

parameter 𝑏.  A larger 〈𝜁〉 leads to a smaller mean grain size, and a larger 𝑏 leads to more uniform 
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distribution in grain size.   Both parameters control the correlation function.  Thus if the correlation 

function of snow is measured accurately, then the bicontinuous parameters can be determined [28, 

110, 111].  In the present work, 〈𝜁〉 and 𝑏 are manually tuned to match both the backscatter and 

brightness temperature in multiple channels, with the model derived correlation length and specific 

surface area (SSA) falling within the range of measurements [21, 28, 110, 111]. 

 

2.6 Conclusions 

The classical radiative transfer theory does not include the cyclical terms in the Feynman 

diagram. When DMRT is applied to active or passive remote sensing of snowpack separately, this 

omission does not cause serious problems as model parameters can always be adjusted to fit 

observational active and passive data separately. However, when both active and passive remote 

sensing of snowpack are being modeled simultaneously over the same scene, one must take into 

account backscattering enhancement effects originating from these cyclical terms. With this new 

approach, we show in this chapter that backscattering enhancement effects are important for 

moderate snowpack optical thickness, and could increase backscatter up to approximately 3dB 

without decreasing brightness temperature. For a moderate optical thickness of 0.2, there will be a 

~1dB increase in backscatter due to the cyclical correction. The bicontinuous media scattering 

model, when combined with DMRT with cyclical correction, are in good agreement with both 

passive and active observations from the NoSREx campaign for multiple channels. 
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Appendix A DMRT and iterative approach 

In this appendix, we formulate the iterative approach to solve DMRT equations. 

Consider the active remote sensing of a snow layer with thickness 𝑑 above ground, as 

shown in Figure II.2. Region 0 is air, region 1 is snow and region 2 is ground. The vector dense 

media radiative transfer (DMRT) equations governing the specific intensity 𝐼  (𝜃, 𝜙, 𝑧) are [24] 

cos 𝜃
𝑑𝐼  (𝜃, 𝜙, 𝑧)

𝑑𝑧
= −𝜅𝑒 ⋅ 𝐼  (𝜃, 𝜙, 𝑧) + 𝑆 (𝜃, 𝜙, 𝑧) 

 
(2.A.1a) 

−cos 𝜃
𝑑𝐼  (𝜋 − 𝜃, 𝜙, 𝑧)

𝑑𝑧
= −𝜅𝑒 ⋅ 𝐼  (𝜋 − 𝜃, 𝜙, 𝑧) + �̅�(𝜃, 𝜙, 𝑧) 

 
(2.A.1b) 

where 𝜅𝑒 is the extinction coefficient. The source terms 𝑆 (𝜃, 𝜙, 𝑧) and �̅�(𝜃, 𝜙, 𝑧) are related to 

the specific intensity by phase matrix �̅̅�, 

𝑆 (𝜃, 𝜙, 𝑧) = ∫ 𝑑𝜙′
2𝜋

0

∫ 𝑑𝜃′ sin 𝜃′ [�̅̅�(𝜃, 𝜙; 𝜃′, 𝜙′) ⋅ 𝐼  (𝜃′, 𝜙′, 𝑧)
𝜋/2

0

+ �̅̅�(𝜃, 𝜙; 𝜋 − 𝜃′, 𝜙′) ⋅ 𝐼  (𝜋 − 𝜃′, 𝜙′, 𝑧)] 

(2.A.2a) 

�̅�(𝜃, 𝜙, 𝑧) = ∫ 𝑑𝜙′
2𝜋

0

∫ 𝑑𝜃′ 𝑠𝑖𝑛 𝜃′ [�̅̅�(𝜋 − 𝜃, 𝜙; 𝜃′, 𝜙′)
𝜋/2

0

⋅ 𝐼  (𝜃′, 𝜙′, 𝑧) + �̅̅�(𝜋 − 𝜃, 𝜙; 𝜋 − 𝜃′, 𝜙′)

⋅ 𝐼  (𝜋 − 𝜃′, 𝜙′, 𝑧)] 

(2.A.2b) 

The top reflective boundary condition at 𝑧 = 0, 

𝐼  (𝜋 − 𝜃, 𝜙, 𝑧 = 0)

= �̅̅�10(𝜃)𝐼  (𝜃, 𝜙, 𝑧 = 0)

+ �̅̅�01(𝜃0)𝐼  0𝛿(cos 𝜃0 − cos 𝜃0inc)𝛿(𝜙 − 𝜙inc) 

(2.A.3a) 

and the bottom reflective boundary condition at 𝑧 = −𝑑, 
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𝐼  (𝜃, 𝜙, 𝑧 = −𝑑) = �̅̅�12(𝜃)𝐼  (𝜋 − 𝜃, 𝜙, 𝑧 = −𝑑) (2.A.3b) 

The angle in air region 𝜃0  is related to the angle in snow region 𝜃  by Snell’s law, 

𝑛0 sin 𝜃0 = 𝑛1 sin 𝜃, where 𝑛1 = √𝜀1/𝜀0, and 𝜀1 is the real part of the effective dielectric constant 

of snow. The incidence angle in air region 𝜃0inc is also related to angle 𝜃inc in snow region by 

Snell’s law. �̅̅�10(𝜃) and �̅̅�12(𝜃) are the reflective matrix on the snow-air boundary and the snow-

ground boundary. �̅̅�01(𝜃0) is the transmissivity matrix from air to snow [24]. 

When the bottom boundary is rough with rms height ℎ, the coherent reflectivity �̅̅�12(𝜃) is 

multiplied by an attenuation factor 𝐾𝐹
2  following Kirchhoff approximation, where 𝐾𝐹 =

exp(−2(𝑛1𝑘 cos 𝜃 ℎ)2). 𝑘 is the wave number in free space.  

To facilitate the iterative approach, the DMRT equations are cast into two coupled integral 

equations [24],  
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(2.A.4b) 

where 𝑍  (𝜃) = 𝐼   − �̅̅�10(𝜃)�̅̅�12(𝜃) exp(−𝜅𝑒2𝑑 sec 𝜃). 

Equation (A.4a, A.4b) could be solved using iterative approach, 𝐼  = 𝐼  (0) + 𝐼 (1) + ⋯, by 

viewing 𝑆  and �̅� as small perturbations. The zero-th order solution 𝐼  (0), known as the reduced 

solution, is the first term in equation (A.4a, A.4b) and does not contribute to backscattering. The 

𝑛-th order solution 𝐼  (𝑛) (𝑛 = 1,2, … ) could be updated from lower order solution 𝐼  (𝑛−1) through 

source terms 𝑆 (𝑛) and �̅�(𝑛).  

𝐼  (𝑛)(𝜃, 𝜙, 𝑧) = exp(−𝜅𝑒(𝑧 + 2𝑑) sec 𝜃) �̅̅�12(𝜃)𝑍  −1(𝜃)�̅̅�10(𝜃)𝑆 
𝑐
(𝑛)(𝜃, 𝜙)

+ exp(−𝜅𝑒(𝑧 + 𝑑) sec 𝜃) �̅̅�12(𝜃)𝑍  −1(𝜃)�̅�𝑐
(𝑛)(𝜃, 𝜙)

+ 𝑆 
𝑧
(𝑛)(𝜃, 𝜙, 𝑧) 

(2.A.5a) 

𝐼  (𝑛)(𝜋 − 𝜃, 𝜙, 𝑧)

= exp(𝜅𝑒𝑧 sec 𝜃) 𝑍  −1(𝜃)�̅̅�10(𝜃)𝑆 
𝑐
(𝑛)(𝜃, 𝜙)

+ exp(𝜅𝑒(𝑧 − 𝑑) sec 𝜃) 𝑍  −1(𝜃)�̅̅�10(𝜃)�̅̅�12(𝜃)�̅�𝑐
(𝑛)(𝜃, 𝜙)

+ �̅�𝑧
(𝑛)(𝜃, 𝜙, 𝑧) 

(2.A.5b) 

where 𝑆 
𝑐
(𝑛)

(𝜃, 𝜙), �̅�𝑐
(𝑛)

(𝜃, 𝜙), 𝑆 
𝑧
(𝑛)

(𝜃, 𝜙, 𝑧), and �̅�𝑧
(𝑛)

(𝜃, 𝜙, 𝑧) are defined as follows, 

𝑆 
𝑐
(𝑛)

(𝜃, 𝜙) = sec 𝜃 ∫ 𝑑𝑧′
0

−𝑑

exp(𝜅𝑒𝑧
′ sec 𝜃) 𝑆 (𝑛)(𝜃, 𝜙, 𝑧′) 
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�̅�𝑐
(𝑛)

(𝜃, 𝜙) = sec 𝜃 ∫ 𝑑𝑧′
0

−𝑑

exp(−𝜅𝑒(𝑧
′ + 𝑑) sec 𝜃) �̅�(𝑛)(𝜃, 𝜙, 𝑧′) 

𝑆 
𝑧
(𝑛)

(𝜃, 𝜙, 𝑧) = sec 𝜃 ∫ 𝑑𝑧′
𝑧

−𝑑

exp(𝜅𝑒(𝑧
′ − 𝑧) sec 𝜃) 𝑆 (𝑛)(𝜃, 𝜙, 𝑧′) 

�̅�𝑧
(𝑛)

(𝜃, 𝜙, 𝑧) = sec 𝜃 ∫ 𝑑𝑧′
0

𝑧

exp(𝜅𝑒(𝑧
′ − 𝑧) sec 𝜃) �̅�(𝑛)(𝜃, 𝜙, 𝑧′) 

𝑆 (𝑛)  and �̅�(𝑛)  are related to 𝐼  (𝑛−1)  by equation (A.2a, A.2b), with 𝑆 (1)  and �̅�(1)  given 

explicitly, 

𝑆 (1)(𝜃, 𝜙, 𝑧) = �̅̅�(𝜃, 𝜙; 𝜃inc, 𝜙inc)�̅�
(0)(𝜃inc) exp(−𝜅𝑒(𝑧 + 2𝑑) sec 𝜃inc)

+ �̅̅�(𝜃, 𝜙; 𝜋 − 𝜃inc, 𝜙inc)�̅�
(0)(𝜃inc) exp(𝜅𝑒𝑧 sec 𝜃inc) 

(2.A.6a) 

�̅�(1)(𝜃, 𝜙, 𝑧) = �̅̅�(𝜋 − 𝜃, 𝜙; 𝜃inc, 𝜙inc)�̅�
(0)(𝜃inc) exp(−𝜅𝑒(𝑧 + 2𝑑) sec 𝜃inc)

+ �̅̅�(𝜋 − 𝜃, 𝜙; 𝜋 − 𝜃inc, 𝜙inc)�̅�
(0)(𝜃inc) exp(𝜅𝑒𝑧 sec 𝜃inc) 

(2.A.6b) 

where  

�̅�(0)(𝜃inc) = �̅̅�12(𝜃inc)𝑍  −1(𝜃inc)�̅̅�01(𝜃0inc)𝐼  0
𝜀0 cos 𝜃0inc

𝜀1 cos 𝜃inc
 

�̅�(0)(𝜃inc) = 𝑍  −1(𝜃inc)�̅̅�01(𝜃0inc)𝐼  0
𝜀0 cos 𝜃0inc

𝜀1 cos 𝜃inc
 

The contribution to bistatic scattering coefficient 𝛾𝛽𝛼
(𝑛)(𝜃0, 𝜙; 𝜃0inc, 𝜙inc)  and 

backscattering coefficient 𝜎𝛽𝛼
(𝑛)(𝜃0inc, 𝜙inc) from the 𝑛-th order specific intensity 𝐼  (𝑛)(𝜃, 𝜙, 𝑧) is 

[24] 

𝛾𝛽𝛼
(𝑛)(𝜃0, 𝜙; 𝜃0inc, 𝜙inc) = 4𝜋

cos 𝜃0 𝐼0𝛽
(𝑛)

(𝜃0, 𝜙)

cos 𝜃0inc 𝐼0inc𝛼
 (2.A.7) 

𝜎𝛽𝛼
(𝑛)(𝜃0inc, 𝜙inc) = cos 𝜃0inc 𝛾𝛽𝛼

(𝑛)(𝜃0inc, 𝜋 + 𝜙inc; 𝜃0inc, 𝜙inc) (2.A.8) 
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where the 𝑛-th order specific intensity in the air region 𝐼  0
(𝑛)(𝜃, 𝜙) is related to 𝐼  (𝑛)(𝜃, 𝜙, 𝑧) by the 

transmissivity matrix from snow to air �̅̅�10(𝜃) , 𝐼  0
(𝑛)(𝜃, 𝜙) = �̅̅�10(𝜃) ⋅ 𝐼  (𝑛)(𝜃, 𝜙, 𝑧 = 0) . The 

overall bistatic scattering and backscattering is the sum of contribution from each order. 

When the underlying boundary is rough, surface scattering also contributes to 

backscattering by 𝜎𝑠 = 𝜎𝑠0(𝜃inc) exp(−2𝜅𝑒𝑑 sec 𝜃inc) , where 𝜎𝑠0(𝜃inc)  is the bare surface 

backscattering coefficient at the incidence angle inside the snow medium. The bistatic scattering 

effects of rough surface are ignored. 

 

Appendix B Numerical Recipes 

In this appendix, we describe the numerical recipes, in particular how to evaluate the 

angular integral in Eq. (A.2a, A.2b) or in main text Eq. (1a-1d), and the z- integral in equation 

(A.4a, A.4b) or the definition of 𝑆 
𝑐
(𝑛)

, 𝑆 
𝑧
(𝑛)

, �̅�𝑐
(𝑛)

,  and �̅�𝑧
(𝑛)

, and give criteria for parameter 

selection. 

Let us first consider the typical angular integral of main text Eq. (1a). We apply Gaussian-

Legendre quadrature for 𝜃-integral and trapezoidal quadrature for 𝜙- integral. Considering the 

azimuthal symmetry of phase matrix �̅̅�(𝜃, 𝜙; 𝜃′, 𝜙′)  with respect to 𝜙 − 𝜙′ , the discretized 

version of main text Eq. (1a) reads 

𝑆 
𝑢
(𝑛)

(𝜃𝑘, 𝜙𝑝, 𝑧) = Δ𝜙 ∑ ∑ 𝑎𝑘′ [�̅̅� (𝜃𝑘 , 𝜙𝑝 − 𝜙𝑝′; 𝜃𝑘′ , 0)

𝑁𝑘

𝑘′=1

𝑁𝑝

𝑝′=1

⋅ 𝐼  (𝑛−1) (𝜃𝑘′ , 𝜙𝑝′ , 𝑧)] 

(2.B.1) 

where 𝜃𝑘  (𝑘 = 1,… ,𝑁𝑘 ) are the Gaussian-Legendre quadrature points, with 𝜇𝑘 = cos(𝜃𝑘) the 

positive half of the 2𝑁𝑘 roots of Legendre polynomial of 2𝑁𝑘-th order and 𝑎𝑘 the corresponding 

Gaussian-Legendre quadrature weights at 𝜃𝑘; 𝜙𝑝 = 𝑝Δ𝜙 (𝑝 = 0,1, … ,𝑁𝑝 − 1) are the uniformly 
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spaced trapezoidal quadrature points, with Δ𝜙 = 2𝜋/𝑁𝑝. Note phase matrix �̅̅�(𝜃, 𝜙; 𝜃′, 𝜙′) is only 

required at the grid points �̅̅�(𝜃𝑘, 𝜙𝑝; 𝜃𝑘′  ,0), and the summation over 𝜙𝑝′ in Eq. (B.1) forms a 

cyclical convolution, and could be accelerated by FFT.  

Three kind of 𝑧-integrals are encountered in the form of ∫ 𝑑𝑧′𝑓(𝑧′)
0

–𝑑
 as in 𝑆 

𝑐
(𝑛)

 and �̅�𝑐
(𝑛)

, 

∫ 𝑑𝑧′𝑓(𝑧′)
𝑧

–𝑑
 in 𝑆 

𝑧
(𝑛)

 and ∫ 𝑑𝑧′0

𝑧
𝑓(𝑧′) in �̅�𝑧

(𝑛)
. We sample 𝑧 uniformly at 𝑧𝑞 = −𝑑 + 𝑞Δ𝑧, Δ𝑧 =

𝑑/𝑁𝑞 , 𝑞 = 0,1, … ,𝑁𝑞 , and denote 𝑓(𝑧𝑞) with 𝑓𝑞 . Then ∫ 𝑑𝑧′𝑓(𝑧′)
0

–𝑑
 could be evaluated with 

trapezoidal quadrature rule directly, 

∫ 𝑑𝑧′𝑓(𝑧′)
0

–𝑑

= 𝛥𝑧 (
1

2
𝑓0 + ∑ 𝑓𝑞′

𝑁𝑞−1

𝑞′=1

+
1

2
𝑓𝑁𝑞

) (2.B.2) 

And ∫ 𝑑𝑧′𝑓(𝑧′)
𝑧𝑞

–𝑑
 and ∫ 𝑑𝑧′0

𝑧𝑞
𝑓(𝑧′) could be evaluated recursively, 

∫ 𝑑𝑧′𝑓(𝑧′)
𝑧𝑞

–𝑑

= ∫ 𝑑𝑧′𝑓(𝑧′)
𝑧𝑞−1

–𝑑

+
𝛥𝑧

2
(𝑓𝑞−1 + 𝑓𝑞), 𝑞 = 1,… ,𝑁𝑞 (2.B.3) 

∫ 𝑑𝑧′𝑓(𝑧′)
0

𝑧𝑞

=
𝛥𝑧

2
(𝑓𝑞 + 𝑓𝑞+1) + ∫ 𝑑𝑧′𝑓(𝑧′)

0

𝑧𝑞+1

, 𝑞 = 𝑁𝑞 − 1,… ,0 (2.B.4) 

with ∫ 𝑑𝑧′𝑓(𝑧′)
𝑧0

–𝑑
= 0 and ∫ 𝑑𝑧′𝑓(𝑧′)

0

𝑧𝑁𝑞
= 0. 

Note the angular integral as illustrated in Eq. (B.1) is to be applied for any sampling point 

of 𝑧𝑞 . An estimation criterion of typical numerical parameters is provided. The discretization 

number of 𝜃𝑘, 𝜙𝑝 can be set as 𝑁𝑘 = 16 and 𝑁𝑝 = 32 for a relatively smoothly changing phase 

matrix; the discretization number of 𝑧𝑞 could be related to the optical thickness of snow layer 𝜏 =

𝜅𝑒𝑑 by 𝑁𝑞 = max(𝜏/0.05, 8); the sufficient scattering order for the convergence of backscattering 

could be related to the optical thickness 𝜏  and the scattering albedo 𝜛 = 𝜅𝑠/𝜅𝑒  as max(𝜛𝜏/

0.1, 5). 
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CHAPTER III                                                                                                          

Numerical Solution of Maxwell’s Equation of a Dense Random Media Layer 

above a Half Space 

 

The traditional approach in dealing with dense media volume scattering is to invoke a 

partially coherent approach of dense media radiative transfer (DMRT) as discussed in the previous 

chapter. In this approach, homogeneity is assumed and homogenization is used to describe the 

random media. 

The partially coherent approach of dense media radiative transfer (DMRT) has been 

extensively applied to study the wave propagation and scattering inside dense media such as 

terrestrial snow [20, 21, 28, 33, 111]. In the DMRT partially coherent approach, the coherent part 

is obtained by solving Maxwell’s equations over several cubic wavelengths of statistically 

homogeneous snow volume to compute the phase matrix, the extinction coefficient, the effective 

propagation constants and the effective permittivity. These parameters homogenize the snowpack. 

Solving Maxwell’s equations accounts for the coherent near field and intermediate field 

interactions within several cubic wavelengths. The phase matrix is then substituted into the 

radiative transfer equation which constitutes the incoherent part of DMRT. The DMRT equation 

is then solved to include incoherent far field interactions and volume / surface interactions. This 

approach is appropriate when the snow layers are electrically thick such that the coherent far field 

interaction cancels out over statistical average. This is true for many applications in terrestrial 
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snow remote sensing where the wavelength is 1~3cm and the snow depth can be several decimeters 

to meters.  

On the other hand, snow on sea ice is typically thin of 10~20cm with a decreasing trend 

over the western Arctic [112]. The local wave interaction arising from these thin layers are largely 

coherent. And in the backscattering direction of the active remote sensing, the coherent wave 

interaction can extend to far field giving rise to backscattering enhancement phenomena [33]. 

These short-range and long-range coherent wave effects are not captured by DMRT. In this chapter 

[35, 36, 113-117], we have developed a fully coherent snowpack scattering model by solving the 

Maxwell’s equation directly over the entire domain of snowpack on top of a dielectric half-space. 

The half-space represents the soil ground under the terrestrial snow or the sea ice below the snow 

cover across the Arctic Ocean. This is applicable when the sea ice thickness is larger than the 

penetration depth, depending on the wave frequency of the incidence waves. Effects of the half-

space are included in the volume integral equation by the half-space dyadic Green’s function. The 

snow volume is represented by bicontinuous media [19] and discretized into cubes. The method 

of moments (MoM) is then used to solve the volume integral equation with a pulse basis function 

and point matching, leading to discrete dipole approximation (DDA). The fast Fourier transform 

(FFT) is adapted for the kernel of the half-space dyadic Green’s function to accelerate the matrix-

vector multiplication in the iterative linear system solver [119]. For the first time, the scattering 

matrix of the snowpack is computed using this fully coherent approach of numerical solution of 

Maxwell’s equation in 3 dimension (NMM3D), including both magnitude and phase. This allows 

the modeling of the coherence matrix and speckle statistics [37]. Backscattering enhancement 

effects are also exhibited, and for a homogeneous snowpack of moderate optical thickness, the 
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overall trend of the bistatic scattering pattern from the fully coherent approach agrees with the 

results of DMRT.  

In this chapter, the fully coherent approach is further improved by implementing the 

periodic boundary condition. The periodic Green’s function in half space is used. The 

incorporation of the periodic boundary condition removes the edge diffraction artifacts from the 

finite computational domain and produces more physically plausible results. We also extend the 

fully coherent approach to compute the brightness temperatures of the snowpack following the 

reciprocity principle. This approach accounts for an arbitrary temperature profile of the snowpack 

and includes coherent effects in the thin layer together with fully coherent volume-surface 

interactions. This new method circumvents the unrealistic isothermal condition incorrectly 

assumed in the Kirchhoff approximation approach. The brightness temperatures and backscatters 

from the fully coherent model are compared with the results of DMRT for various snowpack 

configurations to understand and to determine the applicability regime of DMRT. 

We also illustrate results of SAR-tomograms making use of the scattering matrix out of the 

full wave simulations to demonstrate the possibility of using tomographic SAR to reveal the 

vertical structures of the layered snowpack [38, 120].  

 

3.1 Plane wave excitation of a truncated 2D snow layer 

In our mind is the scattering of wave from an infinite layer of snowpack on top of a half 

space (ground), but our computation domain must be finite to fit into our finite computing 

resources. So the first problem is how to truncate the snow volume. One can apply periodic 

boundary condition to emulate an infinite snow layer, as we are going to discuss later, but before 

going into that complexity, which also brings in limitations, the natural choice is to simply simulate 
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the scattering from a finite snow volume due to an impinging plane wave, Figure III.1, and see 

how the scattering results converges with respect to the number of realizations and behaves as the 

truncation domain in the horizontal direction increases.  

 

Snow layer

Soil Ground / 
Sea Ice

Radar

x

z

y

 
Figure III.1 Plane wave impinging upon a layer of snow above a dielectric half-space. The 

computational domain in the horizontal directions are finite.  

 

On the other hand, two-dimension (2D) simulation is always simpler than three-dimension 

(3D) simulation, but it can demonstrate most of the physics, such as the edge diffraction, the energy 

conservation, the separation of incoherent scattering field and coherent scattering field through 

Monte Carlo simulation, the effective media effects causing coherent multiple wave reflections, 

etc. Thus in this first section, we consider the plane wave excitation of a truncated 2D snow layer.  
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3.1.1 The volume integral equation in 2D  

To suppress the 𝑦 dependence, we let the excitation to be in the 𝑥𝑂𝑧 plane. We use wave function 

𝜓(𝜌̅ ) to represent 𝐸𝑦 for the TE or horizontally polarized wave, and use 𝜓(𝜌̅ ) to represent 𝐻𝑦 for 

the TM or vertically polarized wave. We limit ourselves to electric media. The wave function 𝜓(𝜌̅ ) 

satisfies the 2D scalar wave equation (one can easily derive it from the 3D vector wave equation), 

where ∇⊥
2=

𝜕2

𝜕𝑥2
+

𝜕2

𝜕𝑧2
, 

      2 2 0rk          (3.1) 

To formulate the integral equation, we put it in the form 

         2 2 2 1rk k              (3.2) 

On the other hand the incidence wave function 𝜓inc(𝜌̅ ) satisfies 

    2 inc 2 inc 0k        (3.3) 

Considering 

      inc s          (3.4) 

Subtracting (3.3) from (3.1), we get the equation for the scattering field 𝜓𝑠(𝜌̅ ), 

         2 2 2 1s s

rk k              (3.5) 

Using Green’s function 𝑔(𝜌̅ , 𝜌̅ ′), satisfying  

      2 2, ' , ' 'g k g             (3.6) 

The scattering field can be expressed as 

         2 ' , ' ' 1 's

r
S

k d g            (3.7) 

Using (3.4) to eliminate 𝜓𝑠(𝜌̅ ), we get the integral equation for total field 𝜓(𝜌̅ ) 

           inc 2 ' , ' ' 1 'r
S

k d g               (3.8) 
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To include the bottom half space, representing the ground, into the volume integral 

equation, we use the half space Green’s function 𝑔00(𝜌̅ , 𝜌̅ ′) in (3.8), including both the primary 

contribution 𝑔0(𝜌̅ , 𝜌̅ ′), which is the free space Green’s function, and the response contribution, 

𝑔𝑅(𝜌̅ , 𝜌̅ ′), which is the reflection components.  

        00 0, ' , ' , ' , 'Rg g g g            (3.9) 

With (3.9), the integral equation (3.8) takes its final form 

 
          

      

inc 2

0

2

' , ' ' 1 '

' , ' ' 1 '

r
S

R r
S

k d g

k d g

          

      

  

 




  (3.10) 

We’re going to solve (3.10) using discrete dipole approximation, i.e., method of moments 

(MoM) with pulse basis and point matching. 

3.1.2 Discretization and the Discrete Dipole Approximation 

Let us divide the integral domain into squares (2D cross section of cubes) with area Δ𝑆. 

We discretize (3.10) putting 𝜌̅  at the center of the 𝑖-th square 𝜌̅ 𝑖. Note that the integral of 𝑔𝑅(𝜌̅ , 𝜌̅ ′) 

has no singularity, thus with pulse basis, 

              ' , ' ' 1 ' , 1R i r R i j r j j
S

j

d g g S                  (3.11) 

We then consider the integral of 𝑔0(𝜌̅ , 𝜌̅ ′). We first separate out the singularity which is located 

in the self-square 𝑆𝐶
(𝑖)

, 

 

              

       

0 0

0

' , ' ' 1 ' ' , ' ' 1 '

' , ' ' 1 '

i

C

i

C

i r i r
S S

i r
S S

d g d g

d g

             

      


  

 

 


  (3.12) 

Note the second term has no singularity, thus 

               0 0' , ' ' 1 ' , 1
i

C

i r i j r j j
S S

j i

d g g S            




      (3.13) 
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For the first term, the singularity is in 𝑔0(𝜌̅ , 𝜌̅ ′), thus 

                0 0' , ' ' 1 ' 1 ' , '
i i

C C

i r r i i i
S S

d g d g                   (3.14) 

Let us denote 

  0 0' , '
C

C
S

d g s      (3.15) 

where 𝜌̅ 𝐶 is located at the center of the self-square 𝑆𝐶. 

Putting everything together, the discretized integral equations becomes 

               

      

inc 2

0 0

2

1 , 1

, 1

i i r i i i j r j j

j i

R i j r j j

j

k s g S

k g S

             

     



 
      

 

  




 

  (3.16) 

We then reorganize (3.16)  

 

  

  
    

        

      

2

0

2
inc

0

2

1 1
1

1

, 1

, 1

r i

r j i

r j

i i j r j j

j i

R i j r j j

j

k s
S

S

k
g S

k
g S

 
    

  

        


      




 
 

 

 
    

 

  





  (3.17) 

Now define the dipole moment 𝑝𝑖 and the free space polarizability 𝛼𝑖 for the 𝑖-th cell,  

     1i r j ip S         (3.18) 

 
  
  2

0

1

1 1

r j

i

r i

S

k s

  


 

 


 
  (3.19) 

Then (3.16) is cast into a much concise form, 

      
2 2

inc

0 , ,i i i i j j R i j j

j i j

k k
p g p g p      

 

 
   

 
    (3.20) 
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Equation (3.20) is the discrete dipole approximation (DDA) of the volume integral 

equation of (3.10). 

 

3.1.3 Free space Green’s function and the self-patch integral 

In this subsection, we deal with the self-patch integral of (3.15), where 𝑔0(𝜌̅ , 𝜌̅ ′) is the free 

space Green’s function. We follow the exp(−𝑖𝜔𝑡) time convention throughout the text. 

      1

0 0, ' '
4

i
g H k       (3.21) 

We show that 𝑠0 can be approximated by 

  
2

2

0

3 3
ln ln 2

4 2 2 2 4

i d
s d kd






 
     

 
  (3.22) 

where 𝑑 is the edge length of the square, and 𝛾 = 1.7810724180 is the Euler’s constant.   

Proof: 

 

   
   

0 0

/2 /2 1 2 2

0
/2 /2

/2 /2 1 2 2

0
0 0

, ; ,

4

4
4

m
m ms dx dz g x z x z

i
dx dz H k x z

i
dx dz H k x z



 

 

 

   

    

     



 

 

 

where Δ is the size of discretization.  

We first convert the integral into cylindrical coordinate, 

   
 /4 /2 sec 1

0 0
0 0

8
4

i
s d d H k

 

  


     

We then apply the small argument approximation of the Hankel function, 
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 

 

 

/4 /2 sec

0
0 0

/4 /2 sec

0 0

/4 /2 sec

0 0

2
2 1 ln

2

2
2 1 ln

2

2
2 ln

k
s i d d i

k
i d d i

i d d i

 

 

 

 
 




 



  








 
  

 

 
  

 

 
  

 

 

 

 

 

One can show that the first term 

2 2
self 1 ln

4 2
c

i k
i





 
   

 
 

And the second term 

2

ln

1 1 3
self ln ln 2

2 2 2 4





  
      

 
 

Adding up results (3.22). 

▄ 

 

3.1.4 Half-space Green’s function  

The half space Green’s function, as given in (3.9), contains two parts. In order to derive 

the expression for 𝑔𝑅(𝜌̅ , 𝜌̅ ′), we put 𝑔0(𝜌̅ , 𝜌̅ ′) in the form of spectral domain integration, 

     ''

0

1
, ; ', '

4

zx ik z zik x x

x

z

i
g x z x z dk e e

k

 


    (3.23) 

Assuming the boundary is at 𝑧 = 0, and the source is in the top region 0, i.e., 𝑧′ > 0, then the 

reflection field in region 0, denoted by 𝑔𝑅 , and the transmission field in the bottom region 1, 

denoted by 𝑔𝑇, can be put down as follows, 

        ' '
, ; ', ' , 0

4
x zik x x ik z zx

R x

z

R ki
g x z x z dk e e z

k

  


    (3.24) 
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      
1

' ', ; ', ' , 0
4

x z z
ik x x x ik z ik z

T x

z

T ki
g x z x z dk e e z

k

   


    (3.25) 

where 

 
2 2

z xk k k    (3.26) 

 
2 2

1 1z xk k k    (3.27) 

The coefficient 𝑅(𝑘𝑥) and 𝑇(𝑘𝑥) can be determined by matching the boundary conditions at 𝑧 =

0, 

 0T Rg g g    (3.28) 

 01T R
gg g

z z z

  
  

   
  (3.29) 

where 𝜌̅ = 𝜀/𝜀1 for TM polarization and 𝜌̅ = 𝜇/𝜇1 = 1 for TE polarization.  

The coefficients 𝑅(𝑘𝑥)  and 𝑇(𝑘𝑥)  are found to be identical to the Fresnel reflection and 

transmission coefficients,  

 1

1

z z

z z

k k
R

k k









  (3.30) 

 
1

2 z

z z

k
T

k k



  (3.31) 

Explicitly, 

 

TE TE1

1 1

TM TM1 1 1

1 1 1 1

2
,

2
,

z z z

z z z z

z z z

z z z z

k k k
R T

k k k k

k k k
R T

k k k k

  

   


 

 


 

 

  

We need to numerically carry out the integral in (3.24) to get 𝑔𝑅(𝜌̅ , 𝜌̅ ′) for both 𝑧 > 0 and 

𝑧′ > 0 in the DDA formulation. In doing so, we combine the positive and negative part of the 

integration, 
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      
   '

0
, ; ', ' cos ' , 0

2
zik z zx

R x x

z

R ki
g x z x z dk k x x e z

k

 
     (3.32) 

Note that the 1/𝑘𝑧 weak singularity is integrable. Thus numerically, 

   

    
   

  
   

'

00

'

0

, ; ', ' lim cos '
2

lim cos '
2

z

z

k x ik z z

R x x

z

x ik z z

x x
k

z

R ki
g x z x z dk k x x e

k

R ki
dk k x x e

k





 



 



 

 





  (3.33) 

where 𝜖 is a positive and arbitrarily small number. 

The special case of 𝑧 = 𝑧′ = 0, where the integration converges slowly, can be calculated 

by using path deformation techniques, if necessary.  

From (3.23) and (3.24), we also notice the translational invariance of the Green’s function, 

    0 0, ; , ;g x z x z g x x z z        (3.34) 

    , ; , ;R Rg x z x z g x x z z        (3.35) 

This symmetry in Green’s function not only reduces the number of independent arguments 

from 4 to 2, and it also turns out to be of critical significance in accelerating the matrix-vector 

multiplication and in lowering the memory requirements. 

 

 

3.1.5 Efficient evaluation of the matrix-vector multiplication using FFT 

Note that in solving the DDA equation (3.20) using an iterative approach such as 

generalized minimal residual method (GMRES) or conjugate-gradient (CG), the most time 

consuming part is the matrix-vector multiplication. The translational invariance of the Green’s 

function as shown in (3.34) and (3.35) makes the matrix Toeplitz-like. Thus it is possible to apply 

fast Fourier transform (FFT) techniques in accelerating the matrix-vector multiplications.  
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(a) ∑ 𝒈𝟎(�̅�𝒊, �̅�𝒋)�̅�𝒋𝒋≠𝒊  

Let us write out the summation explicitly. Let 

 

 

 

 ' '

0

0

,

', '

,

,0 1

,0 1

j n l

n x

l z

i n l

j n l

p p x z

x x n x n N

z z l z l N







     

     

  

where (𝑥0, 𝑧0) is the coordinate of the (0,0)-th cell. Then 

 

     
   

      
   

0 0 ' ' ' '

', ' ,

0 ' '

', ' ,

, , ,

' , ' ,

i j j n n l l n l

j i n l n l

n l

n l n l

g p g x x z z p x z

g n n x l l z p x z

 
 



  

    

 


  (3.36) 

Let us simplify our notation, 

 

   

      

   

' '

0 0

0

, ', '

' , ' ', '

, ,

n l

i j j

j i

p x z p n l

g n n x l l z g n n l l

g p y n l 




      



  

And we also set 

  0 0,0 0g    

Then 

      
11

0

' 0 ' 0

, ', ' ', ' ,0 ,0
yx

NN

x z

n l

y n l g n n l l p n l n N l N



 

          (3.37) 

Note that (3.37) is in the form of linear convolution, where 

 

   

   

 

 

1 ' 1 : of length 2 1

1 ' 1 : of length 2 1

0 1 : of length 

0 1 : of length 

x x x

z z z

x x

z z

N n n N N

N l l N N

n N N

l N N

      

      

  

  
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in order to convert it into circular convolution to use FFT, we extend the length of both arrays to 

be 2𝑁𝑥 × 2𝑁𝑧 by padding zeros and periodic folding, 

  
 , 0 ,  and 0

: ,
0 otherwise

x zp n l n N l N
p p p n l

    
  


  

  
   

 0 0 0

0

0 ,  or  or , 0,0
: ,

, otherwise

x zn N l N n l
g g g n l

g n l

   
  

 

  

where 
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2 2

x

x x x

n n N
n

n N N n N

 
  

  
  

 
0

2 2

z

z z z

l l N
l

l N N l N

 
  

  
  

then 

 

      

    

    

1

2 2 0

0 2 2 0

2 2 0

, FT , ,

, FT ,

, FT ,

x z

x z

x z

N N

N N

N N

y n l G i k P i k

G i k g n l

P i k p n l









 





  (3.38) 

where 𝐺0(𝑖, 𝑘)  and 𝑃(𝑖, 𝑘)  are the 2𝑁𝑥 × 2𝑁𝑧  Fourier transforms of �̃�0(𝑛, 𝑙)  and 𝑝(𝑛, 𝑙) , 

respectively. 𝐺0(𝑖, 𝑘) ⋅ 𝑃(𝑖, 𝑘)  denotes the pointwise product of 𝐺0  and 𝑃  in spectral domain, 

whose inverse 2𝑁𝑥 × 2𝑁𝑧 Fourier transforms gives �̃�(𝑛, 𝑙). 

Finally, the results of matrix-vector multiplication are obtained by keeping the first 

quadrant of the 2D circular convolution.  

    , , ,0 ,0x zy n l y n l n N l N       (3.39) 

Thus the matrix vector multiplication is implemented by 3 successive Fourier transforms, 

with computing complexity of 𝑂(𝑁 lg𝑁), which is much faster than the direct computation with 

𝑂(𝑁2). Meanwhile, the memory requirements improves from 𝑂(𝑁2) in the direct computation, 



65 

 

where all the matrix elements must be stored, to 𝑂(𝑁) in the FFT, where only one row of the 

extended Toeplitz matrix needs to be stored. These benefits will be revisited in dealing with 

∑ 𝑔𝑅(𝜌̅ 𝑖, 𝜌̅ 𝑗)𝑝 𝑗𝑗 . 

(b) ∑ 𝒈𝑹(�̅�𝒊, �̅�𝒋)�̅�𝒋𝒋  

         ' ' 0, , ' x,2 'R i j R n n l l Rg g x x z z g n n z l l z             (3.40) 

Let us denote 

      

   

0' , 2 ' ', '

, , ,0 ,0

R R

R i j j x z

j i

g n n x z l l z g n n l l

g p y n l n N l N 


       

    
 

then 

      
1 1

' 0 ' 0

, ', ' ', '
x zN N

R

n l

y n l g n n l l p n l
 

 

      (3.41) 

Note this is in the form of linear convolution along 𝑥-direction and linear correlation along 

𝑧-direction. 

 

   

 

 

 

1 ' 1 : of length 2 1

0 ' 2 1 : of length 2 1

0 1 : of length 

0 1 : of length 

x x x

z z

x x

z z

N n n N N

l l N N

n N N

l N N

      

    

  

  

  

Let us extend the length of both arrays to be 2𝑁𝑥 × 2𝑁𝑧 by pending zeros, 

  
 , 0 ,  and 0

: ,
0 otherwise

x zp n l n N l N
p p p n l

    
  


  

  
 

0 ,  or 2 -1
: ,

', otherwise

x z

R R R

R

n N l N
g g g n l
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 
  


  

where 
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x x x

n n N
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n N N n N

 
 

  
  

Then 

 

      

    

    

   

1

2 2

2 2

2 2 0

, FT , ,

, FT ,

, FT ,

, , 2 ,1 2

x z

x z

x z

N N R

R N N R

N N

z z

y n l G i k P i k

G i k g n l

P i k p n l

P i k P i N k k N









 





    

  (3.42) 

And 

    , , ,0 ,0x zy n l y n l n N l N       (3.43) 

So again, the matrix vector multiplication is implemented by 3 successive Fourier 

transforms, reducing significantly the computation complexity and memory requirements. 

 

3.1.6 The incident wave 

For TE polarized wave, the incidence field is 𝐸𝑦 , while for TM polarized wave, the 

incidence field is 𝐻𝑦. Since the half space effects is included in the Green’s function, the incidence 

field comprises of both the direct impinging field and the reflection field.  

  inc 0
ix iz izik x ik z ik z

e e e R  
    (3.44) 

where 

 
sin

cos

ix i

iz i

k k

k k








  

Note the convention for incidence angle 𝜃𝑖 is different from that of the scattering angle 𝜃𝑠. 

We assume 𝜃𝑖 is the angle between −�̂�𝑖 and �̂�, and positive 𝜃𝑖 indicates that the incidence wave is 

propagating towards the positive �̂� axis. 
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3.1.7 The scattering field and the scattering amplitude 

The scattering field at any 𝜌̅  

 

        

      

   

2

0

2

2 2

0

' , ' ' 1 '

' , ' ' 1 '

, ,

s r
S

R r
S

i j j R i j j

j j

k d g

k d g

k k
g p g p

        

      

   
 

 

 

 





 

  (3.45) 

To consider the scattering amplitude, we need to know 𝜓𝑠 in the far field. 

(a) Far field approximation of 𝒈𝟎(�̅�, �̅�′) 

We put down again (3.21) 

      1

0 0, ' '
4

i
g H k       

Using the asymptotic expansions of Hankel function for large arguments [121] 

(Abramowitz and Stegun, pp. 364, Section 9.2.3), 

    1 4

0

2 i z

H z e
z





 
 

    (3.46) 

Thus 

  
'

4

0

2
, '

4 '

i ki
g e

k


 

 
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In far field, 
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(b) Far field approximation of 𝒈𝑹(�̅�, �̅�′) 

We put down again (3.24) 
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Let us apply the stationary phase method to evaluate 𝑔𝑅 at far field, 
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where 𝑐 is the stationary point of 𝑔(𝑡), where 
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Thus 
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It is easy to show that 
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Note the similarity to (3.48). 

(c) Scattering field and scattering amplitude 

Thus the scattering far field 
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The scattering amplitude 𝑓 is defined by 
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3.1.8 The bistatic scattering coefficient 

The bistatic scattering coefficient 𝜎(𝜃𝑠) is related to the scattered power ratio ([34], pp. 68, 

eq. (3.1.42)) 
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Let us first consider the incidence power 𝑃inc, 
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where 𝐿𝑥 is the truncation length in the horizontal direction. 

𝑆  is the Poynting vector, 
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Using TE wave for example, 
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Note that in defining the bistatic scattering coefficient, 𝑃inc only accounts for the direct 

incidence wave. 
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Note this result is in agreement with physical interpretation.  

Next we consider the scattering power 𝑃𝑠, 
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where we only keep the term with 1/√𝜌̅ decay rate in ∇𝜓𝑠. 
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And the bistatic scattering coefficient 𝜎(𝜃𝑠) is obtained by balancing 
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We will get the same expression for TM polarization. 
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3.1.9 The Coherent and Incoherent Scattering Field 

In volumetric random media scattering, the coherent scattering field shows behavior of the 

effective media, while the incoherent scattering field represents the fluctuation due to random 

phase. Coherent field ideally only exists in the specular direction, but would spread out due to the 

finite simulation volume effect. In order to eliminate this truncation effects, we separate the 

computed scattering field into coherent scattering field and incoherent scattering field using Monte 

Carlo simulation. The incoherent scattering field will then converge as the truncation domain 

increases. It would resemble the observed radar backscatters, and in general the bistatic scattering 

other than in the specular direction. 

We take the coherent scattering field as the average scattering field out of 𝑁𝑟 realization, 
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And the incoherent scattering field as the fluctuation around the mean scattering field, 
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Following (3.61) and (3.62), we also define the coherent bistatic scattering coefficients 

𝜎coh(𝜃𝑠) and incoherent bistatic scattering coefficients  𝜎inc(𝜃𝑠) after (3.60), 
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It then follows 
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Thus the total bistatic scattering coefficients 𝜎tot(𝜃𝑠) has the meaning of second order 

moments, while the incoherent bistatic scattering coefficients 𝜎inc(𝜃𝑠)  has the meaning of 

variance. 

 

3.1.10 Simulation results 

We consider the backscattering from a layer of snow with 10cm thickness sitting on top of 

a dielectric ground with permittivity of 𝜀 = (5 + 0.5𝑖)𝜀0  at Ku band of 17.2GHz. The ice 

permittivity is taken as (3.2 + 0.001𝑖)𝜀0. The horizontal extent of the snow layer is truncated at 

100cm. The incidence angle is at 40∘ and the wave is propagating in the 𝑥𝑂𝑧 plane. The snow 

layer is represented by bicontinuous media with 〈𝜁〉 = 5000, 𝑏 = 1, and volume fraction 𝑓𝑣 = 0.3. 

Such bicontinuous media has an equivalent exponential correlation length 𝑝𝑒𝑥 = 0.36mm. The 2D 

random media is generated by taking one cross section of the 3D bicontinuous media samples. The 

cylindrical 2D random media extends to infinity in the �̂� direction. The computational domain 

configurations are illustrated in Figure III.2. 

 

Dielectric ground

x

z

 
Figure III.2. Illustration of the computational domain configuration in 2D simulation. 
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The bistatic scattering coefficients 𝛾 (same as 𝜎 defined in Eq. (3.63-3.65)) are illustrated 

in Figure III.3 as a function of observation angle. The TE-polarized incidence wave is fixed at 40∘. 

The results are averaged out of 1000 Monte Carlo simulations, and separated into coherent and 

incoherent scattering components. The coherent wave is concentrated into the specular scattering 

direction, containing information about the effective random media and influenced by the 

computational domain, while the incoherent wave dominates the other scattering directions and is 

more uniform as a function of angle, and is an approximation of the quantity measured by radar. 

The backscatter is shown to converge with ~500 realizations, and it converges as the horizontal 

extent of the computational domain increases. 

 

 
Figure III.3. Separation of bistatic scattering coefficients 𝛾 into coherent and incoherent 

components. 
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The incoherent scattering coefficients are again plotted in Figure III.4. There is a noticeable 

peak exceeding its neighbors by ~2dB with angular spread of ~10 degrees near the backward 

scattering direction, demonstrating the backscattering enhancement effects. The backscattering 

enhancement is a natural outcome of constructive wave interferences in the backward scattering 

direction due to possible dual opposite scattering paths arising from multiple volume scattering 

and volume-surface interactions, as explained in the previous chapter. The full wave simulation 

verifies this effect.  

 

 
Figure III.4. Incoherent bistatic scattering coefficients 
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3.2 SAR Tomogram simulation to resolve snowpack vertical structure 

In this section, we diverge from the electromagnetic scattering model of the snowpack 

itself, and instead we make use of the unique advantage of the full wave simulation, in that it is 

capable to calculate coherent scattering matrices of the scene with both amplitude and phase, to 

form a coherent synthetic aperture radar (SAR) tomogram of the snowpack. The SAR tomogram 

is a vertical cut of the 3D SAR image, which is formed by introducing multiple baseline in the 

traditional SAR configuration. The tomographic SAR (tomo-SAR) is an extension of the 

interferometric SAR (InSAR). The InSAR forms two SAR images of the same scene at slightly 

different observation angles, and obtain the surface topology from the slightly different phase of 

the two SAR images. The tomo-SAR uses multiple baselines, and combines the signal to obtain 

resolution over a third dimension, thus capable to compute 3D tomographic image. In a 

tomographic SAR, the bandwidth of the chirp signal generates the resolution along the range 

direction, the movement of the platform along track introducing Doppler shift creates the 

resolution in the cross-range direction, while the multiple baseline, bringing in multiple elevation 

angles, forms the resolution perpendicular to the plane spanned by the light of sight and the 

direction of platform motion. This third freedom introduced by multiple baseline has provided 

opportunity to resolve the vertical structure of volumetric random media, as demonstrated in the 

L-band [122] and P-band [123] tomographic SAR for forest mapping, and has brought forth 

tentative and experimental applications in multi-layer sea-ice/ lake-ice and snowpack stratigraphy 

observations [38, 120, 124-127] using tomo-SAR system scaled to X- and Ku-band. The traditional 

image focusing algorithms are derived from the single scattering process. Snow, however, as a 

densely packed random media, has strong multiple scattering effects within wavelengths. The 

multiple volume scattering will lead to defocusing of the obtained tomogram. It remains 
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questionable how the existence of multiple scattering affects the obtained 3D SAR image. Being 

able to simulate a SAR tomogram will help to tune the system operating parameters, to improve 

the image focusing algorithms, and to quantitatively interpret the tomogram and derive useful 

information.  

In this section, we use the full-wave simulation techniques developed in section 3.1, to 

formulate a tomogram of a 2D snowpack. In a monostatic configuration, the 2D tomogram is 

constructed from the backward scattering matrices collected by scanning the incidence angles and 

the incidence wave frequencies, Figure III.5. We will apply two image focusing techniques, the 

field imaging using backward projection [124-129], and the imaging using frequency angular 

correlation functions (FACFs) [130], respectively. We will illustrate the tomograms for a 

synthesized two-layer snowpack. 

 

 
Figure III.5. Tomogram simulation configuration for 2D snowpack 

 

3.2.1 The field imaging using backward projection 

We have from (3.45) that, the scattering field 

Collect data over a 

limited range of angle 

and frequency 

...

...
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Ignoring the reflection term and making use of the far field approximation of 𝑔0 as given 

in (3.48), we have 
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We further make use of the Born approximation, i.e., keeping the first order in the Born 

series, 
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Considering the scattering amplitude 𝑓 as defined in (3.53), we have 
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Let  

 d i sk k k    (3.71) 

And define the object function 𝑂(𝜌̅ ) as  
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It immediately follows that 𝑓(�̅�𝑑 , 𝑘) is related to the Fourier transform of 𝑂(𝜌̅ ′), and the 

object function 𝑂(𝜌̅ ′)  can be reconstructed from 𝑓(�̅�𝑑 , 𝑘)  using a two-dimensional inverse 

Fourier transform. 
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Note that the integration of �̅�𝑑 in (3.74) is over the entire space in spectral domain, and in 

practice we can only integrate over a finite sampling space over which we have collected 

measurement.  

Assuming that 𝑓(�̅�𝑑, 𝑘) is due to a single point scatterer located at origin, i.e., 𝑂(𝜌̅ ) =

𝛿(𝜌̅ ) in (3.74), yields the point spreading function 𝑈(𝜌̅ ) of the imaging system, 
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Fourier analysis of 𝑈(𝜌̅ )  on a finite sampling space will tell about the finite spatial 

resolution and the domain of unambiguity of the imaging system. To summarize, the range 

resolution is 𝛿range =
1

2

𝑐

BW
, where 𝑐 is the speed of light, BW is the frequency bandwidth; the 

cross-range resolution is 𝛿cross−range =
𝜆

2𝜃𝐵
, where 𝜆 is the wavelength of operation, and 𝜃𝐵 is the 

span of the incidence angles. The unambiguity region is limited by the sampling density of the 

frequency and angle: in range direction the maximum domain of unambiguity 𝐿range =
𝑐

2Δ𝑓
, where 

Δ𝑓  is the frequency sampling resolution; in cross-range direction, the maximum domain of 

unambiguity is 𝐿cross−range =
𝜆

2Δ𝜃
, where Δ𝜃 is the angular sampling resolution.   
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The back-projection algorithm is an approximation of (3.74) with finite discrete 

measurements of 𝑓(�̅�𝑠
(𝑛)

, �̅�𝑖
(𝑛)

), where (�̅�𝑠
(𝑛)

, �̅�𝑖
(𝑛)

) denotes a unique combination of angle and 

frequency, possibly non-uniformly sampled in the 𝑘-space. It simply sums up the contribution 

from each measurements by correcting the propagation phase delay between the image point and 

the antenna aperture. Such an approach is computational intensive.  

Dropping the unnecessary constants, the object function can be reconstructed, in the back-

projection algorithm [124-129], by 
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3.2.2 Imaging using frequency angular correlation function (FACF)  

The back-projection algorithm of (3.76) is designed for the reconstruction of a 

deterministic scatterer, as its object function, as given in (3.72), has a point-wisely correspondence 

to the permittivity. When applied to random media reconstruction, such as snow, the quantity of 

interest is actually not the point-wise permittivity variation, but the statistics of these fluctuations. 

Thus we seek to add up the inter-correlation of each term in (3.76), denoted by 
   n

O  , except 

the self-interactions. The correlation is expected to cancel out the fluctuation effects in the random 

media, but keep those statistics, such as the effective permittivities of each layer. We define 𝐶(𝜌̅ ) 

as the reconstructed target using the frequency angular correlation functions (FACF) [130], given 

as follows, 
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In implementation, the exclusion criterion of 𝑚 ≠ 𝑛 can be generalized to  
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where 𝑘0 is the center wavenumber and 𝑞 is some adjustable parameter with default value 𝑞 =

1/16. 

The FACF imaging approach of (3.77) is expected to suppress the noisy cluster scattering 

from snow grains, but retain statistical contrasts between layers, and possibly requires less number 

of acquisitions to derive the parameters of interest, such as the density and thickness of each layers. 

This is of particular interest in airborne and spaceborne applications, as the number of acquisitions, 

the angular span, and the bandwidth are quite limited.  

 

3.2.3 Illustration of imaging results 

We consider a synthesized two-layer snowpack as demonstrated in Figure III.5. The 

computation domain is of 100cm x 20 cm, with the top 10cm of 〈𝜁〉 = 10000𝑚−1, 𝑏 = 2.0, and 

volume fraction 𝑓𝑣 = 0.15 , and the bottom 10cm of 〈𝜁〉 = 5000𝑚−1 , 𝑏 = 1.0 , and 𝑓𝑣 = 0.3 , 

where 〈𝜁〉, 𝑏, and 𝑓𝑣 are the defining parameters of the bicontinuous media. The ground underneath 

the snowpack has permittivity of (1 + 𝑖0.5)𝜀0. The ice permittivity is taken as (3.2 + 0.001𝑖)𝜀0. 

The reconstructed tomograms from 2D simulation of TE polarized wave impinging upon 

the layered 2D bicontinuous structures are shown in Figure III.6. The frequency scans from 9 to 

11GHz with 100MHz stepping, and the incidence angle spans from 30 to 50 degree with 1 degree 

stepping. This corresponds to a range resolution of 7.5cm, and cross range resolution of 4.8cm. 

The results of field back-projection imaging |𝑂(𝜌̅ )| and the FACF imaging √|𝐶(𝜌̅ )| are calculated 

using the total backward scattering amplitude computed from one realization of the two-layer 

random media, and are shown in Figure III.6 (a) and (b), respectively. In both cases, the two-layer 
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structure are clearly revealed. The field imaging results shows more internal spatial variations 

within each layer; the FACF imaging helps to suppress scattering from ice grains which has little 

correlations, and reveal boundaries and layer interfaces that scattering has stronger correlations. 

The two strong peaks and leakages near the two truncating edges, as annotated by the circles, are 

possibly due to the reflected wave and multiple scattering that are not considered in the imaging 

algorithm in both the incident and scattered waves. Note that the interface separating the two layers 

in the reconstructed images is slightly tilting up around 𝑧 = 0.1𝑚 as annotated by the dashed line. 

The up-tilting interface is due to the slow-down of phase velocity inside the bicontinuous media 

than in the free space that is not considered in the Born approximation from which the imaging 

algorithms are derived [124, 125]. 

 

(a) field back-projection imaging

(b) FACF imaging
 

Figure III.6. Reconstructed tomogram of the two-layer 2D snowpack using TE polarization (a) 

field back-projection imaging (b) FACF imaging. The circles denote the leakage near the two 

truncating edges; the dashed lines illustrate the up-tilting interfaces separating the two layers in 

the reconstructed image. The tomogram is constructed from the scattering field calculated from 

one realization of the two-layer random media.  
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3.3 Plane wave excitation of a truncated 3D snow layer 

In this section, we move on to the real scenario of 3D simulation, where the snow volume 

can be represented by 3D bicontinuous media. The formulation procedure is in direct parallel to 

the 2D case as described in section 3.1. Thus we only focus on the unique parts to 3D, including 

the formulation of half space dyadic Green’s function and its rapid interpolation, and the 

parallelization scheme on high performance computing (HPC) clusters, etc. Comparing to the 

popular deployed DDA code, the uniqueness of our formulation is that it incorporates a half-space 

dyadic Green’s function instead of the free-space counterpart, and its scalability to large scale 

parallel clusters. We also compare the full wave simulation results with the DMRT results.  

 

3.3.1 The 3D volume integral equation (VIE) and the Discrete Dipole Approximation 

We start from the 3D Helmholtz equation (the vector wave equation) where we readily 

separate out an equivalent source term due to polarization to the right hand side. 

         2 2 1rE r k E r k r E r      (3.79) 

The incidence field, on the other hand, propagates in the background medium, 

    2

inc inc 0E r k E r     (3.80) 

Subtracting (3.80) from (3.79), and considering 

      inc sE r E r E r    (3.81) 

we get the equation governing the scattering field, 

         2 2 1s s

rE r k E r k r E r      (3.82) 

Considering the dyadic Green’s function 𝐺  (𝑟 , 𝑟 ), 

      2, ' , ' 'G r r k G r r I r r      (3.83) 
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where 𝐼    is the identity dyad.  

We can represent the scattering field �̅�𝑠(𝑟 ) in an integral formulation, 

         2 ' , ' ' 1 's

r
V

E r k dr G r r r E r      (3.84) 

Using (3.81) to eliminate �̅�𝑠(𝑟 ), we get the volume integral equation for the total field 

�̅�(𝑟 ).  

           inc 2 ' , ' ' 1 'r
V

E r E r k dr G r r r E r       (3.85) 

Note that 𝐺  (𝑟 , 𝑟 ) is the dyadic Green’s function including half-space 𝐺  
00(𝑟 , 𝑟 ), consisting 

the primary contribution from free-space dyadic Green’s function 𝐺  
0(𝑟 , 𝑟 )  and the response 

contribution from reflection 𝐺  
𝑅(𝑟 , 𝑟 ). 

      0, ' , ' , 'RG r r G r r G r r    (3.86) 

Then 

 
          

      

inc 2

0

2

' , ' ' 1 '

' , ' ' 1 '

r
V

R r
V

E r E r k dr G r r r E r

k dr G r r r E r





    

   




  (3.87) 

In discretizing (3.87), we follow the same scheme as in section 3.1.2 using pulse basis and 

point matching. After defining the singular integral over the self-cube 𝑉𝑐, 

  0' , '
cV

S dr G r r    (3.88) 

which can be evaluated out to be diagonal over cubes [34],  

 S Is    (3.89) 

 

1/3 3 3
2 2

2 2

1 1 1 4 2

4 3 33

i k d
s k d

k k





  
     

   

  (3.90) 

where 𝑑 is the edge length of the discretization cubes.  
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Then (3.87) becomes 

 

               

      

2
inc 2

0

2

1 , 1

, 1

i i r i i i j r j j

j i

R i j r j j

j

k
E r E r k r sE r G r r r E r V

k
G r r r E r V

  


 




      
 

   
 





  (3.91) 

where Δ𝑉 = 𝑑3 is the volume of each cube. In doing so, we have utilized the fact that all the 

singularities are within the self-term of 𝐺  
0(𝑟 , 𝑟 ).  

We then define the dipole moment 𝑝 𝑖 

   1i r i ip V r E      (3.92) 

and the free-space polarizability 𝛼𝑖, 

 
  

   2

1

1 1

r i

i

r i

V r

r k s

 




 


 
  (3.93) 

Then (3.91) can be considerably simplified, 

      
2 2

inc

0 , ,i i i i j j R i j j

j i j

k k
p E r G r r p G r r p

 

 
     

 
    (3.94) 

Such is the DDA equation to be solved in 3D. It is quite similar to its 2D counterparts in 

(3.20). The only difference is that we are changing from scalar unknowns to vector unknowns. 

And the real complexity lies in the dyadic Green’s function.  

 

3.3.2 The half-space dyadic Green’s function 

The math is much more involved in 3D than 2D to evaluate the Green’s function. As 

already given in (3.86), the half-space dyadic Green’s function 𝐺  
00(𝑟 , 𝑟 ) comprises two parts: the 

free space component 𝐺  
0(𝑟 , 𝑟 ) and the reflection component 𝐺  

𝑅(𝑟 , 𝑟 ). 
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      00 0, ' , ' , 'RG r r G r r G r r    

(a) The free-space dyadic Green’s function 

The free space dyadic Green’s function 𝐺  
0(𝑟 , 𝑟 ) can be related to the 3D scalar Green’s 

function 𝑔0(𝑟 , 𝑟 ) through the scalar and vector potential, given explicitly, 

    0 02
, ' , 'G r r I g r r

k

 
  
 

  (3.95) 

where 

  
 

0

exp '
, '

4 '

ik r r
g r r

r r





  (3.96) 

In calculation, it is much easier to put the dyadic Green’s function in the spherical 

coordinate [34], 

      0 1 2
ˆ ˆ, 'G r r G R I G R RR    (3.97) 

where 

    
 

   
 

2 2

1 2 3

2 2

2 2 3

'

exp
1

4

exp
3 3

4

R r r

ikR
G R ikR k R

k R

ikR
G R ikR k R

k R





 

   

  

  (3.98) 

One can also put the dyadic Green’s function in spectral domain, derivable from the 

integral representation of 𝑔0(𝑟 , 𝑟 ) [24], 

  
    

0 2

exp
, '

8

x y z

x y

z

ik x x ik y y ik z zi
g r r dk dk

k

 

 

      
     (3.99) 

where 𝑘𝑧 = √𝑘2 − 𝑘𝑥
2 − 𝑘𝑦

2 with Im{𝑘𝑧} ≥ 0. Then using (3.95), 
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       

       
  

       
  

0 2

2

2

1
ˆˆ, '

exp
ˆ ˆˆ ˆ

8

exp
ˆ ˆˆ ˆ

8

x y z z z z

z

x y z z z z

z

G r r x x y y z z zz
k

ik r ri
dk dk e k e k h k h k z z

k

iK r ri
dk dk e k e k h k h k z z

k

  





 

 

 

 

      

  
   
 

 
 

         


 

 

 

 (3.100) 

where 

    
1

ˆ ˆ ˆ, ,x y z x ye k k k k y k x
k

     (3.101) 

    ˆ ˆ ˆ ˆ, , z

x y z x y

kk
h k k k k x k y z

kk k





      (3.102) 

where 𝑘𝜌 = √𝑘𝑥
2 + 𝑘𝑦

2. 

 ˆ ˆ ˆ
x y zk k x k y k z     (3.103) 

 ˆ ˆ ˆ
x y zK k x k y k z     (3.104) 

Equation (3.100) is helpful in deriving the integral formulation of the half-space dyadic 

Green’s function. 

(b) The reflection component of the dyadic Green’s function 

It is straightforward to derive the spectral domain representation of the reflection 

component of the half-space dyadic Green’s function 𝐺  
𝑅(𝑟 , 𝑟 )  from (3.100) by matching the 

modes and boundary conditions [24]. Assuming the boundary is at 𝑧 = 0, 

         
 

TE TM

2

exp
ˆ ˆˆ ˆ,

8
R x y z z z z

z

ik r iK ri
G r r dk dk R e k e k R h k h k

k

 

 

  
     
    

  (3.105) 
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where 𝑅TE and 𝑅TM  are the Fresnel reflection coefficient for each plane wave component of the 

TE and TM polarization, respectively, as given in (3.30). 

Although it is possible to evaluate the 2D integral directly in (3.105), it is more efficient to 

convert it into a 1D integral by invoking plane wave and cylindrical wave transformations. In doing 

so, it is more convenient to examine directly the scattering field due to a vertical electric dipole 

(VED) and a horizontal electric dipole (HED) above a half space, respectively [131, 132]. This 

corresponds to the physical meaning of each component of the dyadic Green’s function. 

(c) The VED and HED above a half space 

Assume a point current source (Hertz dipole) above ground at 𝑟 ′ = (0,0, 𝑧′), 𝑧′ > 0 

    ˆJ r Il r r      (3.106) 

where �̂� is a unit vector representing the orientation of the Hertz dipole. �̂� = �̂� represents a vertical 

electric dipole (VED) and �̂� = �̂� represents a horizontal electric dipole (HED). 

By applying the Sommerfeld identity, 

 
     1

0 0
02

z z

ikr
ik z ik z

z z

k ke i
dk H k e i dk J k e

r k k

 

    
 


     

where the first equality is more suitable for analytical path deformation, and the second equality 

is more suitable for numerical evaluation. 

We can represent the primary field in integral forms and then by matching boundary 

condition get the integral representation of the reflection field. We summarize the pilot 𝑧 -

component of the fields. We have assumed the boundary at 𝑧 = 0. 

For VED (�̂� = �̂�) 
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     

     

3

10

0

1

0

,
8

'
4

zik z z

z

z

kIl
E r r dk H k e

k

iIl
z z dk k H k



 

  




 


 







  

 





  (3.107) 

  0 , 0zH r r    (3.108) 

      
3

TM

0
0

,
4

zik z zR

z

z

kIl
E r r dk J k R e

k



 


       (3.109) 

  , 0R

zH r r    (3.110) 

For HED (�̂� = �̂�) 

  

     

     

12

1
0

12

1

cos ,
8

,

cos ,
8

z

z

ik z z

z
ik z z

iIl
dk k H k e z z

E r r
iIl

dk k H k e z z

  

  

 


 


 



  






  
  






  (3.111) 

      
2

10

1, sin
8

zik z z

z

z

kiIl
H r r dk H k e

k



  


 


     (3.112) 

      2 TM

1
0

, cos
4

zik z zR

z

iIl
E r r dk k J k R e   



       (3.113) 

      
2

TE

1
0

, sin
4

zik z zR

z

z

kiIl
H r r dk J k R e

k



  


      (3.114) 

where 𝜌̅ = √𝑥2 + 𝑦2, sin 𝜙 = 𝑦/𝜌̅, and cos𝜙 = 𝑥/𝜌̅. 

We then express the tangential field components using the pilot 𝑧-components. For each 

𝑘𝜌, 

   2

1
ˆ, z s z s zE k r ik E i z H

k




        (3.115) 

   2

1
ˆ, z s z s zH k r ik H i z E

k




        (3.116) 
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where ∇𝑠= �̂�̅
𝜕

𝜕𝜌
+ �̂�

1

𝜌

𝜕

𝜕𝜙
. 

Explicitly, for VED (�̂� = �̂�) 

      2 TM

1
0

,
4

zik z zR iIl
E r r dk k J k R e    



      (3.117) 

  , 0RE r r
    (3.118) 

  , 0RH r r
    (3.119) 

      
2

TM

1
0

,
4

zik z zR

z

kiIl
H r r dk J k R e

k



   


      (3.120) 

And for HED (�̂� = �̂�) 

    
   

2
1TM TE

1
0

, cos
4

zik z zR

z

z

J kIl k
E r r dk k k J k R R e

k k



   




 

 

 
 

   
  

   (3.121) 
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   (3.124) 

where 𝐽1
′(𝑥) denotes the derivative of the Bessel function with respect to its argument. 

Defining the four kernel Sommerfeld integrals as follows, 
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      (3.126) 
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    
   

2
1EM TM TE

12 0
,

4

zik z z

z

z

J ki k
g z z dk k k J k R R e

k kk



   




 



 
 

    
  

   (3.127) 

  
 

   
2

1EM TM TE

112 0
,

4

zik z z

z

z

J ki k
g z z dk k k R J k R e

k kk



   




 



 
 

    
  

   (3.128) 

Note that each of these four integral has only two independent arguments of 𝜌̅ and 𝑧 + 𝑧′. 

Then all the field components can be represented using these key integrals, 

  ,VED TM,R

z zE z z i Ilg     (3.129) 

  ,VED TM,RE z z i Ilg      (3.130) 

  ,HED EM, , cosRE z z i Il g        (3.131) 

  ,HED EM, , sinRE z z i Il g        (3.132) 

  ,HED TM, , cosR

zE z z i Il g        (3.133) 

And we further represent each of the field components in the Cartesian coordinates, 

From VED (�̂� = �̂�), we get 𝐸𝑥𝑧
𝑅 , 𝐸𝑦𝑧

𝑅 , and 𝐸𝑧𝑧
𝑅 , 

 
,VED ,VEDˆˆ cosR R R

xzE x E E       (3.134) 

 
,VED ,VEDˆˆ sinR R R

yzE y E E       (3.135) 

 ,VEDR R

zz zE E   (3.136) 

From HED (�̂� = �̂�), we get 𝐸𝑥𝑥
𝑅 , 𝐸𝑦𝑥

𝑅 , and 𝐸𝑧𝑥
𝑅 , 

    ,HED ,HED ,HED ,HEDˆˆˆ ˆ cos sinR R R R R

xxE x E x E E E                (3.137) 

    ,HED ,HED ,HED ,HEDˆˆˆ ˆ sin cosR R R R R

yxE y E y E E E                (3.138) 

  ,HEDR R

zx zE E    (3.139) 



92 

 

And to get 𝐸𝑥𝑦
𝑅 , 𝐸𝑦𝑦

𝑅 , and 𝐸𝑧𝑦
𝑅  due to 𝐽𝑦 (HED (�̂� = �̂�)), we can still express the results 

using HED oriented along �̂� by introducing a localized azimuth angle 𝜑 = 𝜙 −
𝜋

2
, which is the 

angle between �̂�̅ and �̂�, thus 

 
,HED ,HED ,HED ,HEDˆˆˆ ˆ cos sin

2 2

R R R R R

xyE x E x E E E   

 
     

   
          

   
  (3.140) 

 
,HED ,HED ,HED ,HEDˆˆˆ ˆ sin cos

2 2

R R R R R

yyE y E y E E E   

 
     

   
          

   
  (3.141) 

 
,HED

2

R R

zy zE E



 

  
 

  (3.142) 

Thus we get all the field components in the Cartesian coordinates. We then relate the dyadic 

Green’s function to these field components radiated from the Hertz dipoles. 

Considering (3.106), and 

         ˆ, ,R

R RE r i dr G r r J r i IlG r r           (3.143) 

We have 

  
1

,

xx xy xz

R yx yy yz

zx zy zz

E E E

G r r E E E
i Il

E E E


 
 

   
 
 

  (3.144) 

Substituting (3.134)-(3.142) into (3.144), and making use of (3.129)-(3.133), we get the 

explicit expressions for each Cartesian component of 𝐺  
𝑅(𝑟 , 𝑟 ′). 

In general for 𝜌̅ ≠ 0 (except for 𝐺𝑧𝑧
𝑅 , which expression is valid at 𝜌̅ = 0) 
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     

     

   

       

   

EM 2 EM 2

EM 2 EM 2

TM

EM EM

T

, , ' , cos , sin

, , ' , sin , cos

, , ' ,

, , ' , , ' , , sin cos

, , ' , , '

R

xx

R

yy

R

zz z

R R

xy yx

R R

xz zx

G x y z z g z z g z z

G x y z z g z z g z z

G x y z z g z z

G x y z z G x y z z g z z g z z

G x y z z G x y z z g

 

 

 



   

   



   

     

     

  

         

      

     

M

TM

, cos

, , ' , , ' , sinR R

yz zy

z z

G x y z z G x y z z g z z

 

 



     

  (3.145) 

And the special case for 𝜌̅ = 0, all the off diagonal elements are zero, 

 

     

   

   

   

EM0, 0, 0, 0, 0,

0, 0, 0, 0, 0

0, 0, 0, 0, 0

0, 0, 0, 0, 0

R R

xx yy

R R

xy yx

R R

xz zx

R R

yz zy

G x y z z G x y z z g z z

G x y z z G x y z z

G x y z z G x y z z

G x y z z G x y z z

            

        

        

        

  (3.146) 

(d) Fast interpolation of Green’s function 

From the previous discussion, we notice that the dyadic Green’s function 𝐺  
𝑅(𝑟 , 𝑟 ′) , 

satisfies the translation invariance relationship 

    ' , ,,R RG G x x y y z zr r        (3.147) 

This not only reduces the independent arguments from 6 to 3, but also is the key to apply FFT 

based fast algorithm in solving the linear matrix equations.  

And from (3.145), we can separate out 4 kernel integrals of 𝑔𝜌
TM, 𝑔𝑧

TM, 𝑔𝜌
EM, and 𝑔𝜙

EM, 

which only involves two independent arguments of 𝜌̅ and 𝑧𝑠 = 𝑧 + 𝑧′. Thus the dimensionality in 

computing the Green’s function is greatly reduced.  

The 4 kernel function are slowly converging and time consuming Sommerfeld integrals. 

However, we can precompute them and prepare four 2D look-up tables (LUTs) offline, and then 

use them to do fast interpolations of the Green’s function.  
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Considering the asymptotic behavior of 𝐺  
𝑅(𝑟 , 𝑟 ′) ∝

exp(𝑖𝑘√𝜌2+𝑧𝑠
2)

√𝜌2+𝑧𝑠
2

, we actually remove this 

oscillating and decaying factor in the interpolation. We apply a multiplicative factor of 

√𝜌̅2 + 𝑧𝑠
2 exp(−𝑖𝑘√𝜌̅2 + 𝑧𝑠

2) in preparing the LUTs, and then divide the results by this factor 

after interpolation [133]. We have used linear interpolation with sampling density of more than 20 

points in a wavelength.  

 

3.3.3 The incident field 

We consider a plane-wave impinging upon a truncated snow volume in the horizontal 

domain. The truncation generates spreading coherent scattering waves that depends on the 

truncation shape and the effective permittivity of the medium. This could be removed by separation 

of the results into coherent and incoherent components using statistical average in the Monte Carlo 

simulation.  

We assume the reflective boundary is at 𝑧 = 0. In general, let the incoming wave be 

polarized at direction �̂�𝑖, and propagating in the direction �̂�𝑖. Then 

      direct reflected

inc inc incE r E r E r    (3.148) 

            direct

inc
ˆ ˆˆ ˆ ˆexp i iz iz iz iz iE r iK r e k e k h k h k q        

 
  (3.149) 

            reflected TE TM

inc
ˆ ˆˆ ˆ ˆexp i iz iz iz iz iE r ik r R e k e k R h k h k q      

 
  (3.150) 

where 

    ˆˆ ˆ
i iz izq e k h k       (3.151) 

 ˆ ˆ ˆ
i ix iy izk k x k y k z     (3.152) 
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 ˆ ˆ ˆ
i ix iy izK k x k y k z     (3.153) 

For TE polarization (horizontal), 𝛼 = 1, 𝛽 = 0, 

          TE TE

inc 0
ˆ ˆexp expiz i iz iE r E e k iK r R e k ik r     
 

  (3.154) 

For TM polarization (vertical), 𝛼 = 0, 𝛽 = 1, 

          TM TM

inc 0
ˆ ˆexp expiz i iz iE r E h k iK r R h k ik r     

 
  (3.155) 

Let 𝜙𝑖 = 0 without loss of generality, and assume 𝜋 − 𝜃𝑖  be the angle of propagation of 

�̂�𝑖, then 𝑘𝑖𝑥 = 𝑘 sin 𝜃𝑖, 𝑘𝑖𝑦 = 0, 𝑘𝑖𝑧 = 𝑘 cos 𝜃𝑖. By working out the expression of �̂�, ℎ̂, �̂� and �̂� 

directly, we have 

        TE TE

inc 0
ˆ exp sin exp cos exp cosi i iE r yE ik x ik z R ik z          (3.156) 

 
       

     

TM TM

inc 0

TM

0

ˆ cos exp sin exp cos exp cos

ˆ sin exp sin exp cos exp cos

i i i i

i i i i

E r x E ik x ik z R ik z

x E ik x ik z R ik z

   

   

      

    

  (3.157) 

 

3.3.4 The scattering field and scattering coefficients 

The scattering can be obtained from (3.84), represented as follows, 

 

        

     

2

2

0

' , ' ' 1 '

, ,

s

r
V

j R j j

j

E r k dr G r r r E r

k
G r r G r r p r





   

   
 




  (3.158) 

We then apply the far field approximation to 𝐺  
0 and 𝐺  

𝑅.  

From (3.97), it is ready to show that in far field, 

  
 

          0

exp
ˆ ˆˆ ˆ, exp

4
j s zs zs zs zs

ikr
G r r ik r e k e k h k h k

r
     (3.159) 

From (3.105), applying stationary phase method assuming 𝑟  in far field leads to 
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  
 

          TE TM
exp

ˆ ˆˆ ˆ, exp
4

R j s zs zs zs zs

ikr
G r r iK r R e k e k R h k h k

r
       (3.160) 

Putting together, we get the scattering far field to be 

 
 

            

 
            

2

2
TE TM

exp
ˆ ˆˆ ˆexp

4

exp
ˆ ˆˆ ˆexp

4

s

s j zs zs zs zs j

j

s j zs zs zs zs j

j

ikrk
E r ik r e k e k h k h k p r

r

ikrk
iK r R e k e k R h k h k p r

r

 

 

    

      





 

  (3.161) 

The scattering amplitude matrix �̅̅� is defined such that 

 
 exps i

vv vhs v v

s i
hv hhh h

ikr f fE E
E

f frE E

    
      

    
  (3.162) 

It then follows that,  

            
2

TMˆ ˆexp exp
4

v zs s j j zs s j j

j j

k
f h k ik r p r R h k iK r p r



 
         

 
    (3.163) 

            
2

TEˆ ˆexp exp
4

h zs s j j zs s j j

j j

k
f e k ik r p r R e k iK r p r



 
         

 
    (3.164) 

And 

 

ˆˆ,  with 

ˆˆ,  with 

ˆ ˆ,  with 

ˆ ˆ,  with 

vv v i

hv h i

vh v i

hh h i

f f q h

f f q h

f f q e

f f q e

 

 

 

 

  (3.165) 

with 𝐸0 = 1.  

The bistatic scattering coefficient is then 
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 

 

2
2

inc inc 2
inc

inc

2

inc inc

inc

4
, ; , lim

cos

4
, ; ,

cos

s

s s
r

s s

r E

E A

f
A










    




    






 

  (3.166) 

And the backscattering coefficients, 

 

   

 

inc inc inc nc inc inc inc

2

inc inc inc inc

, cos , ; ,

4
, ; ,

i

f
A

 



         


     

 

  
  (3.167) 

The bistatic scattering coefficient is related to the reflectivity by  

    
2 /2

inc inc inc inc
0 0

,

, sin , ; ,s s s s s

v h

r d d
 

 



         


 
  

 
    (3.168) 

Equation (3.166) is for total bistatic scattering coefficients from a single realization of the 

random media. Using Monte Carlo simulation, we can separate the coherent and incoherent 

components, 

 
2

coh

inc

4

cos
f

A
 





   (3.169) 

 
2

tot

inc

4

cos
f

A
 





   (3.170) 

 
incoh tot coh

        (3.171) 

 

3.3.5 The iterative GMRES linear system solver 

By now, we are well set in a position to solve a linear system of (3.94), putting in a more 

general form 

𝐴  𝑥 = �̅� 
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The direct solution using Gaussian elimination takes Θ(𝑁3) arithmetic operations, which 

is unbearable for extremely large 𝑁 . Thus we alternatively seek an iterative approach. The 

generalized minimum residuals (GMRES) method, as suggested by Saad and Schultz in 1986 

[134], is an iterative method with fast convergence rate seeking approximate solution in the Krylov 

subspace. The 𝑛-th order Krylov subspace 𝐾𝑛, as given by 

𝐾𝑛 = 𝑠𝑝𝑎𝑛{𝑏, 𝐴𝑏, 𝐴2𝑏, 𝐴3𝑏,… , 𝐴𝑛−1𝑏} 

involves sequentially the multiplication of the matrix 𝐴   to a vector (the last column of 𝐾𝑛−1). If 

the matrix-vector product could be implemented fast enough, such as Θ(𝑁𝑙𝑜𝑔𝑁), the overall 

complexity to solve the linear system would be 𝑛𝑖𝑡𝑒𝑟Θ(𝑁𝑙𝑜𝑔𝑁), with 𝑛𝑖𝑡𝑒𝑟 ≪ 𝑁, and with a little 

overhead in GMRES. 

At step  𝑛, we approximate the exact solution 𝑥∗ = 𝐴−1𝑏 by a vector 𝑥𝑛 ∈ 𝐾𝑛 such that the 

residual ‖𝑟𝑛‖ = ‖𝐴𝑥𝑛 − 𝑏‖ is minimized.  

min
𝑥𝑛

‖𝑟𝑛‖ = min
𝑥𝑛

‖𝐴𝑥𝑛 − 𝑏‖ 

The minimization is assisted by finding the orthonormal basis for the Krylov subspace 𝐾𝑛, 

denoted by 𝑄𝑛: {𝑞1, 𝑞2, … , 𝑞𝑛} , which can be obtained following a general Gram-Schmidt 

orthonormal process. We then express the approximate solution 𝑥𝑛 using this orthonormal basis, 

𝑥𝑛 = 𝑄𝑛𝑦, then 

‖𝑟𝑛‖ = ‖𝐴𝑄𝑛𝑦 − 𝑏‖  

The norm ‖𝑟𝑛‖  is further simplified by finding �̃�𝑛 , an upper Hessenberg matrix of 

dimension (𝑛 + 1) × 𝑛  (zero entries below the first sub-diagonal),  that satisfies the partial 

similarity transformation relation, 

𝐴𝑄𝑛 = 𝑄𝑛+1�̃�𝑛 
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where in practice 𝑄𝑛 and �̃�𝑛 are updated together in a process called Arnoldi iteration. 𝑄𝑛 and 

𝑄𝑛+1 are unitary. Then 

‖𝑟𝑛‖ = ‖𝑄𝑛+1�̃�𝑛𝑦 − 𝑏‖ = ‖�̃�𝑛𝑦 − 𝑄𝑛+1
† 𝑏‖ = ‖�̃�𝑛𝑦 − ‖𝑏‖𝑒1‖ 

where 𝑒1 = [1,0, … ,0]𝑇 ∈ 𝑅(𝑛+1)×1, �̃�𝑛 ∈ 𝐶(𝑛+1)×𝑛, and 𝑦 ∈ 𝐶𝑛×1. 

We arrive at the Hessenberg least squares problem of a small dimension ‖�̃�𝑛𝑦 −

‖𝑏‖𝑒1‖ → min, which can be solved easily, for example, by QR factorization, or by Givens 

rotation.  

The approach of the Givens rotation is illustrated as follows. With Givens rotation, we find 

another unitary matrix 𝑄 ∈ 𝐶(𝑛+1)×(𝑛+1) , that when multiplied towards �̃�𝑛 , we get an upper 

triangular matrix 𝑅 ∈ 𝐶(𝑛+1)×𝑛.  

𝑄�̃�𝑛 = 𝑅 

Thus 

‖𝑟𝑛‖ = ‖𝑄(�̃�𝑛𝑦 − ‖𝑏‖𝑒1)‖ = ‖𝑅𝑦 − ‖𝑏‖𝑄𝑒1‖ = ‖𝑅𝑦 − 𝑔‖ 

where 𝑔 = ‖𝑏‖𝑄𝑒1. Considering the fact that 𝑅 is upper triangular, 

‖𝑟𝑛‖min = ‖𝑅𝑦 − 𝑔‖min = 𝑔𝑛+1, when  [𝑅]𝑛×𝑛 𝑦 = [𝑔]𝑛×1 

The resulting linear system, [𝑅]𝑛×𝑛 𝑦 = [𝑔]𝑛×1 , is of dimension 𝑛 × 𝑛, where 𝑛 is the 

current iteration number. It can easily solved by backward substitution. When 𝑦 is solved and 

‖𝑟𝑛‖min/‖𝑏‖ is small enough, one can terminate the iteration with approximate solution 𝑥𝑛 =

𝑄𝑛𝑦. 

The convergence rate of GMRES is optimal, however, the storage requirement increases 

with the iteration number. One need to store the orthonormal basis 𝑄𝑛: {𝑞1, 𝑞2, … , 𝑞𝑛}. Thus a 

restarted GMRES is devised to confine the iteration to a maximum number 𝑘max, and then restart 

the iteration using a better initial guess of 𝑥  from the previous run. The maximum memory 
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requirement for the restarted GMRES is Θ(𝑘max𝑁) , at the expense of a slightly slower 

convergence rate. 

 

3.3.6 Acceleration of matrix-vector multiplication by fast Fourier transforms 

As indicated before, the most time consuming part in an iterative linear system solver is 

the matrix-vector product calculation. A direct dense matrix-vector multiplication takes Θ(𝑁2) 

algebraic operations, and the storage of the dense matrix takes Θ(𝑁2) memory. Both become 

unbearable as 𝑁 becomes large. Thus we take advantage of the symmetry in the dyadic Green’s 

functions, which is the kernel of the matrix elements, that 

 
   

   

0 0, , ,

, , ,

i j n n m m l l

R Ri j n n m m l l

G r r G x x y y z z

G r r G x x y y z z

  

  

   

   
  (3.172) 

The symmetry suggests that if we choose the sampling points 𝑟 𝑖, 𝑟 𝑗 uniformly, i.e., let 𝑥𝑛 =

−
𝐿𝑥

2
+ (𝑛 +

1

2
)𝑑, 𝑦𝑚 = −

𝐿𝑦

2
+ (𝑚 +

1

2
)𝑑, and 𝑧𝑙 = (𝑙 +

1

2
) 𝑑, where 0 ≤ 𝑛 ≤ 𝑁𝑥 − 1, 0 ≤ 𝑚 ≤

𝑁𝑦 − 1 , 0 ≤ 𝑙 ≤ 𝑁𝑧 − 1 , and 𝑁 = 𝑁𝑥𝑁𝑦𝑁𝑧 , then we only needs to evaluate 𝐺  
0(𝑟 𝑖, 𝑟 𝑗)  and 

𝐺  
𝑅(𝑟 𝑖, 𝑟 𝑗) on a much smaller set of grid points, 

 
          

          

0 0 0, , ,   , , '

, , , 1   , , '

i j

R R Ri j

G r r G n n d m m d l l d G n n m m l l

G r r G n n d m m d l l d G n n m m l l

      

 

    

        
  (3.173) 

where −(𝑁𝑥 − 1) ≤ 𝑛 − 𝑛′ ≤ 𝑁𝑥 − 1 , −(𝑁𝑦 − 1) ≤ 𝑚 − 𝑚′ ≤ 𝑁𝑦 − 1 , −(𝑁𝑧 − 1) ≤ 𝑙 − 𝑙′ ≤

𝑁𝑧 − 1 , and 0 ≤ 𝑙 + 𝑙′ ≤ 2(𝑁𝑧 − 1) . Note that we only need to sample over (2𝑁𝑥 − 1) ×

(2𝑁𝑦 − 1) × (2𝑁𝑧 − 1) points instead of (𝑁𝑥𝑁𝑦𝑁𝑧)
2
 points without this translational symmetry. 

The savings are huge in that only a very small fraction of (2𝑁𝑥 − 1) × (2𝑁𝑦 − 1) ×

(2𝑁𝑧 − 1)/(𝑁𝑥𝑁𝑦𝑁𝑧)
2

≈ 8/𝑁 of the original memory is needed.  
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The resulting matrix on uniform grids (canonical grids) is Toeplitz in the sense that 

 
      

      

0 0ˆ ˆ ˆ ˆˆ ˆ

ˆ ˆ ˆ ˆˆ ˆ

, ,

, ,

i x y z j x y z i j

R Ri x y z j x y z i j

G r xs ys zs r xs ys zs G r r

G r xs ys zs r xs ys zs G r r

      

      
  (3.174) 

thus different rows are related to each other by a proper rotation. 

The techniques we developed in section 3.1.5 of using fast Fourier transform (FFT) to 

accelerate the Toeplitz matrix-vector multiplication can be readily generalized to 3D case to handle 

 0 ,i j j

j i

G r r p


  and  ,R i j j

j

G r r p  as appeared in (3.94), as the key step in solving the DDA 

matrix equations using an iterative solver, such as GMRES.  

To illustrate, we first convert the vector version of the matrix-vector multiplication into 9 

scalar counterparts, formally, 

 

xx x xy y xz z
x

yx x yy y yz z
y

zx x zy y zz z
z

G p G p G p G p

G p G p G p G p

G p G p G p G p

    
 

    
 

    
 

  (3.175) 

Then we are left to deal with each of the scalar versions of the matrix-vector multiplications 

of the following two different forms, 

      
11 1

0 0 0

, , , , , ,
yx z

NN N

n m l

q n m l g n n m m l l p n m l

 

    

             (3.176) 

      
11 1

0 0 0

, , , , , ,
yx z

NN N

R R

n m l

q n m l g n n m m l l p n m l

 

    

             (3.177) 

These can be readily accelerated using three dimensional FFTs and Inverse FFTs (IFFT) 

[34, 119, 135], such that 

       1

2 2 2, , FT , , , ,
x y zN N Nq n m l G i j k P i j k

     (3.178) 
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       1

2 2 2, , FT , , , ,
x y zR N N N Rq n m l G i j k P i j k

      (3.179) 

where ⋅ denotes element-wise multiplication of the two matrices, 

     2 2 2, , FT , ,
x y zN N NP i j k p n m l    (3.180) 

     2 2 2, , FT , ,
x y zN N NG i j k g n m l    (3.181) 

     2 2 2, , FT , ,
x y zR N N N RG i j k g n m l    (3.182) 

    , , , ,2 ,1 k 2 1z zP i j k P i j N k N        (3.183) 

where 𝑝, �̃� and �̃�𝑅 are all of dimensions 2𝑁𝑥 × 2𝑁𝑦 × 2𝑁𝑧. 𝑝 is a zero padded version of 𝑝 (of 

dimension 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧). And 𝑞 and 𝑞𝑅 are truncated version of �̃� and �̃�𝑅 taking the data in the 

first quadrant. 

Using the short hand notation 

   

   

   

0 0 0

0

, , , ,

, , , ,

, , , , 2R R

p n m l p x n x y m y z n z

g n m l g n x m y n z

g n m l g n x m y z n z

      

   

    

 

Then 

  
 , , ,    0 1,0 1,0 1

, ,
0,    otherwise

x y zN N Np n m l n m n
p n m l

        
 


  (3.184) 

  
 

0,  or  or 
, ,

, , , otherwise

x y zn N m N l N
g n m l

g n m l

  
 
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  (3.185) 

where  

,                    0 1

2 ,   1 2 1

x

x x x

n n N
n

n N N n N

  
  

    
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m N N m N
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,                    0 1

2 ,   1 2 1

z

z z z

l l N
l

l N N l N

  
  

    
 

and 

  
 

0,  or  or 2 1
, ,

, , , otherwise

x y z

R

R

n N m N l N
g n m l

g n m l

   
 

 
  (3.186) 

where 𝑛′ and 𝑚′ are the same as in (3.185). 

And the final results, 

    , , , , ,    0 1,0 1,0 1x y zq n m l q n m l n N m N l N            (3.187) 

    , , , , ,    0 1,0 1,0 1R R x y zq n m l q n m l n N m N l N            (3.188) 

The FFT technique significantly improves the CPU requirements from 𝑂(𝑁2)  to 

𝑂(𝑁 log𝑁), and the memory requirements from 𝑂(𝑁2) to 𝑂(𝑁), where 𝑁 = 𝑁𝑥𝑁𝑦𝑁𝑧. One can 

further make use of the symmetry and parity of the components of the dyadic Green’s functions to 

reduce the computational complexity and memory requirements.   

 

3.3.7 Parallel computing for large scale simulation  

The computational demand of the full wave approach is huge. The ice grains in the 

snowpack are on the order of 0.5mm, thus in order to describe a shallow snowpack of 10cm 

thickness over a small area of 50cm x 50cm, which is equivalent to the finest achievable resolution 

of an airborne synthetic aperture radar, one need ~200 million uniform cubic cells. A rough 

estimation of the memory consumption is about 640GB. The memory requirement grows in order 

Θ(𝑁), while the CPU in order 𝑛iterΘ(𝑁lg𝑁), where 𝑁 is the number of cubes and 𝑛iter is the total 

number of iterations in the linear system solver. Such large memory and CPU requirements makes 
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parallel computing necessary, and distributed memory parallel computing with message passing 

interface (MPI) is the solution to get around the memory and computing bottleneck. 

In this section, I describe those elements and designs that are crucial to the distributed 

memory parallel computing through MPI, including the memory/ CPU requirement estimation, the 

data layout and parallel strategy, and the parallelized fast Fourier transforms (FFT), etc.  

(a) The problem size and CPU/ memory estimation 

The parallelization is driven by the large memory consumption. Thus we need an accurate 

estimation of the memory requirement.  

Suppose we have a 𝑁 = 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 discretized grid. We need memory to store the 18 

three dimensional Fourier transforms (𝐺𝑥𝑥, 𝐺𝑥𝑦, 𝐺𝑥𝑧 , 𝐺𝑦𝑦, 𝐺𝑦𝑧 , 𝐺𝑧𝑧 and 𝐺𝑥𝑥
𝑅 , 𝐺𝑥𝑦

𝑅 , 𝐺𝑥𝑧
𝑅 , 𝐺𝑦𝑦

𝑅 , 𝐺𝑦𝑧
𝑅 , 𝐺𝑧𝑧

𝑅 , 

and 𝑃𝑥 , 𝑃𝑦, 𝑃𝑧, and three intermedia arrays of [𝐺  ⋅ �̅�]
𝑥
, [𝐺  ⋅ �̅�]

𝑦
, and [𝐺  ⋅ �̅�]

𝑧
to facilitate the vector 

version of the matrix-vector multiplication), each of size 2𝑁𝑥 × 2𝑁𝑦 × 2𝑁𝑧. We only consider the 

memory to hold the input/ output data for the Fourier transform, ignoring possible data 

manipulation overhead. This give rise to 18 × 8𝑁 = 144𝑁 complex numbers. Of these 18 Fourier 

transforms, 12 of them related to 𝐺   are done once upon initialization, while the other 6 Fourier 

transforms are to be computed at each iteration to perform the matrix-vector multiplication.  

We also need memory to store complex unknowns 𝑝𝑥, 𝑝𝑦, and 𝑝𝑧, each with dimension 

𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧. We also need a complex array of 𝑘max × 3(𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧) in the GMRES solver 

with restart number 𝑘max  to store the orthonormal basis 𝑄𝑛: {𝑞1, 𝑞2, … , 𝑞𝑛}  in the Krylov 

subspaces. This give rise to another 3(𝑘max + 1)𝑁 complex numbers. 

Thus the total memory requirement is [144 + 3(𝑘max + 1)]𝑁 complex numbers, or 16 ×

(147 + 3𝑘max)𝑁 bytes using double precision. To make the numbers simple, let 𝑘max = 18, then 

we need ~200𝑁 complex numbers and ~3200N bytes memory. 
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In Table III-1, we estimate the memory requirements with several problem dimensions. 

We also estimate the minimum number of processors required to deal with such problems 

assuming each processor has 4GB usable memory.  

 

Table III-1. Theoretical memory and CPU scaling with problem size 

Physical 

dimension 

(cm3) 

𝑁 (#cells) 

grid size: 

0.5mm 

Memory 

requirements 

# processor 𝑡𝐶𝑃𝑈 
𝑡𝑤𝑎𝑙𝑙:

𝑡𝐶𝑃𝑈

#𝑝𝑟𝑜𝑐
 

0.5 × 0.5
× 0.5 

103 3.2MB 1   

5 × 5 × 5 106 3.2GB 1 1min 1min 

15 × 15 × 5 9 × 106 28.8GB 8 10.43min 1.30min 

25 × 25 × 10 50 × 106 160GB 40 1.069hrs 1.604min 

50 × 50 × 20 400 × 106 1.28TB 320 9.558hrs 1.792min 

 

Note that in Table III-1, the total CPU time for each case is roughly estimated by scaling 

the CPU for the reference case (5 × 5 × 5cm3 with 𝑁 = 106) estimated from its runtime on a single 

processor assuming ideal parallelization efficiency. The scale is done using Θ(𝑁 log 𝑁) of FFT. 

The wall time is obtained by dividing the CPU time by the number of processors. The table shows 

the great benefits out of the parallelization.   

 

(b) The data layout and parallel strategy 

In order to fill in the matrix elements, to carry out the GMRES iteration, and to perform 

the 3D FFT in parallel, one need to distribute data among different processors. A better data layout 

and parallel strategy helps to balance the CPU load and to minimize the computation cost.  

One should note the conflict in determining the global data layout. Since the FFT operation 

is on a matrix dimension of 2𝑁𝑥 × 2𝑁𝑦 × 2𝑁𝑧, while the matrix elements initialization and the 

Arnoldi iteration (to find the orthonormal basis 𝑄𝑛: {𝑞1, 𝑞2, … , 𝑞𝑛}) in the GMRES procedure are 
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operated on a matrix dimension of 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧, corresponding to the first octant of the larger 

dataset. Thus an evenly distribution of both the larger arrays (of size 2𝑁𝑥 × 2𝑁𝑦 × 2𝑁𝑧) and the 

smaller arrays (of size 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧) across procedures will cause unpleasant and cumbersome 

data moving, as illustrated in Figure III.7. The 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 arrays spread on 𝑁𝑝 processors need 

to be redistributed to the first half 𝑁𝑝/2 processors. The communication cost is heavy.  

 

Proc. 0 Proc. 1 Proc. 2 Proc. 3  

Figure III.7. Balanced data layout with communication cost (re-distribution) 

 

We choose to sacrifice some CPU power to minimize communication. We distribute the 

2𝑁𝑥 × 2𝑁𝑦 × 2𝑁𝑧  arrays evenly across all the 𝑁𝑝  processors, but separate the 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 

arrays only on the first half 𝑁𝑝/2 processors, as illustrated in Figure III.8. In reality, it may not be 

exactly one half of the processors depending on the total number of processors, and how much 

data to put on each of them, but the idea is to keep the 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 arrays attached to their owners 

according to how the 2𝑁𝑥 × 2𝑁𝑦 × 2𝑁𝑧 arrays are distributed. In this way, those operations on the 

𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 arrays (initialization, and the Arnoldi iterations) are only performed by part of the 

processors, but one saves the effort to redistribute data across different processors after each 

iteration. Considering the most time consuming part is to perform the 3D Fourier transforms on 
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the 2𝑁𝑥 × 2𝑁𝑦 × 2𝑁𝑧  arrays and communication, while the CPU on initialization and Arnoldi 

iterations are marginal, this choice is good.  

 

Proc. 0 Proc. 1 Proc. 2 Proc. 3  

Figure III.8. Non-balanced data layout with no re-distribution. 

 

Another significant communication saving strategy is to exploit the inherent structure of 

multi-dimensional FFT and IFFT. To illustrate the concepts, let us take 2D FFT for example. 2 

dimensional FFT is computed by two groups of 1D FFTs. One first apply 1D FFT over each row 

(or column) of the 2D array and store the results in the same matrix format, and then apply another 

1D FFT over each column (or row) of the intermediate array to get the final results. But with 

distributed memory parallel computing, each processor only owns a portion of the 2D arrays. It is 

natural to distribute the array along rows (or columns), such that each processor owns the whole 

data chunk of several rows (or columns) and could perform independent 1D FFTs on their own 

data share. But there must be a synchronization and transposition after the FFTs along the first 

dimension before the processors can work on the FFTs along the second dimensions. The 

transposition is a global data redistribution and is heavy in communication, but it is unavoidable 

in making the data local to the working processors. After the FFTs along the 2nd dimension are 

finished, the data is actually in a transposed order of the original layout. Another transposition is 

required to get data back to their original layout.  
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Noticing that our matrix-vector multiplication is being computed by a pair of forward FFT 

and inverse FFTs, we can actually take advantage of it to keep the transformed data transposed, 

which, after succeeding inverse transforms, naturally gets data back to the original layout. This 

strategy, as illustrated in Figure III.9, saves the communication cost significantly. In Figure III.9, 

the design is illustrated using 4 processors. The 2𝑁𝑥 × 2𝑁𝑦 × 2𝑁𝑧 arrays (originally in spatial 

domain) are evenly distributed among all the 4 processors along 𝑥 direction; the 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 

arrays (also in spatial domain), are distributed among the first 2 processors along 𝑥 direction. After 

the forward Fourier transforms, the 2𝑁𝑥 × 2𝑁𝑦 × 2𝑁𝑧 arrays (now in spectral domain) are evenly 

distributed among all the 4 processors along 𝑦 directions. Notice that in our data structure for the 

3D arrays, the 𝑥 and 𝑦 directions are the lowest two dimensions with fast changing index. The 

succeeding inverse Fourier transforms then put data back to the original layout. The algebraic 

operation in the spectral domain and the truncation and expanding in the spatial domain do not 

involve any data communication. 



109 

 

 

Figure III.9. The implemented data layout and parallel strategy. The small box on the left of the 

2nd row denotes the 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 arrays of 𝑝 being distributed along �̂� direction in the first two 

processors. The arrays are then being expanded into size of 2𝑁𝑥 × 2𝑁𝑦 × 2𝑁𝑧 by padding zeros 

and distributed along �̂� direction in all of the four processors. Parallel fast Fourier transforms 

(FFT) are then applied to the 2𝑁𝑥 × 2𝑁𝑦 × 2𝑁𝑧 arrays of 𝑝, and the results �̃� are distributed 

along �̂� direction in all of the four processors, being transposed to the original data layout. 

Meanwhile, as illustrated in the top row, the arrays of the Green’s functions 𝐺, of size 2𝑁𝑥 ×
2𝑁𝑦 × 2𝑁𝑧, as being distributed along �̂� direction in the four processors, are also being 

transformed into spectral domain �̃� by parallel FFT, and distributed along �̂�, as transposed to the 

original layout. The element-wise multiplication of �̃� and �̃� in the spectral domain does not 

involve any communication as illustrated in the right column going downward. In the bottom 

row, parallel inverse FFTs are applied to the results of the product, restoring the data layout in 

the spectral domain. The results are then being truncated into size 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 for the valid 

results, again distributed along �̂� direction in the first half of the processors. 
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(c) The distributed memory parallel FFT 

The open source library FFTW [136, 137] is used to perform the most time consuming 

discrete Fourier Transforms. FFTW adapts to the hardware structure to maximize its performance 

and supports “SIMD” instructions. The FFTW implementation also supports multi-threaded 

shared memory parallelization and distributed memory parallelization with message passing 

interface (MPI), of which the latter is adopted.  

The general usage of the FFTW library with MPI is as follows: 

1) Setup the data layout 

This is done by calling the function  fftw_mpi_local_size_many_transposed. 

ptrdiff_t fftw_mpi_local_size_many_transposed(int rnk, const 

ptrdiff_t *n, ptrdiff_t howmany, ptrdiff_t block0, ptrdiff_t 

block1, MPI_Comm comm, ptrdiff_t *local_n0, ptrdiff_t 

*local_0_start, ptrdiff_t *local_n1, ptrdiff_t *local_1_start);  

Given the processor id, the complete matrix dimensions (stored in array n with the highest 

dimension going first), the desired block size along the first two dimensions, and the howmany-

tuples of continuous numbers involved in the Fourier transforms, this call tells the actual local 

block size (local_n0 and local_n1) and the staring elements id (local_0_start and 

local_1_start) along the first two dimensions, and also returns the required number of 

elements to allocate on each processor. This call considers the fact that we want to set the input 

and output in transposed manner, and tries to balance as much the load distribution. 

2) Allocate memory 

This is done by calling the function fftw_alloc_complex, which allocates the 

memory to store n complex numbers. The argument n is the return value from the previous step, 
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and it includes the overhead storage to perform intermediate FFT operations. But the address for 

the local slice of the array starts at the beginning of the allocated memory. 

fftw_complex *fftw_alloc_complex(size_t n); 

3) Create plans for FFT, execute plans to perform FFT, and destroy the plans. 

A plan is an object that contains all the data the FFTW needs to compute the FFT. Plan: 

To bother about the best method of accomplishing an accidental result [Ambrose Bierce, The 

enlarged Devil’s Dictionary] [136]. A plan tries to figure out the most efficient way to work out 

the Fourier transform with a specific data layout (dimension, length, etc.). Upon creation, it could 

be used (executed) multiple times to perform FFTs until the explicit destroy of the plan.  

These are done by the following function calls, respectively. 

fftw_plan fftw_mpi_plan_many_dft(int rank, const ptrdiff_t 

*n, ptrdiff_t howmany, ptrdiff_t block, ptrdiff_t tblock, 

fftw_complex *in, fftw_complex *out, MPI_Comm comm, int sign, 

usigned flags); 

void fftw_execute(const fftw_plan plan); 

void fftw_destroy_plan(fftw_plan plan); 

Note that in the plan creation function fftw_mpi_plan_many_dft, one can use sign 

(FFTW_FORWAR or FFTW_BACKWARD) to specify the direction of FFT (forward or inverse), and 

use the flags (FFTW_MPI_TRANSPOSED_IN or FFTW_MPI_TRANSPOSED_OUT) to 

indicate the input and output data layout.  

4) Initialization and cleanup 
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Call fftw_mpi_init before all the fftw calls (after MPI_Init) and 

fftw_mpi_cleanup at the end (before MPI_Finalize) to get rid of all memory and 

resources allocated internally by FFTW. 

fftw_mpi_init(void); 

fftw_mpi_cleanup(void); 

 

(d) Other aspects for parallelization  

Special care needs to be excised in the GMRES related linear algebra operations such as 

finding the norm of a vector and performing the dot product of two vectors as the data are 

distributed. Care should also be taken in the matrix initialization, and scattering field computation, 

as each processor only owns part of the data. 

 

3.3.8 Simulation results 

We consider plane wave incident upon a layer of snow of 5cm thickness. The results are 

computed at 17.2GHz with 40 degree incidence angle over a computational domain of 50cm x 

50cm x 5cm. The bicontinuous media has 〈𝜁〉 = 5000𝑚−1 , 𝑏 = 1.0 , and 𝑓𝑣 = 0.3 . Such 

bicontinuous media has an exponential correlation length of 0.36mm. The ground underneath the 

snowpack has permittivity of (1 + 𝑖0.5)𝜀0. The ice permittivity is taken as (3.2 + 0.001𝑖)𝜀0. The 

snow layer has an effective optical thickness 𝜏 = 0.16. 
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observation angle (degree)
 

Figure III.10. Comparison of the incoherent bistatic scattering pattern from 3D full wave 

simulation with the results of DMRT. 

 

The results of incoherent bistatic scattering coefficients are compared with the results of 

the partially coherent approach of DMRT in Figure III.10. The full wave simulation results are 

averaged over 100 Monte Carlo simulations. Note that the overall trend of the incoherent bistatic 

scattering coefficients agree with the results of DMRT. And there is a notable peak on the order of 

~2dB near the backscattering direction, demonstrating the backscattering enhancement effects. 
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Figure III.11. Comparing of coherent and incoherent bistatic scattering coefficients of 3D full 

wave simulation of a finite snowpack.  (a) top-left, 𝛾𝑣𝑣 (b) top-right, 𝛾𝑣ℎ (c) bottom-left, 𝛾ℎ𝑣 (d) 

bottom-right, 𝛾ℎℎ.  

 

The bistatic scattering coefficients are separated into the coherent and incoherent 

components in Figure III.11. The coherent wave is again most strong in the specular direction for 

co-polarization. However, different from the 2D case, the coherent wave spreads out widely for 

the co-polarization, and is almost 20dB stronger than the incoherent wave in the backward 

scattering direction. The spreading of strong coherent waves into backward scattering direction is 

possible to pollute the weak incoherently scattered power. On the other hand, the incoherent wave 

dominates the cross-polarization in all scattering directions with nearly no coherent wave 

contribution as expected. The incoherent bistatic scattering coefficient distributes more uniformly 

as a function of the scattering angle.   
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Figure III.12. Speckle statistics of the scattering amplitude 

 

We can also derive the speckle statistics from the full wave simulation results. Speckles 

are arising from the random phase fluctuations of the microwave return from each of the scatterers. 

The histogram of the total backward scattering amplitude are plotted in Figure III.12 from the 100 

Monte Carlo simulations. The results agree with the theoretical prediction of Rayleigh distribution 

using first order scattering approximation for a homogeneous scene. Also note that VH and HV 

are close following reciprocity, while the small differences are due to numerical noise.  

To illustrate the achieved performance of the highly parallelized computing, we show in 

Table III-2 the recorded computing resources usage when deployed on the Flux high performance 

computing (HPC) cluster operated by University of Michigan. In the standard configuration, each 

node support up to 16 processors / CPU cores, and each processor (core) owns 4GB memory. And 

the memory of the same node is shared among all the processors. The recorded wall time in Table 
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III-2 is for one realization, viz. solving the DDA equations twice for two of the incidence 

polarizations. The scalability of the code and its deployment on HPC makes the toughest problem 

tractable. The code has also been deployed on the Stampede HPC clusters as part of the NSF 

funded Extreme Science and Engineering Discovery Environment (XSEDE). 

 

Table III-2. Recorded computing resources usage on U Michigan Flux cluster. 

dimension # of cells Memory 

(estimated) 

# of cores wall time 

(recorded) 

25𝑐𝑚 × 25𝑐𝑚 × 10𝑐𝑚 5 × 107 160GB 50 43.5 min 

50𝑐𝑚 × 50𝑐𝑚 × 5𝑐𝑚 1 × 108 320GB 100 29.1 min 

50𝑐𝑚 × 50𝑐𝑚 × 10𝑐𝑚 2 × 108 640GB 200 68.5 min 

 

3.4 Plane wave excitation of an infinite 2D snow layer emulated by periodic 

boundary conditions 

The motivation to apply a periodic boundary condition in the horizontal directions is to 

derive passive remote sensing observables such as emissivity and brightness temperatures from 

the full wave simulation. Guided by the general principle of reciprocity, the passive emission 

problem can be solved from the active scattering problem [16], given that we know how much 

power is being scattered and reflected, how much power is being transmitted, and how much power 

is being absorbed. And the energy must conserve that the sum of the three parts should equal to 

the total incidence power. With the plane wave excitation of a truncated snow volume, it is difficult 

to rigorously derive how much power is transmitted and reflected (scattered) per unit area with the 

existence of a half dielectric space.  On the other hand, the edge refraction effect from a finite snow 

volume manifests itself in the higher coherent scattering component spreading to a wide range of 

scattering angles as compared to the incoherent scattering component. These considerations drive 

us to examine the plane wave excitation of an infinite snow layer emulated by periodic boundary 
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conditions. Periodic boundary condition has been used to study random rough surface scattering 

[64, 138-140]. 

With periodic boundary condition, we will use periodic Green’s function to formulate the 

integral equation. We need to compute the periodic Green’s function including the reflection 

contribution from the bottom half space, and deal with its singularities. The scattered wave and 

transmitted wave will be concentrated in discrete directions other than continuous directions as 

required by the Bloch wave conditions. The general translational invariance of the Green’s 

function is conserved, and thus FFT still applies to accelerate the matrix-vector multiplication.  

In this section we use 2D simulation to demonstrate the possibility of full wave simulation 

in producing consistent scattering and emission results. We’re going to derive rigorously the 

reciprocity relation between the active problem and passive problem. We will also compare the 

scattering results with periodic boundary conditions to the results from a truncated snow volume.  

 

3.4.1 The admissible scattering angles  

The requirements as imposed by the Bloch wave condition is implied in the spectral domain 

representation of the periodic Green’s function. 

In two dimension, the admissible scattering angles are given by 

 
2

xs xik k m
P


    (3.189) 

where 𝑘𝑥𝑖 = 𝑘 sin 𝜃𝑖 , 𝑘𝑥𝑠 = 𝑘 sin 𝜃𝑠 , 𝑃  is the period, and 𝑚 = 0,±1,±2, … . For propagating 

waves, |𝑘𝑥𝑠| < 𝑘, this leads to  

    1 sin 1 sini i

P P
m 

 
       (3.190) 

giving around 2𝑃/𝜆 scattering angles determined by  
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 sin sins i m
P


     (3.191) 

We can in practice properly choose 𝑃 such that the backscatter angle with 𝜃𝑠 = −𝜃inc is in 

the discrete admissible angles.  

In three-dimension case, 𝑘𝑦𝑠  is determined by a similar relation 𝑘𝑦𝑠 = 𝑘𝑖𝑦 + 𝑛2𝜋/𝑃𝑦 . 

Figure III.13 is a demonstration of such propagating modes limited by 𝑘𝑥𝑠
2 + 𝑘𝑦𝑠

𝑠 < 𝑘2 with 𝑃𝑥 =

𝑃𝑦 = 15𝜆 and 𝜃inc = 40∘. There are a total of 704 propagating Bloch waves, and the two red 

crosses denote the backward and specular scattering direction.  

 

(a) propagating modes in k-space (b) propagating modes in angular-space

 
Figure III.13. Propagating Bloch waves (a) in k-space (b) in angular space.  The angular space, 

(𝜃, 𝜙) in polar plot, are related to the 𝑘-space, (𝑘𝑥 , 𝑘𝑦) in Cartesian plot, by 𝑘𝑥 = 𝑘 sin 𝜃 cos𝜙, 

𝑘𝑦 = 𝑘 sin 𝜃 sin𝜙. 
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3.4.2 The 2D volume integral equation with periodic boundary condition and the discrete 

dipole approximation (DDA) 

We consider the TE polarization case and start from the regular 2D volume integral 

equation as we derived in section 3.1.1, with the integral domain over the entire layer, 

           inc 2

0
, , , , , , 1 ,

H

rx z x z k dx dz g x z x z x z x z   



             (3.192) 

With periodic boundary condition, 

      , , exp ixx mP z x z ik mP     (3.193) 

Then 

          
/2

inc 2

/2 0
, , , ; , ; , 1 ,

P H

P ix r
P

x z x z k dx dz g x z x z k x z x z   


            (3.194) 

where 𝑔𝑃(𝑥, 𝑧; 𝑥′, 𝑧′; 𝑘𝑖𝑥) is known as the periodic Green’s function, 

      , ; , ; , , , expP ix ix

m

g x z x z k g x z x mP z ik mP




       (3.195) 

Since 

      0, ; , , ; , , ; ,Rg x z x z g x z x z g x z x z         (3.196) 

We also decompose 𝑔𝑃(𝑥, 𝑧; 𝑥′, 𝑧′; 𝑘𝑖𝑥) into two parts, 

      0, ; , ; , ; , ; , ; , ;R

P ix P ix P ixg x z x z k g x z x z k g x z x z k         (3.197) 

where 

      0 0, ; , ; , , , expP ix ix

m

g x z x z k g x z x mP z ik mP




       (3.198) 

      , ; , ; , , , expR R

P ix ix

m

g x z x z k g x z x mP z ik mP




       (3.199) 

Then the discretized dipole approximation (DDA) of the volume integral equation is 
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     
2 2

inc 0, , ; , ; , ; , ;R

m m m m n P m m n n ix n P m m n n ix

n m n

k k
p x z p g x z x z k p g x z x z k 

 

 
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 
   

 (3.200) 

where 

     2 , 1 ,n r n n n np x z x z       (3.201) 
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1 , 1
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k x z S

 
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

 


 
  (3.202) 

  0 , ; , ;
m

P m m ixS dx dz g x z x z k


       (3.203) 

where Δ is the edge length of the square unit cell, and Δ2 is the area of the discretization unit. 

It is to be shown that 𝑔𝑃
0  and 𝑔𝑃

𝑅  share the same translational invariance as 𝑔0 and 𝑔𝑅 , 

respectively, thus the FFT techniques also apply in accelerating the matrix-vector multiplications, 

     
2 2

inc 0, , ; , ;R

m m m m n P m n m n ix n P m n m n ix

n m n

k k
p x z p g x x z z k p g x x z z k 

 

 
       

 
   

  (3.204) 

Comparing to the previous formulation in section 3.1.2, nothing is changed except that 

𝑔𝑃 → 𝑔𝑃
0 , 𝑔𝑅 → 𝑔𝑃

𝑅 , and 𝑠 → 𝑆  in defining the polarizability 𝛼 . Thus the matrix-vector 

multiplication procedure do not change at all.  

 

3.4.3 The periodic Green’s function in 2D and the matrix elements  

(a) The spectral domain representation 

The representation in (3.198) and (3.199) is in spatial domain, by using the integral 

representation of 𝑔0(𝑥, 𝑧) 
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      0 1
, exp exp

4
x x z

z

i
g x z dk ik x ik z

k




    (3.205) 

And making use of the Poisson summation, 

  
2 2

exp
m m

i mP m
P P

 
  

 

 

 
  

 
    (3.206) 

We can put the periodic Green’s function in spectral domain representation, 

       0 1
, ; , ; exp exp

2
P ix xm zm

m zm

i
g x z x z k ik x x ik z z

P k





        (3.207) 

where 
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xm ixk k m
P


    (3.208) 

 
2 2

zm xmk k k    (3.209) 

Since each term in (3.207) represents a plane wave component, we immediately get the 

reflected wave, assuming the boundary between medium 0 and 1 is at 𝑧 = 0, 

     
 

  , ; , ; exp exp
2

xmR

P ix xm zm

m zm

R ki
g x z x z k ik x x ik z z

P k





        (3.210) 

where 𝑅(𝑘𝑥𝑚) is the Fresnel reflection coefficient.  

 

(b) Transformation to improve the convergence of the series of 

𝒈𝑷
𝟎(𝒙, 𝒛; 𝒙′, 𝒛′; 𝒌𝒊𝒙) when |𝒛 − 𝒛′| is small 

Notice that the spectral domain summation of (3.207) converges slowly when |𝑧 − 𝑧′| is 

small. So we move back to the spatial domain summation, given explicitly as follows,  

           
2 210

0, ; , ; exp
4

P ix ix

m

i
g x z x z k H k x x mP z z ik mP





 
        

 
   (3.211) 
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and try to convert this series into a fast converging integral. The approach follows the appendix of 

[140], and follows [34] Chapter 3, Section 1.3, page 65-67. 

The approach is based on the identity  

  
 

0
1

imt it

v it
m

q v
e Q m e dv

e e

 






    (3.212) 

where 𝑄(𝑚) is the Laplace transform of 𝑞(𝑣), 

    
0

mvQ m dve q v


    (3.213) 

Making use of the Laplace transform  

    
 2

1 2 2

0
0 2

cos 2
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is sy
a y iy

i
e H s a dye

y iy


 


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
   (3.214) 

we can cast (3.211) into 
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where 
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k z z u u iu kP k x x u
du

u kP i k k P u i

i k k P ik x x
g x z x z k

k z z u u iu kP k x x u
du

u kP i k k P u i













  
  

   


    

  
  

   


    





 (3.216) 

The formulation of (3.215) is effective due to the exponential decay in exp(−𝑢2𝑘𝑃 ±

𝑘(𝑥 − 𝑥′)𝑢2). The formulation applies when  
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x x P

z z P

 


  (3.217) 

The integrand diverges when |𝑧 − 𝑧′|  is large. When |𝑧 − 𝑧′|  is small, truncating the 

integral ∫ 𝑑𝑢
∞

0
 at ∫ 𝑑𝑢

𝑢max

0
 is in general good enough with  

 max

5
u

kP
   (3.218) 

In using (3.215) in the DDA formulation with 𝑑 being the unit cell size, could choose 

 10z z d    (3.219) 

as a rule of thumb to select between this integral formulation and the spectral domain series 

summation.  

On the other hand, |𝑥 − 𝑥′| < 𝑃 can be always satisfied by using the Bloch wave condition 

of the periodic Green’s function, 

    0 0, ; , ; , ; , ; ixik P

P ix P ixg x P z x z k g x z x z k e       (3.220) 

With method of moments (MoM) in DDA,  

 ,
2 2

P P
x x P x x P           (3.221) 

We can shrink the span of |𝑥 − 𝑥′| to |𝑥 − 𝑥′| ≤
𝑃

2
 by letting 

 

   

   

0 0

0 0

,  when ,  then , ; , ; , ; , ;
2

,  when ,  then , ; , ; , ; , ;
2

ix

ix

ik P

P ix P ix

ik P

P ix P ix

P
x x P x x g x z x z k g x z x z k e

P
x x P x x g x z x z k g x z x z k e

         

         

  (3.222) 

The formulation is tested to be in agreement with the spectral domain summation when 

both approaches apply.  
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(c) Singular integral at self-patch 

We need to evaluate (3.203) over the self-patch, 

 0 , ; , ;
m

P m m ixS dx dz g x z x z k


      

Following (3.215),  

 
 

   

0

2 0 0

, ; ,

, ; , ; , ; , ;

m
m m

P m m m m ix P m m m m ix

S dx dz g x z x z

g x z x z k g x z x z k



 

   

   


  (3.223) 

where 

 
    
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    
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0
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20 2
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1 exp 2
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, ; , ;

1 exp 2

ix

P m m m m ix
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P m m m m ix

ix

u kPi k k P
g x z x z k du

u kP i k k P u i

u kPi k k P
g x z x z k du

u kP i k k P u i














    




    





 

 (3.224) 

The first term is simply 𝑠0 defined in (3.15) and is given explicitly in (3.22). 

 

3.4.4 The scattering field and bistatic scattering coefficients 

(a) The scattering field 

The scattering field can be identified from the volume integral equation (3.194) by 

subtracting out the incident field, 

         
/2

2

/2 0
, , ; , ; , 1 ,

P H

s P ix r
P

x z k dx dz g x z x z k x z x z  


            (3.225) 

Substituting into (3.225) the spectral domain representation of 𝑔𝑃
0  and 𝑔𝑃

𝑅 , and invoking the 

discrete dipole approximation, it is easy to show, 
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    , exps xm zm m

m

x z ik x ik z B




    (3.226) 

where 

      
2 1

exp exp exp
2

m xm j zm j zm j j

jzm

k i
B ik x ik z R ik z p

P k
    
    (3.227) 

It is also noticed that only propagating mode with |𝑘𝑥𝑚| ≤ 𝑘 contributes to scattering far field. 

The term exp(𝑖𝑘𝑧𝑚𝑧) → 0 as 𝑧 → ∞ for evanescent mode. 

 

(b) Reflectivity and bistatic scattering coefficient 

The scattered power 𝑃𝑠 per 𝑤-width in the �̂� direction, 

 *

0

1
ˆ Re

2

P

s s sP w dxz E H      (3.228) 

Note that this is different from the way we calculated scattered power in section 3.1.8 by 

integrating the half circle at infinity because we have plane wave mode in scattering instead of 

cylindrical wave. It can be show that for TE polarization, 

 
*

0

1
Re

2

P
s s

sP w dx
i z

 



 
  

  
   (3.229) 

Taking the fact that different Bloch modes are orthogonal, it is easy to show 

 
2 21 1 1 1

Re
2 2

xm

s zm m zm m

m k k

P Pw k B Pw k B
 



 

 
  

 
    (3.230) 

On the other hand, the incident power per 𝑤 width in �̂� and per period 𝑃 in �̂� is 

 
1

cos
2

inc incP Pw 


   (3.231) 

The reflectivity 𝑟 and bistatic scattering coefficient 𝜎(𝜃𝑠) is then defined such that 
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2cos

cos
xm

s m
m

k kinc inc

P
r B

P





     (3.232) 

And 

  
/2

/2
s sr d




  


    (3.233) 

We follow [34] chapter 3, section 1.4, pp. 67 to convert the summation into integral, 

Let 

 1m    (3.234) 

Considering 

 
2

xm ixk k m
P


    (3.235) 

Then 
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2
xm xm

P
k m m k

P




         (3.236) 

Thus 
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  

 
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   

 

 

    

 

 

 

  (3.237) 

Comparing with the definition of 𝜎(𝜃𝑠) in (3.233), we get 

  
2

2cos

2 cos
s m

inc

Pk
B


 

 
   (3.238) 

Note that 𝜎(𝜃𝑠) is only defined on discrete scattering angles when 𝐵𝑚  is defined. The 

angles are given by 

 
2

sinxm ix mk k m k
P


     (3.239) 
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(c) Complexity due to the half space configuration  

Note that in (3.226), the scattering field is due to the direct incidence field 𝜓𝑖𝑛𝑐
direct plus the 

reflected incidence field 𝜓𝑖𝑛𝑐
reflected, where 

  directed expinc ix izik x ik z     (3.240) 

    reflected expinc ix iz ixik x ik z R k     (3.241) 

Note 𝜓𝑖𝑛𝑐
reflected is a plane wave of the zero-th Bloch mode, 

    reflected

0 0 0expinc x z xik x ik z R k     (3.242) 

In defining the reflectivity and the bistatic scattering coefficient as in (3.232) and (3.233), 

we should consider the scattered field resulting from the direct incidence wave 𝜓𝑖𝑛𝑐
direct, which is, 

     0 0exps xm zm m m x

m

ik x ik z B R k 




     (3.243) 

Define 

  0 0m m m xB B R k    (3.244) 

then the reflectivity and the bistatic scattering coefficient will be 

 
2

,

cos

cos
zm

s m

m

m k kinc inc

P
r B

P





     (3.245) 

  
2

2cos

2 cos
s m

inc

Pk
B


 

 
   (3.246) 

 

(d) Decomposition of coherent and incoherent scattering coefficients 

When the periodic boundary condition is applied, the boundary effects are eliminated and 

the coherent scattering field is concentrated in the specular direction. Thus the decomposition of 

scattering field into coherent and incoherent components is no longer a must in deriving the 
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backscatter and bistatic scattering coefficients. But formally, one can still perform the 

decomposition by viewing �̃�𝑚 as the scattering amplitude. Thus 

  
2 2

coh cos

2 cos
s m

inc

Pk
B


 

 
   (3.247) 

  
2 22

incoh cos

2 cos
s m m

inc

Pk
B B


 

 

 
  

 
  (3.248) 

 The incoherent bistatic scattering coefficients can be compared to the results derived in 

section 3.1.8 when periodic boundary condition is not applied to examine the finite edge effects. 

It is numerically verified that the coherent field component only contributes in the specular 

direction.  

 

3.4.5 The passive problem: transmissivity, absorptivity and brightness temperature 

(a) Simple case with lossless snowpack 

The brightness temperature is calculated straightforward from reciprocity, 

  1b g g gT eT tT r T      (3.249) 

where 𝑒 is the emissivity and is equal to the transmissivity 𝑡; 𝑟 is the reflectivity; and 𝑇𝑔 is the 

physical temperature of the bottom half space. The energy conservation relation is  

 1r t    (3.250) 

In order to check the energy conservation relation, one needs to independently calculate 𝑡 

through the power ratio, 

 
inc

tP
t

P
   (3.251) 
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where 𝑃inc is the incidence power per period and is given in (3.231), 𝑃𝑡 is the transmitted power 

on the interface (𝑧 = 0) between snow and ground. 𝑃𝑡  is evaluated by the surface integral of 

Poynting’s vector of the total field on the boundary, 

   *

0

1
ˆ Re

2

P

t t tP w dx z E H        (3.252) 

 where the subscript 𝑡 is interpreted as the total field, which is the same as transmitted field.  

It can be easily shown that for TE polarized wave, 

 
*

0

1
Re

2

P
t t

tP w dx
i z

 



 
  

 
   (3.253) 

We then express 𝜓𝑡 and 𝜕𝜓𝑡/𝜕𝑧 explicitly at 𝑧 = 0. 

 t inc s      (3.254) 

where  

         , exp exp expinc ix iz izx z ik x ik z ik z R      (3.255) 

thus 

     , 0 exp 1inc ixx z ik x R      (3.256) 

And 
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g x z x z k g x z x z k p

  



        

  
 

 


  (3.257) 

Using (3.207) and (3.210), and realizing 𝑧 = 0 is below the snow volume thus 𝑧 < 𝑧′, one can 

readily show that  

          , exp exp exps m zm xm zm xm

m

x z C ik z R k ik z ik x




       (3.258) 

where 
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  
2 1

exp
2

m xm j zm j j

jzm

k i
C ik x ik z p

P k
     (3.259) 

Adding up 𝜓𝑖𝑛𝑐 and 𝜓𝑠, 

    , 0 expt m xm

m

x z C ik x




     (3.260) 

where 

     0 1m m m xmC C R k     (3.261) 

Similarly, from (3.255) and (3.258), one can readily show that 
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
   (3.262) 

where 

    0 1m zm m m xmD ik C R k         (3.263) 

Substituting (3.260) and (3.262) into (3.253), and invoking the orthogonality of the Bloch 

waves, one can readily show that, 

 
*1 1
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P Pw C D
i





 
  

 
   (3.264) 

Substituting the definitions of �̃�𝑚  and �̃�𝑚 , we can separate the contribution from 

propagating mode and evanescent mode to 𝑃𝑡, 
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



  (3.265) 

If the bottom half space is lossless, i.e., 𝑘1 and 𝜀1 are real, 
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  1Im 0 for  or xm xmR k k k k    

thus the contributing evanescent waves are only those satisfying  

1xmk k k   

These are modes evanescent in medium 0, but propagating in medium 1.  

However, for lossy bottom medium, all the evanescent modes of medium 0 contribute. But 

the contribution rapidly decays to negligible. 

Substituting 𝑃𝑡  and 𝑃𝑖𝑛𝑐  into (3.251), we get the transmissivity 𝑡  from medium 0 to 

medium 1, 
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   

  

 
      

 

 





  (3.266) 

  

(b) General case with lossy snowpack and varying snow temperature profile 

When snowpack is lossy, the energy conservation relation is  

 1r a t     (3.267) 

where both the absorptivity 𝑎 and transmissivity 𝑡 contributes to emission.  

The absorptivity 𝑎 of the snowpack is defined by the ratio of the absorbed power 𝑃𝑎 to the 

incident power 𝑃𝑖𝑛𝑐, 

 a

inc

P
a

P
   (3.268) 

The absorbed power 𝑃𝑎 per period 𝑃 and per width 𝑤 in �̂� direction, 



132 

 

 
2

0 0

1
"

2

P H

aP w dx dz E      (3.269) 

and for TE polarization, 

    
221

" , ,
2

a n n n n

n

P w x z x z       (3.270) 

where Δ is the discretization size. 

When the background media is lossless, 

    
22

scatterer

1
" , ,

2
a n n n n

n

P w x z x z  


     (3.271) 

Considering the definition of the dipole moment 𝑝𝑛, 

     2 , 1 ,n b r n n n np x z x z       (3.272) 

Equation (3.271) can be represented using 𝑝𝑛 instead of 𝜓 

  
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   (3.273) 

For a two-phase random media with background permittivity 𝜀𝑏 and scatterer permittivity 

of 𝜀𝑝, it is further reduced to, considering 𝑝𝑛 = 0 in the background, 
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a n
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 
   (3.274) 

Substitute 𝑃𝑎 and 𝑃𝑖𝑛𝑐 into (3.268), the absorptivity 𝑎 
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2 2 2

1 1 1

cos 1

pr

n

ninc b
pr

k
a p

P



  




 
   (3.275) 

Once we know 𝑎 and 𝑡, if the snow is of constant temperature 𝑇𝑠, and the ground is of 

constant temperature 𝑇𝑔, the brightness temperature is readily available from reciprocity, 

 
b s gT aT tT    (3.276) 
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In the special case of 𝑇𝑠 = 𝑇𝑔, we have 𝑇𝑏 = (𝑎 + 𝑡)𝑇𝑔 = (1 − 𝑟)𝑇𝑔 which has the same 

form as the last identity in (3.249). 

If we also consider the downward solar radiation with temperature 𝑇0 , (3.276) is 

generalized into 

 0b s gT rT aT tT     (3.277) 

The reciprocity relation of (3.276) can be generalized for varying snow temperature profile,  

      
snow

b inc s g
V

T da r T r tT      (3.278) 

where 𝑑𝑎(𝑟 ) =
𝑑𝑃𝑎(𝑟 )

𝑃𝑖𝑛𝑐
 is the differential absorptivity. It naturally reduces to (3.276) when 𝑇𝑠(𝑟 ) =

𝑇𝑠 is constant. After discretization,  

    b inc n s n

n

T a T r tT      (3.279) 

where 

 
 

 

2

2 2 2

1 1 1

cos 1

pr n

n n

inc b
pr n

rk
a p

P r



  


 

 
  (3.280) 
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3.4.6 The generalized reciprocity between active and passive problem 

Radar

x

z

y

Snow layer

Soil Ground / 
Sea Ice

Radiometer

T(z)

Tg

(a) active problem A (b) passive problem B
 

Figure III.14. Reciprocity between the active and passive problems. 

 

In this subsection, we derive the generalized reciprocity relation (3.278) between the active 

scattering and passive emission problem, Figure III.14. We consider an active problem A, where 

the snowpack is illuminated by an incidence plane wave, and a passive problem B, where the 

thermal emission from the snowpack is observed in the direction that is opposite to the incidence 

direction of the active problem. It is difficult to solve the passive problem B directly, but we show 

that the solution of the brightness temperature can be represented using the field solution that we 

already obtained for the active problem A. The derivation here is an extension of [16] chapter 7, 

section 5, pp. 344-349.  

(a) The active remote sensing problem A 

The time-averaged Poynting’s vector 𝑆 (𝐴), 

 
   * * *1 1

Re
2 4

A
S E H E H H E          (3.281) 

Substituting into (3.281) 
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1
H E

i
   

and making use of the vector identity  

 A B B A A B       

one can show that, assuming 𝜇 is real, representing no magnetic losses,  

   *1 1
2 Im

4

A
S i E E

i


        (3.282) 

�̅�, short for �̅�(𝐴), the electric field of problem A, obeys the vector wave equation, 

      2 0E r r E r      (3.283) 

Thus 

 
       

2

2

A A
S r E r


       (3.284) 

where 𝜀′′ denotes the imaginary part of 𝜀. Thus 

 
         

2

ˆ
2

A A A

S V V
dSn S dr S dr r E r


           (3.285) 

Equation (3.285) is actually the Poynting’s theorem in a source free region stating that the 

time averaged net power flow into a closed surface is being absorbed.  

 

(b) The passive thermal emission problem B 

The thermal currents, satisfying the fluctuation dissipation theorem, creates the radiation 

field �̅�(𝑟 , 𝜔). 

            
4

, , bJ r J r r K T r I r r      


         (3.286) 

where 𝐾𝑏 is the Boltzmann constant.  
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 We want to compute the thermal emission proportional to  

   *, ,d E r E r


  
  

The vector wave equation governing �̅�(𝑟 , 𝜔) 

        2E r r E r i J r       (3.287) 

The vector wave equation governing the dyadic Green’s function 𝐺  (𝑟 , 𝑟 ′) 

        2, ,G r r r G r r I r r          (3.288) 

We can express �̅�(𝑟 ) using 𝐺  (𝑟 , 𝑟 ′) and 𝐽(𝑟 ), 

      ,E r i drG r r J r      (3.289) 

Note that this Green’s function 𝐺  (𝑟 , 𝑟 ′) considers all the complexities in geometry, and the 

radiation source using 𝐺   as the propagator is only the thermal currents. This is different from the 

half space Green’s function we used to formulate the active scattering problem, where the 

polarization currents act as radiation source.  

It is ready to show that from (3.289) and (3.286) that  

        
22 2 2 4

ˆ ˆ, , bd E r dr G r r r K T r


      


          (3.290) 

where �̂� denotes the polarization. And the brightness temperature at �̂� polarization and angle 𝜃 

        
2 2 2

0

16
ˆlim ,

cos
b

Vr

r
T dr r T r G r r

A

  
  


        (3.291) 

where 𝜂 = √𝜇0/𝜀0 is the free-space wave impedance, and 𝐴0 is the horizontal surface area of the 

region 𝑉 where we perform the integration.   

The reciprocity that connect the passive problem to the active problem 
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      ˆlim ,
4

ikr
A

r

e
G r r E r

r



     (3.292) 

where �̅�(𝐴) is the electric field due to an incidence plane wave of unit magnitude and polarized in 

�̂�. The factor 
exp(𝑖𝑘𝑟)

4𝜋𝑟
 is to account for the effect that �̅�(𝐴) is the response to a plane wave with 

phase referenced at origin. This only applies to far field, where a spherical wave differs from a 

plane wave by a diverging factor of 
exp(𝑖𝑘𝑟)

4𝜋𝑟
. 

Substituting (3.292) into (3.291), it immediately follows that 

          
2

0 cos

A

bT dr r E r T r
A

 
 


        (3.293) 

Making use of (3.284), we can also put 

        
0

2

cos

A

bT dr S r T r
A

 



        (3.294) 

Equation (3.293) and (3.294) represents the brightness temperature using the field solution 

of the active scattering problem, where the volume integration extends to 𝑧 → −∞. 

 

(c) Snowpack scattering / emission on half space 

Confining to our snow scattering / emission on half space problem, we can split the volume 

integral in (3.293) into the integration in snowpack and in the bottom half-space. For the latter 

part, we use the form of (3.294). 

 

         

     

2

0

0

cos

2

cos

snow

ground

A

b
V

A

V

T dr r E r T r
A

dr S r T r
A


 







    

    





  (3.295) 

Note that the first term represents the emission from snow volume and the second term 

represents the emission from the underlying half-space. The second term can be simplified when 
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we can assume a constant ground temperature 𝑇𝑔. Under this condition, we can apply the Gaussian 

divergence theorem to convert the volume integral into a surface integral. Note that the surface 

integral on the four side walls cancel out under the statistical translational invariance along the 

horizontal direction for both the geometry and the incidence plane wave. The surface integral over 

the bottom wall at 𝑧 → −∞ also vanishes where we can assume the power flow decays to zero. 

Thus only the integral over the snow/ground interface contributes. Upon these assumptions, we 

have   

 

   

       

0

*

0

2
ˆ

cos

ˆ Re
cos

b

Aground

g
A

A A

g
A

T T dr z S r
A

T dr z E r H r
A









   

      
 





  (3.296) 

Putting everything together, 

 

         

       

2

0

*

0

cos

ˆ Re
cos

snow

A

b inc
V

inc

A A

g
A

inc

T dr r E r T r
A

T dr z E r H r
A


 







    

     
 





  (3.297) 

Comparing with the definition of 𝑃𝑖𝑛𝑐 in (3.231), 𝑃𝑎 in (3.269), and 𝑃𝑡 in (3.252), we can 

readily rewrite (3.297), 

  
 

 
snow

a t

b inc s
V

inc inc

dP r P
T T r t

P P



    (3.298) 

This proves the general reciprocal relation between the active and passive problem as given 

in (3.278). 
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3.4.7 Simulation results 

We first illustrate the decomposition of scattering waves into coherent and incoherent 

waves in Figure III.15. We consider a snowpack of 10cm thickness on ground. The finite horizontal 

computation domain is truncated at 50cm applying periodic boundary conditions. The impinging 

wave is at 17.2GHz, and has an incidence angle of 40∘. Thus the computational domain is of 

28.7𝜆 × 5.7𝜆 . The ground has permittivity (5 + 𝑖0.5)𝜀0 . The ice has permittivity (3.2 +

0.001𝑖)𝜀0. The bicontinuous media has parameters of 〈𝜁〉 = 5000/m, 𝑏 = 1, and 𝑓𝑣 = 0.3. The 

2D bicontinuous media is simply taken from independent cross sections of the 3D bicontinuous 

medium. 

The bistatic scattering coefficient as shown in Figure III.15 are calculated from 500 Monte 

Carlo simulations. As we discussed before, the periodic boundary condition emulates a layer of 

snow of infinite horizontal extent, and thus the coherent scattering wave is only exhibited in the 

specular scattering direction. Thus the total scattering coefficients can be used to model radar 

observations directly without the complexity of decomposition.  
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Figure III.15. Decomposition of bistatic scattering coefficients into coherent and incoherent parts 

for 2D simulation with periodic boundary condition. 

 

The incoherent bistatic scattering coefficients are again plotted in Figure III.16, comparing 

to the 2D full wave simulation results without applying the periodic boundary conditions (i.e., the 

results of Figure III.4 with horizontal truncation domain of 1m and 1000 Monte Carlo simulations). 

The results agree quite well for scattering angles less than ~50 degrees, while the results with 

periodic boundary conditions significantly decreases as the scattering angle increases to near 

grazing. This effect is physical showing that the periodic boundary condition effectively removes 

the artificial edge diffraction effects due to truncating the computational domain. The vertical lines 

in Figure III.16 denote the discrete scattering angles as a results of the Floquet boundary 

conditions. But with 𝑃 ≫ 𝜆, the available scattering angles are fine enough to resolve the angular 

patterns of bistatic scattering coefficient. Meanwhile, the peak in the backscattering direction is 
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again noticeable on the order of ~2dB demonstrating the backscattering enhancement, 

quantitatively in agreement with the results without boundary conditions.  

 

 
Figure III.16. Comparison of incoherent bistatic scattering coefficients with and without periodic 

boundary conditions. 

 

The energy conservation as demonstrated by the previous example is perfect: it has a 

reflectivity 𝑟 = 0.3559, absorptivity 𝑎 = 0.0161, and transmissivity 𝑡 = 0.6295, adding up to 

𝑟 + 𝑎 + 𝑡 = 1.0015 , and thus the energy is conserved to the precision of less than 0.2%. 

Numerical tests with snow depth up to 30cm show that stable results for backscatter and brightness 

temperature are obtained for the period 𝑃 ≥ 10𝜆, quite robust to the thickness of the snow layer. 

Tests also show that convergence is achieved for Monte Carlo simulation of ~100 realizations. 
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To illustrate the results of brightness temperature, we simulate a case of thermal emission 

from a layer of ice on top of dielectric half-space. The ground has permittivity (5 + 𝑖0.5)𝜀0 and 

temperature of 273.15K. The ice has permittivity (3.2 + 0.001𝑖)𝜀0 and temperature of 260K. The 

thickness of the ice layer is 5cm. We also truncate the horizontal domain at 5cm applying periodic 

boundary conditions. The brightness temperature at Ku band of 17.2GHz is calculated as a function 

of the observation angle and compared with the analytical results of layered medium emission, 

Figure III.17. The results are in good agreement, and the oscillation of the brightness temperature 

as a function of angle confirms the coherent layer effects. The discretization for the calculation is 

1.0mm. Using a finer discretization would further improve the agreements.  

 

 
Figure III.17. Brightness temperature simulation of a layer of ice on dielectric ground 

 



143 

 

3.5 Plane wave excitation of an infinite 3D snow layer emulated by periodic 

boundary conditions 

In this section, we move on to the 3D case considering a plane wave impinging upon an 

infinite snow layer emulated by periodic boundary conditions. Again, the 3D scenario is parallel 

to its 2D counterpart in concepts but much more involved in math. Not only we need to apply the 

periodic boundary conditions in both �̂� and �̂� direction, the Green’s function takes a form of a 

dyad rather than a scalar. We’re going to apply the Ewald summation method in dealing with the 

3D dyadic Green’s function with 2D periodicity. In 3D the full wave simulation results can be 

compared to the partially coherent approach of DMRT to examine the limitation of the DMRT 

theory.  

 

3.5.1 The volume integral equation in 3D with periodic boundary condition 

In analog to 2D case, we start from the 3D volume integral equation applied to an infinite 

snow layer, 

           2 , 1inc rE r E r k dr G r r r E r        (3.299) 

Applying the Bloch wave condition on a periodic structure,  

      exppq i pqE r E r ik       (3.300) 

where 

 1 2pq pa qa     (3.301) 

where 𝑝, and 𝑞 are integers, and �̅�1 and �̅�2 are lattice vectors (period) in the horizontal plane. We 

choose �̅�1 = �̂�𝐿𝑥 and �̅�2 = �̂�𝐿𝑦, but they can be more general vectors. With the periodicity 

    r pq rr r       (3.302) 
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we can readily convert the integral domain to one period, 

           
0

2 , ; 1inc P i rE r E r k dr G r r k r E r 


        (3.303) 

where Ω0  denotes one period. The period centered at origin can be defined as −
𝐿𝑥

2
< 𝑥 <

𝐿𝑥

2
, 

−
𝐿𝑦

2
< 𝑥 <

𝐿𝑦

2
, where 𝐿𝑥  and 𝐿𝑦  are the two horizontal dimensions of the finite snow volume 

along 𝑥 and 𝑦, respectively.  

      
,

, ; , expP i pq i pq

p q

G r r k G r r ik        (3.304) 

Equation (3.303) is the volume integral equation in 3D with periodic boundary conditions 

in the two horizontal directions. 

 

3.5.2 The discrete dipole approximation with periodic Green’s function 

In a half space configuration, 𝐺  = 𝐺  
0 + 𝐺  

𝑅  as in section 3.3. With periodic boundary 

conditions, we decompose 𝐺  
𝑃 into the free space response 𝐺  

𝑃
0 and the reflection contribution 𝐺  

𝑃
𝑅, 

      0, ; , ; , ;R

P i P i P iG r r k G r r k G r r k  
      (3.305) 

Singularity is only within 𝐺  
𝑃
0 when 𝑟 − 𝑟 ′ = 𝜌̅ 𝑝𝑞, and thus limited to 𝑟 − 𝑟 ′ = 0 within 

one unit cell. 𝐺  
𝑃
0 and 𝐺  

𝑃
𝑅 have different translational symmetry, 

    0 0, ; ;P i P iG r r k G r r k 
     (3.306) 

    , ; , ;R R

P i P iG r r k G z z k         (3.307) 

We reorganize the volume integral equation, 

 

          

      

0

0

2 0

2

, ; 1

, ; 1

inc P i r

R

P i r

E r E r k dr G r r k r E r

k dr G r r k r E r













     

    




  (3.308) 
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Discretizing the snow volume into small cubes with cube edge length 𝑑 and volume 𝑉𝐶
(𝑗)

, 

where the superscript (𝑗) denotes the 𝑗-th cube, and applying pulse basis function to represent �̅�, 

we can apply the discrete dipole approximation (DDA) to (3.308).  

Let us define the singular integral over the self-cube 𝑆  , 

   0

0 0, ;
C

P i
V

S dr G r k 
     (3.309) 

Also define the dipole moment 𝑝 𝑖, 

     1i r i ip V r E r      (3.310) 

And the polarizability �̅̅�𝑖 for each cube, 

       
1

21 1i r i r iV r I k r S   


       (3.311) 

Then we get the DDA equation  

      
2 2

0 , ; , ;R

i i inc i P i j i j P i j i j

j i j

k k
p E r G r r k p G r r k p 

 

 
   

 
    (3.312) 

This is of exactly the same structure as what we obtained before with the half space Green’s 

function without applying the periodic boundary condition. What left is to compute 𝐺  
𝑃
0, 𝐺  

𝑃
𝑅, and 

𝑆  . The FFT acceleration technique still applies as the symmetry relation remain unchanged.  

Let us first consider the evaluation of 𝑆   as defined in (3.309). We decompose 𝐺  
𝑃
0 into the 

free space response 𝐺  0 and the regularized response 𝐺  ̃
𝑃
0, 

      0 0 0, ; , , ;P i P iG r r k G r r G r r k 
      (3.313) 

This also defines the regularized free space dyadic periodic Green’s function 𝐺  ̃
𝑃
0, which is of no 

singularity, 
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      0 0 0, ; , ; ,P i P iG r r k G r r k G r r 
      (3.314) 

Then 

      0 0

0 00, 0, ;
C C

P i
V V

S dr G r dr G r k 
        (3.315) 

The first term is already taken care of in Section 3.3.1 with the results restated as follows, 

   0

0

00,
CV

dr G r Is     (3.316) 
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i k d
s k d

k k





  
     

   

  (3.317) 

The second term, with a smooth integrand with no singularity,  

     0

0 00, ; 0,0;
C

P i P i
V

dr G r k VG k 
      (3.318) 

The value of the regularized free space dyadic periodic Green’s function at origin, is to be 

examined, 

    0 0

0
0,0; lim ;P i P i

r
G k G r k 


   (3.319) 

The results is a symmetric 3 × 3 matrix that is not scalar proportional to 𝐼   . Thus 

  0

0 0,0;P iS Is VG k      (3.320) 

 

3.5.3 Computing the 3D scalar periodic Green’s function in free space 

(a) Spatial and spectral domain representation  

The 3D scalar free space Green’s function 

  
 exp

,
4

ik r r
g r r

r r


 


  (3.321) 
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The periodic scalar Green’s function in 3D space with 2D periodic lattice, in spatial domain 

  
 

 
,

exp
, ; exp

4

pq

P i i pq

p q pq

ik r r
g r r k ik

r r





 

 
  

 
   (3.322) 

where 𝜌̅ 𝑝𝑞 = 𝑝�̅�1 + 𝑞�̅�2, and �̅�1 and �̅�2 are the lattice vectors. 

The spectral domain representation can be derived from the Poisson summation, which 

states 

         
, ,

1
exp exppq i pq i mn i mn

p q m n

f r ik F k K i k K         


    (3.323) 

where  

      expF k d ik f r       (3.324) 

 
1 2mnK mb nb    (3.325) 

 1 2a a     (3.326) 

and �̅�1 and �̅�2 are the reciprocal lattice vectors.  

  1 2

2
ˆb a z


 


  (3.327) 

  2 1

2
ˆb a z


  


  (3.328) 

Let 

    f r g r   (3.329) 

which satisfies the wave equation, 

          2 2k g r r z           

It is easy to show that 
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      , exp
2

z

z

i
F k G k z ik z

k
     (3.330) 

Now with Poisson summation, 

       , ,

, ,

1
, ; exp exp

2
P i z mn i mn

m n z mn

i
g r r k ik z z ik

k
      


   (3.331) 

where 

 ,i mn i mnk k K    (3.332) 

 
2

2 2 2

, , ,z mn i mn i mnk k k k k      (3.333) 

Using a combined notation 𝛼 for (𝑚, 𝑛), then 

       0 1
, ; exp exp

2
P i z i

z

i
g r r k ik z z ik

k
 

 

      

   (3.334) 

This is the spectral summation representation of 𝑔𝑃. Note that we have introduced the 

superscript 0 to denote the free space response. It follows straightforward that the surface reflection 

term, assuming the boundary is at 𝑧 = 0, is 

  
 

    , ; exp exp
2

iR

P i z i

z

R ki
g r r k ik z z ik

k



 
 

      

   (3.335) 

Equation (3.322) and (3.334) are the spatial and spectral domain representation of 𝑔𝑃
0, and 

(3.335) is the spectral domain representation of 𝑔𝑃
𝑅. 

 

(b) Ewald’s Method to compute 𝒈𝑷
𝟎  

Note that the spatial domain summation in general converges slowly unless 𝑘 is complex 

(lossy background media). The spectral domain summation converges slowly when 𝑧 → 𝑧′. We 

use Ewald summation technique [34] to improve the convergence of the series when 𝑧 → 𝑧′. 
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We start from the spatial domain summation (3.322), restated as follows, 

      
,

, expP i pq i pq

p q

g r k g r ik       (3.336) 

Realizing  

  
     1

0

exp

4 4

ikr ik
g r h kr

r 
    (3.337) 

where ℎ0
(1)( ) is the first kind of spherical Hankel function of order 0. On the other hand, using 

integral representation, Eq. (3.4.5, 3.4.49) of [34], pp. 94, 

 
   

2
1 2 2

0 20,

1 2
exp

4C

k
h kr ds r s

ik s

  
  

 
   (3.338) 

where 𝐶 is the proper chosen contour path to ensure convergence both at 𝑠 → 0 and 𝑠 → ∞. Then  

    
2

2
2

20,
,

1 2
, exp exp

4 4
P i i pq pq

C
p q

k
g r k ik ds r s

s
  

 

  
    

 
    (3.339) 

The technique of Ewald summation is to split the integral into two part (0, 𝐸) and (𝐸,∞), 

where 𝐸 is the splitting parameter, 

      1 2; ; ;P i i ig r k g r k g r k    (3.340) 

    
2

2
2

1 20,
,

1 2
, exp exp

4 4

E

i i pq pq
C

p q

k
g r k ik ds r s

s
  

 

 
    

 
    (3.341) 

    
2

2
2

2 2,
,

1 2
, exp exp

4 4
i i pq pq

E C
p q

k
g r k ik ds r s

s
  

 

  
    

 
    (3.342) 

(i) Calculation of 𝑔1(𝑟 ; �̅�𝑖) 

We exchange the summation and integral, 

      
2

2
2 2 2

1 20,
,

1 2
, exp exp exp

4 4

E

i i pq pq
C

p q

k
g r k ds z s ik s

s
   

 

 
     

 
   (3.343) 
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And again invoke the Poisson summation by finding 

      
2

2 2

2 2
exp exp exp

4

k
F k d ik s

s s



 


  

 
      

 
 

   (3.344) 

Thus 

       
2

2
2

2 2
,

1
exp exp exp exp

4

i

i pq pq i

p q

k
ik s i k

s s



 



   

 
      
 
 

    (3.345) 

where 𝛼 denotes the combined index (𝑚, 𝑛), and ,i mn i mnk k K   as given in (3.332). 

Using (3.345) in (3.343), exchanging the summation and integration again, and realizing 

2
2

, ,z mn i mnk k k   as given in (3.333), we have 

    
2

2 2

1 2 20,

1 2 1
, exp exp

4 4

E
z

i i
C

k
g r k ik ds z s

s s









 
   

  
    (3.346) 

Let 
1

𝑠
→ 𝑠, then 

    
2 2 2

1 21/ ,

1 2
, exp exp

4 4

z

i i
E C

k s z
g r k ik ds

s









  
   

  
    (3.347) 

(ii) Represent 𝑔1(𝑟 ; �̅�𝑖) in terms of complementary error function 

The complementary error function 

    22
erfc exp

z
z dw w





    (3.348) 

Now considering  

  
22 2 2

2
exp exp exp

4 2

z z

z

k s ik sz z
ik z

ss

 


    
             

  (3.349) 

And similarly 
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  
22 2 2

2
exp exp exp

4 2

z z

z

k s ik sz z
ik z

ss

 


    
            

  (3.350) 

Note that 

 
22 2

z zik s ikd z z

ds s s

   
   

 
  (3.351) 

 
22 2

z zik s ikd z z

ds s s

   
   

 
  (3.352) 

Thus 

 

2 2 2 22 2

2 2 2 2

1
exp exp

4 2 2 4

z z z z

z

k s ik ik k sz z z z

iks s s s

   



        
            

        
  (3.353) 

 

 

 

22 2 2

2

2

1
exp exp exp

4 2 2

1
exp exp

2 2

z z z

z

z

z z

z

z

k s ik s ik sz d z z
ik z

ik ds s ss

ik s ik sd z z
ik z

ik ds s s

  




 




       
                   

     
             

  (3.354) 

And  

 

    

 

 

1

1
, , exp

2

1
exp erfc

2 2

exp erfc
2

i i

z

z

z

z

z

i
g r r k ik

k

ik
ik z z E z z

E

ik
ik z z E z z

E


 







    


  
       

 

 
      

 



  (3.355) 

Notice that (3.355) is in direct analog to the spectral domain summation of (3.334). 

(iii) Calculation of 𝑔2(𝑟 ; �̅�𝑖), convert into complimentary error functions 

Noticing the similarity between the term exp (
𝑘2

4𝑠2 − |𝑟 − 𝜌̅ 𝑝𝑞|
2
𝑠2) and exp (

𝑘𝑧𝛼
2

4
−

𝑧2

𝑠2),  
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  

 

2
2

2

2

2

2

exp
4

1
exp exp

2 22

1
exp exp

2 22

pq

pq pq pq

pq

pq pq pq

pq

k
r s

s

d ik ik
r s r s ik r

ds s sr

d ik ik
r s r s ik r

ds s sr



  


  


 
  

 

     
                   

     
                    

  (3.356) 

Then 

 

 
 

 

2

exp
, ;

4

Re exp erfc
2

i pq

i

pq pq

pq pq

ik
g r r k

r r

ik
ik r r r r E

E

 

 

 


 

 

  
        

  


  (3.357) 

Notice that (3.357) is in direct analog to the spatial domain summation of (3.322). 

(iv)  The complementary error function with complex arguments 

We will need to evaluate (3.355) and (3.357) which involves the complementary error 

functions with complex arguments. We summarize the relations between commonly used error 

functions. 

The error function erf( ) 

    2

0

2
erf exp

z

z dw w


    (3.358) 

The complementary error function erfc( ) 

    22
erfc exp

z
z dw w





    (3.359) 

    erfc 1 erfz z    (3.360) 

The scaled complementary error function erfcx( ) 

      2erfcx exp erfcz z z   (3.361) 
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The imaginary error function erfi( ) 

          2 2

0

2 2
erfi erf exp exp

x

x i ix dt t x D x
 

      (3.362) 

    erf erfiix i x   (3.363) 

    erf erfix ix     (3.364) 

    erfi erfix x     (3.365) 

The Dawson function 𝐷( ) 

      2exp erfi
2

D x x x


    (3.366) 

The Faddeeva function 𝑤( ) 

 

       

   

   

2

2

2

erfcx exp erfc

exp 1 erf

exp 1 erfi

w z iz z iz

z iz

z i z

    

     

    

  (3.367) 

      2erfc expz z w iz    (3.368) 

        2exp erfc erfcxw iz z z z    (3.369) 

Steven G. Johnson [141] provides an implementation of these functions in C/C++ that are 

portable to Matlab, http://ab-initio.mit.edu/wiki/index.php/Faddeeva_Package. 

Matlab Symbolic Math Toolbox also provides implementations to these functions, for 

example: double(erf(sym(1+1i))) calculates erf(1 + 1𝑖).  

(v) Selection of the splitting parameter 𝐸 

𝐸opt is chosen to balance the convergence rate of the spectral and spatial domain series. If 

𝐸 is increased beyond 𝐸opt then successive terms in the spatial series of 𝑔2 decay faster while 

successive terms in the spectral series of 𝑔1 decay slower.  

http://ab-initio.mit.edu/wiki/index.php/Faddeeva_Package
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Asymptotically, the complementary error function, [121] pp. 298, (7.1.23)  

  
 2exp

erfc
w

w
w


   (3.370) 

Thus we want to balance 

 

2
2

erfc erfc erfc
2 2 2

i
z

k K k Kik
E z z

E E E

  

 
     
            

 

  (3.371) 

and 

    erfc erfc erfc
2

pq pq pq

ik
r r E r r E E

E
  

 
      

 
  (3.372) 

Balancing the two parts, 

 
1 2

opt

1 22 22
pq

pq

mb nbK K
E E

E pa qa

 





 


  (3.373) 

Take |𝑚| = |𝑛| = |𝑝| = |𝑞|, 

 
1 2

opt

1 22

b b
E

a a




  (3.374) 

Considering the definition of the reciprocal lattice vectors �̅�1  and �̅�2  as in (3.327) and 

(3.328), it follows that, 

 
2 1

opt

1 2

ˆ ˆa z a z
E

a a

   


  
  (3.375) 

In the special case of rectangular lattice with �̅�1 = 𝑎𝑥�̂� and �̅�2 = 𝑎𝑦�̂�,  

 opt

x y

E
a a


   (3.376) 
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Note that 𝐸opt has the unit of wavenumber 𝑘. In [142], it is pointed out that this choice of 

𝐸opt is only appropriate for small period with respect to wavelength. This is because for large 

period, 𝐸opt ≪ 𝑘, thus 
𝑘

𝐸
≫ 1, so the imaginary part of the arguments in erfc

2

zik
E z z

E

 
  

 
 

and erfc
2

pq

ik
r r E

E


 
   

 
 can be large for the first few terms. They are of different signs. 

Adding large numbers with opposite sign is subject to numerical errors. Thus 𝐸 should be adjusted 

(larger than 𝐸opt) in our application with large 𝑃/𝜆. We choose 𝐸 = max (𝐸opt,
𝑘

3
), and truncate 

the spatial series at max (
3

𝑃𝐸
,

3𝑘

𝑃𝐸2), and truncate the spectral series at (1 + sin 𝜃inc)
𝑃

𝜆
+

3𝑃𝐸

𝜋
. 

 

(c) Self-term singularity subtraction 

Define the regularized periodic Green’s function as 

      ; ;P i P ig r k g r k g r    (3.377) 

Then  ;P ig r k  is smooth, well-behaved and non-singular. We are interested in evaluating 

 

     

     

     

   

0 0

1 2
0

00

1 2 2
0 0

00

2
0

lim ; lim ;

lim ; ;

lim ; lim ;

lim

P i P i
r r

i i
r

i i i
r r

r

g r k g r k g r

g r k g r k g r

g r k g r k g r

g r g r

 



 



  
 
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  (3.378) 

where we have used 𝑔2
00 to denote the (𝑝, 𝑞) = (0,0) term in 𝑔2. 𝑔2

00 is independent of �̅�𝑖. 

We can show that 
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  (3.380) 

And 
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  (3.381) 

 

3.5.4 The 3D periodic dyadic Green’s function in free space 

The periodic dyadic Green’s function in free space is defined as follows, 

      
,

, ; , expP i pq i pq

p q

G r r k G r r ik        (3.382) 

Considering  
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 
  (3.383) 
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 exp

,
4

ik r r
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  (3.384) 
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,
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g r r k g r r ik        (3.385) 

It follows that 
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  (3.386) 
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We have already worked out the calculation of  , ;P ig r r k , and now we consider the 

calculation of  2

1
, ;P ig r r k

k
 . Considering the translational invariance with respect to 𝑟 − 𝑟 ′, 

let 𝑟 ′ = 0, and consider  2

1
;P ig r k

k
 . 

(a) Ewald method of periodic dyadic Green’s function in free space 

Using Ewald method, 

      1 2; ; ;P i i ig r k g r k g r k    (3.387) 
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g r k ik

r





 


 


   (3.389) 

where 

      exp erfc exp erfc
2 2

z z

z z

ik ik
f z ik z Ez ik z Ez

E E

 
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  (3.390) 
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   
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  (3.391) 

Thus 

      1 2; ; ;P i i ig r k g r k g r k     (3.392) 

(i) Calculation of  1 ; ig r k  

We work out  1 ; ig r k  in Cartesian coordinate, 

 ẑ
z




   


  (3.393) 



158 

 

 
2

2
ˆ ˆ ˆ ˆ ˆˆz z z z zz

z z z z z
     

      
              

      
  (3.394) 

Then 
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   (3.395) 

Notice that  1 ; ig r k  is symmetric, and the parity of its elements with respect to 𝑧 

depends on 𝑓𝛼(𝑧). 

    f z f z     (3.396) 

    f z f z 
      (3.397) 

    f z f z 
     (3.398) 

The explicit form of 𝑓𝛼
′(𝑧) and 𝑓𝛼

′′(𝑧) are as follows, 
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  (3.399) 
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  (3.400) 

(ii) Calculation of  2 ; ig r k  
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In spherical coordinate, 
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  (3.403) 

Thus 
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where 
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pq pqR r     (3.406) 

 

     

     

2 3

2 3

3 3
ˆ ˆ

pq pq

pq pq pq

R R

pq pq pq

pq pq pq

pq pq

pq pq pq

h R h R h R
I

R R R

h R h R h R
R R

R R R

 
    
 
 

  
   
 
 

  (3.407) 

ℎ′(𝑟) and ℎ′′(𝑟) are given as follows, 
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  (3.409) 
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(b) Regularization 

The regularized dyadic Green’s function is defined as 
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  (3.411) 

where    ,

2 ;
p q

ig r k  denotes the (𝑝, 𝑞)-th term in the spatial series of 𝑔2. 

One can show that 
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  (3.413) 

Thus 
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  (3.414) 

where 
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  (3.415) 

One can also show that 
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On the other hand, 
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Using 𝑓𝛼(0) and ℎ′(0), we can rewrite (3.379) and (3.381) as follows,  
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These results compare well with [143]. 

 

3.5.5 The 3D periodic dyadic Green’s function in half space 

Using the spectral domain representation of 𝑔𝑃, we can put down the free space periodic 

dyadic Green’s function as follows, 
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  (3.424) 

where 
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Using the polarization vectors �̂�𝛼 and ℎ̂𝛼 that forms a triplet with �̂�𝛼 = ℎ̂𝛼 × �̂�𝛼,  
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z z y

kk
h k k x k y z

kk k


   



      (3.429) 

We have  
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 

          

          

0 , ;

1 ˆ ˆˆ ˆ exp 0
2

1 ˆ ˆˆ ˆ exp 0
2

P i

z z z z

z

z z z z

z

G r r k

i
e k e k h k h k ik r r z z

k

i
e k e k h k h k iK r r z z

k

        
 

        
 



          
 
            

  





 

  (3.430) 

We immediately get the reflection contribution 𝐺  
𝑃
𝑅(𝑟 , 𝑟 ′; �̅�𝑖), assuming boundary at 𝑧 = 0, 

and the field point 𝑧 ≥ 0, and the source point 𝑧′ ≥ 0, 

 
 

   

       TE TM

exp exp
, ;

2

ˆ ˆˆ ˆ

R

P i

z

z z z z

ik r iK ri
G r r k

k

R e k e k R h k h k

 

 

       

  
 



    
 


  (3.431) 

Realizing 

          exp exp exp expi zik r iK r ik ik z z              (3.432) 

It follows the translational invariance relation of  , ;R

P iG r r k  

    , ; , ;R R

P i P iG r r k G z z k       (3.433) 

It is inspiring when comparing (3.430) and (3.431) with the point source response without 

periodic repeating,  

 

 

          

          

2

0

2

1 ˆ ˆˆ ˆ exp 0
8

,
1 ˆ ˆˆ ˆ exp 0

8

x y z z z z

z

x y z z z z

z

i
dk dk e k e k h k h k ik r r z z

k
G r r

i
dk dk e k e k h k h k iK r r z z

k





          


  
            

 





 

  (3.434) 
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 

   

       

2

TE TM

exp exp
,

8

ˆ ˆˆ ˆ

R

x y

z

z z z z

ik r iK ri
G r r dk dk

k

R e k e k R h k h k



  
 

    
 


  (3.435) 

It is encouraging to notice the balance of coefficients considering (take rectangular lattice 

for example), 

 
22 2 2 2 2 8

yx

x y x y

x y x y

aai i i i
m n k k k k

a a a a


  

  
           

   
  (3.436) 

An alternative way to derive (3.430) and (3.431) is by substituting (3.434) and (3.435) into 

(3.304) directly. 

The summation for  , ;R

P iG r r k  in spectral domain is easier to handle than the continuous 

integration in  ,RG r r  with a single point source. The complexity increases when 𝑧 + 𝑧′ → 0 

due to the increasing terms to be included in the series. We’re less troubled by this difficulty in 

DDA since 𝑧 + 𝑧′ ≥ 𝑑, where 𝑑 is the finite discretization size.   

 

3.5.6 The scattering field and the bistatic scattering coefficients 

(a) The scattering field 

Substituting the spectral domain representation of 𝐺  
𝑃
0 in (3.430) with 𝑧 ≫ 𝑧′ in the far field 

and 𝐺  
𝑃
𝑅 in (3.431) into (3.308) to identify the scattering field �̅�𝑠(𝑟 ),  

    exps

s

E r ik r B     (3.437) 

where 



165 

 

         

             

2

TE TM

1

2

ˆ ˆˆ ˆ exp

ˆ ˆˆ ˆ exp

z

z z z z j j

j

z z z z z z j j

j

k i
B

k

e k e k h k h k ik r p

R k e k e k R k h k h k iK r p





        

          







      



         







 

 (3.438) 

�̅�𝛼 plays the same role as the scattering amplitude 𝑓  in the case of a single scatterer. We 

call �̅�𝛼 the discretized scattering amplitudes arising from periodic scatterers. 

Similar to our discussion in section 3.4.4, we should consider the reflected field of the 

directed incidence wave from the half-space as scattered wave.  Thus the corrected discrete 

scattering amplitudes �̃̅�𝛼. 

            TE TM

0 0 0 0 0 0 0
ˆ ˆˆ ˆ ˆ

z z z z z z iB B R k e k e k R k h k h k q             
 

  (3.439) 

where �̂�𝑖 denotes the polarization of the incidence wave, which in general is a linear combination 

of �̂�(−𝑘𝑖𝑧) and ℎ̂(−𝑘𝑖𝑧), 

    ˆˆ ˆ
i iz izq e k h k       (3.440) 

Then 

    exps

s

E r ik r B     (3.441) 

 

(b) The scattering power, the reflectivity and the bistatic scattering coefficients 

The scattered power per unit cell can be calculated by 

 
*1

ˆ ˆ Re
2

s s s sP d z S d z E H 
 

          (3.442) 

where Ω is the unit cell area. 
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Substituting (3.441) into (3.442) and using Faraday’s law to represent �̅�𝑠 , after some 

mathematical manipulation, 

  
21 1

exp 2
2

s z zP k z k B  


      (3.443) 

For scattering far field, only the propagating wave contributes. For real background media,  

 
2

propagating

1 1

2
s zP k B 


     (3.444) 

Considering the incidence power per lattice cell, 

 
inc inc

1
cos

2
P 


    (3.445) 

we get the reflectivity 𝑟, 

  
2

inc

1
Res

z

iz

P
r k B

P k
 



     (3.446) 

The bistatic scattering coefficients 𝛾(𝜃, 𝜙) are defined such that 

  
2 /2

0 0
inc

1
sin ,

4

sP
r d d

P

 

    


      (3.447) 

For rectangular lattice, one can easily connect Δ𝛼 = Δ𝑚Δ𝑛 with Δ𝑘𝑥Δ𝑘𝑦, 

 
2

1
4

x ym n k k



          (3.448) 

And 

 
2 cos sinx ydk dk d dk k d d k         (3.449) 

Thus 

    
2 2

2

inc

1 1
Re Re

4

s
z z x y

iz iz

P
k B k B k k

P k k
   

 





        (3.450) 

Converting the summation into integrals, 
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 

 

2

2

inc

22 /2
2

2 0 0

1
Re

4

Re
cos sin

4

s
x y z

iz

z

iz

P
dk dk k B

P k

k
k d d B

k

 

 






   










 

  (3.451) 

Only the propagating modes contribute, 

 
2 22 /2

2

2 0 0
inc inc

cos
sin

4 sin

sP
k d d B

P

 




  

 


     (3.452) 

Comparing (3.452) with (3.447), it follows that 

  
2 2

2

inc

cos
,

cos
k B


  

 


   (3.453) 

The bistatic scattering coefficients 𝛾(𝜃, 𝜙) are only defined at the discrete scattering angles 

by the Floquet modes at (𝑘𝑥𝛼, 𝑘𝑦𝛼). 

The polarization decomposition yields 

 

 

 

2 2
2

inc

2 2
2

inc

cos ˆ,
cos

cos
ˆ,

cos

V

H

k h B

k e B

 

 


  

 


  

 


 


 

  (3.454) 

The above expression (3.453) for 𝛾(𝜃, 𝜙) is the total scattering coefficients in a single 

realization. As usual, the coherent and incoherent part are given by, statistically, in the Monte 

Carlo simulation, 

  
2 2

coh 2

inc

cos
,

cos
k B


  

 


   (3.455) 

  
2

2
tot 2

inc

cos
,

cos
Bk



  

 


   (3.456) 

And 

      incoh tot coh, , ,            (3.457) 
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With periodic boundary conditions, the coherent scattering field is concentrated in the 

specular scattering direction. 

 

3.5.7 The transmissivity, absorptivity and the brightness temperature 

(a) The transmitted power and the boundary field 

Similar to the way we calculate the scattered power, the transmitted power per unit lattice 

is  

    
0 0

*1
ˆ ˆ Re

2
t t t tP d z S d z E H 

 
            (3.458) 

where �̅�𝑡 and �̅�𝑡 are the total field on the boundary of the half space at 𝑧 = 0. 

We express the boundary field as the sum of incidence field and scattered field. This is 

done by substituting the spectral domain representation of 𝐺  
𝑃
0 in (3.430) and 𝐺  

𝑃
𝑅 in (3.431) into 

(3.308), noticing 𝑧 = 0 < 𝑧′. Then the scattering field is 

      0 exp expR

sE r C iK r C ik r   


    
    (3.459) 

where 

 
 

       
2

0
exp

ˆ ˆˆ ˆ
2

j

z z z z j

j z

iK rk i
C e k e k h k h k p

k



        



 
       
 

   (3.460) 

 

           

2

TE TM

exp

2

ˆ ˆˆ ˆ

jR

j z

z z z z z z j

iK rk i
C

k

R k e k e k R k h k h k p







         



 




     
 


  (3.461) 

Putting together with �̅�𝑖𝑛𝑐, we have 

      0 exp expR

tE r C iK r C ik r   


    
    (3.462) 

where 
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        0 0

0 0 0 0 0 0 0 0 0
ˆ ˆˆ ˆ ˆ

z z z z iC C e k e k h k h k q           
 

  (3.463) 

            TE TM

0 0 0 0 0 0 0 0 0 0
ˆ ˆˆ ˆ ˆR R

z z z z z z iC C R k e k e k R k h k h k q          
 

  (3.464) 

where �̂�𝑖 denotes the polarization of the incidence wave. 

The total magnetic field is readily at hand from Faraday’s law. Specifically, at 𝑧 = 0, 

    0, 0 expR

tE z C C ik  


     
    (3.465) 

    01
, 0 expR

t aH z iK C ik C ik
i

   


 


      
    (3.466) 

 

(b) The transmitted power and the transmissivity 

Substituting (3.465) and (3.466) into (3.458), and making use of the orthogonality of the 

Floquet modes,  

      0 * 0* * *

0

1 1
ˆ Re

2

R R

tP z C C K C k C     


         
  

   (3.467) 

Assuming a lossless background media of the top half space, further manipulation yields: 

(i) For propagating waves in the top half-space 

 
2 2

propagating 0

0

,propagating

1 1

2

R

t zP k C C  


 
   

 
   (3.468) 

(ii) For evanescent waves in the top half-space  

    evanescent 0 *

0

,evanescent

1 1
2 Im Im

2

R

t zP k C C  


   
  

   (3.469) 

Putting together, 

      
2 2

0 0 *

0

1 1
Re 2Im Im

2

R R

t z zP k C C k C C     


  
     

  
   (3.470) 
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The transmissivity 𝑡 is then 

      
2 2

0 0 *

inc

1
Re 2Im ImR Rt

z z

iz

P
t k C C k C C

P k
     



  
     

  
   (3.471) 

One can represent 𝐶 ̃
𝛼
0 and 𝐶 ̃

𝛼
𝑅 into their two orthogonal polarizations to further simplify the 

calculations. 

 

(c) The absorbed power and absorptivity  

This is in direct parallel to the 2D case as we discussed in section 3.4.5. The absorbed 

power per unit lattice 

        
0

22

0

1 1

2 2

H

a j j

j

P dxdy dz r E r V r E r 


       (3.472) 

Assuming lossless background media, 

  
  

2

scatterer

1

2 1

j

a j

j
r j

p
P V r

V r


 

 
 

   (3.473) 

In two-phase random media, 

 
2

2

1 1

2 1

pr

a j

j
pr

P p
V



 



 

   (3.474) 

The absorptivity is then defined by 

 
2

2 2

inc inc 0

1 1 1

cos 1

pra

j j

j j
pr

P k
a p a

P V



  


   

  
    (3.475) 

where Δ𝑎𝑗 is the differential absorptivity per small cube, 

 
2

2 2

inc 0

1 1 1

cos 1

pr

j j

pr

k
a p

V



  


 

  
  (3.476) 
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(d) The brightness temperature 

Following the reciprocity relation between the scattering and emission problem as we 

derived in section 3.4.6, the brightness temperature 𝑇𝐵 for the snowpack, 

        
nows

B inc s g j s j g
V

j

T da r T r tT a T r tT         (3.477) 

where the integration domain is over one unit lattice, and 𝑇𝑠 and 𝑇𝑔 are the physical temperatures 

of the snowpack and the ground (the bottom half-space) in Kelvin.  

For constant snow temperature,  

  B inc s gT aT tT     (3.478) 

 

(e) The energy conservation 

The energy conservation relation exhibits itself as 

 1r a t     (3.479) 

  

3.5.8 Simulation results 

We consider the scattering from a layer of snow as represented by bicontinuous media with 

parameters of 〈𝜁〉 = 5000/m , 𝑏 = 1.0 , and 𝑓𝑣 = 0.3 . The random media has an effective 

exponential correlation length of 0.36mm. The snow layer has thickness 𝑑 = 10𝑐𝑚. The two 

horizontal directions are truncated at 𝐿𝑥 = 𝐿𝑦 = 15𝑐𝑚, applying periodic boundary conditions. 

The microwave frequency is set at Ku band of 17.2 GHz, at which the computational domain is of 

8. 6𝜆x8. 6𝜆x5.8𝜆. A plane wave is impinging upon the snow layer at 40 degree. The bottom half 

space has dielectric constant of 5+0.5i. The ice has dielectric constant of 3.2+i0.001. The snow 

layer has an effective optical thickness of 0.32.  
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In Figure III.18, the incoherent bistatic scattering coefficients is plotted as a function of 

scattering angle in the incidence plane and compared with the results of the partially coherent 

approach of DMRT. Note that the results of full wave simulation are discrete as a result of Floquet 

boundary conditions. The bistatic scattering coefficients are averaged over 100 Monte Carlo 

simulations. There is overall good agreement between the full wave simulation and DMRT. The 

notable peak in the backscattering direction on the order of ~2dB is a demonstration of the 

backscattering enhancement effects [33, 15, 31, 32, 144]. 

 

 
Figure III.18. Incoherent bistatic scattering coefficients as a function of observation angle. 

 

In Figure III.19, the bistatic scattering coefficients are plotted in the entire top hemisphere 

as a function of 𝑘𝑠𝑥 and 𝑘𝑠𝑦 for all the four combination of polarizations. The scattering patterns 
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are as expected that the co-polarized scattering power are concentrated close to the incidence plane 

while the cross-polarized scattering power are directed perpendicular to the incidence plane.  

 

 
Figure III.19. Incoherent bistatic scattering coefficients from 3D full wave simulation. 

 

In Figure III.20, the speckle statistics obtained from the 100 Monte Carlo simulations are 

plotted for the four polarizations in the backward scattering direction. The scattering matrix 𝑆 is 

scaled such that 𝜎 = |𝑆|2 [37]. The amplitude distribution of 𝑆 agrees with Rayleigh distribution 

for statistical homogeneous snowpack, while the phase distribution are shown to be uniform in 

0~2𝜋. The close agreement in VH and HV is the result of reciprocity. 
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Figure III.20. The speckle statistics of the backward scattering amplitude from 3D full wave 

simulation with periodic boundary conditions.  

 

In this example, the energy conservation is again shown to be perfect: for vertical 

polarization, reflectivity 𝑟 = 0.1321, absorptivity 𝑎 = 0.0147, and transmissivity 𝑡 = 0.8517, 

adding up to 𝑟 + 𝑎 + 𝑡 = 0.9985 ; for horizontal polarization, reflectivity 𝑟 = 0.1965 , 

absorptivity 𝑎 = 0.0142, and transmissivity 𝑡 = 0.7878, adding up to 𝑟 + 𝑎 + 𝑡 = 0.9985 . Thus 

the energies are both conserved to the precision of less than 0.2%.  

The backscatters and brightness temperatures from the same snowpack with 10cm 

thickness are calculated as a function of incidence / observation angle, and plotted in Figure III.21 

and Figure III.22, respectively. In the brightness temperature simulation, the snowpack 

temperature and ground temperature are set to be 260K and 273.15K, respectively. The DMRT 
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results are calculated using the same bicontinuous media parameters and are including the cyclical 

corrections for backscatter. 

In Figure III.21, the solid curves are the results of the fully coherent approach of NMM3D 

with periodic boundary conditions; the dashed curves are the results of the partially coherent 

approach of DMRT. The NMM3D results oscillates around the DMRT results demonstrating that 

the coherent layering effects causes multiple reflections and coherent wave interferences. 

 

 
Figure III.21. Backscatter as a function of incidence angle compared with DMRT results. 

 

In Figure III.22, the markers are the results of the fully coherent approach of NMM3D; the 

solid curves are the results of layered media emission theory with the snow layer being 

approximated by an effective permittivity 𝜀𝑒𝑓𝑓 = 1.48𝜀0 , only considering coherent wave 
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reflections at interfaces but completely ignoring volumetric scattering effects. The dashed curves 

are the results of the partially coherent approach of DMRT. The NMM3D results oscillates around 

the DMRT results with much weaker variation than the layered media emission results. The 

comparison shows damped oscillations and decreased brightness temperatures in the NMM3D 

results due to scattering. The coherent layer effects are still exhibited in the weak oscillations, and 

the coherent layer effects are shown to be stronger for horizontal polarizations than vertical 

polarizations especially at larger observation angles. 

 

 
Figure III.22. Brightness temperature as a function of observation angle compared to the results 

of DMRT and layered media emission. 

 

The backscatters and brightness temperatures are also computed as a function of snow 

depth in Figure III.23 and Figure III.24, respectively. The incidence / observation angle is fixed at 



177 

 

40 degree. The snowpack microstructure and ground parameters are the same as before. In both 

cases the full wave simulation results are compared with DMRT results. The DMRT results are 

calculated using the same bicontinuous media parameters and are including the cyclical corrections 

for backscatter [33].  

In Figure III.23, the solid curves are the results of full wave simulation with periodic 

boundary conditions, while the dashed curves are the results of DMRT. The results of the 

backscattering coefficients are generally within 1dB. The oscillation pattern of the full wave 

simulation results preserves for snow depth up to 25cm, demonstrating the coherent wave effects.  

 

 
Figure III.23. Backscatter as a function of snow depth compared with DMRT results. 
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In Figure III.24, the markers are the results of the fully coherent approach of NMM3D; the 

dashed curves are the results of layered media with effective permittivity 𝜀𝑒𝑓𝑓 = 1.48𝜀0 

considering coherent wave reflections at interfaces but ignoring volumetric scattering effects. The 

solid curves are the results of the partially coherent approach of DMRT. There are larger 

discrepancies in the horizontal polarization than in the vertical polarization between the NMM3D 

brightness temperatures and DMRT results. The difference in the horizontal polarizations are most 

significant at small thicknesses. The comparison shows that the horizontal polarization is more 

sensitive to coherent layer effects due to its relatively larger reflection coefficients; and the 

coherent layer effects are most significant at small thickness. The comparison between the full 

wave results and the effective media results indicates that scattering smooths coherent oscillations 

and decreases brightness temperatures. The decreasing magnitude of the oscillation of the 

brightness temperatures in horizontal polarization from the full wave simulation around the DMRT 

results at larger snow depths implies the weakening of coherent layer effects as suppressed by the 

increasing volumetric scattering. 



179 

 

 
Figure III.24. Brightness temperature as a function of snow depth compared with DMRT and 

layered media emission results. 

 

3.6 Conclusions 

In this chapter, we formulated and implemented a fundamentally new approach in dealing 

with the scattering and emission problem from layered snowpack on top of a dielectric half-space. 

The approach is based on solving Maxwell’s equations directly without introducing the 

approximations assumed by the radiative transfer equations. On the other hand, the dense media 

radiative transfer approach is a partially coherent approach and is an approach of homogenization 

where the snowpack is represented by its effective permittivity, extinction coefficient and the 

effective scattering phase matrices. This homogenization process is only valid for homogenous 

snowpack extending in many wavelengths. The thin layers in the snowpack causing coherent 

multiple reflections and the coherent volume-surface interactions and coherent far-field volume-
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volume scattering interaction are not included in the radiative transfer equations. The fully 

coherent approach, standing on full wave simulations, confirms the backscattering enhancement 

effects and the coherent layer effects under certain configurations.  

Besides calculating the incoherent scattering coefficients, the fully coherent approach is 

capable of computing the complex scattering matrix of the snowpack, including both magnitude 

and phase. The availability of the phase information enables new capabilities to model SAR 

polarimetry, such as coherency matrix and speckle statistics, and to generate coherent microwave 

images, such as SAR-tomograms to reveal the vertical structure of the snowpack through multiple 

microwave acquisitions of the snowpack over a limited range of angles and frequency. 

In terms of modeling approaches, we systematically compared the 2D and 3D simulation 

process, and we compared the effects of simply truncating the horizontal domain of the snowpack 

or introducing periodic boundary conditions. By apply the periodic boundary conditions on the 

truncated domain, the artificial edge diffraction effects are eliminated. The periodic boundary 

condition also makes it possible to derive passive microwave observables, such as brightness 

temperatures, by making use of the general reciprocity between the active scattering and passive 

emission problems. Good energy conservation is obtained in the full wave simulation.  

The full wave simulation of natural snowpack is historically an “impossible-to-compute” 

problem. However, by sampling the space in uniform grids, and making use of the translational 

symmetry of the Green’s function, the technique of fast Fourier transform can be combined with 

the discrete dipole approximations, using the Green’s function of the half-space. A scalable and 

efficient DDA code package supporting half-space Green’s function and half-space periodic 

Green’s function is developed and deployed on high performance parallel computing clusters to 

attack this previously impossible problem.     
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CHAPTER IV                                                                                                                        

Uniaxial Effective Permittivity of Anisotropic Bicontinuous Random Media 

Extracted from NMM3D 

 

In this chapter we generate anisotropic bicontinuous media with different vertical and 

horizontal correlation functions. With the computer generated bicontinuous medium, we then use 

NMM3D (Numerical solutions of Maxwell equations in 3-Dimensions) to calculate the anisotropic 

effective permittivities and the effective propagation constants of V and H polarizations. The co-

polarization phase difference of VV and HH are then derived. The co-polarization phase 

differences have recently been applied to the retrieval of snow water equivalent (SWE), snow 

depth and anisotropy. The NMM3D simulation results are also compared with the results of the 

strong permittivity fluctuations (SPF) in the low frequency limit and compared against the 

Maxwell-Garnett mixing formula. The work described here has been partially published in [44]. 

 

4.1 Introduction 

Recent measurements of radar remote sensing of terrestrial snow [39-42] showed that the 

phase of the complex backscattered scattering parameter can be used to retrieve snow depth. In the 

analysis of experimental measurements of the phase of backscattered signal [39-42], the snow 

layer is treated to be an effective medium with effective propagation constant without random 

volumetric scattering. This means only the coherent waves are dominant while the incoherent 
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waves due to volume scattering are neglected. Using such model, the radar backscattering arises 

from rough surface scattering. The phase of the backscattered signal is cumulating phase delays 

from the air-snow interface to the snow-ground interface, backscattered by the rough surface of 

snow-ground, and then added with phase delays on the return through the snow layer to the air-

snow interface. Thus the snow depth / snow water equivalent (SWE) could be determined from 

the integrated phase shift in time series measurements by differential interferometry at X and Ku 

band [40, 41]. In addition, the snow layer can be anisotropic as a result of the snow settlement 

under gravity and snow metamorphism. Temperature gradient driven metamorphism forms 

orientated ice crystals inducing anisotropy in dielectric properties of the snowpack [39, 42]. The 

anisotropy creates birefringence due to the differences in propagation constants between V and H 

polarization. The snow anisotropy can be observed by the co-polarization phase difference (CPD) 

between VV and HH. The co-polarization phase difference is proportional to the thickness of the 

snow layer. The depth of fresh snow (new fallen snow), has less volumetric scattering and was 

shown to be retrievable from the CPD. The polarimetric radar time series observations were 

recently verified using both the ground based SnowScat radar observations and the satellite 

TerraSAR-X observations in X band [39, 41, 42]. Theoretical studies in [39, 42] used a discrete 

scatter model of ellipsoids with preferred orientations. The approach assumed a quasi-static 

Maxwell-Garnet type mixing formula of ellipsoidal scatterers [39, 42, 43]. The depolarization 

factors of the ellipsoid are in one-to-one correspondence with the anisotropic parameter Q 

derivable from the correlation function of oriented spheroids [42], suggesting to use Q as a general 

descriptor of anisotropy for random media. 

In this chapter, we use a random medium model to calculate the polarization phase 

difference [19-21, 26, 28]. We apply two approaches for performing the calculations. In the first 
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approach, we use computer generated bicontinuous media [19-21, 28]. In the second approach, we 

use strong permittivity fluctuation (SPF) model [26]. The advantages of random media are that 

correlation functions are used to describe random media. Such correlation functions can be and 

have been determined from microstructures of snow [145, 146, 150].  

In the first approach, we use computer generated bicontinuous media [19-21, 28] to 

represent the microstructure of snow. The bicontinuous media is generated by level cutting a 

random field that is the sum of a large number of randomly oriented standing waves [147]. By 

limiting the orientation distributions of the elementary standing waves, we generate random 

structures with a preferred orientation. Such structures visually resembles snow microstructures 

and can be quantitatively compared to snow using autocorrelation functions. Previous studies [21, 

28] suggest that the autocorrelation functions of bicontinuous media with Gamma distribution of 

wavenumbers decay less rapidly with distance than exponential decay and this accounts for the 

weaker frequency dependence in scattering. In this chapter we derive the correlation functions for 

anisotropic bicontinuous media.  

We next compute the effective permittivity by full wave simulations of the solutions 

Maxwell’s equations (NMM3D) for the computer generated bicontinuous media. Such approach 

includes multiple scattering effects and is applicable to a wide range of microwave frequencies 

and snow conditions. 

In NMM3D, we use the discrete dipole approximation (DDA) [19, 34] to solve the volume 

integral equations of the anisotropic bicontinuous medium. The sample volume of bicontinuous 

media is a sphere with diameter of a few wavelengths. We perform such simulation over a large 

number of samples (realizations). We compute the coherent scattering field of the bicontinuous 

media by taking realization averages of the scattered field. The coherent scattered field is then 
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compared with the Mie scattering from a homogeneous sphere of the same size. The effective 

permittivity of the bicontinuous medium is then equated with the permittivity of the Mie sphere in 

the sense of least mean square error (LMSE). Such concept of comparing mean scattering field 

was previously used by Chew et.al. [45] to compute the effective permittivity of a random sphere 

mixture at a very low frequency. Siqueira and Sarabandi have also used such concept to validate 

the effectivity predicted by quasi-crystalline approximation (QCA) of cylindrical particles in 2D 

[46] and spherical particles in 3D [47]. In this study we consider the effective permittivity of 

irregular and anisotropic bicontinuous media, and perform the simulations at low to moderate 

frequencies with correlation lengths of the random media smaller than or comparable to 

wavelengths. After the uniaxial effective permittivities of the random medium are obtained, we 

calculate the effective propagation constants for V and H polarization and compute the co-polar 

phase differences (CPD) for a variety of snow conditions.  

In the second approach, we use the strong permittivity fluctuations (SPF) theory [26] to 

calculate the uniaxial effective permittivity which applied the bilocal approximation to the Dyson’s 

equation of mean field with the singularity extraction of the dyadic Green’s function. We extend 

the SPF theory [26] to take arbitrary correlation functions with azimuth symmetry by taking the 

Fourier transform of the correlation function numerically. The key integrals of Eq. (84) of [26] are 

also performed numerically. We then apply the SPF theory to the correlation functions of the 

anisotropic bicontinuous media. It should be noted that in [148], the uniaxial effective permittivity 

tensor is also derived for arbitrary random media of azimuthal symmetry within a strong contrast 

expansion in terms of n-point correlation functions. The formalism, however, is difficult to apply 

to an arbitrary correlation function that cannot be cast into a functional form of 𝐶(𝑟/𝑙(cos 𝜃) ) 

[149]. The 2nd order strong contrast expansion reduces to the Maxwell-Garnett mixing formula in 
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the low frequency limit [42] while the SPF theory [26] reduces to the Polder and van Santen 

mixing. The difference between the two originates from their different choice of Green’s function 

in formulating the integral equation. In this study, we also extract the exponential correlation 

lengths of the anisotropic bicontinuous media from its correlation function, and use them to 

calculate the Q factor [42, 149] of the media by assuming the functional form of the correlation 

function. This enables us to compare the results against the Maxwell-Garnett dielectric mixing 

[42].  

 

4.2 Anisotropic Bicontinuous Media and Its Autocovariance Function 

We describe the generation of anisotropic bicontinuous media and its characterization by 

autocorrelation function. 

4.2.1 Generation of Anisotropic Bicontinuous Media 

The procedure follows [19] with the following modifications. We define a zero mean 

random field 𝑆 of position 𝑟  by superimposing a large number of stochastic standing waves. 

𝑆(𝑟 ) =
1

√𝑁
∑ cos(𝜁 

𝑛 ⋅ 𝑟 + 𝜙𝑛)

𝑁

𝑛=1

 (4.1) 

where 𝑁 is a sufficiently large number, 𝜙𝑛 is the random phase distributed uniformly between 0 

and 2𝜋, 𝜁 
𝑛 is the random wave vector 𝜁 

𝑛 = 𝜁𝑛𝜁𝑛. The magnitude 𝜁𝑛 follows gamma distribution 

𝑝Ζ(ζ) with mean value 〈𝜁〉 and standard deviation 〈𝜁〉/√𝑏 + 1, where 〈𝜁〉 has a unit of 1/m, and 

𝑏 unit 1.  

𝑝Ζ(ζ) =
1

Γ(𝑏 + 1)

(𝑏 + 1)𝑏+1

〈𝜁〉
(

𝜁

〈𝜁〉
)

𝑏

𝑒
−(𝑏+1)

𝜁
〈𝜁〉 (4.2) 
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Previously, in [19] the unit vectors 𝜁𝑛 are uniformly distributed on a unit spherical surface, forming 

statistically isotropic random field. To create anisotropy, we limit  𝜁𝑛 to be around the equator or 

around the poles, to form vertical structures and horizontal structures, respectively. We choose the 

probability distribution function of the inclination angle 𝜃 of 𝜁𝑛, as follows, 

𝑝Θ(𝜃) = 𝐶
sin 𝜃

2
, 𝜃 ∈ Θ𝐷 (4.3) 

where Θ𝐷  is the definition domain of 𝜃 , and 𝐶  is a normalization constant. We introduce an 

anisotropy parameter 𝜇, 0 < 𝜇 < 1. For vertical structure, Θ𝐷 is defined by |cos 𝜃| ≤ 𝜇, and 𝐶 =

1/𝜇; for horizontal structure, Θ𝐷  is defined by |cos 𝜃| ≥ 𝜇, and 𝐶 = 1/ (1 − 𝜇). The azimuth 

angle 𝜑 of 𝜁𝑛 is, as before, uniformly distributed between 0 and 2𝜋, such that the random field is 

statistically isotropic in the xOy plane.  

The two-phase bicontinuous medium is defined by an indicator function Θα(𝑟 ).  

Θ𝛼(𝑟 ) = {
1 𝑆(𝑟 ) > 𝛼
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (4.4) 

where 𝛼  is the cutting level related to the volume fraction 𝑓𝑣  of the random media, and 𝑓𝑣 =

〈Θ𝛼(𝑟 )〉 = erfc(𝛼) /2, where erfc(⋅) is the complementary error function.  

In Figure IV.1, we illustrate the cross section images of the bicontinuous media along the 

xOz plane for various anisotropy parameter 𝜇. It can be seen that the vertical structures become 

more visible as 𝜇 approaches 0, while the horizontal structures become clearer as 𝜇 approaches 1.  
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Figure IV.1. Cross section images of anisotropic bicontinuous media  (xOz): first row for vertical 

structures and second row for horizontal structures; 𝜇 is ¼, ½, ¾, respectively, from left to right. 
〈𝜁〉  is 9988.789, b is 1.2, and 𝑓𝑣 is 0.2179.  〈𝜁〉, 𝑏 and 𝑓𝑣 are unchanged along the chapter unless 

specified. Image size is of 8.715mm with each pixel 0.1mm.  

 

4.2.2 Characterization of Anisotropic Bicontinuous Media by Autocorrelation Functions 

Since 𝑆(𝑟 ) is a Gaussian random process, the autocorrelation function of the bicontinuous 

media Γ𝛼(𝑟 ) = 〈Θ𝛼(𝑟 )Θ𝛼(0)〉 can be expressed in terms of C𝑠(𝑟 ), the normalized autocovariance 

function of 𝑆(𝑟 ), [19, 147] 

Γ𝛼(𝑟 ) = 𝑓𝑣
2 + ∑ 𝐶𝑚(𝛼)[𝐶𝑠(𝑟 )]

𝑚

∞

𝑚=1

 (4.5) 

where 𝐶𝑚(𝛼) = 𝑒−2𝛼2
[𝐻𝑚−1(𝛼)]2/(𝜋𝑚! 2𝑚), and 𝐻𝑚(⋅) is the 𝑚-th order Hermite polynomial. 

The function C𝑠(𝑟 ) = 〈𝑆(𝑟 )𝑆(0)〉/〈𝑆2(0)〉 is 

C𝑠(𝑟 ) = ∫ 𝑑𝜁𝑝Ζ(𝜁)〈cos(𝜁𝜁𝑛 ⋅ 𝑟 )〉
+∞

0

 (4.6) 

For anisotropic bicontinuous media, 

〈cos(𝜁𝜁𝑛 ⋅ 𝑟 )〉 = ∫ 𝑑𝜃𝑝Θ(𝜃) cos(𝜁𝑧 cos 𝜃) 𝐽0(𝜁𝜌̅ sin 𝜃)
Θ𝐷

 (4.7) 
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where 𝜌̅ = √𝑥2 + 𝑦2  and (𝑥, 𝑦, 𝑧) are the coordinates of 𝑟 . When Θ𝐷  expands over the whole 

domain of [0, 𝜋], i.e., the isotropic case, 〈cos(𝜁𝜁𝑛 ⋅ 𝑟 )〉 = 𝑗0(𝜁𝑟) = sin(𝜁𝑟) /(𝜁𝑟). 

The normalized autocovariance function of bicontinuous media is �̃�𝛼(𝑟 ) = (Γ𝛼(𝑟 ) − 𝑓𝑣
2)/

(𝑓𝑣 − 𝑓𝑣
2). In Figure IV.2, we compare �̃�𝛼(𝑟 ) along 𝑥 and 𝑧 axis for the vertical structures and the 

horizontal structures using anisotropy 𝜇 = 1/2. It is noted that �̃�𝛼(𝑟 ) has a larger correlation 

length in z direction for vertical structures and a larger correlation length in x direction for 

horizontal structures. The autocovariance functions are also extracted numerically in a similar 

procedure to Eq. (4) of [145] by computing the cross correlation of a reference subsample volume 

with the entire sample volume. 

 

 
Figure IV.2. Normalized auto-covariance functions of anisotropic bicontinuous media along x 

and z axes: comparison of closed form and numerical results. Left for vertical and right for 

horizontal structure. Anisotropy 𝜇 is ½.  

 

As shown in Figure IV.2, the numerically extracted correlation functions of bicontinuous 

media samples are in excellent agreement with the numerical evaluations of Eqs. (5-7) where 5000 

terms are included in the summation of Eq. (5) to ensure convergence. Note that �̃�𝛼(𝑟 ) can be 

negative for highly anisotropic media as illustrated by �̃�𝛼(𝑧) of the horizontal structure. This 

agrees with experiments [145, 150]. The negative values are not modeled by exponential functions. 
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The shape of the correlation function bicontinuous media depends on the choice of 𝑝Ζ(ζ) and 

𝑝Θ(𝜃), and in general does not have a functional form of 𝐶(𝑟/𝑙(cos 𝜃) ) and a close form of 

parameter Q [149]. Recent measurements also show the oscillatory behavior of snow correlation 

function that cannot be described by a single length scale [150]. 

 

4.3 Uniaxial Effective Permittivity and Propagation Constants of Anisotropic 

Bicontinuous Media 

In this section, we derive the effective permittivities of the anisotropic bicontinuous media 

from full wave solutions. 

 

4.3.1 Effective Propagation Constants of TE and TM Waves and the Co-polar Phase 

Difference 

A uniaxial media, characterized by a diagonal tensor permittivity 𝜀  1  with diagonal 

elements of 𝜀1, 𝜀1 and 𝜀1𝑧, respectively, supports two kinds of characteristic waves: the ordinary 

wave and the extraordinary wave. The horizontally polarized wave, or TE wave, is ordinary; and 

the vertically polarized wave, or TM wave, is extraordinary. The two waves satisfy different 

dispersion relationships as follows 

TE: 𝑘𝜌
2 + 𝑘1𝑧

2 = 𝜔2𝜇𝜀1 (4.8a) 

TM: 𝑘𝜌
2 +

𝜀1𝑧

𝜀1
𝑘1𝑧

2 = 𝜔2𝜇𝜀1𝑧 (4.8b) 

where 𝑘𝜌
2 = 𝑘𝑥

2 + 𝑘𝑦
2, 𝑘𝑥, 𝑘𝑦 and 𝑘1𝑧 are the x, y, z components of the wavenumber in the uniaxial 

media, respectively. Consider an incidence wave upon a flat layer of media with 𝜀  1  from an 

isotropic media with permittivity 𝜀  and 𝑘 = 𝜔√𝜇𝜀  with incidence angle 𝜃inc , where 𝑘𝜌 =



190 

 

𝑘 sin 𝜃inc following phase continuity. The effective propagation constants 𝑘eff = √𝑘𝜌
2 + 𝑘1𝑧

2  are 

as follows for the two polarizations, 

𝑘eff
TE = 𝜔√𝜇𝜀1 (4.9a) 

𝑘eff
TM = 𝜔√𝜇 (𝜀1 + (1 −

𝜀1

𝜀1𝑧
) 𝜀 sin2 𝜃inc) (4.9b) 

The effective propagation constant of TE wave is invariant with respect to the incidence 

angle, while that of TM wave increases with incidence angles.  

The co-polar phase difference (𝜙CPD) is the two-way phase difference between the VV 

polarized signal and HH polarized signal on the snow/ ground interface, as observed by the receiver 

[42]. Considering an anisotropic snow layer of thickness 𝑑  and uniaxial permittivity 𝜀  1  above 

ground,  

𝜙CPD = 2(𝑘1𝑧
TM − 𝑘1𝑧

TE)𝑑 (4.10) 

 

4.3.2 Extraction of Effective Permittivity Using NMM3D 

From the dispersion relationship of the TE and TM waves, we notice that by setting 𝑘1𝑧 to 

be zero, 𝑘eff
TE = 𝜔√𝜇𝜀1 and 𝑘eff

TM = 𝜔√𝜇𝜀1𝑧. Thus by impinging a plane wave propagating in the 

xOy plane in the anisotropic bicontinuous media and extracting the effective propagation constants 

of the TE and TM waves, we can obtain the two constitutive parameters 𝜀1 and 𝜀1𝑧, of the uniaxial 

permittivity. The effective propagation constants are extracted by fitting the coherent scattering 

field from the random media sample with the Mie scattering solution of a homogeneous and 

isotropic sphere.  
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In NMM3D, the sample volume of the bicontinuous medium is a sphere of radius 𝑎, where 

𝑎 is of several wavelengths. The discrete dipole approximation is applied to solve volume integral 

equations over each sample. The coherent scattering field is computed as the mean scattering field, 

�̅�coh
𝑠 (Θ) =

1

𝑁𝑟
∑ �̅�𝑛

𝑠(Θ)

𝑁𝑟

𝑛=1

 (4.11) 

where Θ is the angle between the scattering direction �̂�𝑠 and the incidence direction �̂�𝑖, 𝑁𝑟 is the 

number of realizations, and �̅�𝑛
𝑠(Θ) is the scattering field from the 𝑛-th realization. We choose �̂�𝑖 =

�̂�, and vary �̂�𝑠  on the xOy plane by changing Θ from 0 to 𝜋 (see inset in Figure IV.3 (a) for 

illustration). The coherent field is considered to be the scattering field from a homogeneous sphere 

of permittivity 𝜀𝑝 with the same radius 𝑎. The Mie scattering field from the sphere is computed as 

�̅�Mie
𝑠 (Θ, 𝜀𝑝). Then the effective permittivity is chosen to be 𝜀𝑝 that minimizes the differences in 

the least mean square error sense  

𝜀eff = min
𝜀𝑝

∫ 𝑑Θ|�̅�coh
𝑠 (Θ) − �̅�Mie

𝑠 (Θ, 𝜀𝑝)|
2

𝜋

0

 (4.12) 

𝜀1 and 𝜀1𝑧 are taken to be the extracted 𝜀eff with the incidence wave propagation along �̂�, 

and polarized along �̂� (TE wave) and �̂� (TM wave), respectively.  

In Figure IV.3, we compare the coherent scattering field with Mie scattering (from a 

homemade Mie scattering code) associated with the optimal 𝜀𝑝 . The bicontinuous media has 

vertical orientation preference with anisotropy 𝜇 = 1/2 . The results are given in terms of 

scattering matrix elements 𝑆11 and 𝑆22 on the xOy scattering plane for the extraction of 𝜀1𝑧 (using 

TM wave) and 𝜀1 (using TE wave), respectively. The agreements are excellent in both cases. In 

Figure IV.3, 𝑆22 (TM) and 𝑆11(TE) on the xOz scattering plane are also computed and compared 

to Mie scattering. The agreements indicate the flexibility in the choice of �̂�𝑠 directions. The better 
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agreement in 𝑆11 than 𝑆22  is possibly due to that Mie scattering has not included the uniaxial 

behavior of the effective permittivity. 

 

 

 
Figure IV.3. Comparison of coherent field with Mie scattering in the 1-2 frame using TM (a, top) 

and TE (b, bottom) incidence wave for the extraction of 𝜀1𝑧 and 𝜀1, respectively. The inset in (a) 

illustrates the wave vectors and the spherical sample volume in the xOy plane. Wave is 

propagating along 𝑥 direction at 17.2GHz. Vertical structure has 𝜇 of ½. The spherical sample of 

the media has a diameter of 20.93mm (1.2×free space wavelength) divided along each direction 

with uniform grid size of 0.133mm.  
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4.4 Strong Permittivity Fluctuation Theory Applied to an Arbitrary Correlation 

Function with Azimuthal Symmetry 

The strong permittivity fluctuation (SPF) theory predicts the effective permittivity of a 

random media from its correlation functions. The SPF results with general anisotropic correlation 

functions of azimuthal symmetry are reported here as an extension of [26] where the anisotropic 

correlation functions are assumed to be of certain forms.  

The effective permittivity of the random media 𝜀  𝑒𝑓𝑓  is uniaxial when the anisotropic 

correlation function has azimuthal symmetry. For a two phase random media with background 

permittivity 𝜀𝑏  and scatterer 𝜀𝑝  with volume fraction 𝑓𝑣 , SPF predicts at low frequency with 

wavenumber 𝑘0 that 

𝜀  𝑒𝑓𝑓 = 𝜀  𝑔 + 𝜀0𝜉 
 
𝑒𝑓𝑓
(0) (𝑘0) (4.13) 

Both 𝜀  𝑔 and 𝜉  𝑒𝑓𝑓
(0)

 are uniaxial, 𝜀  𝑔 = diag{𝜀𝑔, 𝜀𝑔, 𝜀𝑔𝑧} and 𝜉  𝑒𝑓𝑓
(0)

= diag{𝜉1, 𝜉1, 𝜉3}. 𝜀  𝑔 is identical to 

the Polder and van Santern mixing formula in the very low frequency limit for isotropic correlation 

functions.  

𝜉1 = (𝜉𝑝 − 𝜉𝑏)
2
𝑓𝑣(1 − 𝑓𝑣)(𝐼1 + 𝑆) (4.14a) 

𝜉3 = (𝜉𝑝𝑧 − 𝜉𝑏𝑧)
2
𝑓𝑣(1 − 𝑓𝑣)(𝐼3 + 𝑆𝑧) (4.14b) 

where 𝜉𝑝 = (𝜀𝑝 − 𝜀𝑔)/(𝜀0 + 𝑆(𝜀𝑝 − 𝜀𝑔) ) , 𝜉𝑏 = (𝜀𝑏 − 𝜀𝑔)/(𝜀0 + 𝑆(𝜀𝑏 − 𝜀𝑔) ) , 𝜉𝑝𝑧 = (𝜀𝑝 −

𝜀𝑔𝑧)/(𝜀0 + 𝑆𝑧(𝜀𝑝 − 𝜀𝑔𝑧) )  and 𝜉𝑏𝑧 = (𝜀𝑏 − 𝜀𝑔𝑧)/(𝜀0 + 𝑆𝑧(𝜀𝑏 − 𝜀𝑔𝑧) ) . 𝜀𝑔  and 𝜀𝑔𝑧  are to be 

determined. 𝑆 = −𝐼1(𝑘0 = 0), and 𝑆𝑧 = −𝐼3(𝑘0 = 0), where 𝐼1(𝑘0) and 𝐼3(𝑘0) are defined as 

follows, 
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𝐼1(𝑘0) = −𝜋
𝜀0

𝜀𝑔𝑧
∫ 𝑑𝑘𝜌𝑘𝜌 ∫ 𝑑𝑘𝑧 [

−𝑘0
2𝜀𝑔𝑧 

𝜀0(𝑘𝜌
2 + 𝑘𝑧

2 − 𝑘0
2𝜀𝑔/𝜀0)

∞

−∞

∞

0

+
𝑘𝜌

2 − 𝑘0
2𝜀𝑔𝑧/𝜀0

𝑘𝑧
2 + (𝑘𝜌

2 − 𝑘0
2𝜀𝑔𝑧/𝜀0)𝜀𝑔/𝜀𝑔𝑧

]Φ𝜉(𝑘𝜌, 𝑘𝑧) 

(4.15a) 

𝐼3(𝑘0) = −2𝜋
𝜀0

𝜀𝑔𝑧
∫ 𝑑𝑘𝜌𝑘𝜌 ∫ 𝑑𝑘𝑧

[
 
 
 
 𝑘𝑧

2 − 𝑘0
2 𝜀𝑔

𝜀0

𝑘𝑧
2 + (𝑘𝜌

2 −
𝑘0

2𝜀𝑔𝑧

𝜀0
)

𝜀𝑔

𝜀𝑔𝑧]
 
 
 
 

∞

−∞

Φ𝜉(𝑘𝜌, 𝑘𝑧)
∞

0

 (4.15b) 

where Φ𝜉(𝑘𝜌, 𝑘𝑧) is the 3D Fourier transform of the normalized autocovariance function of the 

random media  �̃�𝛼(𝑟 ) as defined in Section 4.2.2 (same as 𝑅𝜉(𝜌̅, 𝑧) of [26]),  

Φ𝜉(𝑘𝜌, 𝑘𝑧) =
1

4𝜋2
∫ 𝑑𝜌̅𝜌̅𝐽0(𝑘𝜌𝜌̅ )∫ 𝑑𝑧�̃�𝛼(𝜌̅, 𝑧) exp(𝑖𝑘𝑧𝑧)

∞

−∞

∞

0

 (4.16) 

Finally, 𝜀𝑔 and 𝜀𝑔𝑧 are the roots of the following coupled non-linear equation set, and can 

be solved iteratively. 

𝜉𝑝𝑓𝑣 + 𝜉𝑏(1 − 𝑓𝑣) = 0 (4.17a) 

𝜉𝑝𝑧𝑓𝑣 + 𝜉𝑏𝑧(1 − 𝑓𝑣) = 0 (4.17b) 

 

4.5 Results and Comparison 

In this section, we illustrate results of the uniaxial effective permittivities using typical 

snow parameters. In Figure IV.4, we examine the effective permittivities at Ku band as functions 

of fractional volume (a) and anisotropy (b), respectively. The NMM3D results are compared with 

the results of SPF and the Maxwell-Garnett mixing. The SPF results are computed using the 

anisotropic correlation functions of the bicontinuous media. The Maxwell-Garnett mixing formula 

is driven by the exponential correlation lengths of the bicontinuous media extracted from its 

correlation functions, and is in correspondence to the anisotropic parameter Q [42, 149]. The 
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extracted Q parameter from the correlation lengths is also plotted against the parameter 𝜇. For 

fixed anisotropy, the uniaxial effective permittivities of 𝜀1𝑧 and 𝜀1 increase with volume fraction. 

The difference between 𝜀1𝑧  and 𝜀1  increases with volume fraction until saturation and then 

decreases. SPF results show weak frequency dependence and predict slight larger effective 

permittivities and earlier saturation in 𝜀1𝑧 − 𝜀1 with density and less peak difference.  For the same 

volume fraction, the vertical structure has a larger 𝜀1𝑧 than 𝜀1, while the horizontal structure has a 

smaller 𝜀1𝑧 than 𝜀1. The difference |𝜀1𝑧 − 𝜀1| increases as the structure becomes more anisotropic 

(decreasing 𝜇  for vertical and increasing 𝜇  for horizontal structures). All the models provide 

similar dependences. The agreements between the models are better with smaller volume fractions 

when multiple scattering effects are weaker.  
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Figure IV.4. Extracted uniaxial permittivity from NMM3D at 17.2GHz as a function of volume 

fraction (a, top) and anisotropy (b, bottom). (a) Vertical structure with 𝜇 of ½. NMM3D results 

are compared against SPF results. The inset shows the difference between 𝜀1𝑧 and 𝜀𝑧. (b) Ice 

volume fraction 𝑓𝑣 is 0.218. The inset on the right plots Q against 𝜇.  

 

In Figure IV.5, we illustrate the co-polar phase differences (CPD) against snow anisotropy 

and densities for various incidence angles at Ku band, similar to Figs. 3 and 4 of [42]. The CPD, 
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defined as 𝜙VV − 𝜙HH, is positive for vertical structure and negative for horizontal structure. Its 

magnitude increases as the structure becomes more anisotropic. The magnitude of CPD also 

increases with incidence angles. It can be as large as 100 degree per 10 cm snow at 40 degree 

incidence angle for structures with strong anisotropy and it quickly increases to ~200 degree per 

10 cm snow at 55 degree incidence angle. The dependence of CPD against volume fraction is non-

monotonic. For a vertical structure with modest anisotropy 𝜇 of ½, the CPD increases with volume 

fraction before it reaches a maximum at a moderate volume fraction of ~0.33 and then decreases. 

This is a result of the change in the difference between 𝜀1𝑧 and 𝜀1 and also the increase of 𝜀1𝑧 and 

𝜀1 with volume fraction.  
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Figure IV.5. CPD vs. anisotropy for different incidence angles (a, top); CPD vs. volume fraction 

for different incidence angles (b, bottom) 

 

4.6 Conclusion 

Anisotropic bicontinuous media are generated to model anisotropies in snow. The uniaxial 

effective permittivities of the anisotropic structure are extracted from full wave simulations using 

NMM3D. The approach considers the actual geometry of the random media, includes the fully 
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coherent wave interaction within the inhomogeneities and the multiple scattering effects. It is 

applicable to a wide range of frequency, permittivity contrast, and volume fraction. It provides 

more accurate predictions than the dielectric mixing formulas and is widely applicable. The results 

are compared with the strong permittivity fluctuation (SPF) theory and the Maxwell-Garnett 

mixing, all with similar density and anisotropy dependences. The SPF theory is extended to take 

directly the correlation functions of bicontinuous media. The behavior of the correlation function 

at larger lag distance affects the scattering loss, but is found to have less effect on the real part of 

the effective permittivity. The results of co-polar phase differences are calculated and can be used 

to retrieve the thickness of fresh snow and to monitor changes in snow morphologies.  
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CHAPTER V                                                                                                                               

The Fully and Partially Coherent Approach in Random Layered Media 

Scattering Applied to Polar Ice Sheet Emission from 0.5 to 2GHz 

 

In this chapter we investigate physical effects influencing 0.5-2 GHz brightness 

temperatures of layered polar firn to support the Ultra Wide Band Software Defined Radiometer 

(UWBRAD) experiment to be conducted in Greenland and in Antarctica. We find that because ice 

particle grain sizes are very small compared to the 0.5-2 GHz wavelengths, volume scattering 

effects are small. Variations in firn density over cm to m- length scales however cause significant 

effects. Both incoherent and coherent models are used to examine these effects. Incoherent models 

include a “cloud model” that neglects any reflections internal to the ice sheet, and the DMRT-ML 

and MEMLS radiative transfer codes that are publicly available. The coherent model is based on 

the layered medium implementation of the fluctuation dissipation theorem for thermal microwave 

radiation from a medium having a non-uniform temperature. Density profiles are modeled using a 

stochastic approach, and model predictions are averaged over a large number of realizations to 

take into account an averaging over the radiometer footprint. Density profiles are described by 

combining a smooth average density profile with a spatially correlated random process to model 

density fluctuations. It is shown that coherent model results after ensemble averaging depend on 

the correlation lengths of the vertical density fluctuations. If the correlation length is moderate or 

long compared with the wavelength (~0.6x longer or greater for Gaussian correlation function 
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without regard for layer thinning due to compaction), coherent and incoherent model results are 

similar (within ~1K). However, when the correlation length is short compared to the wavelength, 

coherent model results are significantly different from the incoherent model by several tens of 

kelvins. For a 10cm correlation length, the differences are significant between 0.5 and 1.1GHz, 

and less for 1.1GHz to 2GHz. Model results are shown to be able to match the v-pol SMOS data 

closely and predict the h-pol data for small observation angles. 

A partially coherent model is then designed to improve the efficiency of the fully coherent 

model by dividing the ice sheet into blocks. Within each block we apply the coherent model, but 

within adjacent blocks we use radiative transfer theory to incoherent cascading the block 

parameters. By using a block size of several wavelengths, the partially coherent approach 

reproduces the results of fully coherent results but requires much smaller number of realizations 

to reach convergence. The partially coherent model, when combined with the two scale density 

variation model, predicts the angular brightness temperatures that agrees with L-band SMOS 

observations over Greenland Summit. The partially coherent model also enables modeling the 

multiple rough interface effects in coupling the emissions among angles and polarizations. 

The material covered in this Chapter has been partially published in [58], and been reported 

in several conference papers [59, 170-172]. 

 

5.1 Physical Models of Layered Polar Firn Brightness Temperatures: Comparison 

of the Fully Coherent and Incoherent Approaches 

5.1.1 Introduction 

Ice sheet internal temperature is a key variable in ice dynamics, and up to the present, direct 

information on ice sheet internal temperature comes primarily from borehole measurements [51, 
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151]. Recently, ultra-wideband radiometry (~0.5 – ~2 GHz) has been proposed as a remote sensing 

method to retrieve ice sheet internal temperature. The motivation to explore wide band radiometry 

is based on three observations. First, electromagnetic waves in the 0.5 to 2 GHz band can have 

penetration depths (as defined in equation. (5.6)) of hundreds of meters or more in ice. Second, 

analysis of ESA’s Soil Moisture Ocean Salinity (SMOS) brightness temperature data shows 

sensitivity at L-band to subsurface temperature effects in Antarctica [152]. Finally, preliminary 

retrieval studies suggest the possibility of using this concept in estimation of the internal 

temperature [51, 52].  

A physical model of brightness temperature over the UWBRAD frequency range is 

necessary to understand ice sheet emission physics and to support future UWBRAD experiments 

to be conducted in Greenland and Antarctica. In this paper we investigate physical effects 

influencing the 0.5-2 GHz brightness temperatures of layered polar firn using both incoherent and 

coherent models. The incoherent models include the cloud model [15, 51, 153, 169], the Dense 

Media Radiative Transfer – Multi Layers model (DMRT-ML) [14, 16] and the Microwave 

Emission Model of Layerd Snowpacks (MEMLS) [12, 154]. The coherent model [15] is based on 

the layered medium model implementation of the fluctuation dissipation theorem. Coherent and 

incoherent model results are compared for various firn and ice layer profile configurations. The 

“cloud” radiative transfer model ignores all intermediate reflections inside the ice sheet, which is 

partially justified by the nearly homogenous nature of the ice sheet below about 100-200 m depth 

[15, 51, 153]. The model gives insight into how the overall brightness temperature is determined 

by the ice sheet internal temperature profile. The other two incoherent models considered (DMRT-

ML and MEMLS) are more sophisticated. They model the incoherent energy flow inside a 

stratified structure considering attenuation, scattering, and reflections based on radiative transfer 
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theory [12, 14, 16, 154]. DMRT-ML [14] applies physical scattering models of the Quasi-

crystalline Approximaation with Coherent Potential (QCA-CP) [16], whereas MEMLS considers 

either empirical scattering coefficients for small snow grains [12] or physical scattering models of 

improved Born approximation for large snow grains [154]. Previous studies have shown that 

brightness temperatures and emissivities can be accurately simulated with DMRT-ML at Ku band 

and Ka band [155, 156], and results are also promising with proper parameterizations at L-band 

and C–band [157]. However, the use of these models at lower frequencies 0.5-2 GHz has yet to be 

examined in detail, especially when near surface density fluctuations [54, 157] produce a large 

number of closely spaced reflective boundaries, as observed with Aquarius [56]. Recent works 

have shown the importance of including density fluctuations in the forward model in order to 

reproduce measured data at L-band [157]. An alternative method is to analyze the ice sheet 

emission problem using the fully coherent approach while ignoring the volume scattering effects 

[15, 24, 57, 158]. Volume scattering is quite small at the low frequency of 0.5-2.0 GHz [157] in 

contrast to its importance at Ku and Ka band [156]. Recently Leduc-Leballeur et al. applied the 

coherent model to L band SMOS brightness temperature at Dome C, Antarctica, and show that the 

brightness temperature from the coherent model is about 10K lower than that from the incoherent 

model [57].  

This paper provides additional insight into the physical mechanisms of 0.5-2 GHz thermal 

emission from ice sheets by comparing coherent and incoherent model simulations in the presence 

of stochastic variations in density. The impact of the spatial scales of the density fluctuations 

(described by a correlation length parameter) are investigated in terms of brightness temperature 

ensemble averaged over the fluctuating density random process. The next section describes the ice 

sheet model utilized, and Section III reviews basic properties of the forward models included in 
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the study. A special layering scheme to discretize the density profile into distinct layers is 

describled in Section IV, and results of brightness temperature are then examined and discussed in 

Section V. 

5.1.2 Vertical Structure of Polar Ice 

The polar ice sheet structure is approximated as a planar layered medium having vertical 

temperature and density profiles, as illustrated in Figure V.1. 
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Figure V.1. Illustration of the vertical structure of the polar ice sheet in the microwave emission 

models 

 

Except for the very top layers (about 10 meters) where the seasonal swing of the air 

temperature changes the ice temperature [54, 159, 160], the temperature of the rest of the ice sheet 



205 

 

generally increases with depth. Since the top layers contribute little to the ice-sheet thermal 

emission at low frequencies, in this study we ignore the near surface seasonal temperature variation 

and model the temperature profile 𝑇(𝑧) using the Robin temperature model described in [151], 

𝑇(𝑧) = 𝑇𝑠 + 𝐶 ⋅ erf (
𝐻

𝐿
) − 𝐶 ⋅ erf (

𝑧 + 𝐻

𝐿
) ,−𝐻 ≤ 𝑧 ≤ 0 (5.1) 

where 𝐶 =
𝐿𝐺√𝜋

2𝑘𝑐
 and 𝐿 = √

2𝑘𝑑𝐻

𝑀
, erf(⋅) is the error function, 𝑇𝑠 = 𝑇(0) is the surface temperature, 

𝑀 is the accumulation rate, measured in meters per year ice equivalent, and 𝐻 is the overall ice 

thickness. 𝐺 = 0.047𝑊 ⋅ 𝑚−2  is the geothermal heat flux, 𝑘𝑐 = 2.7𝑊 ⋅ 𝑚−1 ⋅ 𝐾−1  is the ice 

thermal conductivity, and 𝑘𝑑 = 45𝑚2 ⋅ yr−1  is the ice thermal diffusivity. The Robin model 

assumes a planar stratified medium with homogenous thermal parameters driven by geothermal 

heat flux alone. These assumptions are significant but sufficient for the purpose of producing 

realistic temperature profile as a basis for assessing the impact on the frequency dependence of 

brightness temperature [51]. Two temperature profiles are illustrated in Figure V.2 (a) for 𝑇𝑠 =

216𝐾, 𝐻 = 3700𝑚 with 𝑀 set to 0.01 and 0.05𝑚 ⋅ yr−1, respectively. These values are generally 

representative of the deep interior East Antarctic ice-sheet. The lower accumulation rate 

corresponds to the higher temperature. Also shown in Figure V.2 (a) is the Dome C bore hole 

temperature measured in December 2004 estimated from [168], fig. 1D. The modeled profiles are 

in reasonable agreement with measurements. 

The average firn density 𝜌̅(𝑧) increases exponentially with depth [159-161]. Following the 

measurement of Alley et al. [161], we set 𝜌̅(𝑧) to be 

𝜌̅(𝑧) = 0.922 − 0.564 ⋅ exp(0.0165𝑧)  𝑔/𝑐𝑚3 (5.2) 

The near surface density fluctuation �̃�̅(𝑧) is modeled as the sum of the average density 

𝜌̅(𝑧) and a damped noise 𝜌̅𝑛(𝑧), 
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�̃�̅(𝑧) = 𝜌̅(𝑧) + 𝜌̅𝑛(𝑧) ⋅ exp(𝑧/𝛼) (5.3) 

with 𝛼 as a damping factor, as previously proposed in [157]. Unlike [157], since the fluctuation is 

spatially correlated, the noisy part 𝜌̅𝑛(𝑧) is modeled as a Gaussian random process with Gaussian 

correlation function given by 〈𝜌̅𝑛(𝑧)𝜌̅𝑛(𝑧′)〉 = Δ2 exp (−
(𝑧−𝑧′)

2

𝑙2
) , where Δ2  is the auto-

covariance and 𝑙 is the correlation length (reference [157] assumed 𝑙 = 0). A random realization 

of density fluctuations with 𝛼 = 30𝑚, Δ = 0.040g/cm3 and 𝑙 = 10cm is illustrated in Figure V.2 

(b).  

 
Figure V.2. Illustration of the ice sheet temperature profile (a) and density profile (b). In (a), the 

black solid line corresponds to 𝑀 = 0.01𝑚 ⋅ yr−1, and the grey dashed line corresponds to 𝑀 =
0.05𝑚 ⋅ yr−1. The blue diamonds are the Dome C bore hole temperature measured in 

Decemeber 2004 estimated from Fig. 1 (D) of ref [168]. The small inset in (b) shows the density 

fluctuation in the top 100 meters modeled by a damped Gaussian random process. The density 

profile is specified by 𝛼 = 30𝑚, Δ = 0.040g/cm3 and 𝑙 = 10cm.  
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A grain radius profile 𝑎(𝑧) following Zwally’s [153] fit to Gow’s [162] parameterization 

of Plateau station grain size between 0.5m and 71m is introduced to account for volume scattering 

effects. 

𝑎(𝑧) = √0.0377 + 0.00472|𝑧|
3

𝑚𝑚 (5.4) 

with 𝑧 in meters. We confine the volume scattering to the top 90m of the ice sheet considering the 

near-homogeneous ice composition below this depth [51]. 

The material beneath the ice sheet can be either frozen rock (relative permittivity 5 + 0.1i 

[163]) or liquid water (the relative permittivity of pure water varying form 87.6+4.6i at 0.5 GHz 

to 84.2+17.6i at 2.0 GHz with a temperature of 0°C [164]) depending on the basal temperature. 

When the basal temperature approaches the melting point of ice, sub-glacial water at 273K is 

assumed at the basal boundary; otherwise, an isothermal semi-infinite sub-glacial layer of frozen 

rock at the same temperature of the bottom of the ice sheet is assumed [51]. The impact of 

frequency variations in the basal medium permittivity are not examined in this Chapter for 

simplicity. 

 

5.1.3 Physical Models of Brightness Temperature 

In this section, we discuss the physical and mathematical basis for the four microwave 

models of brightness temperature considered. 

(a) Cloud model  

The “cloud” model is derived from the radiative transfer equation ignoring the source term 

from scattering [15, 51, 153, 169]. It also ignores all intermediate reflections inside the ice sheet, 

including reflections from the top air/snow interface and bottom ice/base interface only. With 

negligible scattering albedo, the predicted brightness temperature in nadir can be approximated by 

(5) 
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𝑇𝑏 = (1 − 𝑟air/snow) [∫ 𝑑𝑧𝑇(𝑧)𝜅𝑎(𝑧) exp (−∫ 𝑑𝑧′𝜅𝑎(𝑧′)
0

𝑧

)
0

−𝐻

+ (1 − 𝑟ice/base)𝑇base exp(−∫ 𝑑𝑧′𝜅𝑒(𝑧
′)

0

−𝐻

)] + 𝑟𝑇𝑆𝑘𝑦 

(5.5) 

where 𝑇(𝑧) is the temperature profile, and 𝜅𝑒(𝑧) = 𝜅𝑎(𝑧) + 𝜅𝑠(𝑧), with 𝜅𝑎(𝑧) and 𝜅𝑠(𝑧) as the 

absorption coefficient and scattering coefficient at depth 𝑧, respectively. The first term in brackets 

represents the emission from the icy medium. The second term represents the emission from the 

basal media attenuated by all the ice layers, where 𝑇base is the physical temperature of the base. 

𝑟air/snow and 𝑟ice/base are the reflectivities between the air/snow interface and ice/base interface, 

respectively. At nadir, 𝑟air/snow is typically 0.016 and  𝑟ice/base is 0.012 for frozen rock base and 

0.46 for water base. Note in equation (5.5) the last term accounts for the sky radiation reflected by 

the surface and subsurface, where the solar and galactic radiation 𝑇𝑆𝑘𝑦 depends on the polar sun 

elevations varying from place to place and day-of-year etc., and the surface reflectivity 𝑟 depends 

on the assumptions about the density profile. In practice, the captured sky radiation contribution 

also depends on the given UWBRAD antenna pattern. Since the sky term varies substantially it is 

not explicitly included in the calculated graphs. We will apply the sky corrections for the particular 

case when we fly the instrument. We also ignore the atmosphere emission, which is typically small. 

The same assumption is used in the DMRT-ML, MEMLS and coherent models. 

The penetration depth 𝑑𝑝 is obtained by solving the integral identity 

∫ 𝑑𝑧𝜅𝑒(𝑧)
0

−𝑑𝑝

= 1 (5.6) 

Note that the extinction coefficient 𝜅𝑒(𝑧)  as a function of 𝑧  depends on frequency, 

temperature and density. The real part of the relative effective permittivity εr,eff
′  of the ice layer is 
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calculated with Mӓtzler’s empirical formula [12, 165], and the imaginary part 𝜀r,eff
′′  is calculated 

following the empirical model of Tiuri et al. for dry snow [166].  

𝜀𝑟,𝑒𝑓𝑓
′ = 1 + 1.4667𝑓𝑣 + 1.435𝑓𝑣

3, 0 < 𝜌̅ ≤ 0.4𝑔/𝑐𝑚3 (5.7a) 

𝜀𝑟,𝑒𝑓𝑓
′ = [(1 − 𝑓𝑣)𝜀ℎ

𝑏 + 𝑓𝑣𝜀𝑠
𝑏]

1/𝑏
, 𝜌̅ > 0.4𝑔/𝑐𝑚3 (5.7b) 

𝜀𝑟,𝑒𝑓𝑓
′′ = 𝜀𝑟,𝑖𝑐𝑒

′′ (0.52𝜌̅ + 0.62𝜌̅2) (5.7c) 

where 𝜌̅ is the snow/ice bulk density, 𝑓𝑣 = 𝜌̅/(0.917𝑔/cm3), 𝜀ℎ = 0.9974, 𝜀𝑠 = 3.215, 𝑏 = 1/3, 

and 𝜀𝑟,𝑖𝑐𝑒
′′  is the imaginary part of ice permittivity. The complex dielectric constant of ice 𝜀𝑟,𝑖𝑐𝑒 =

𝜀𝑟,𝑖𝑐𝑒
′ + 𝑖𝜀𝑟,𝑖𝑐𝑒

′′  is calculated following the semi-empirical model of [167], which predicts an 

increasing imaginary part of the relative permittivity as the temperature increases. The effective 

permittivity of the ice layer is then used to calculate the absorption coefficient through (8a) and 

the scattering coefficient through (8b) using QCA-CP of non-sticky spheres [16], 

𝜅𝑎 = 𝑘0𝜀𝑟,eff
′′ /√𝜀𝑟,eff

′  (5.8a) 

𝜅𝑠 =
2

9
𝑘0

4𝑎3𝑓𝑣 |
𝜀𝑟,ice − 𝜀0

1 +
𝜀𝑟,ice − 𝜀0

3𝜀𝑟,eff
(1 − 𝑓𝑣)

|

2

(1 − 𝑓𝑣)
4

(1 + 2𝑓𝑣)2
 (5.8b) 

where 𝑎 is the grain radius, and 𝑘0 is the free space wave number. 

 

(b) DMRT-ML and MEMLS  

We apply two multi-layered incoherent models (DMRT-ML and MEMLS) that account 

for intermediate reflections between adjacent layers and volume scattering effects. Both models 

are based on radiative transfer theory and designed to model the microwave emission of layered 

snowpacks.  

DMRT-ML [14, 16] solves the dense medium radiative transfer equation in the form of (9) 
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cos𝜃
𝑑

𝑑𝑧
�̅�𝐵(𝑧, 𝜃, 𝜙)

= −𝜅𝑒�̅�𝐵(𝑧, 𝜃, 𝜙) + 𝜅𝑎𝑇

+ ∫ sin 𝜃′ 𝑑𝜃′∫ 𝑑𝜙′�̅̅�(𝜃, 𝜙; 𝜃′, 𝜙′) ⋅ �̅�𝐵(𝑧, 𝜃′, 𝜙′)

2𝜋

0

𝜋/2

0

 

(5.9) 

subject to the incoherent boundary conditions, and applies the QCA-CP densely packed 

spheres scattering model [16] to calculate the effective permittivity and scattering coefficient 𝜅𝑠; 

the extinction coefficient 𝜅𝑒 is then derived from the imaginary part of the effective permittivity. 

DMRT-ML assumes a Rayleigh scattering phase function. The DMRT equation is solved using 

the discrete ordinate method (DISORT), where a sufficient number of quadrature angles are chosen 

to discretize the integral over the inclination angle 𝜃′, followed by eigenvalue analysis to solve for 

the brightness temperature with multiple volume scattering effects included. DMRT-ML applies 

the same semi-empirical model of dielectric constant of ice as in [167], and the effective 

permittivity out of QCA-CP for non-sticky spheres is found to be quite close to the empirical model 

of equation (7), as shown in Figure V.3. 
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Figure V.3. Comparison of complex effective permittivity as a function of depth  (real part: left; 

imaginary part: right) for the warmer ice sheet temperature profile with 𝑀 = 0.05𝑚 ⋅ yr−1 at 

0.5GHz from Matzler and Tiuri’s empirical formula of equation (7) and QCA-CP. Results of 

equation (7) are drawn as black solid lines, and results from QCA-CP are drawn as grey dash 

lines. The small insets are zoom-in views of the effective permittivity of the top 200 meters. The 

near constant offset beteen the real part at depth is a result of the value selection of 𝜀𝑠 in equation 

(7b); the jump of the imaginary part from QCA-CP at 90m is an artifact of grain radius vanishing 

in equation (4). These minor divergences will cause minimal influence to model predicted 

brightness temperature.  

 

MEMLS [12, 154] on the other hand uses the six-flux theory to propagate the radiation 

through different layers. The radiative transfer equations of the brightness temperatures are of the 

type 

−
𝑑𝑇01

𝑑𝑧
|cos 𝜃| = −𝛾𝑎(𝑇01 − 𝑇) − 𝛾𝑏(𝑇01 − 𝑇02)

− 𝛾𝑐(4𝑇01 − 𝑇03 − 𝑇04 − 𝑇05 − 𝑇06) 

(5.10) 

where the horizontal fluxes 𝑇03, 𝑇04, 𝑇05, and 𝑇06 are equal and represent trapped radiation due to 

total reflection, and the vertical fluxes 𝑇01  and 𝑇02  represent downwelling and upwelling 

radiations within the critical angle, respectively. The absorption coefficient 𝛾𝑎 is derived from the 

effective permittivity which is calculated in a similar way to equation (7). The scattering 
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coefficient in the backward direction 𝛾𝑏 and the coefficient for coupling between the vertical and 

horizontal fluxes 𝛾𝑐 are related to the total scattering coefficient 𝛾𝑠 through the refractive index 𝑛 

of the layer. Unlike the “grain size” parameter used in the DMRT-ML (optical radius), MEMLS 

describes scatterers using a scatterer correlation length parameter so that the snow structure is 

described by a spatial two-point correlation function. However, the exponential correlation length 

𝑝ex  can be related to an effective grain radius 𝑎  through 𝑝ex = 𝑎(1 − 𝑓𝑣)  under certain 

assumptions, where 𝑓𝑣  is the volume fraction [146]. The six-flux equations are solved by 

calculating eigenvalues (damping coefficient) in each layer and unknown coefficients are 

determined by matching incoherent boundary conditions, with the effective propagation direction 

𝜃 of the vertical fluxes being corrected by the volume scattering effects, and the intermediate 

reflectivity being modified due to polarization mixing of volume scattering.  

MEMLS treats a thin layer with one-way phase delay less than 3π/4 separating two thick 

layers as coherent. The thin layer is completely replaced by a coherent reflectivity between the two 

thick layers while the volume scattering and absorption of the thin layer is ignored. In our 

calculation, however, this coherence feature is turned off because of the large number of adjacent 

thin layers.  

 

(c) Coherent model 

When volume scattering effects in the ice sheet are ignored, the thermal emission problem 

of a stratified medium has an exact solution with explicit formulas [15, 24]. The fluctuation-

dissipation theorem connects the thermal motion inside a dissipative medium to fluctuating dipole 

moment with an equivalent current source 𝐽  (𝑟 , 𝜔) with expectation 〈𝐽  (𝑟 , 𝜔)𝐽  ∗(𝑟 ′, 𝜔′)〉 which is 

proportional to Θ(𝜔, 𝑇) ≈ 𝐾𝑇  at microwave frequencies following the Rayleigh-Jeans 
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approximation of Plank’s radiation law, where 𝐾 is the Boltzmann constant, and 𝑇 is the absolute 

temperature. The equivalent current source 𝐽  (𝑟 , 𝜔) generates radiation �̅�(𝑟 , 𝜔) through the dyadic 

Green’s function 𝐺  (𝑟 , 𝑟 ′′) with multilayer configuration. The brightness temperature as a spectral 

description of the differential radiation power is related to the auto-correlation of the radiation 

field. By applying a far-field approximation of the dyadic Green’s function, one gets a closed form 

for the brightness temperature 𝑇B: 

𝑇𝐵𝑣(𝜃𝑜) =
𝑘

cos 𝜃𝑜
∑

𝜀𝑙
′′𝑇𝑙

2𝜀0

(|𝑘𝑙𝑧|
2 + 𝑘𝑥

2)

|𝑘𝑙|2

𝑛

𝑙=1

× {
|𝐶𝑙|

2

𝑘𝑙𝑧
′′ (𝑒2𝑘𝑙𝑧

′′𝑑𝑙 − 𝑒2𝑘𝑙𝑧
′′𝑑𝑙−1) −

|𝐷𝑙|
2

𝑘𝑙𝑧
′′ (𝑒−2𝑘𝑙𝑧

′′𝑑𝑙 − 𝑒−2𝑘𝑙𝑧
′′𝑑𝑙−1)

+
|𝑘𝑙𝑧|

2 − 𝑘𝑥
2

|𝑘𝑙𝑧|2 + 𝑘𝑥
2
⋅ 2Re [

𝐶𝑙𝐷𝑙
∗

𝑖𝑘𝑙𝑧
′ (𝑒−𝑖2𝑘𝑙𝑧

′ 𝑑𝑙 − 𝑒−𝑖2𝑘𝑙𝑧
′ 𝑑𝑙−1)]}

+
𝑘

cos 𝜃𝑜

𝜀𝑡
′′𝑇𝑡

2𝜀0

(|𝑘𝑡𝑧|
2 + 𝑘𝑥

2)

𝑘𝑡𝑧
′′ |𝑘𝑡|2

|𝑇𝑇𝑀|2𝑒−2𝑘𝑡𝑧
′′𝑑𝑛 

(5.11a) 

𝑇𝐵ℎ(𝜃𝑜) =
𝑘

cos 𝜃𝑜
∑

𝜀𝑙
′′𝑇𝑙

2𝜀0

𝑛

𝑙=1

× {
|𝐴𝑙|

2

𝑘𝑙𝑧
′′ (𝑒2𝑘𝑙𝑧

′′𝑑𝑙 − 𝑒2𝑘𝑙𝑧
′′𝑑𝑙−1) −

|𝐵𝑙|
2

𝑘𝑙𝑧
′′ (𝑒−2𝑘𝑙𝑧

′′𝑑𝑙 − 𝑒−2𝑘𝑙𝑧
′′𝑑𝑙−1)

+ 2Re [
𝑖𝐴𝑙𝐵𝑙

∗

𝑘𝑙𝑧
′ (𝑒−2𝑘𝑙𝑧

′ 𝑑𝑙 − 𝑒−2𝑘𝑙𝑧
′ 𝑑𝑙−1)]}

+
𝑘

cos 𝜃𝑜

𝜀𝑡
′′𝑇𝑡

2𝜀0

1

𝑘𝑡𝑧
′′ |𝑇𝑇𝐸|2𝑒−2𝑘𝑡𝑧

′′𝑑𝑛 

(5.11b) 

The subscript 𝑙 denotes the 𝑙-th snow/ice layer beneath the air/snow interface, while the 

subscript 𝑡 denotes the bottom half space of the sub-glacial media. 𝜀𝑙
′′ (𝜀𝑡

′′) and 𝑇𝑙  (𝑇𝑡) are the 

imaginary part of permittivity and the physical temperature of the 𝑙-th (𝑡-th) layer, respectively. 
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𝑘𝑙𝑧 = √𝑘𝑙
2 − 𝑘𝑥

2, 𝑘𝑙 = 𝑘√𝜀𝑙/𝜀0 𝑘𝑥 = 𝑘 sin 𝜃𝑜, where 𝜃𝑜 is the observation angle measured in air. 

𝑧 = −𝑑𝑙−1 and 𝑧 = −𝑑𝑙 are the top and bottom interface of the 𝑙-th snow/ice layer. 𝑇𝑇𝑀 and 𝑇𝑇𝐸 

are the overall transmission coefficients of the layered media for vertical and horizontal 

polarization, respectively. 𝐴𝑙  and 𝐵𝑙  are the upward and downward electric field amplitude 

coefficients in the 𝑙 -th layer for horizontal polarization, while 𝐶𝑙  and 𝐷𝑙  are the upward and 

downward electric field amplitude coefficients in the 𝑙-th layer for vertical polarization. 𝐴𝑙, 𝐵𝑙, 𝐶𝑙 

and 𝐷𝑙 can be determined using the propagation matrix recursively, as documented in [15, 24].  

The coherent model treats all the wave propagation and reflections in a fully coherent 

manner and thus is subject to strong wave interference in a single realization of the fluctuating 

density profile. The interference is sensitive to the thickness and density of each layer where 

intermediate reflection is significant. The ice layer effective permittivity model of equation (7) is 

applied in the coherent model. 

Because a stochastic model of density fluctuations is utilized, results of the models are 

examined following an ensemble average of the predicted brightness temperature over multiple 

realizations. The ensemble average is performed using a Monte Carlo process. The results to be 

reported in the next section show that the Monte Carlo average reduces the brightness temperature 

fluctuations obtained from an individual density profile, particularly from the coherent model, into 

a more stable average pattern. The focus on comparison of ensemble average results is motivated 

by the typically large footprints of microwave radiometers (km or greater length scales) so that a 

single footprint is likely to contain many independent vertical density profiles. 

 

5.1.4 Layering Scheme 

All the models are designed to run with identical layer statistics. The continuous density 

profile represented by a Gaussian random process needs to be discretized into separate layers as 
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input to the models. Different layering schemes lead to different number of layers and different 

layer thickness, resulting in different microwave responses. Since we want to eliminate these 

layering artifacts and focus on the influence of the correlation length 𝑙 of the density fluctuation to 

the brightness temperature predicted by different models, a special layering scheme is devised 

considering the sensitivity of all the models. We first generate the noisy part in the density profile 

of 𝜌̅𝑛(𝑧) in 1cm step, then locate its local maxima and minima as the points 𝑧𝑝 of the layer, and 

divide the space around 𝑧𝑝 to form layers. The density of each layer is calculated from equation 

(3) at the center of each layer 𝑧𝑐 , i.e., �̃�̅(𝑧𝑐) = 𝜌̅(𝑧𝑐) + 𝜌̅𝑛(𝑧𝑝) ⋅ exp(𝑧𝑐/𝛼) . This process is 

illustrated in Figure V.4 (a). It helps to discretize the density profile at an acceptable spatial scale 

as well as keeping maximum density contrast between adjacent layers. It also leads to a varying 

layer thickness. For a correlation length of 3cm, 5cm, 10cm and 40cm, the obtained mean layer 

thickness is 4.0cm, 6.5cm, 13cm and 53cm with standard deviation of 1.5cm, 2.5cm, 5.0cm and 

20cm, respectively. The layering profile and the distribution of the derived layer thickness and 

density are depicted in Figure V.4 (a-c) with Δ = 0.040g/cm3 and 𝑙 = 3cm. 
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Figure V.4. Illustration of layering scheme using correlated density profile  (a) discretization of 

the continuous density profile into layers, the continuous profile is obtained with Δ =
0.040g/cm3 and 𝑙 = 3cm (b) distribution of derived layer thickness with a mean value of 4.0cm 

and standard deviation of 1.5cm (c) distribution of derived fluctuation of layer density with zero 

mean and standard deviation of 0.045 g/cm3.  

 

Since the density fluctuation quickly damps with depth, and since the models are 

insensitive to layer thickness for smoothly varying density profiles, a non-uniform layer thickness 

configuration below 100 meters are used to speed up computations. Specifically, we assume 50cm 

layer thickness between 100m and 300m, 1m layer thickness between 300m and 1000m, and 5m 

layer thickness between 1000m to bottom. 

The discretization process applied may influence the final brightness temperatures 

computed. However analyses have shown that the general trends of the results (including the 

relationship between coherent and incoherent model predictions) remain the same even if other 

methods for discretizing the density profile are applied. 
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5.1.5 Model inter-comparison results and discussion 

(a) Sensitivity to internal temperature profile and basal media 

We first use the cloud model to illustrate general relationships between ice sheet brightness 

temperature and physical properties. This is similar to [51] except that we explicitly explore the 

frequency dependence. We calculate brightness temperature at nadir for the two temperature 

profiles shown in Figure V.2 (a) with 𝑀 set to 0.01 and 0.05𝑚 ⋅ yr−1, respectively. The cloud 

model is computed with the average density profile of equation (2); note that the cloud model is 

insensitive to density fluctuations about the mean since it neglects any reflections caused by these 

variations: effects of fluctuations are averaged out via integration in computation of the brightness 

temperature. The penetration depth as a function of frequency for the two cases is plotted in Figure 

V.5 (a). The warmer temperature profile with 𝑀 = 0.01𝑚 ⋅ yr−1  in general has a smaller 

penetration depth due to the temperature enhanced attenuation rate. At higher frequency, the 

difference in penetration depth is smaller because the ice layers near the top have a larger influence 

and have similar and lower physical temperatures in the two cases. Even at the highest frequency 

of 2.0 GHz, the penetration depths are larger than 500m, thus the reflective cap layers of the top 

hundred meters are well within the penetration depth. Note the empirical permittivity model of 

equation (7c) does not take into account of impurities and inclusions in ice, which may possibly 

impact ice permittivity and reduce penetration. 

The brightness temperature is computed for the cool profile with accumulation rate of 

0.05𝑚 ⋅ yr−1 assuming a frozen rock base, and the warm profile with accumulation rate of 0.01𝑚 ⋅

yr−1 assuming a water base. For the warm profile, the brightness temperature is also calculated 

assuming a rock base. The results for the cloud model are shown in Figure V.5 (b). The warmer 

profile in general yields a higher brightness temperature. For the warmer profile, the brightness 
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temperature has very weak sensitivity to the basal media type. Only near the lowest frequency of 

0.5GHz, a brightness temperature difference around 0.8K is observed benefitting from a large 

penetration depth; the brightness temperature with the water base is slightly lower. This result is 

consistent with [51]. The small temperature difference between the frozen and wet base indicates 

that the method is approaching the limit for sensing physical properties at depth in a cold-ice-sheet. 

In all the cases shown, the brightness temperature decreases monotonically with increasing 

frequency. In general, the larger brightness temperatures at lower frequencies relate closely to the 

warmer temperatures at greater depths.  

In general, because the cloud model neglects internal reflections and therefore observes 

less reflection from the ice sheet in general, it should be expected that it will tend to obtain larger 

brightness temperatures than models that include internal reflections, if such reflections are 

significant. 

 
Figure V.5. Penetration depth (left) and brightness temperature (right) predicted by cloud model 

as a function of frequency. (a) Penetration depth for the warmer ice sheet temperature profile 

with 𝑀 = 0.01𝑚 ⋅ yr−1 (black solid curve) and the cooler profile with 𝑀 = 0.05𝑚 ⋅ yr−1 (grey 

dashed curve). (b) Brightness temperature for the cooler profile with frozen rock base (thick grey 

dashed curve), and the warmer profile with water base and rock base (shown as thick black solid 

curve and fine grey dashed curve with red marks, respectively). The inset shows the decrease in 

brightness temperature for the warmer profile when the base changes from frozen rock to water.  
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(b) Comparison of incoherent and coherent model results 

The Cloud model, DMRT-ML, MEMLS and coherent models are deployed to run the same 

sets of ice sheet profiles. Density fluctuation constrained by correlation length is applied following 

equation (3) with Δ = 0.040g/cm3 and then descritized using the scheme discribled in Section 

IV. Four cases of correlation length 𝑙 of 3cm, 5cm, 10cm and 40cm are chosen to illustrate the 

results of nadir brightness temperature from 0.5GHz to 2.0GHz. In all cases, a water base is 

assumed with the warmer ice sheet temperature profile specified by 𝑇𝑠 = 216𝐾, 𝑀 = 0.01𝑚 ⋅

yr−1, and 𝐻 = 3700𝑚 in equation (1). The cloud model is again shown for the average density 

profile, while DMRT-ML, MEMLS, and coherent model predictions represent ensemble averages. 

DMRT-ML and MEMLS results are averages over  ~150  realizations, while the coherent model 

is an average over 1000 realizations (to ensure sufficient averaging of the interference effects 

captured only by the coherent model). The computed brightness temperatures at nadir with the 

40cm correlation length have a maximum standard deviation over the 0.5~2.0GHz spectra of 1.1K 

for DMRT-ML and MEMLS and 7.3K for the coherent model. This implies a much smaller 

number of realizations needed to achieve stable results with confidence. For the 3cm correlation 

length, however, the standard deviation could be as large as 2.0K for DMRT-ML and MEMLS 

and 52.5K for the coherent model, requiring sufficient large number of realizations for the coherent 

model to reach stable.  

The brightness temperature of the cloud, DMRT-ML, MEMLS, and coherent models are 

compared in Figure V.6 (a, b, c, d) for correlation length of 3cm, 5cm, 10cm and 40cm, 

respectively.  
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Figure V.6. Brightness temperature of incoherent and coherent models with correlation length of 

density fluctuation of (a) 3cm, (b) 5cm, (c) 10cm and (d) 40cm. The same Δ of 0.040g/cm3 and 

𝛼 of 30𝑚 is applied to each case assuming a water base. The cloud model is run on the average 

density profile (grey dashed curve); DMRT-ML (grey dotted curve) and MEMLS (fine black 

dashed curve with red markers) are run on some 150 (100~200) realizations of density profile 

and averaged; coherent model is averaged over on 1000 Monte Carlo simulations (black solid 

curve). Note that the MEMLS and DMRT-ML results are nearly identical, and are difficult to 

distinguish in the figure. Their RMS difference aggregated across all frequencies is 0.23K, 

0.32K, 0.30K and 0.34K for the correlation length of 3cm, 5cm, 10cm and 40cm, respectively.  

 

As expected, the cloud model brightness temperatures are insensitive to correlation length. 

The other three models show that as the correlation length decreases, the brightness temperatures 

drop significantly. For a correlation length of 3cm, 5cm, 10cm and 40cm, DMRT-ML and 

MEMLS are approximately 83.8%, 89.4%, 94.5% and 98.5% of the cloud model. This follows the 

reduced amount of internal reflection expected as the correlation length becomes larger. The 

frequency dependence of DMRT-ML and MEMLS brightness temperatures is similar to that of 

the cloud model. The cloud model result at 2GHz is 21.8K less than at 0.5GHz. The DMRT-ML 

and MEMLS results drop about 18.3K, 19.5K, 20.6K and 21.5K across the spectrum for the 
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correlation length of 3cm, 5cm, 10cm and 40cm,  respectively. The nearly uniform ratio between 

the cloud model and DMRT-ML and MEMLS as a function of frequency reveals that internal 

reflection effects have only a weak frequency dependence. This also implies a similar sensitivity 

to basal media type and internal temperature profile of DMRT-ML and MEMLS compared to the 

clould model except that a near constant transmissivity is to be applied to the cloud model results 

for each density fluctuation statistics. 

The DMRT-ML and MEMLS results are nearly identical. Indeed, if differences are 

aggregated across all frequencies, the RMS differences between the models is 0.23K, 0.32K, 0.30K 

and 0.34K for the correlation length of 3cm, 5cm, 10cm and 40cm,  respectively. The maximum 

difference is less than 0.5K. Especially for the nadir results presented here, this agreement is 

perhaps unsurprising, as similar permittivity models are used, scattering is unimportant, and the 

Fresnel reflection coefficients are treated identically in the two models. The models then differ 

only in their solution to the raditiave transfer equation. The results indicate that the six-flux 

approach of MEMLS is a good analog for the Gaussian quadrature approach, for this case. 

The coherent results agree with DMRT-ML and MEMLS for profiles with large correlation 

length of 40cm. The difference between the simulated spectra is less than 1K point-wisely and 

about 0.65K in RMS difference. The minimal difference between the coherent model results and 

DMRT-ML/MEMLS is possibly due to different implementations of the effective permittivity 

models, since volume scattering effects are negligible with the assumed grain sizes. 

For the smaller correlation lengths of 3cm, 5cm and 10cm, coherent model results show 

quite distinct frequency dependences from the DMRT-ML (and MEMLS) results. The resonance 

of the coherent results due to wave enhancement / cancellation depends on the correlation length 

of the density fluctuation. The period of resonance decreases as the correlation length increases. 
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The resonance pattern is quantitively explained by the reflection coefficient of a thin ice slab with 

refractive index 𝑛1 embedded in two half spaces with refractive index 𝑛0. The coherent reflectivity 

of the thin slab is enhanced if the round-trip phase delay is between 𝜋/2 and 3𝜋/2, giving rise to 

the maximum reflectivity at normal incidence when the thickness of the slab is of quarter-

wavelength, corresponding to a minimum transmissivity. Assuming an ice fractional volume of 

0.7, equation (7b) results to a refractive index of about 1.54. With 3cm correlation length, the mean 

layer thickness of 4.0cm is of quarter-wavelength inside the snow media at about 1.22GHz, 

corresponding closely to the minimum brightness temperature around 1.2GHz. The 5cm 

correlation length has a mean layer thickness of 6.5cm, shifting the minimum brightness 

temperature lower to around 0.75GHz. The coherent reflectivity of a single slab with fixed 

thickness is periodic. However, the random variation in layer thickness of the ice sheet cancels out 

the resonance at higher frequencies. With 10cm correlation length, the coherence effect 

extinguishes for frequency greater than 1.1GHz, where the average layer thickness of 13cm 

corresponds to 0.73 wavelength.  

 

(c) Comparison of angular response of brightness temperature from DMRT-

ML, MEMLS and the coherent model 

The angular response of brightness temperature of the ice sheet is calculated by DMRT-

ML, MEMLS and the coherent model at 1.4GHz and compared in Figure V.7 for both polarizations 

assuming two set of correlation lengths. The results with 𝑙 = 3𝑐𝑚 are shown in Figure V.7 (a, b), 

and the results with 𝑙 = 10𝑐𝑚 are shown in Figure V.7 (c, d). The ice sheet profiles and basal 

media types are the same as those used in Figure V.6 (a) and (c), respectively.  
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Figure V.7. Comparison of angular response of brightness temperature (left for v-pol and right 

for h-pol) at 1.4GHz predicted by DMRT-ML, MEMLS and the coherent model. The brightness 

temperatures are shown in (a, b) for 𝑙 = 3𝑐𝑚, and (c, d) for 𝑙 = 10𝑐𝑚. The coherent model 

results are shown as the thick black solid curve; DMRT-ML results are shown as the thick grey 

dotted curve; the MEMLS results are shown as the fine black dashed curve with red marks. Note 

that the MEMLS and DMRT-ML results are nearly identical, and are difficult to distinguish in 

the figure.  

 

The results of DMRT-ML and MEMLS in general agree since the volume scattering effects 

are small. They follow exactly the same angular pattern. The pointwise differences are within 0.5K 

for small observation angle for both correlation lengths and smaller than 4K for large observation 

angles for 𝑙 = 3𝑐𝑚 and smaller than 1K for large observation angles for 𝑙 = 10cm. The RMS 

differences aggregated over observation angle are 2.0K, 1.6K, 0.56K, and 0.61K for 𝑙 = 3𝑐𝑚 v-

pol, 𝑙 = 3𝑐𝑚  h-pol, 𝑙 = 10𝑐𝑚  v-pol and 𝑙 = 10𝑐𝑚  h-pol, respectively. The coherent model 

results agree closely with DMRT-ML and MEMLS for 𝑙 = 10𝑐𝑚 when the coherence effects are 

distinguished as shown in Figure V.6 (c). The minimal RMS differences for v-pol and h-pol are 

0.46K and 1.1K, respectively. For 𝑙 = 3𝑐𝑚, when coherence effects are significant, the coherent 
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model results in v-pol seem to change more rapidly with respect to observation angle due to the 

phase enhanced interference. The coherence effects on angular dependence is further seen on 

Figure V.8, where the brightness temperature is computed at 0.5GHz and compared between the 

coherent model and DMRT-ML for 𝑙 = 10𝑐𝑚 assuming the same ice sheet profile as in Figure 

V.6 (c). Although the nadir response is similar, the angular patterns diverge especially for h-pol. 

 

 
Figure V.8. Comparison of angular response of brightness temperature at 0.5GHz predicted by 

DMRT-ML and the coherent model. The ice sheet density fluctuation is quantified by 𝑙 = 10𝑐𝑚, 

𝛼 = 30𝑚, and Δ = 0.040g/cm3.  

 

In Figure V.9, the coherent model results and DMRT-ML results are compared against the 

L band SMOS angular data of Dome C Antarctica centered on Concordia Base [54]. The SMOS 

data are averaged over 4 months between November 2012 and March 2013, over a total of 274 

images. There is good consistency between the SMOS data and the DOMEX-2 ground based 

radiometer observation. Airborne data were also acquired during DomeCAir campaign confirming 

the same trends with differences of around 1-2K. The coherent model and DMRT-ML are 

calculated on ice sheet profiles with 9cm correlation length leading to 11.54cm mean layer 
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thickness, a damping factor 𝛼 of 70m, and Δ of 0.040g/cm3 leading to a near surface layer density 

variation with standard deviation of  0.045g/cm3. These parameters are within the range of field 

measurement at Dome C. Again, the coherent and incoherent model results are close as coherence 

effects are extinguished at L band with 9cm correlation length. Their RMS difference over 

20∘~65∘  observation angles is 1.1K for v-pol and 2.4K for h-pol. The DMRT-ML model 

predictions agree with the vertical-pol SMOS observations quite well with an RMS about 2.7K 

and mean difference of 2.5K. The RMS difference is on the level of the standard deviation of 

SMOS data. The model predictions also follow the horizontal-pol observations up to 35∘ with 

difference less than 1.7K. However, as the observation angle continue to increase, the predictions 

fall below the observations to ~20K by 60∘. The higher h-pol brightness temperature observed 

implies an over-estimation of reflections at large observation angles, which is possibly due to the 

roughness of interfaces. The rough interface effects, should it be important, may also disturb the 

wave phase as it propagates over a long distance. This may weaken the coherence effects in 

brightness temperature with a relative small correlation length as depicted in Figure V.6. 
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Figure V.9. Comparison of model prediction of brightness temperature from DMRT-ML and the 

coherent model with L band SMOS angular data at 1.4GHz. The ice sheet density fluctuation is 

quantified by 𝑙 = 9𝑐𝑚, 𝛼 = 70𝑚, and Δ = 0.040g/cm3.  

 

5.1.6 Conclusions 

Three kinds of incoherent models, including the cloud model, DMRT-ML and MEMLS, 

and a coherent model based on the layered medium implementation of the fluctuation dissipation 

theorem are applied to model the brightness temperatures of the layered snow firn / ice sheet for 

the UWBRAD frequency band from 0.5GHz to 2GHz. The density fluctuation near the top 

hundred meters of the ice sheet is modeled as a correlated random process. The cloud model 

ignores all the intermediate reflections inside the ice sheet, and is suitable to study the sensitivity 

of brightness temperature to internal temperature profile and basal media type. All the other three 

models are affected by the density fluctuation effects near the top hundred meters of the ice sheet. 

Their results are averaged over a sufficiently large number of realizations to take into account of 

the lateral variations over the footprint. The results of DMRT-ML and MEMLS agree with each 

other with negligible volume scattering effects. The frequency dependence of DMRT-ML and 
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MEMLS are quite similar to the cloud model, but are lower than the cloud model as a result of 

intermediate reflections. The reduction in brightness temperature depends on the correlation length 

of the correlated fluctuating density profile. A 3cm correlation length of density fluctuation with 

standard deviation of 0.040g/cm3 will cause a 16.2% decrease in brightness temperature. The 

coherent model has an extra frequency dependence on the correlation lengths of the rapid density 

fluctuations. If the correlation length is moderate or long compared with the wavelength, the 

coherent model results agree with the incoherent model results. The limiting case is a smooth 

density profile, for which case the coherent and incoherent approaches are identical. However, 

when the correlation length is less than half a wavelength, the coherent model gives significant 

differences from the incoherent model. Such differences are also frequency dependent over the 

frequency range of 0.5 to 2 GHz. The coherent model predicts a minimum brightness temperature 

when the mean layer thickness is of quarter wavelength inside the ice media. The coherence effects 

extinguishes when the mean layer thickness excesses some 0.73 wavelength at 1.1GHz. This is 

equivalent to a correlation length larger than 0.56 wavelength using the proposed layering scheme 

assuming a Gaussian correlation function. The coherent model results could be lower than DMRT-

ML and MEMLS by ~27K at 1.2GHz with 3cm correlation length and 0.040g/cm3  standard 

deviation of density fluctuation, larger than the dynamic range of 21.8K of the decrease in the 

clould model results across the 0.5~2.0GHz spectra. DMRT-ML, MEMLS and the coherent model 

have close angular patterns of brightness temperature for both polarizations when the coherence 

effects extinguishes. The model results with practical ice sheet density fluctuation quantified by 

𝑙 = 9𝑐𝑚, 𝛼 = 70𝑚, and Δ = 0.040g/cm3 are shown to be able to predict the v-pol SMOS data 

closely and match the h-pol data for small observation angles. A partially coherent approach is 

under investigation to account for the effects of rough interfaces to wave coherence. The gradual 
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layer thinning due to densification is to be examined and preliminary results imply that it could be 

partially represented by a smaller effective uniform mean layer thickness or correlation length of 

density fluctuation. This study is published in [58]. 

 

5.2 The Partially Coherent Approach Applied to Ice Sheet Emission 

As discussed before, the surface of the polar ice sheet is characterized by rapid density 

variations on centimeter scales due to the accumulation process. The density variation induces 

permittivity fluctuations and cause reflections. These reflections, although small at each interface, 

accumulate from the large number of layers and decrease the overall emissivity. When the scale 

of density fluctuations is within one wavelength in the ice sheet, the coherent interference from 

reflections at multiple interfaces cannot be ignored. These coherent wave effects remains even 

after statistical averages over density profiles. We have studied the density fluctuation effects using 

both incoherent and coherent models. The coherent model agrees with the incoherent model for 

large correlation lengths of density fluctuation but differs from the incoherent model when the 

correlation length is less than half a wavelength. 

Since coherent wave effects are “localized” in random layered media to spatial scales 

within a few wavelengths, we can divide the entire ice sheet into blocks, with each block on the 

order of a few wavelengths, and then apply fully coherent scattering models within a single block. 

The blocks are also sized to correspond to the bandwidth of the microwave channel so that 

interference effects within a channel can be captured. We then incoherently cascade the intensities 

among different blocks. A smaller number of realizations is then required in the Monte Carlo 

averaging process for each block due to the smaller number of interfaces. This partially coherent 
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approach has proved to be much more efficient than applying the fully coherent model to the entire 

ice sheet, and to produce results in agreement with the fully coherent approach [59, 170-172]. 

In summary, density variations near the top of the ice sheet form layers as well as 

introducing interface roughness [173]. The layering causes reflections and modulates the ice sheet 

emission. The interface roughness, on the other hand, causes angular and polarization coupling. 

The partially coherent approach enables us to examine interface roughness effects by applying a 

full wave small perturbation method up to second order (SPM2) to the multi-layered roughness 

scattering problem within the same block. The SPM2 has the advantage of conserving energy. 

Numerical results has been reported in checking energy conservation and in illustrating the angular 

and polarization coupling effects arising due to interface roughness [59-62, 170-172, 174]. 

 

5.2.1 The Formulation of the Partially Coherent Approach 

(a) Coherent characterization of each block  

We divide the many layers in the near surface reflective cap regions of the ice sheet, as 

depicted in Figure V.1, with density fluctuations into multiple blocks. Each block should be of 

several wavelengths and cover several correlation lengths of density variation. Then for each block, 

we apply the coherent model twice, one with the excitation / observation at the top of the block, 

and the second with the excitation / observation at the bottom of the block, to characterize the 

block, Figure V.10. Each block is characterized by five block parameters: 𝑟(𝑢), 𝑟(𝑑), 𝑡 = 𝑡(𝑢) =

𝑡(𝑑) , 𝑇𝑏
(𝑢)

 and 𝑇𝑏
(𝑑)

. 𝑟(𝑢) , 𝑡(𝑢)  and 𝑇𝑏
(𝑢)

 are the reflectivity, transmissivity of the block and the 

brightness temperature emitted by the block, respectively, when the impinging wave is from the 

top and the observation is at the top of the block; vice versa for 𝑟(𝑑), 𝑡(𝑑) and 𝑇𝑏
(𝑑)

. Note that 𝑡 =

𝑡(𝑢) = 𝑡(𝑑)  is guaranteed by reciprocity. All these parameters are functions of angles, and 
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polarizations. In this step, the coherent model as discussed before is applied to capture the coherent 

wave interactions within the block. A Monte Carlo simulation procedure is used to calculate the 

averaged block parameters. Since the number of layers within the same block is much smaller than 

the whole reflective cap region, the number of realizations needed for the results to converge is 

largely reduced. Each block can have a varying temperature profile 𝑇(𝑧) and a changing density 

profile 𝜌̅(𝑧). When 𝑇(𝑧) = 𝑇 is constant within the same block, then 𝑇𝑏
(𝑢)

= (1 − 𝑟(𝑢) − 𝑡)𝑇, and 

𝑇𝑏
(𝑑)

= (1 − 𝑟(𝑑) − 𝑡)𝑇. Also notice that since the blocks are arbitrarily divided, we apply the real 

part of the averaged effective permittivities at the boundaries Re[𝜀eff(𝑧𝑢)] and Re[𝜀eff(𝑧𝑑)] for the 

connecting regions above and below the block, respectively. These permittivities are taken to be 

real at the connections to facilitate the derivation of brightness temperatures which is a far field 

quantity.  

 

One block

Td=0

Tu=0 εu=Re[εeff(zu)]

εd=Re[εeff(zd)]

z = zu

z = zd

T(z), ρ(z), εeff(z)

Td=0
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εd=Re[εeff(zd)]

Tb
(u)

Tb
(d)

R(u), r(u)

T(u), t(u)
R(d), r(d)

T(d), t(d)

(a) excitation / observation from top (b) excitation / observation from bottom
 

Figure V.10. Characterization of one block of layers using coherent approach. 

 

(b) Incoherent cascade between adjacent blocks 

After each block is characterized with its block parameters, we then incoherently cascade 

these blocks by considering the boundary conditions between adjacent blocks using a radiative 

transfer approach. This process is done in a recursive manner, and in each step two adjacent blocks, 
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characterized by 𝑇𝑏1
(𝑢)

, 𝑇𝑏1
(𝑑)

, 𝑟1
(𝑢)

, 𝑟1
(𝑑)

, 𝑡1  and 𝑇𝑏2
(𝑢)

, 𝑇𝑏2
(𝑑)

, 𝑟2
(𝑢)

, 𝑟2
(𝑑)

, 𝑡2  are combined into one 

equivalent block with parameters 𝑇𝑏
(𝑢)

, 𝑇𝑏
(𝑑)

, 𝑟
(𝑢)

, 𝑟
(𝑑)

, 𝑡. This process is demonstrated in Figure 

V.11, where 𝐴 and 𝐵 denotes the upward and downward intensities in the connecting region, 

respectively.  
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Figure V.11. Incoherent cascading of two adjacent blocks into one equivalent block. 

 

1) For brightness temperatures, the boundary conditions imply 

𝑇𝑏
(𝑢)

= 𝑇𝑏1
(𝑢)

+ 𝐴𝑡1 (5.12a) 

𝑇𝑏
(𝑑)

= 𝑇𝑏2
(𝑑)

+ 𝐵𝑡2 (5.12b) 

𝐴 = 𝑇𝑏2
(𝑢)

+ 𝐵𝑟2
(𝑢)

 (5.12c) 

𝐵 = 𝑇𝑏1
(𝑑)

+ 𝐴𝑟1
(𝑑)

 (5.12d) 

From (12a-d), we could readily solve for 𝐴 and 𝐵, 

𝐴 =
𝑇𝑏2

(𝑢)
+ 𝑇𝑏1

(𝑑)
𝑟2

(𝑢)

1 − 𝑟1
(𝑑)

𝑟2
(𝑢)

 (5.12e) 
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𝐵 =
𝑇𝑏1

(𝑑)
+ 𝑇𝑏2

(𝑢)
𝑟1

(𝑑)

1 − 𝑟1
(𝑑)

𝑟2
(𝑢)

 (5.12f) 

2) For the block reflectivity and transmissivity:  

The boundary conditions are, for the excitation from the top, 

𝑟(𝑢) = 𝑟1
(𝑢)

+ 𝐴(𝑢)𝑡1 (5.13a) 

𝑡(𝑢) = 𝐵(𝑢)𝑡2 (5.13b) 

𝐴(𝑢) = 𝐵(𝑢)𝑟2
(𝑢)

 (5.13c) 

𝐵(𝑢) = 𝑡1 + 𝐴(𝑢)𝑟1
(𝑑)

 (5.13d) 

From (13a-d), we could readily solve for 𝑟(𝑢) and 𝑡(𝑢), 

𝑟(𝑢) = 𝑟1
(𝑢)

+
𝑡1
2𝑟2

(𝑢)

1 − 𝑟1
(𝑑)

𝑟2
(𝑢)

 (5.13e) 

𝑡(𝑢) =
𝑡1𝑡2

1 − 𝑟1
(𝑑)

𝑟2
(𝑢)

 (5.13f) 

Similarly, with excitation from the bottom, we can readily solve for 𝑟(𝑑) and 𝑡(𝑑), 

𝑟(𝑑) = 𝑟2
(𝑑)

+
𝑡2
2𝑟1

(𝑑)

1 − 𝑟1
(𝑑)

𝑟2
(𝑢)

 (5.13g) 

𝑡(𝑑) =
𝑡1𝑡2

1 − 𝑟1
(𝑑)

𝑟2
(𝑢)

 (5.13h) 

Note that (13f) and (13h) again confirms the fact that 𝑡 = 𝑡(𝑢) = 𝑡(𝑑). 

 

(c) The ice bulk region with smooth temperature and density profile 

Since there is no significant density fluctuations involved in this ice bulk region below the 

reflective cap region, as depicted in Figure V.1, all we want to capture is its smoothly varying 

temperature profile 𝑇(𝑧) and density profile 𝜌̅(𝑧), giving rise to a smoothly varying permittivity 
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profile 𝜀eff(𝑧). Thus either the coherent model or the incoherent model can be used to characterize 

this final block, with excitation / observation at the top, both yielding the same results. An 

incoherent model is implemented for this final block. The pre-described cascading procedure 

works for the connection between the reflective cap region and this ice bulk region as well.  

 

5.2.2 Results of partially coherent model compared with the coherent model  

The partially coherent approach are applied to the ice sheet emission problem and 

compared with results of the fully coherent approach. We define the ice sheet profile with 

parameters 𝑀 = 0.01𝑚/yr , 𝑇𝑠 = 216𝐾 , 𝐻 = 3700𝑚 ; we assume a rock base with dielectric 

constant 5 + 0.1𝑖; the density fluctuations has surface standard deviation of Δ = 0.040𝑔/cm3 and 

the damping coefficient 𝛼 = 70𝑚. These are the same configuration as used in Figure V.6. We 

compare the brightness temperatures predicted by the two models in Figure V.12-Figure V.14, for 

three different correlation lengths of density fluctuation, 𝑙 = 3cm, 9cm, and 40cm, respectively. 

The brightness temperatures are computed at nadir as a function of frequency. In all cases, the 

block size is chosen to be max(10𝜆, 10𝑙), where 𝜆  is the free space wavelength and 𝑙  is the 

correlation length of density fluctuation.  

In Figure V.12, the correlation length 𝑙 = 3𝑐𝑚, both the partially coherent results and the 

fully coherent results predicts a minimum brightness temperature at ~1.1GHz, where maximum 

reflection occurs when the correlation length is at roughly quarter wavelength in ice. This coherent 

feature is not captured by the incoherent approach. Included in the comparison are also results 

from an extreme configuration, labeled as “Cap + Bulk”, where the coherent model is used to 

characterize the whole cap region before the results are combined with the underneath bulk region. 

The results from this computation is nearly identical to the fully coherent results where the 
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coherent model is used to simulate all the layers in the entire ice sheet including both the cap and 

bulk regions. However, the number of realizations for the “Cap + Bulk” calculation to reach 

reasonable convergence is 600, less than the 1000 times as needed in the fully coherent calculations. 

The partially coherent results on the other hand, only requires ~100 realizations to converge since 

its block is much smaller. Thus the partially coherent model produces results in agreement with 

the fully coherent approach but achieves significant speed up of about one order of magnitude.  

 

 
Figure V.12. Brightness temperature computed from partially coherent approach and fully 

coherent approach with 𝑙 = 3cm 

 

The same calculations are repeated in Figure V.13 for 𝑙 = 9cm. Again the results agree 

showing a maximum brightness temperature at ~0.7GHz where minimum reflection occurs with 

correlation lengths at roughly half a wavelength in ice. Comparing to Figure V.12, the agreement 

between the partially coherent model and the fully coherent model becomes better as the 
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correlation length of density fluctuation increases. The speed up of the partially coherent model is 

similar as the previous case.  

 

 
Figure V.13. Brightness temperature computed from partially coherent approach and fully 

coherent approach with 𝑙 = 9cm. 

 

We repeat the computation again with 𝑙 = 40cm, Figure V.14. In this case, the results of 

partially coherent approach, the fully coherent approach and the incoherent approach all agree with 

each other, monotonically decreasing with frequency.   

These examples confirms that the partially coherent model agrees with the coherent model 

in results, while at the same time it improves the computational efficiency by reducing the number 

of realizations in the Monte Carlo simulation.  
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Figure V.14. Brightness temperature computed from partially coherent approach and fully 

coherent approach with 𝑙 = 40cm. 

 

5.2.3 Applied to Greenland Summit Ice Sheet Emission 

The partially coherent model is applied to model the brightness temperature of the 

Greenland ice sheet and compared with the angular data from SMOS observations at L band. The 

model is validated at Greenland Summit where detailed ground truth are available from GISP 

borehole measurements. The temperature profile and density profile of the Greenland Summit are 

compared with the Antarctica Dome C in Figure V.15 (a) and (b), respectively. Note that 

temperature of Summit is much more uniform and higher in the top 2000 meters than the Dome C 

ice sheet. A rough estimation of the L-band penetration depth is 265m and 1000m at Summit and 

Dome C, respectively. Thus a much smaller brightness temperature gradient across the UWBRAD 

frequency spectrum is expected from the incoherent model predictions. The mean density profile 

of Summit saturates faster than Dome C with depth.  
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(a) (b)  
Figure V.15. Comparison of Greenland Summit and Antarctica Dome C (a) temperature profile 

(b) density profile  

 

The Summit density profiles are again plotted in Figure V.16 (a) zooming in to the top ~12 

meters. Included are the Twickler mean density profile at 1m resolution and the Morris neutron 

probe high resolution density profiles both at its original 1cm resolution and a 3-point moving 

average. In Figure V.16 (b), the normalized autocorrelation functions (ACFs) of the density 

variation are calculated from the 1cm high resolution Morris neutron probe measurements. The 

ACFs are extracted from a moving 1m window with top boundary starting at different depths. Both 

the density profile and its correlation functions suggests a two-scale density variation: a coarse 

scale at decimeter scale, and a fine scale at centimeter scale. The coarse scale variation quickly 

dies away while the fine scale fluctuation extends to depth and contributes to the overall reflections 

and exhibit the coherent layering effects.  
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(a) (b)  
Figure V.16. The density profile and its correlation functions at Summit  (a) The Morris neutron 

probe high resolution density profile and the Twickler mean density profile (b) Normalized auto 

correlation functions extracted from 1m window with top starting at different depths.  

 

A two-scale density variation model is thus developed to model the density fluctuations. 

The model is an extension of Eq. (3) by adding up two independent fluctuations at different scales, 

while each of them is a correlated Gaussian random process with Gaussian correlation functions. 

𝜌̅(𝑧) = 𝜌̅ (𝑧) + 𝜌̅𝑛(𝑧) (5.14a) 

𝜌̅𝑛(𝑧) = 𝜌̅𝑛
(1)(𝑧)𝑒𝑧/𝛼1 + 𝜌̅𝑛

(2)(𝑧)𝑒𝑧/𝛼2  (5.14b) 

⟨𝜌̅𝑛
(1)(𝑧)𝜌̅𝑛

(1)(𝑧′)⟩ = Δ1
2 exp(−

(𝑧 − 𝑧′)2

𝑙1
2 ) (5.14c) 

⟨𝜌̅𝑛
(2)(𝑧)𝜌̅𝑛

(2)(𝑧′)⟩ = Δ2
2 exp(−

(𝑧 − 𝑧′)2

𝑙2
2 ) (5.14d) 

where 𝜌̅ (𝑧) is the mean density profile taken from or interpolated from Twickler measurements. 

The two scale density variation model is used to generate profiles and the synthesized 

density profile are compared with the Morris neutron probe measurements in Figure V.17 (a) and 

(b) with different zoom-in levels. The parameters used are Δ1 = 0.040g/cm3, 𝑙1 = 20cm, and 

𝛼1 = 8m for coarse scale, and are Δ2 = 0.010g/cm3, 𝑙2 = 2cm, and 𝛼2 = 150m for fine scale. 

The results show promising agreement. 
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(a) (b)  
Figure V.17. Two scale density variation model compared with high resolution measurements. 

 

The synthesized density profiles are used to feed the partially coherent model with the 

automated layering scheme as developed in Section 5.1.4. The predicted brightness temperatures 

are compared with SMOS observations as a function of angle at L band in Figure V.18 (a). The 

results from the incoherent model are also given. It is noted that the partially coherent model 

combined with the two scale density variations predicts an angular pattern in agreement with 

SMOS observations for both polarizations. The incoherent model, on the other hand, overestimate 

the brightness temperatures by ~10K. The models are also used to compute nadir brightness 

temperatures over the UWBRAD spectrum of 0.5~2.0GHz, Figure V.18 (b). It is shown that the 

partially coherent model produces a much larger dynamic range of ~25K as compared to ~4K 

predicted by the incoherent model in the UWBRAD spectrum. Considering the nearly constant 

physical temperature profile at Summit in the top ~2000m as compared to the penetration depths 

in Figure V.15 (a), the gradient in brightness temperatures across frequency is showing sensitivities 

to the near surface fine scale density variations.  
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(a) (b)  
Figure V.18. Partially coherent model applied to Greenland brightness temperature simulation  

(a) angular pattern at L-band compared to SMOS observations (b) nadir brightness temperatures 

over the UWBRAD spectrum.  

 

5.2.4 Partially coherent model to include multiple interface roughness 

The partially coherent model not only improves the efficiency for the fully coherent model 

for the layered medium emission without sacrificing its coherent nature, it also provides a 

methodology to systematically include the roughness effects as caused by density fluctuations. All 

the interfaces between layers are rough. Roughness introduces angular coupling and polarization 

coupling that help to increase the brightness temperatures of H-pol at large angles without 

decreasing the V-pol brightness temperatures much. This will help to explain the mismatch 

between the model predictions and SMOS observations over Antarctica Dome C, as shown in 

Figure V.9, for large angles of H-pol.  

Without the partially coherent model, it is computational unbearable to study the multi-

layered roughness effects in 3D using a coherent approach, such as 2nd order small perturbation 

method (SPM2), considering the two-fold randomness introduced by random densities and random 

roughness. Using the partially coherent model, one only need to consider the multiple rough 

interfaces packed together in the same block. This concept is demonstrated in Figure V.19 as an 
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extension of Figure V.10 by introducing roughness. With roughness, one need to scan the 

incidence angle and polarization, and for each incidence wave exciting from the top and bottom, 

one need to characterize the block by the fully polarized bistatic scattering and transmission 

coefficients 𝛾𝛼𝛽(𝜃, 𝜙; 𝜃′, 𝜙′). The emission from the block is also required at both polarizations 

and all the elevation angles. The scattering characterization of one block using SPM2 and the 

energy conservation of SPM2 has been studied in [61] for 2D, and in [62] for 3D. The efficient 

incoherent cascading of blocks including roughness is under progress [60, 174].  

 

One block
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Tu=0 εu=Re[εeff(zu)]

εd=Re[εeff(zd)]

Tbβ
(u)(θ) ϒ r,αβ

(u)(θ,θ )

ϒt,αβ (u)(θ,θ )

z = zu

z = zd

T(z), ρ(z), εeff(z)

Td=0
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Tbβ
(d)(θ)

ϒt,αβ (d)(θ,θ )

ϒr,αβ  
(d)(θ,θ )

(a) excitation / observation from top (b) excitation / observation from bottom
 

Figure V.19. Extending the partially coherent model to include interface roughness. 
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CHAPTER VI                                                                                                                           

Calculations of Band Diagrams and Low Frequency Dispersion Relations of 

2D Periodic Scatterers Using Broadband Green’s Function with Low 

Wavenumber Extraction (BBGFL) 

 

The broadband Green's function with low wavenumber extraction (BBGFL) is applied to 

the calculations of band diagrams of two-dimensional (2D) periodic structures with dielectric 

scatterers. Periodic Green's functions of both the background and the scatterers are used to 

formulate the dual surface integral equations by approaching the surface of the scatterer from 

outside and inside the scatterer. The BBGFL are applied to both periodic Green's functions. By 

subtracting a low wavenumber component of the periodic Green's functions, the broadband part 

of the Green's functions converge with a small number of Bloch waves. The method of moment 

(MoM) is applied to convert the surface integral equations to a matrix eigenvalue problem. Using 

the BBGFL, a linear eigenvalue problem is obtained with all the eigenmodes computed 

simultaneously giving the multiband results at a point in the Brillouin zone.  Numerical results are 

illustrated for the honeycomb structure. The results of the band diagrams are in good agreement 

with the planewave method and the Korringa Kohn Rostoker (KKR) method. By using the lowest 

band around the Γ point, the low frequency dispersion relations are calculated which also give the 

effective propagation constants and the effective permittivity in the low frequency limit. The work 

discussed in this Chapter has been published in [81]. 
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6.1 Introduction 

The band solutions of waves in periodic structures are important in physics and engineering 

and in the design of photonic, electronic, acoustic, microwave and millimeter wave devices such 

as that in photonic crystals and metamaterials. The common approaches to calculate the bands 

include the planewave method [63, 84-87, 89, 175], and the Korringa Kohn Rostoker (KKR) 

method [96, 97]. The planewave method casts the problem into a linear eigenvalue problem and 

provides multiple band solutions simultaneously for a point in the Brillouin zone. However, in the 

planewave method, the permittivity (or potential) profile is expanded in Fourier series. For the 

case of abrupt profiles of large contrasts between background and scatterer, many terms are 

required in the Fourier series expansion. An artificially smeared dielectric function was also 

employed [175]. The convergence issue of the planewave method has been reported [87, 175]. The 

KKR method is a multiple scattering approach [98, 176] by forming the surface integral equations 

with periodic Green's function and the equation is solved by cylindrical or spherical waves 

expansions. The method is only convenient for scatterers with shapes of separable geometries such 

as circular cylinders or spheres. In the KKR/multiple scattering method, the eigenvalue problem 

is nonlinear requiring the root seeking procedure. One needs to repeat the non-linear root seeking 

one by one to find multiple band solutions. Numerical approaches such as the finite difference 

time domain method (FDTD) [92, 177] and finite element method (FEM) [94, 95, 178] have also 

been used. 

In this chapter, the periodic Green's function is used to formulate the dual surface integral 

equations. The periodic Green's function has slow convergence. If the periodic Green's function is 

used for the surface integral equation to calculate the eigenvalues, the equation is nonlinear and an 

iterative search needs to be performed with one band at a time. Recently, the Broadband Green's 
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Function with Low wavenumber extraction (BBGFL) [82, 179-181] has been applied to wave 

propagation in waveguide/cavity of arbitrary shape. By using a single low wavenumber extraction, 

the convergence of the modal expansion of the Green's function is accelerated. Also the singularity 

of the Green's function has been extracted. The method has been shown to be efficient for 

broadband simulations of wave propagation in waveguides/ cavity. It was noted that the expression 

of modal expansion of Green's function in a waveguide is similar to the Floquet expansion of 

Green's function in a periodic structure [80]. In a recent paper [80] we adapted the BBGFL to 

calculate band diagrams in periodic structures where the scatterers obey Dirichlet boundary 

conditions. We use a low wavenumber extraction to accelerate the convergence of the periodic 

Green's function. The BBGFL is used to formulate the surface integral equations. Next applying 

the Method of Moments (MoM) gives a linear eigenvalue equation that gives all the multi-band 

solutions simultaneously for a point in the first Brillouin zone. We label this as "broadband 

simulations" as the multi-band solutions are calculated simultaneously rather than searching the 

band solution one at a time. The BBGFL method was shown to be accurate and computationally 

efficient. The choice of the low wavenumber was shown to be robust as the choice of the low 

wavenumber can be quite arbitrary. The application of MoM makes the method applicable to 

arbitrary shapes. It is noted that the Boundary Integral Resonant Mode Expansion (BIRME) 

method [182] was used to find the modes of an arbitrary shaped waveguide with PEC or perfect 

magnetic conductor (PMC) boundary conditions, using the Green’s functions of a rectangular 

waveguide or circular waveguide. In BIRME, a DC extraction is used for the Green’s function. In 

this chapter, we calculate band diagrams of periodic structures with general shapes of the unit cells 

and with dielectric scatterers embedded. Also, a low wavenumber extraction is used and the choice 

of the low wavenumbers is shown to be robust. 
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This chapter is an extension of BBGFL on perfect electric conductor [80] to periodic 

dielectric scatterers. The case of dielectric scatterers have much wider applications in devices of 

photonic crystals and metamaterials. For the case of dielectric scatterers, the dual surface integral 

equations are derived. A distinct feature in the formulation is that we use the periodic Green's 

function of the scatterers, in addition to using the periodic Green's function of the background. The 

application of the broadband periodic Green's function separates out the wavenumber dependence 

of Green's function, and allows the conversion of the non-linear root searching problem into a 

linear eigenvalue analysis problem. The low wavenumber extractions are applied to both periodic 

Green's functions for fast Floquet mode convergence and extraction of Green's function 

singularities. The use of MoM makes the method applicable to scatterers of arbitrary shape. In 

section 2, we formulate the dual surface integral equation using the extinction theorems and the 

periodic Green's functions. In Section 3, we apply BBGFL to the surface integral equations and 

derive the linear eigenvalue problem. In section 4, numerical results are illustrated for the band 

solution of circular air voids forming a honeycomb structure. The results are in good agreement 

with the plane wave method and the KKR method. We also describe the quick rejection of spurious 

modes by using extinction theorems. In Section 5, we use the lowest band around the Γ point to 

calculate the low frequency dispersion curves, the effective permittivity, and the effective 

propagation constants, all of which have wide applications in devices of metamaterials. 

 

6.2 Extinction theorem and surface integral equations 

Consider a periodic array in the 𝑥𝑦 plane of 2D dielectric scatterers embedded in a 2D 

lattice as illustrated in Figure VI.1. Let the primitive lattice vectors be �̅�₁ and �̅�₂ with lattice 

constant 𝑎 and the primitive cell area Ω₀ = |�̅�₁ × �̅�₂|. The scatterer has dielectric constant 𝜀𝑟𝑝 and 
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the background host 𝜀𝑟𝑏. Let 𝑆𝑝𝑞 denote the boundary of the scatterer in the (𝑝, 𝑞)-th cell and 𝐴𝑝𝑞 

is the domain of the scatterer in the (𝑝, 𝑞) cell bounded by 𝑆𝑝𝑞. 
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Figure VI.1. Geometry of the 2D scattering problem in 2D lattice. 2D dielectric scatterers form a 

periodic array with primitive lattice vectors �̅�₁ and �̅�₂, and lattice constant 𝑎. The primitive cell 

area Ω₀ = |�̅�₁ × �̅�₂|. The (0, 0)-th scatterer has boundary 𝑆₀₀ and cross section 𝐴₀₀. The 

scatterer and background has dielectric constant 𝜀𝑟𝑝 and 𝜀𝑟𝑏, respectively.  

 

We denote the field outside the scatterer as 𝜓 and inside as 𝜓₁, where 𝜓 represents 𝐸𝑧 for 

TMz polarization and 𝐻𝑧 for TEz polarization. TMz means that the magnetic field is perpendicular 

to the 𝑧 direction while TEz means that the electric field is perpendicular to the 𝑧 direction. The 

extinction theorems state that 

∑∫ 𝑑𝑙′[𝜓(𝜌̅ ′)�̂�′ ⋅ ∇′𝑔(𝜌̅ , 𝜌̅ ′) − 𝑔(𝜌̅ , 𝜌̅ ′)�̂�′ ⋅ ∇′𝜓(𝜌̅ ′)]
𝑆𝑝𝑞𝑝𝑞

= 0  (6.1a) 

if 𝜌̅  is inside any scatterer, and 



247 

 

−∫ 𝑑𝑙′[𝜓1(𝜌̅ ′)�̂�′ ⋅ ∇′𝑔1(𝜌̅ , 𝜌̅ ′) − 𝑔1(𝜌̅ , 𝜌̅ ′)�̂�′ ⋅ ∇′𝜓1(𝜌̅ ′)]
𝑆𝑝𝑞

= 0  (6.1b) 

if 𝜌̅  is not in 𝐴𝑝𝑞. 

In (1a) and (1b) 𝑔(𝜌̅ , 𝜌̅ ′) =
𝑖

4
𝐻₀⁽¹⁾(𝑘|𝜌̅ − 𝜌̅ ′|) and 𝑔1(𝜌̅ , 𝜌̅ ′) =

𝑖

4
𝐻₀⁽¹⁾(𝑘1|𝜌̅ − 𝜌̅ ′|) are the 

2D free space Green's functions in the the background and in the scatterer, respectively. The 

wavenumbers are 𝑘 =
𝜔

𝑐
√𝜀𝑟𝑏 , and 𝑘1 =

𝜔

𝑐
√𝜀𝑟𝑝  in the background and in the scatterer, 

respectively, where 𝜔 is the angular frequency and 𝑐 is the speed of light. 

Applying the Bloch wave condition to Eq. (1a), we have the surface integral to be only 

over 𝑆₀₀ of the (0,0) cell if 𝜌̅  is inside any scatterer, then 

∫ 𝑑𝑙′[𝜓(𝜌̅ ′)�̂�′ ⋅ ∇′𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) − 𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′)�̂�′ ⋅ ∇′𝜓(𝜌̅ ′)]
𝑆00

= 0  (6.2a) 

where 𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) is the periodic Green's function of the background and �̅�𝑖 is a point in the 

first Brillouin zone. In the KKR method [98], the integral equations in Eqs. (2a) and (1b) are used 

to calculate the band solutions meaning that the background Green's function is periodic while the 

scatterer Green's function is the free space Green's function. Instead of using (1b), we use periodic 

Green's function also for the scatterer and using extinction theorem, it can be shown that 

−∫ 𝑑𝑙′[𝜓1(𝜌̅ ′)�̂�′ ⋅ ∇′𝑔1𝑃(𝑘1, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) − 𝑔1𝑃(𝑘1, �̅�𝑖; 𝜌̅ , 𝜌̅ ′)�̂�′ ⋅ ∇′𝜓1(𝜌̅ ′)]
𝑆00

= 0  (6.2b) 

if 𝜌̅ ∉∪ 𝐴𝑝𝑞, i.e. 𝜌̅  is in the background region. In (2b) 𝑔1𝑃(𝑘1, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) is the periodic Green's 

function of the scatterer. Thus, in the BBGFL formulations, we have periodic Green's functions 

for both integral equations. An interpretation is that the periodic Green's function is for an empty 

lattice, so that one can uses both  𝑔𝑃 and 𝑔1𝑃. 
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Let �̅�𝑖  be a wavevector in the first irreducible Brillouin zone �̅�𝑖 = 𝛽1�̅�₁ + 𝛽2�̅�₂ , 0 ≤

𝛽₁, 𝛽₂ ≤ 1/2. �̅�₁  and �̅�₂ are the reciprocal lattice vectors.  

�̅�₁ = 2𝜋
�̅�2 × �̂�

Ω0
 

�̅�2 = 2𝜋
�̂� × �̅�1

Ω0
 

Then in the spectral domain the periodic Green's functions for, respectively, background and 

scatterer are 

 𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) =
1

Ω0
∑

exp(𝑖�̅�𝑖𝑚𝑛 ⋅ (𝜌̅ − 𝜌̅ ′))

|�̅�𝑖𝑚𝑛|
2
− 𝑘2

𝑚𝑛

 (6.3a) 

𝑔1𝑃(𝑘1, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) =
1

Ω0
∑

exp (𝑖�̅�𝑖𝑚𝑛 ⋅ (𝜌̅ − 𝜌̅ ′))

|�̅�𝑖𝑚𝑛|
2
− 𝑘1

2
𝑚𝑛

 (6.3b) 

where �̅�𝑖𝑚𝑛 = �̅�𝑖 + 𝑚�̅�₁ + 𝑛�̅�₂. We will denote �̅�𝑖𝑚𝑛by �̅�𝑖𝛼 , where 𝛼 is the short hand for the 

double index (𝑚, 𝑛) of the Floquet mode. 

The surface unknowns are 𝜓(𝜌̅ ′) and 𝜓₁(𝜌̅ ′), �̂�′ ⋅ ∇′𝜓(𝜌̅ ′) and �̂�′ ⋅ ∇′𝜓1(𝜌̅ ′). There are 

boundary conditions for the TM case and the TE case giving a net of two surface unknowns 𝜓(𝜌̅ ′) 

and  �̂�′ ⋅ ∇′𝜓(𝜌̅ ′)  [34, 98]. Let 𝜌̅  approach the boundary of 𝑆₀₀, the coupled surface integral 

equations in 𝜓(𝜌̅ ′) and  �̂�′ ⋅ ∇′𝜓(𝜌̅ ′) are given as follows, 

∫ 𝑑𝑙′[𝜓(𝜌̅ ′)�̂�′ ⋅ ∇′𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) − 𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′)�̂�′ ⋅ ∇′𝜓(𝜌̅ ′)]
𝑆00

= 0 , 𝜌̅ → 𝑆00
−  (6.4a) 

−∫ 𝑑𝑙′ [𝜓(𝜌̅ ′)�̂�′ ⋅ ∇′𝑔1𝑃(𝑘1, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) − 𝑔1𝑃(𝑘1, �̅�𝑖; 𝜌̅ , 𝜌̅ ′)
1

𝑠
�̂�′ ⋅ ∇′𝜓(𝜌̅ ′)]

𝑆00

= 0, 𝜌̅ → 𝑆00
+  

(6.4b) 
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where 𝑆00
+  and 𝑆00

−  denote approaching from the outside and inside of 𝑆₀₀, respectively. In Eqs. 

(4a) and (4b) 𝑠 = 1 for TMz polarization and 𝑠 =
𝜀𝑟𝑏

𝜀𝑟𝑝
 for TEz polarization. 

Applying MoM with pulse basis functions and point matching, we discretize 𝑆₀₀ into 𝑁 

patches. In matrix form, we obtain 

𝑆  𝑝 − �̅̅��̅� = 0 (6.5a) 

𝑆  (1)𝑝 −
1

𝑠
�̅̅�(1)�̅� = 0 (6.5b) 

where 𝑆  , 𝑆  , 𝑆  (1) and �̅�(1) are 𝑁 × 𝑁 matrices; and 𝑝   and �̅� are 𝑁 × 1 column vectors. Let  𝑚, 𝑛 =

1,2, . . . , 𝑁. The matrix elements are 

𝑆𝑚𝑛 =
1

Δ𝑡𝑛
∫ 𝑑𝑙′[�̂�′ ⋅ ∇′𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′)]
𝑆00

(𝑛)
, 𝜌̅ → 𝜌̅ 𝑚

−  (6.6a) 

𝐿𝑚𝑛 =
1

Δ𝑡𝑛
∫ 𝑑𝑙′[𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ 𝑚, 𝜌̅ ′)]
𝑆00

(𝑛)
 (6.6b) 

 

𝑆𝑚𝑛
(1)

=
1

Δ𝑡𝑛
∫ 𝑑𝑙′[�̂�′ ⋅ ∇′𝑔1𝑃(𝑘1, �̅�𝑖; 𝜌̅ , 𝜌̅ ′)]
𝑆00

(𝑛)
, 𝜌̅ → 𝜌̅ 𝑚

+  (6.6c) 

𝐿𝑚𝑛
(1)

=
1

Δ𝑡𝑛
∫ 𝑑𝑙′[𝑔1𝑃(𝑘1, �̅�𝑖; 𝜌̅ 𝑚, 𝜌̅ ′)]
𝑆00

(𝑛)
 (6.6d) 

 

𝑝𝑛 = Δ𝑡𝑛𝜓(𝜌̅ 𝑛) (6.7a) 

𝑞𝑛 = Δ𝑡𝑛[�̂� ⋅ ∇𝜓(𝜌̅ )]�̅�=�̅�𝑛
 (6.7b) 

where 𝜌̅ 𝑛 is the center and Δ𝑡𝑛  the arc length of the 𝑛-th patch 𝑆00
(𝑛)

. 𝜌̅ → 𝜌̅ 𝑚
−  and 𝜌̅ → 𝜌̅ 𝑚

+  means 

𝜌̅  approaches 𝜌̅ 𝑚 from inside and outside of 𝑆₀₀, respectively. 
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6.3 BBGFL in surface integral equations 

We want to find the wavenumbers that satisfy both the surface integral equations in Eq. 

(4). These wavenumbers are the band solutions, and the corresponding surface field 𝜓 and �̂� ⋅ ∇𝜓 

are the modal currents. This is an eigenvalue problem. The technique of BBGFL is described 

below. 

 

6.3.1 Low wavenumber extraction in the Broadband Periodic Green's function 

In the BBGFL method, we choose a single low wavenumber 𝑘𝐿, which is quite arbitrary, 

to decompose 𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) into 𝑔𝑃(𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) and the difference 𝑔𝐵(𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′). They 

shall be labelled as the low wavenumber part and the broadband part, respectively. 

𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) = 𝑔𝑃(𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) + 𝑔𝐵(𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) (6.8a) 

Using the spectral domain of 𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) from (3a), we then have 

𝑔𝐵(𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) =
𝑘2 − 𝑘𝐿

2

Ω0
∑

exp (𝑖�̅�𝑖𝛼 ⋅ (𝜌̅ − 𝜌̅ ′))

(|�̅�𝑖𝛼|
2
− 𝑘2) (|�̅�𝑖𝛼|

2
− 𝑘𝐿

2)𝛼

 (6.8b) 

Note that 𝑔𝑃(𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) is independent of wavenumber 𝑘 , and the series in 

𝑔𝐵(𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) converges as |�̅�𝑖𝛼|
−4

 instead of |�̅�𝑖𝛼|
−2

. 

For the case of dielectric scatterer, we also decompose the periodic Green's function of the 

scatterer 𝑔1𝑃(𝑘1, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) into a low wavenumber part 𝑔1𝑃(𝑘1𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′)  with  𝑘1𝐿  and a 

broadband part 𝑔1𝐵(𝑘1, 𝑘1𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) 

𝑔1𝑃(𝑘1, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) = 𝑔1𝑃(𝑘1𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) + 𝑔1𝐵(𝑘1, 𝑘1𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) (6.8c) 

𝑔1𝐵(𝑘1, 𝑘1𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) =
𝑘1

2 − 𝑘1𝐿
2

Ω0
∑

exp(𝑖�̅�𝑖𝛼 ⋅ (𝜌̅ − 𝜌̅ ′))

(|�̅�𝑖𝛼|
2
− 𝑘1

2) (|�̅�𝑖𝛼|
2
− 𝑘1𝐿

2 )𝛼

 (6.8d) 
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We next express 𝑔𝐵 in the following form 

𝑔𝐵(𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) =
1

Ω0
∑

1

1
𝑘2 − 𝑘𝐿

2 −
1

|�̅�𝑖𝛼|
2
− 𝑘𝐿

2

exp (𝑖�̅�𝑖𝛼 ⋅ (𝜌̅ − 𝜌̅ ′))

(|�̅�𝑖𝛼|
2
− 𝑘𝐿

2)
2

𝛼

 (6.8e) 

= ∑𝑅𝛼(𝑘𝐿 , 𝜌̅ )𝑊𝛼(𝑘, 𝑘𝐿)𝑅𝛼
∗ (𝑘𝐿 , 𝜌̅ ′)

𝛼

 (6.8f) 

where 

𝑅𝛼(𝑘𝐿 , 𝜌̅ ) =
1

√Ω0

∑
exp(𝑖�̅�𝑖𝛼 ⋅ 𝜌̅ )

|�̅�𝑖𝛼|
2
− 𝑘𝐿

2
𝛼

 (6.9a) 

𝑊𝛼(𝑘, 𝑘𝐿) =
1

𝜆(𝑘, 𝑘𝐿) − 𝐷𝛼(𝑘𝐿)
 (6.9b) 

𝜆(𝑘, 𝑘𝐿) =
1

𝑘2 − 𝑘𝐿
2 (6.9c) 

𝐷𝛼(𝑘𝐿) =
1

|�̅�𝑖𝛼|
2
− 𝑘𝐿

2
 (6.9d) 

It follows that 

�̂�′ ⋅ ∇′𝑔𝐵(𝑘, 𝑘𝐿 , �̅�𝑖 , 𝜌̅ , 𝜌̅ ′) = ∑𝑅𝛼(𝑘𝐿 , 𝜌̅ )𝑊𝛼(𝑘, 𝑘𝐿)𝑄𝛼
∗ (𝑘𝐿 , 𝜌̅ ′)

𝛼

 (6.10) 

where 

𝑄𝛼(𝑘𝐿 , 𝜌̅ ) = �̂� ⋅ ∇𝑅𝛼(𝑘𝐿 , 𝜌̅ ) = [�̂� ⋅ (𝑖�̅�𝑖𝛼)]𝑅𝛼(𝑘𝐿 , 𝜌̅ ) (6.11) 

Both 𝑔𝐵  and �̂�′ ⋅ ∇′𝑔𝐵  are smooth for arbitrary 𝜌̅ − 𝜌̅ ′  and they converge everywhere 

including the self-point of 𝜌̅ = 𝜌̅ ′. Because of fast convergence, we will truncate the series with 

𝑀 Floquet modes. Note the two dimensional index in 𝛼. ( In our numerical implementation, each 

index is from -10 to 10, so that  𝑀 = (21)² = 441. ) 
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With the decomposition𝑔𝑃(𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) + 𝑔𝐵(𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′), the matrices 𝑆   and �̅̅� (Eq. 

6) are also in two parts which are the low wavenumber part and the broadband part 

𝑆  (𝑘) = 𝑆  (𝑘𝐿) + 𝑆  (𝑘𝐿)�̅̅�(𝑘𝐿 , 𝑘)�̅̅�†(𝑘𝐿) (6.12a) 

�̅̅�(𝑘) = �̅̅�(𝑘𝐿) + �̅̅�(𝑘𝐿)�̅̅�(𝑘𝐿 , 𝑘)�̅̅�†(𝑘𝐿) (6.12b) 

�̅̅� and �̅̅� are 𝑁 × 𝑀 matrices. The superscript † means Hermitian adjoint. The matrices 

𝑆  (𝑘𝐿), �̅̅�(𝑘𝐿), �̅̅�(𝑘𝐿) and �̅�(𝑘𝐿) do not have wavenumber dependence. The only wavenumber 

dependence lies in the factor 𝜆(𝑘, 𝑘𝐿) of the 𝑀 × 𝑀 diagonal matrix �̅̅�(𝑘𝐿 , 𝑘) 

�̅̅�(𝑘𝐿 , 𝑘) = (𝜆(𝑘, 𝑘𝐿)𝐼  
 − �̅̅�(𝑘𝐿))

−1

 (6.13a) 

where 𝐼    is the 𝑀 × 𝑀 identity matrix and �̅̅� is the 𝑀 × 𝑀 diagonal matrix, 

𝐷𝛼𝛼 = 𝐷𝛼(𝑘𝐿) (6.13b) 

With the low wavenumber separation in 𝑆   and �̅̅�, the matrix form of the surface integral 

equation Eq. (5a) becomes 

𝑆  (𝑘𝐿)𝑝 − �̅̅�(𝑘𝐿)�̅� + �̅̅�(𝑘𝐿)�̅̅�(𝑘𝐿 , 𝑘)�̅̅�†(𝑘𝐿)𝑝 − �̅̅�(𝑘𝐿)�̅̅�(𝑘𝐿 , 𝑘)�̅̅�†(𝑘𝐿)�̅� = 0 (6.14a) 

Using the surface integral equations with periodic Green's functions of the scatterer 

𝑔1𝑃(𝑘1, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) which is also decomposed into a low wavenumber part and a broadband part, we 

have from Eq. (5b) 

𝑆  (1)(𝑘1𝐿)𝑝 −
1

𝑠
�̅̅�(1)(𝑘1𝐿)�̅� + �̅̅�(1)(𝑘1𝐿)�̅̅�

(1)(𝑘1𝐿 , 𝑘1)�̅̅�
(1)†(𝑘1𝐿)𝑝 

−
1

𝑠
�̅̅�(1)(𝑘1𝐿)�̅̅�

(1)(𝑘1𝐿 , 𝑘1)�̅̅�
(1)†(𝑘1𝐿)�̅� = 0 

(6.14b) 

where 𝑆  ⁽¹⁾ , �̅̅� ⁽¹⁾, �̅̅�⁽¹⁾ , �̅̅�⁽¹⁾ , �̅̅�⁽¹⁾  and �̅̅�⁽¹⁾  have the same form of 𝑆  , �̅̅� , �̅̅� , �̅̅� , �̅̅�  and �̅̅� , 

respectively, by changing 𝑘 to 𝑘₁, and 𝑘𝐿 to 𝑘1𝐿. 

We also choose 
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𝑘1𝐿 = 𝑘𝐿√𝜀𝑟 (6.15a) 

where 𝜀𝑟 = 𝜀𝑟𝑝/𝜀𝑟𝑏. Then 

𝜆(𝑘1, 𝑘1𝐿) =
1

𝜀𝑟
𝜆(𝑘, 𝑘𝐿) (6.15b) 

�̅̅�(1)(𝑘1𝐿 , 𝑘1) = (
1

𝜀𝑟
𝜆(𝑘, 𝑘𝐿)𝐼  

 − �̅̅�(1)(𝑘𝐿))

−1

 (6.15c) 

In Appendix A, we describe efficient methods for calculating the matrix elements of 𝑆  , �̅̅�, 

𝑆  ⁽¹⁾ and �̅̅�⁽¹⁾, at low wavenumbers of 𝑘𝐿 and 𝑘1𝐿. 

 

6.3.2 Eigenvalue problem 

We next convert the matrix equation Eq.(14) into an eigenvalue problem. Let 

�̅� = �̅̅��̅̅�†�̅� (6.16a) 

𝑐 = �̅̅��̅̅�†𝑝  (6.16b) 

 

�̅�(1) = �̅̅�(1)�̅̅�(1)†�̅� (6.16c) 

𝑐 (1) = �̅̅�(1)�̅̅�(1)†𝑝  (6.16d) 

Then from Eq. (13a) 

�̅̅�−1�̅� = (𝜆𝐼   − �̅̅�)�̅� = �̅̅�†�̅� (6.17a) 

�̅̅�−1𝑐 = (𝜆𝐼   − �̅̅�)𝑐 = �̅̅�†𝑝  (6.17b) 

Thus 

𝜆�̅� = �̅̅��̅� + �̅̅�†�̅� (6.18a) 

𝜆𝑐 = �̅̅�𝑐 + �̅̅�†𝑝  (6.18b) 

Similarly, with Eqs. (16c-d, 15c) 
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𝜆�̅�(1) = 𝜀𝑟�̅̅�
(1)�̅�(1) + 𝜀𝑟 �̅̅�

(1)†�̅� (6.18c) 

𝜆𝑐 (1) = 𝜀𝑟�̅̅�
(1)𝑐 (1) + 𝜀𝑟�̅̅�

(1)†𝑝  (6.18d) 

Next, using the definitions of �̅�, 𝑐 , �̅�(1), 𝑐 (1), the matrix equation Eq. (14) becomes, 

𝑆  𝑝 − �̅̅��̅� + �̅̅�𝑐 − �̅̅��̅� = 0 (6.19a) 

𝑆  (1)𝑝 −
1

𝑠
�̅̅�(1)�̅� + �̅̅�(1)𝑐 (1) −

1

𝑠
�̅̅�(1)�̅�(1) = 0 (6.19b) 

Next we express 𝑝 , �̅� in �̅�, 𝑐  , �̅�⁽¹⁾, 𝑐 ⁽¹⁾, 

[
𝑝 
�̅�
] = 𝐴  [

�̅�
𝑐 

�̅�(1)

𝑐 (1)

] (6.20) 

where 

𝐴  = [
𝑆  −�̅̅�

𝑆  (1) −
1

𝑠
�̅̅�(1)]

−1

[�̅̅� −�̅̅�

�̅̅� �̅̅�

�̅̅� �̅̅�
1

𝑠
�̅̅�(1) −�̅̅�(1)] (6.21) 

where the �̅̅�'s are matrices zero elements with appropriate dimensions. Eliminating 𝑝  and �̅� using 

Eqs. (18) and (20), we obtain the eigenvalue problem, 

�̅̅�𝑥 = 𝜆𝑥  (6.22) 

where 

�̅̅� =

[
 
 
 
 �̅̅� �̅̅�

�̅̅� �̅̅�

�̅̅� �̅̅�

�̅̅� �̅̅�

�̅̅� �̅̅�

�̅̅� �̅̅�

𝜀𝑟�̅̅�
(1) �̅̅�

�̅̅� 𝜀𝑟�̅̅�
(1)]

 
 
 
 

+

[
 
 
 
 �̅̅� �̅̅�†

�̅̅�† �̅̅�

�̅̅� 𝜀𝑟 �̅̅�
(1)†

𝜀𝑟�̅̅�
(1)† �̅̅� ]

 
 
 
 

𝐴   (6.23a) 

𝑥 = [�̅�𝑇 𝑐 𝑇 �̅�(1)𝑇 𝑐 (1)𝑇]𝑇 (6.23b) 

The matrix dimension of the eigenvalue problem in (23a) is 4𝑀 × 4𝑀 . In the above 

equation, only 𝜆  depends on wavenumber while all the other matrices are independent of 
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wavenumber. Thus the eigenvalue problem is linear with all the eigenvalues and eigenvectors 

solved simultaneously giving the multi-band solutions. 

Knowing the eigenvalues 𝜆, the mode wavenumbers 𝑘² are obtained from the relation of  

𝜆 =
1

𝑘2−𝑘𝐿
2, (Eq. (9c)). The modal surface currents distributions 𝑝  and �̅� are calculated from the 

eigenvectors through Eq. (20). Knowing 𝑝  and �̅�, we can also compute the modal field distribution 

𝜓 and 𝜓₁ everywhere in the lattice by Eq. (2). The authenticity of the eigenmodes can also be 

checked by the extinction theorem (Eq. (2)) away from the boundaries. 

 

6.4 Numerical results 

We consider the triangular lattices with lattice constant a as shown in Figure VI.1. The 

dielectric background has permittivity 𝜀𝑏 , and the scatterers are circular air voids of radius 𝑏 

drilled in the background with 𝜀𝑝 = 𝜀₀, where 𝜀₀ is the free space permittivity. We consider two 

cases with case 1 𝑏 = 0.2𝑎, 𝜀𝑏 = 8.9𝜀₀ and filling ratio of 14.5% and case 2 of 𝑏 = 0.48𝑎, 𝜀𝑏 =

12.25𝜀₀ and filling ratio of 83.6%. We calculate the solutions using BBGFL method. We also 

calculate the solutions using the plane wave method [86] and the KKR method [98] and compare 

the results of BBGFL with these two methods. 

In Appendix A, we describe the calculations of 𝑔𝑃 and  𝑔1𝑃 at the respective single low 

wavenumbers of 𝑘𝐿 and  𝑘1𝐿 that include the calculations of 𝐷𝑛 [98].The lattice vectors are given 

by 

�̅�₁ =  
𝑎

2
(√3�̂� + �̂�) 

�̅�2  =  
𝑎

2
(−√3�̂� + �̂�) 

and the reciprocal lattice vectors are 
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�̅�₁ =  
2𝜋

𝑎
(

1

√3
�̂� + �̂�) 

�̅�2  =
2𝜋

𝑎
(−

1

√3
�̂� + �̂�) 

The 𝛤, 𝑀, and 𝐾 points are 

 𝛤: �̅�𝑖 = 0�̅�₁ + 0�̅�₂ = 0 

 𝑀 ∶  �̅�𝑖 =
1

2
�̅�₁ + 0�̅�₂ =

𝜋

𝑎
(

1

√3
�̂� + �̂�) 

 𝐾 ∶  �̅�𝑖 =
1

3
�̅�₁ +

1

3
�̅�₂ =

4𝜋

3𝑎
�̂� 

We plot the band solutions with �̅�𝑖 = 𝛽1�̅�₁ + 𝛽2�̅�₂ following 𝛤 → 𝑀 → 𝐾 → 𝛤. 

The normalized frequency  𝑓𝑁(𝑘) is defined as 

𝑓𝑁(𝑘) =
𝑘𝑎

2𝜋
√

𝜀0

𝜀𝑏
 

In the following computations, we choose the low wavenumber 𝑘𝐿 such that 𝑓𝑁(𝑘𝐿) = 0.2. 

The choice of  𝑘𝐿 is quite arbitrary as 𝑘𝐿 values in a range will work. This makes BBGFL method 

robust. In the examples, the maximum number of two-dimensional (2D) Bloch waves in BBGFL 

is 441 corresponding to −10 ≤ 𝑚, 𝑛 ≤   10, so that the highest 𝑚, 𝑛 index is 10. This leads to an 

eigenvalue problem of maximum dimension 4𝑀 = 1764. 

 

Case 1: 𝑏 = 0.2𝑎, 𝜀𝑏 = 8.9𝜀₀, 𝜋𝑏²/Ω₀ = 14.5% 

The band diagram is plotted in Figure VI.2, with MoM discretization 𝑁 = 80, and 𝐷𝑛 (as 

defined in Eq. (27)) at order 4 to compute 𝑔𝑃 and �̂�′ ⋅ ∇′𝑔𝑃 at the single low wavenumber 𝑘𝐿. We 

compute solutions using the plane wave method with 1681 Bloch waves. Note that we only use 

441 Bloch waves in the BBGFL method. The agreements between the two methods are excellent. 
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In Figure VI.3, the surface modal currents, unnormalized, are plotted for the first few modes near 

𝛤 point with �̅�𝑖 = 0.05�̅�₁. 

 

 
Figure VI.2. Band diagram of the hexagonal structure with background dielectric constant of 8.9 

and air voids of radius 𝑏 = 0.2𝑎. The results of BBGFL are shown by the solid curves for TMz 

polarization and by the dashed curves for the TEz polarization. The circles and crosses are the 

results of planewave method for the TMz and TEz polarizations, respectively. 
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Figure VI.3. Modal surface currents distribution near Γ point at �̅�𝑖 = 0.05�̅�₁ corresponding to 

the first few modes of the hexagonal structure with background dielectric constant of 8.9 and air 

voids of radius 𝑏 = 0.2𝑎. (a) TMz, surface electric currents 𝐽𝑧 ∝ 𝜕𝜓/𝜕𝑛; (b) TMz, surface 

magnetic current 𝑀𝑡 ∝ 𝜓; (c) TEz, surface magnetic currents 𝑀𝑧 ∝ 𝜕𝜓/𝜕𝑛; (d) TEz, surface 

electric current 𝐽𝑡 ∝ 𝜓. The corresponding normalized mode frequencies are 1: 0.0208, 2: 

0.3736, 3: 0.3864 for TMz wave, and 1: 0.02224, 2: 0.3847, 3: 0.404 for TEz wave, respectively. 

 

In Table VI-1, the convergence of the lowest mode with respect to the number of Bloch 

waves used in BBGFL using different low wavenumber 𝑘𝐿 are tabulated for TMz polarization with 

�̅�𝑖 = 0.05�̅�₁. It is noted that the choice of 𝑘𝐿 is robust, and fewer Floquet modes are needed as one 

choses a lower 𝑘𝐿. 
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Table VI-1. The convergence of the lowest mode with respect to the number of Bloch waves 

used in BBGFL using different low wavenumber 𝑘𝐿. The results are tabulated for TMz 

polarization with �̅�𝑖 = 0.05�̅�1, where 0.020798 is the first band solution. 

𝑓𝑁 𝑀 = 9 𝑀 = 49 𝑀 = 121 𝑀 = 441 

𝑓𝑁(𝑘𝐿) = 0.001 0.020798 0.020798 0.020798 0.020798 

𝑓𝑁(𝑘𝐿) = 0.1 0.020780 0.020798 0.020798 0.020798 

𝑓𝑁(𝑘𝐿) = 0.2 0.020806 0.020797 0.020797 0.020798 

𝑓𝑁(𝑘𝐿) = 0.5 0.020888 0.020792 0.020794 0.020798 

 

Case 2: 𝑏 = 0.48𝑎, 𝜀𝑏 = 12.25𝜀₀, 𝜋𝑏²/Ω₀ = 83.6% 

The parameters for this case are the same as in [98]. The area ratio of scatterers to 

background is high at 83.6%. The dielectric constant ratio of 𝜀𝑏/𝜀𝑝 is as high as 12.25. In this case, 

the field varies more rapidly along the perimeter of the scatterer than the previous case and we 

choose the MoM discretization to be 𝑁 = 180, and 𝐷𝑛 (as defined in Eq. (27)) is selected at order 

8 to compute 𝑔𝑃 and �̂�′ ⋅ ∇′𝑔𝑃 at the single low wavenumber 𝑘𝐿. The band diagram is plotted in 

Figure VI.4. For the planewave method we used 6561 Bloch waves which is significantly larger 

than M=441 Floquet modes for BBGFL. The KKR solution of the first few modes at the points of 

M, and K are also given (Ref. [98] has the complete KKR results). The band gap between the third 

and fourth bands is noted. The agreements between the three methods are in general good. Note 

that the planewave method predicts slightly larger higher order modes than the BBGFL. The 

differences decrease as more Bloch waves are included in the planewave expansion. Note that the 

planewave method results shown are not exactly the same as the results reported in [98], possibly 

due to the different treatment of the Fourier series expansion of the dielectric function [86, 175]. 

In our implementation, we do not apply any smearing function to the permittivity profile 𝜀(𝑟), and 

directly compute the Fourier transform of 𝜀⁻¹(𝑟). For the KKR method, more terms in the 𝐷𝑛 

series are needed as frequency increases. In Figure VI.5, the unnormalized surface modal currents 
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are plotted for the first few modes near 𝛤 point with �̅�𝑖 = 0.05�̅�₁. The modal currents tend to have 

more variations as the modal wavenumbers increase. 

 

 
Figure VI.4. Band diagram of the hexagonal structure with background dielectric constant of 

12.25 and air voids of radius b=0.48a. The results of BBGFL are shown by the solid curves for 

TMz polarization and by the dashed curves for the TEz polarization. The circles and crosses are 

the results of planewave method for the TMz and TEz polarizations, respectively. The triangles 

and squares are the results of the KKR method for the TMz and TEz polarizations, respectively.  
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Figure VI.5. Modal surface currents distribution near Γ point at �̅�𝑖 = 0.05�̅�₁ corresponding to 

the first few modes of the hexagonal structure with background dielectric constant of 12.25 and 

air voids of radius 𝑏 = 0.48𝑎. (a) TMz, surface electric currents 𝐽𝑧 ∝ 𝜕𝜓/𝜕𝑛; (b) TMz, surface 

magnetic current 𝑀𝑡 ∝ 𝜓; (c) TEz, surface magnetic currents 𝑀𝑧 ∝ 𝜕𝜓/𝜕𝑛; (d) TEz, surface 

electric current 𝐽𝑡 ∝ 𝜓. The corresponding normalized mode frequencies are 1: 0.03437, 2: 

0.4425, 3: 0.6154 for TMz wave, and 1: 0.04145, 2: 0.7669, 3: 0.7710 for TEz wave, 

respectively. 

 

The eigenvalues of the BBGFL approach include spurious modes. All the spurious modes 

are quickly rejected based on the following simple calculations. The spurious modes do not satisfy 

the extinction theorem as given in Eq. (2). If we evaluate the field inside the scatterers using 𝑔𝑃, 

or evaluate the field outside the scatterers using 𝑔1𝑃 , we get non-zero values for the spurious 

modes. These modes can be identified by several points calculations inside or outside the scattering 

using the surface integrals. Some of the spurious modes do not satisfy one of the two surface 

integral equations Eq. (4), and for these modes, their modal currents 𝜓  and 𝜕𝜓/𝜕𝑛  on the 
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boundary are essentially zeros and trivial. For the rest of the spurious modes, they satisfy the 

surface integral equations Eq. (4), but do not obey the extinction theorem Eq. (2), and these modes 

are shown to be nearly invariant with respect to �̅�𝑖, with values close to the roots of 𝐽𝑛(𝑘𝑏), where 

𝐽𝑛 is the 𝑛-th order Bessel function. 

The CPU time is recorded when running the BBGFL code in Mat lab R2014b to compute 

the band diagram on an HP ProDesk 600 G1 desktop with Intel Core i7-4790 CPU @ 3.60 GHz 

and 32 GB RAM. Since the computation for different �̅�𝑖 are independent, the CPU time for one �̅�𝑖 

will be described. For case 2 with the larger 𝑁 and higher order of 𝐷𝑛, it takes a total of ~96 sec 

to complete the mode analysis at one �̅�𝑖, of which ~11s is spent on the eigenvalue analysis. More 

than 80% CPU time is spent on computing the matrices 𝑆  , �̅̅�, 𝑆  ⁽¹⁾, and �̅̅�(1)  at the single low 

wavenumbers 𝑘𝐿  and 𝑘1𝐿  respectively for background periodic Green's function and scatterer 

periodic Green's function. The calculation of 𝐷𝑛  (and 𝐷𝑛
(1)

 by changing 𝑘 to 𝑘₁) as defined in 

Appendix A to facilitate the computation of 𝑔𝑃 and 𝑔1𝑃 takes ~24s, and the calculation of the low 

wavenumber matrices using 𝐷𝑛 takes ~27s on the boundary. Another ~28s are needed for solutions 

away from the boundary as needed in checking the extinction theorem. The time recorded is for 

one polarization, and for the second polarization the added time is very small since only the 

eigenvalue problem is to be resolved. The approach is much more efficient than the KKR approach 

which is based on the evaluation of 𝐷𝑛 at every frequency that needed to be used to search the 

band solution 𝑘 , with one band at a time. The BBGFL can also be more efficient than the 

planewave method when the planewave method requires significantly larger number of Bloch 

waves as in the second case with large dielectric contrast and large filling ratio. Note that for the 

case of infinite contrast of perfect electric conductor (PEC), BBGFL also works. 
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6.5  Low frequency dispersion relations, effective permittivity and propagation 

constants 

In this section, we illustrate the low frequency dispersion relations which are useful for the 

design of devices in photonics and metamaterials. 

In metamaterials, the scatterers and the lattice spacings are subwavelengths. Effective 

permittivities and effective propagation constants have been calculated for random media of 

dielectric mixtures [15, 26, 34, 183-186]. In random medium, the positions of scatterers are random 

creating random phase in propagating waves. Every realization has different positions of scatterers 

although each realization has the same statistics and the field solutions of different realizations are 

different. The waves are decomposed into coherent waves and incoherent waves. The coherent 

wave has definite amplitude and phase while the incoherent waves have random amplitudes and 

phases giving speckle. In low frequency, the coherent waves dominate while at higher frequencies, 

the incoherent waves dominate. In random medium, the effective permittivity and the effective 

propagation constant are that of the coherent waves. On the other hand, the geometry in a periodic 

structure is deterministic with a single solution. The quasistatic method has been used to calculate 

the effective permittivity of a periodic medium [185]. It is interesting to note that at very low 

frequency, the effective permittivities as derived for random medium and for periodic medium are 

the same. In the following, we associate effective permittivity and effective propagation constant 

with the low frequency dispersion relation of the lowest band in the vicinity of the Γ point. 

In Figure VI.6 and Figure VI.7, we plot the 𝜔-𝑘 lowest band near the Γ point for case a 

and case b, respectively. These will be labeled as low frequency dispersion curves. The dispersion 

relation curves are plotted for �̅�𝑖 moving along the line of ΓM, and along the line of ΓK in the first 

Brillouin zone, respectively. The points M and K represent the largest anisotropy in the first 
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irreducible Brillouin zone. In Appendix B we derived the effective permittivity and effective 

propagation constants [34]. The corresponding dispersion curves are straight lines and are also 

plotted in Figure VI.6 and Figure VI.7. 

The low frequency dispersion relations of the lowest band are close to the effective 

permittivity curves at low frequency and deviate as |�̅�𝑖| increases. At higher frequencies, towards 

the M and K points, they show significant departures when �̅�𝑖 are close to M and K point. Thus as 

frequency increases, the effective propagation constants and effective permittivity are dispersive 

and anisotropic. The dispersion relations are plotted for both TM polarization and TE polarization. 

For the same ω, TM wave in general has a slightly larger k. The difference between the two 

polarization increases as the permittivity contrast and the scatterer filling ratio increases. 

 
Figure VI.6. Dispersion relationship of the hexagonal structure with background dielectric 

constant of 8.9 and air voids of radius 𝑏 = 0.2𝑎. 
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Figure VI.7. Dispersion relationship of the hexagonal structure with background dielectric 

constant of 12.25 and air voids of radius 𝑏 = 0.48𝑎. 

 

The BBGFL method also works for infinite permittivity contrast as in the case of PEC [80]. 

In Figure VI.8, we plot the ω-k dispersion relation for the PEC scatterer case, with the PEC cylinder 

radius 𝑏 = 0.2𝑎, and the background permittivity 𝜀𝑏 = 8.9𝜀₀. The behavior of the TE wave is 

similar to that of the dielectric case. But for the TM wave, as indicated by the quasistatic mixing 

formula that the mixture does not have a finite quasistatic effective permittivity. The ω-k 

dispersion relation from the lowest band has similar behavior to that of the plasma [186]. The 

periodic structure behaves like a plasma for the TM wave that the wave could only propagate when 

its frequency is larger than the corresponding plasma frequency. 
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Figure VI.8. Dispersion relationship of the hexagonal structure with background dielectric 

constant of 8.9 and PEC cylinders of radius 𝑏 = 0.2𝑎. 

 

6.6 Conclusions 

In this chapter we have applied the BBGFL approach, previously used for Dirichlet 

boundary conditions [80], to calculate band solutions and the low frequency dispersion relations 

of dielectric periodic structures in 2D problem with 2D periodicity. In the BBGFL approach, we 

solve the dual surface integral equations with MoM using the broadband periodic Green's function 

of both the background and the scatterer. The Broadband periodic Green's functions are fast 

convergent because of low wavenumber extraction. The low wavenumber component represents 

evanescent near field which converge slowly. Because MoM is applied, the method is applicable 

to arbitrary scatterer shapes and arbitrary filling ratio and permittivity contrasts. The BBGFL 

approach has the form of a linear eigenvalue problem. The method is shown to be efficient and 
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accurate. The choice of the low frequency wavenumber has been shown to be robust because MoM 

is applied. The method, in principle, is applicable to arbitrary scatterer shapes and arbitrary filling 

ratio and permittivity contrasts. We are studying these cases. We are also extending the method to 

3D problems with 3D periodicity. 

 

Appendix A: Evaluation of periodic Green's function and the matrix elements at the 

single low wavenumber 

We only need to compute the matrix elements 𝑆𝑚𝑛 , 𝐿𝑚𝑛 and 𝑆𝑚𝑛
(1)

,  𝐿𝑚𝑛
(1)

 as defined in Eq. 

(6), at the respective single low wavenumbers of  𝑘𝐿  and 𝑘1𝐿 . The spatial and spectral series 

summations as given in Eq. (3) converge slowly especially when 𝜌̅ → 𝜌̅ ′. Thus we seek to 

subtract the primary contribution [80, 98], separating 𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′)  into the primary part 

𝑔(𝑘; 𝜌̅ , 𝜌̅ ′) and the response part 𝑔𝑅(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′). 

𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ ) = 𝑔(𝑘; 𝜌̅ ) + 𝑔𝑅(𝑘, �̅�𝑖; 𝜌̅ ) (6.24) 

𝑔(𝑘; 𝜌̅ ) =
𝑖

4
𝐻0

(1)(𝑘𝜌̅) =
𝑖

4
𝐽0(𝑘𝜌̅) −

1

4
𝑁0( 𝑘𝜌̅) (6.25) 

where 𝐽₀(𝑤) and 𝑁₀(𝑤) are the zeroth order Bessel and Neumann function, respectively. 

Since there is no singularity in 𝑔𝑅, we express it as 

𝑔𝑅(𝑘, �̅�𝑖; 𝜌̅ ) = ∑ 𝐸𝑛𝐽𝑛(𝑘𝜌̅) exp(𝑖𝑛𝜙)

∞

𝑛=−∞

 (6.26) 

It follows that 

𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ ) = −
1

4
𝑁0(𝑘𝜌̅) + ∑ 𝐷𝑛𝐽𝑛(𝑘𝜌̅) exp(𝑖𝑛𝜙)

∞

𝑛=−∞

 (6.27) 
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where 

𝐷𝑛 = 𝐸𝑛 +
𝑖

4
𝛿𝑛0 (6.28) 

and 𝛿𝑛0 is the Kronecker delta function. 

Expanding the Bloch wave exp(𝑖�̅�𝑖𝛼 ⋅ 𝜌̅ ) into Bessel functions in the spectral domain 

expression of 𝑔𝑃 (Eq. (3)), 

𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ ) =
1

Ω0
∑

1

|�̅�𝑖𝛼|
2
− 𝑘2

𝛼

∑ 𝑖𝑛 exp(−𝑖𝑛𝜙𝑖𝛼) 𝐽𝑛(|�̅�𝑖𝛼|𝜌̅) exp(𝑖𝑛𝜙)

∞

𝑛=−∞

 (6.29) 

where 𝜙𝑖𝛼 is the polar angle of �̅�𝑖𝛼, and 𝜙 is the polar angle of 𝜌̅ . 

Balancing the coefficients of exp(𝑖𝑛𝜙) in Eq. (27) and (29), it follows that 

𝐷𝑛 =
1

𝐽𝑛(𝑘𝜌̅)
[𝑖𝑛

1

Ω0
∑

exp(−𝑖𝑛𝜙𝑖𝛼) 𝐽𝑛(|�̅�𝑖𝛼|𝜌̅)

|�̅�𝑖𝛼|
2
− 𝑘2

𝛼

+
1

4
𝑁0(𝑘𝜌̅)𝛿𝑛0] (6.30) 

and for real 𝑘, 

𝐷−𝑛 = 𝐷𝑛
∗  (6.31) 

Note that ρ is arbitrarily chosen in this expression. ρ should avoid the zeros of 𝐽𝑛(𝑘𝜌̅) and 

not be too close to 0. The number of Floquet modes used in the above expression is much larger 

than in evaluation of 𝑔𝐵 using Eqs. (8, 10). However, the series of 𝑔𝑅 in Eq. (26) converges in a 

few terms, usually |𝑛| ≤ 8 for moderately low wavenumber 𝑘𝐿. 

For the normal derivative �̂�′ ⋅ ∇′𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′), using Eqs. (24-26), we have 

�̂�′ ⋅ ∇′𝑔𝑃(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) = �̂�′ ⋅ ∇′𝑔(𝑘; 𝜌̅ , 𝜌̅ ′) + �̂�′ ⋅ ∇′𝑔𝑅(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) (6.32) 

�̂�′ ⋅ ∇′𝑔(𝑘; 𝜌̅ , 𝜌̅ ′) =
𝑖

4
𝑘𝐻1

(1)(𝑘|𝜌̅ − 𝜌̅ ′|) (�̂�′ ⋅
𝜌̅ − 𝜌̅ ′

|𝜌̅ − 𝜌̅ ′|
) (6.33) 

�̂�′ ⋅ ∇′𝑔𝑅(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) = �̂�′ ⋅ ∇′ ∑ 𝐸𝑛𝐽𝑛(𝑘|𝜌̅ − 𝜌̅ ′|) exp(𝑖𝑛𝜙�̅��̅�′)

∞

𝑛=−∞

 (6.34) 
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With addition theorem, 

𝐽𝑛(𝑘|𝜌̅ − 𝜌̅ ′|) exp(𝑖𝑛𝜙�̅��̅�′) = ∑ 𝐽𝑚(𝑘𝜌̅)𝐽𝑚−𝑛(𝑘𝜌̅′) exp(𝑖𝑚𝜙 − 𝑖(𝑚 − 𝑛)𝜙′)

∞

𝑚=−∞

 (6.35)  

Eq. (34) is readily evaluated, 

�̂�′ ⋅ ∇′𝑔𝑅(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′)

= ∑ 𝐸𝑛 ∑ 𝐽𝑚(𝑘𝜌̅) exp(𝑖𝑚𝜙) �̂�′

∞

𝑚=−∞

∞

𝑛=−∞

⋅ (�̂�̅′𝑘𝐽𝑚−𝑛
′ (𝑘𝜌̅′) + �̂�′

1

𝜌̅′
𝐽𝑚−𝑛(𝑘𝜌̅′)[−𝑖(𝑚 − 𝑛)]) exp(−𝑖(𝑚 − 𝑛)𝜙′) 

(

(6.36) 

The summation over 𝑚 also has fast convergence. In practice, it suffices to use the same 

upper limit as 𝑛 of Eq. (26). 

Note that 𝑔𝑅(𝑘, �̅�𝑖; 𝜌̅ − 𝜌̅ ′)  and �̂�′ ⋅ ∇′𝑔𝑅(𝑘, �̅�𝑖; 𝜌̅ − 𝜌̅ ′)  are all smooth functions for 

arbitrary 𝜌̅ − 𝜌̅ ′. Using Eqs. (6), (24-26), (32), (33), and (36), 

𝑆𝑚𝑛 = 𝑆𝑚𝑛
(𝑃)

+ 𝑆𝑚𝑛
(𝑅)

 (6.37a) 

𝐿𝑚𝑛 = 𝐿𝑚𝑛
(𝑃)

+ 𝐿𝑚𝑛
(𝑅)

 (6.37b) 

where the superscripts (𝑃) and (𝑅) denote the contribution from the primary and the response part, 

respectively. 

𝑆𝑚𝑛
(𝑃)

=
1

Δ𝑡𝑛
∫ 𝑑𝑙′�̂�′ ⋅ ∇′𝑔(𝑘, 𝜌̅ − 𝜌̅ ′)
𝑆00

(𝑛)
, 𝜌̅ → 𝜌̅ 𝑚

−  

= {
−

1

2Δ𝑡𝑛
,

[�̂�′ ⋅ ∇′𝑔(𝑘, 𝜌̅ − 𝜌̅ ′)]�̅�=�̅�𝑚,�̅�′=�̅�𝑛
,
 
𝑛 = 𝑚
𝑛 ≠ 𝑚

 

(6.38a) 

𝑆𝑚𝑛
(𝑅)

=
1

Δ𝑡𝑛
∫ 𝑑𝑙′�̂�′ ⋅ ∇′𝑔𝑅(𝑘, 𝜌̅ − 𝜌̅ ′)
𝑆00

(𝑛)
, 𝜌̅ → 𝜌̅ 𝑚

−  (6.38b) 
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= [�̂�′ ⋅ ∇′𝑔𝑅(𝑘, 𝜌̅ − 𝜌̅ ′)]�̅�=�̅�𝑚,�̅�′=�̅�𝑛
 

𝐿𝑚𝑛
(𝑃)

=
1

Δ𝑡𝑛
∫ 𝑑𝑙′𝑔(𝑘, 𝜌̅ − 𝜌̅ ′)
𝑆00

(𝑛)
 

= {

𝑖

4
[1 +

𝑖2

𝜋
ln (

𝛾𝑘

4𝑒
Δ𝑡𝑛)] ,

[𝑔(𝑘, 𝜌̅ − 𝜌̅ ′)]�̅�=�̅�𝑚,�̅�′=�̅�𝑛
,
 
𝑛 = 𝑚
𝑛 ≠ 𝑚

 

(6.38c) 

𝐿𝑚𝑛
(𝑅)

=
1

Δ𝑡𝑛
∫ 𝑑𝑙′𝑔𝑅(𝑘, 𝜌̅ − 𝜌̅ ′)
𝑆00

(𝑛)
, 𝜌̅ → 𝜌̅ 𝑚

−  

= [𝑔𝑅(𝑘, 𝜌̅ − 𝜌̅ ′)]�̅�=�̅�𝑚,�̅�′=�̅�𝑛
 

(6.38d) 

where 𝛾 = 1.78107 is the Euler's constant, and 𝑒 = 2.71828 is the base of the natural logarithm. 

The expressions for the elements of 𝑆  ⁽¹⁾ and �̅̅�⁽¹⁾ are of the same form by changing 𝑘 to 

𝑘₁, except that 

𝑆𝑚𝑚
1(𝑃)

=
1

2Δ𝑡𝑚
, 𝜌̅ → 𝜌̅ 𝑚

+  (6.39) 

Note that the matrices L and L⁽¹⁾ are symmetric. 

 

Appendix B: 2D effective permittivity from quasistatic mixing formula 

Consider scatterers with permittivity 𝜀𝑝 embedded in background media with permittivity 

𝜀. We derive the effective permittivity from the Lorentz-Lorenz law which states the macroscopic 

field �̅� is the sum of the exciting field �̅�ex  and the dipole field �̅�𝑃 [15, 34]. 

�̅�ex = �̅� − �̅�𝑃 (6.40) 

The effective permittivity 𝜀eff relates the macroscopic flux �̅� and the macroscopic field �̅�, 

�̅� = 𝜀eff�̅� (6.41) 

Also, 
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�̅� = 𝜀�̅� + �̅� (6.42) 

and 

�̅� = 𝑛0𝛼�̅�𝑒𝑥 (6.43) 

where 𝑛₀ is the number densities of scatterers per unit area, and 𝛼 is the polarizability of each 

scatter. Expressing �̅�𝑃 in terms of 𝑃, 

�̅�𝑃 = −𝜒
�̅�

𝜀
 (6.44) 

where χ is a coefficient to be calculated. 

Then substituting Eq. (44) into Eq. (40), and Eq. (40) into Eq. (43) yield 

�̅� =
𝑛0𝛼𝜀

𝜀 − 𝑛0𝛼𝜒
�̅� (6.45) 

Putting Eq. (45) into Eq. (42), and comparing with Eq. (41), we obtain 

𝜀eff = 𝜀 +
𝑛0𝛼𝜀

𝜀 − 𝑛0𝛼𝜒
= 𝜀

1 +
𝑛0𝛼(1 − 𝜒)

𝜀

1 −
𝑛0𝛼𝜒

𝜀

 (6.46) 

Equation (46) is known as the Clausius-Mossotti relation. Consider 2D cylindrical 

scatterers with circular cross section of radius 𝑏 and cross section area 𝐴₀ = 𝜋𝑏², we derive the 

expressions of 𝛼 and 𝜒 by solving the 2D Laplace equation. 

For TE polarization, 

𝛼 = 𝐴₀𝑦2𝜀 (6.47a) 

𝜒 =
1

2
 (6.47b) 

where 

𝑦 =
𝜀𝑝 − 𝜀

𝜀𝑝 + 𝜀
 (6.47c) 

Thus, 
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𝜀eff = 𝜀
1 + 𝑛0𝐴0𝑦

1 − 𝑛0𝐴0𝑦
= 𝜀

1 + 𝑓𝑣𝑦

1 − 𝑓𝑣𝑦
 (6.48) 

where the area filling ratio is 𝑓𝑣 = 𝑛₀𝐴₀. Equation (48) is known as the Maxwell-Garnett mixing 

formula. 

Note that when scatter is of PEC material, 𝜀𝑝 →∞, 𝑦 → 1, thus 𝜀eff = 𝜀(1 + 𝑓𝑣)/(1 − 𝑓𝑣) 

is finite. 

For TM polarization, 

𝛼 = 𝐴₀(𝜀𝑝 − 𝜀) (6.49a) 

χ = 0 (6.49b) 

Thus 

𝜀eff = 𝜀 + 𝑛0𝐴0(𝜀𝑝 − 𝜀) = (1 − 𝑓𝑣)𝜀 + 𝑓𝑣𝜀𝑝  (6.50) 

Note that when the scatterers are PEC𝜀𝑝 →∞, 𝜀eff →∞. Thus 𝜀eff does not exist for TM 

wave with PEC scatterers. This is also clear from the dispersion relation of the lowest band case 

for the Dirichlet boundary condition that was treated previously [80]. 

 



273 

 

 

CHAPTER VII                                                                                      

Constructing the Broadband Green’s Function including Periodic Structures 

using the Concept of BBGFL 

 

The Green’s functions are physical responses due to a single point source in a periodic 

lattice. The single point source can also correspond to an impurity or a defect. In this Chapter, the 

Green’s functions, including the scatterers, for periodic structures such as in photonic crystals and 

metamaterials are calculated. The Green’s functions are in terms of the multiband solutions of the 

periodic structures. The Green’s functions are broadband solutions so that the frequency or 

wavelength dependences of the physical responses can be calculated readily.  

Using the concept of modal expansion of the periodic Green's function, we have developed 

the method of broadband Green's function with low wavenumber extraction (BBGFL) [80-83] that 

gives an accelerated convergence of the multiple band expansions. Using BBGFL, surface integral 

equations are formulated and solved by the method of moment (MoM) so that the method is 

applicable to scatterers of arbitrary shape. The determination of modal band solutions in this 

method is a linear eigenvalue problem, so that the multi-band solutions are computed for a Bloch 

wavenumber simultaneously. This is in contrast to using the usual free space Green's function or 

the KKR/ multiple scattering method [96-99] in which the eigenvalue problem is nonlinear. The 

modal field solutions are wavenumber independent. We have applied the BBGFL to calculate band 

diagrams of periodic structures. The BBGFL method is applicable to both PEC [80] and dielectric 
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periodic scatterers [81]. The method is broadband so that the frequency or wavelength 

dependences can be calculated readily. Our method has some similarities to the hybrid plane-wave 

and integral equation based method [187-189], where an integral-differential eigensystem is 

derived for an auxiliary extended problem which has smooth eigenfunctions.   

The goal of this Chapter is to calculate the Green's function for periodic structures that 

includes infinite periodic scatterers and to illustrate physically the responses due to point sources 

in the periodic structures. Such physical responses also correspond to response due to an impurity 

or defect in the periodic structures. The mathematical steps are 1) to solve for the band modal 

fields and normalize the band modal fields [82], and 2) to calculate the periodic Green's function 

at a single low wavenumber 𝑘𝐿 from surface integral equation and 3) the periodic Green’s function 

at any wavenumber k using the accelerated modal representation for each Bloch wave-vector in 

the first Brillouin zone, and 4) to calculate the Green’s function due to a single point source by 

integrating the periodic Green's function over to the Bloch wavenumber [74-79]. Our approach is 

related to [74-77] by representing the periodic Green’s function in terms of multi-band solutions 

and in applying the phased-array method to obtain the point source response. But we apply surface 

integral equation with the method of moment (MoM) to solve for the multiple band solutions 

instead of using plane wave expansion, making the approach applicable to high permittivity 

contrast, arbitrary shape scatterers and non-penetrable scatterers. We use the low wavenumber 

extraction technique to accelerate the convergence of the band modal representation, making a 

broadband response ready to obtain. 

Once we’re equipped with the Green’s function, we’re ready to solve problems such as 

perturbations or defects in periodic structures, using integral equation based methods. Numerical 
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results are illustrated for the band modal fields, the periodic Green’s functions and the single point 

source Green’s functions for two-dimensional (2D) PEC scatterers in a 2D lattice. 

 

x
y

a1a2

(p,q)

(0,0)
 

Figure VII.1. Illustration of periodic scatterers in 2D periodic lattice in 𝑥𝑦 plane. 𝑆𝑝𝑞 denotes the 

surface of the 𝑝𝑞-th scatterer. 𝜌̅ ′′ and 𝜌̅  represents the location of an arbitrary source and field 

point, respectively. 

 

Figure VII.1 illustrates the geometry of the 2D periodic array we’re considering in this 

chapter. The notations are the same as we used in Chapter VI, where 𝑎 is the lattice constant, �̅�1 

and �̅�2  are the primitive lattice vectors. We use Ω0  to denote the primitive cell area, and the 

scatterer in the 𝑝𝑞-th cell has boundary 𝑆𝑝𝑞 surrounding the region 𝐴𝑝𝑞. 𝜌̅ ′′ and 𝜌̅  represents the 

location of an arbitrary source and field point, respectively. 

 

7.1 Representation of the Green’s function using modal expansion with low 

wavenumber extraction 

The periodic Green’s function with empty lattice 𝑔𝑃
0(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) is the response to an 

infinite array of periodic point sources with progressive phase shift, denoted by 𝛿∞(𝜌̅ − 𝜌̅ ′; �̅�𝑖). 
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      '; ' expi pq i pq

p q

k R ik R     
 



 

       (7.1) 

where �̅�𝑝𝑞 = 𝑝�̅�1 + 𝑞�̅�2. 

In spectral domain representation, 

  
  ,0

2
2

,0
,

exp '1
, ; , '

i mn

P i

m n
i mn

ik
g k k

k k

 
 



 
   (7.2) 

where �̅�𝑖,𝑚𝑛 = �̅�𝑖 + 𝑚�̅�1 + 𝑛�̅�2 . This can be viewed as modal expansion where |�̅�𝑖,𝑚𝑛| is the 

modal frequency and the Bloch wave 
1

√Ω0
exp(�̅�𝑖,𝑚𝑛 ⋅ 𝜌̅ ) is the normalized modal field. The modal 

field satisfies the orthonormal condition.  

Including the periodic scatterers, we represent the periodic Green’s function as 

𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′). In terms of modal expansion, 

  
   *

2 2

, ',
, ; , '

i i
S

P i

k k
g k k

k k

 

 

   
  


   (7.3) 

where 𝑘𝛼  and �̃�𝛼(𝜌̅ , �̅�𝑖)  are the modal frequencies and the normalized modal fields, 

respectively. 𝑘𝛼  and �̃�𝛼(𝜌̅ , �̅�𝑖) are solved in Chapter VI in the modal analysis of the periodic 

structure, and in general both can be complex.  

For (7.3) to be valid, �̃�𝛼(𝜌̅ , �̅�𝑖) must satisfy the orthonormal condition,  

    
00

* , ,i id k k      


   (7.4) 

Eq. (7.3) can be proved as follows. 

 

Proof: 

We have 
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     
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S
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i
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    

 

     

  
  

Since �̃�𝛼(𝜌̅ , �̅�𝑖) completes an orthonormal basis, we could represent both 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) 

and 𝛿∞(𝜌̅ − 𝜌̅ ′; �̅�𝑖) using linear combination of �̃�𝛼(𝜌̅ , �̅�𝑖) 

 

   
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 

 




  

Substituting the representations into wave equation to solve for the coefficients 𝐶𝛼 
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', ik
C

k k







 



  

This completes the proof of (7.3).  

▄ 

 

As discussed before, (7.3) converges slowly with respect to the number of modes included. 

In order to improve the convergence, we subtract out a low wave number component 

𝑔𝑃
𝑆(𝑘𝐿, �̅�𝑖; 𝜌̅ , 𝜌̅ ′), and define the remainder as the broadband Green’s function 𝑔𝑃,𝐵

𝑆 (𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′). 

 

     

  
   

   
 

,

2 2
*

2 2 2 2

*

2
2 2

2 2 2 2

, , ; , ' , ; , ' , ; , '

, ',

, ',1

1 1

S S S

P B L i P i P L i

L
i i

L

i i

L

L L

g k k k g k k g k k

k k
k k

k k k k

k k

k k
k k k k

 
  

 






     

   

   

 




 



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

  (7.5) 

Notice that 1/(𝑘𝛼
2 − 𝑘𝐿

2) are the eigenvalues of the band diagram problem and �̃�𝛼(𝜌̅ , �̅�𝑖) 

are the corresponding normalized modal fields.  
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Note that 𝑔𝑃,𝐵
𝑆 (𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) converges with respect to 1/𝑘𝛼

4, in contrast to 1/𝑘𝛼
2  as in 

𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) . Only a few modes are needed to construct the broadband Green’s function 

𝑔𝑃,𝐵
𝑆 (𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′)  at any 𝑘 , from which 𝑔𝑃

𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′)  is easily obtained by summing up 

𝑔𝑃,𝐵
𝑆 (𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′)  and 𝑔𝑃

𝑆(𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) . The maximum 𝑘𝛼  included should be several times 

larger than the largest 𝑘 of interest to ensure convergence.  

      ,, ; , ' , ; , ' , , ; , 'S S S

P i P L i P B L ig k k g k k g k k k         (7.6) 

Thus 𝑔𝑃
𝑆 is only needed to be evaluated at a single 𝑘𝐿, and the choice of 𝑘𝐿 is robust subject 

to non-overlap with the modes 𝑘𝛼. This 𝑘𝐿 can be different from the 𝑘𝐿 used in the modal analysis 

of the periodic structure with BBGFL. 

 

7.2 Solving for the Green’s function at a single low wavenumber 

7.2.1 The extinction theorem and surface integral equation 

We solve directly the surface integral equation for the Green’s function 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) at 

a single 𝑘𝐿. To illustrate the idea without loss of generality, we simply assume that 𝜌̅ ′′ is the source 

position outside the scatterer, and 𝜌̅  is the field point outside the scatterer, respectively. The 

extinction theorem governing 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) is then given by 
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

 


   (7.7) 

One can derive similar relations when 𝜌̅  is the field point inside the scatterer, and when 𝜌̅ ′′ is the 

source position inside the scatterer respectively. In a general setup, we need four parts of 

𝑔𝑃
𝑆,(11)

(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) , 𝑔𝑃
𝑆,(21)

(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) , 𝑔𝑃
𝑆,(12)

(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) , and 𝑔𝑃
𝑆,(22)

(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) , where 
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the superscripts denote the combination of the locations of the field point and source point, to 

completely describe the Green’s function 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) . Then 𝑔𝑃

𝑆,(11)
(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′)  and  

𝑔𝑃
𝑆,(21)

(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) are coupled and connected to each other at the surface through boundary 

conditions; and same for 𝑔𝑃
𝑆,(12)

(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′), and 𝑔𝑃
𝑆,(22)

(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′). 

Note that we have used 𝑔𝑃
0(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) to denote the periodic Green’s function in an 

empty lattice without the scatterer, which has the meaning of the direct excitation field due to a 

point source array. Thus the left hand side of (7.7) has the meaning of response field due to 

scattering from periodic scatterers with no singularity. 

Eq. (7.7) can be derived as follows. 

Proof: 

We start from 
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We choose 𝐴 to be the region outside all the scatterers, and 𝑆 to be the joint boundary, and 

�̂� to be the normal pointing out of 𝐴, thus pointing into the scatterer. Applying the 2D Green’s 

theorem, 
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Let both 𝜌̅ ′ and 𝜌̅ ′′ to be in region 𝐴, and making use of the wave equations, 
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In the last equality, we have used the symmetry of 𝑔0(𝑘; 𝜌̅ , 𝜌̅ ′) , the definition of 

𝛿∞(𝜌̅ , 𝜌̅ ′′; �̅�𝑖), and the definition of 𝑔𝑃
0(𝑘, �̅�𝑖; 𝜌̅ ′, 𝜌̅ ′′). 

    0 0; , ; ,g k g k       

      ; expi pq i pq

p q

k R ik R     
 



 

        

      0 0, ; , ; , expP i pq i pq

p q

g k k g k R ik R   
 

 

        

For the right hand side, it is possible to split the line integral into multiple integrals, and 

apply the Bloch wave condition of 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) , and separate out the definition of 

𝑔𝑃
0(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′), then we get 

 
       

       
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0 0

0 0

ˆ ˆ, ; , ; , ; , , ; ,

ˆ ˆ, ; , ; , ; , , ; ,

S S

P i P i
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S S

P i P P P i
S

d g k k n g k g k n g k k

d g k k n g k g k n g k k

        

        

      
 

       
 




  

Equating the left hand side with right hand side, we arrive at,  

 
   

       
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0

0 0

, ; , , ; ,

ˆ ˆ, ; , ; , ; , , ; ,
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P i P i

S S

P i P P P i
S

g k k g k k

d g k k n g k g k n g k k

   

        

    

       
 

  

Now change the definition of �̂� to be pointing outward from the scatterer into 𝐴, and then 

exchange variable 𝜌̅  with 𝜌̅ ′, we get the final form of the extinction theorem, 

   

       
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0

0 0

, ; , , ; ,

ˆ ˆ, ; , ; , ; , , ; ,

S

P i P i

S S

P i P P P i
S

g k k g k k

d g k k n g k g k n g k k

   

        

  

               
 

  

where both 𝜌̅  and 𝜌̅ ′′ are outside of the scatterer in region 𝐴. This is identical to (7.7). 

▄ 
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To proceed and illustrate the idea, we stick to 𝑔𝑃
𝑆,(11)

(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) and assume a Dirichlet 

boundary condition of 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) on the scatterer surface. This is the case when we examine 

the electric field response due to a �̂�-polarized line source outside of a periodic array of PEC 

scatterers. The fields are polarized TM to z.  

For 𝜌̅ ′ to be on the boundary, 

  , ; ', '' 0S

P ig k k      (7.8) 

The extinction theorem is then much simplified, 

 
   

   
00

0

0

, ; , '' , ; , ''

ˆ' , ; , ' ' ' , ; ', ''

S

P i P i

S

P i P i
S

g k k g k k

d g k k n g k k

   

    



   
 

  (7.9) 

Note that in (7.9), 𝜌̅  can still be anywhere outside the scatterers, and this is the equation to calculate 

𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′). Letting 𝜌̅  approaching the surface of the scatterer, we get the surface integral 

equation, 

      
00

0 0 ˆ, ; , '' ' , ; , ' ' ' , ; ', ''S

P i P i P i
S

g k k d g k k n g k k        
    (7.10) 

Define the surface currents 𝐽(𝜌̅ ′; �̅�𝑖), 

    ˆ'; ' ' , ; ', ''S

i P iJ k n g k k      (7.11) 

Then  

      
00

0 0, ; , '' ' , ; , ' ';P i P i i
S

g k k d g k k J k      
    (7.12) 

Notice that this is the same equation that governs the modal analysis problem as we developed in 

Chapter VI. We’re simply replacing the right hand side (excitation) with the direct incidence field 

from the periodic point source array 𝑔𝑃
0(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′). We can apply the same discretization scheme 

using pulse basis and point matching in MoM to solve it. 
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Let 𝑞𝑛 = Δ𝑡𝑛𝐽(𝜌̅ 𝑛; �̅�𝑖) = Δ𝑡𝑛𝐽𝑛, then in matrix form 

 
   e e

L q b   (7.13) 

where 

 
 

   
00

01
' , ; , ' ,

n

e

mn P i m
S

n

L d g k k
t

     
    (7.14) 

    0 , ; , '' ,
e

m P i mb g k k        (7.15) 

The evaluation of the matrix elements and the right hand side directly follow the scheme we 

developed in Chapter VI. 

After solving for the surface currents 𝐽(𝜌̅ ′; �̅�𝑖), we reapply (7.7) or (7.9) to get the Green’s 

function 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) anywhere. 

Note that both 𝑔𝑃
0(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′)  and 𝑔𝑃

𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′)  satisfy the Bloch wave condition, 

using 𝜓(𝜌̅ ) as a general representation of field, 

      exppq i pqR ik R       (7.16) 

 

7.2.2 Illustration of numerical results 

We illustrate numerical results considering a periodic array of circular PEC cylinders. The 

primary lattice vectors are defined by �̅�1 =
𝑎

2
(√3�̂� + �̂�), and �̅�2 =

𝑎

2
(−√3�̂� + �̂�), where 𝑎 = 1 

is the normalized lattice constant. �̅�1 = 2𝜋
�̅�2×�̂�

Ω0
 and �̅�2 = −2𝜋

�̅�1×�̂�

Ω0
 are the reciprocal lattice 

vectors, and Ω0 = (�̅�1 × �̅�2) ⋅ �̂� is the lattice area. The cylinders have radii of 𝑏 = 0.2𝑎 centered 

at �̅�𝑝𝑞 = 𝑝�̅�1 + 𝑞�̅�2, where 𝑝, 𝑞 = ⋯ ,−1,0,1, …. The background region outside of the cylinders 

has permittivity of 𝜀𝑏 = 8.9𝜀0. We put the source point at  𝜌̅  ′′ =
1

3
(�̅�1 + �̅�2), and are interested in 
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the field response 𝑔𝑃
𝑆(𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′′)  over the lattice. We choose 𝑘𝐿 =

2𝜋

𝑎
𝑓𝑛𝐿√

𝜀𝑏

𝜀0
 where 𝑓𝑛𝐿 =

0.001, and let �̅�𝑖 = 𝛽1�̅�1 + 𝛽2�̅�2, where 𝛽1 = 0.1, 𝛽2 = 0.05. The position of the cylinder and the 

source point in the unit lattice are illustrated in Figure VII.2. We also depict a special field point 

at  𝜌̅ =
7

16
�̅�1 where we’re going to examine the �̅�𝑖 dependence more carefully. 

 

 
Figure VII.2. Geometry of the cylinder (red circle) and the source point (black cross) inside the 

unit cell. Blue circles denotes the points at which we probe the fields. Black + denotes a special 

field point to be examined more closely.  

 

The surface currents on the cylinder are shown in Figure VII.3, which demonstrate a peak 

at 𝜙 = 90∘, closest to the source point. 
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Figure VII.3. Magnitude of the surface currents on the PEC cylinder 

 

The field distribution of 𝑔𝑃
𝑆(𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) over the lattice is depicted in Figure VII.4. The 

field repeats itself under Bloch wave conditions. The repeating of the point sources is obvious 

from the magnitude of the field distribution. The phase progression according to �̅�𝑖 is manifested 

in the real and imaginary part of the field distributions.  

 

 

 
Figure VII.4. Field distribution of 𝑔𝑃

𝑆(𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) over the lattice: (a) left: magnitude, (b) 

middle: real part; (c) right: imaginary part.  
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7.3 Efficient Modal Field Normalization  

7.3.1 Calculation and representation of the modal field 

For the modal expansion of (7.3) to be valid, �̃�𝛼(𝜌̅ ; �̅�𝑖) must satisfy the orthonormal 

condition of (7.4), where �̃�𝛼(𝜌̅ ; �̅�𝑖) is the normalized modal field distribution. In this section, we 

describe the conditions imposed on the modal field 𝜓𝛼(𝜌̅ ; �̅�𝑖) to make it orthonormal. 

We limit ourselves to the case of PEC scatterers with TMz polarization. Then for a specific 

mode 𝛼, the modal field 𝜓𝛼(𝜌̅ ; �̅�𝑖) is governed by the extinction theorem from the modal current 

𝐽𝛼(𝜌̅ ′) and the modal wavenumber 𝑘𝛼, which are obtained out of the modal analysis problem,  

      
00

0; ' , ; , ' 'i P i
S

k d g k k J        
    (7.17) 

Applying low wavenumber extraction, where 𝑘𝐿 can be different from the one used in (7.5), 

        
00

0 0

,; ' , ; , ' , , ; , ' 'i P L i P B L i
S

k d g k k g k k k J           
    (7.18) 

The normalized modal field will then become 

  
 

 
00

2

,
,

,

i

i

i

k
k

d k







 
 

  





  (7.19) 

We will show that under the condition of 𝑘𝐿 → 0, i.e., 𝑘𝐿 ≪ 𝑘𝛼  and 𝑘𝐿 ≪ |�̅�𝑖𝛼|, where 

both 𝑘𝛼 and �̅�𝑖𝛼 depends on �̅�𝑖, 

    0

' '2
'

1
; ;i ik k b

k
   



       (7.20) 

where �̃�𝛼′
0 (𝜌̅ ; �̅�𝑖) =

1

√Ω0
exp(�̅�𝑖𝛼′ ⋅ 𝜌̅ ) is the normalized Floquet mode, which is orthonormal, and 

𝑏𝛼′𝛼 is the projection of surface currents 𝐽𝛼(𝜌̅ ′) on the Floquet mode �̃�𝛼′
0 (𝜌̅ ; �̅�𝑖). 



286 

 

    
00

2 2
0*

' '2
2

'

' '; 'L
i

S

i

k k
b d k J

k k


   

 

   


 
 


   (7.21) 

It is easy to show that Eq. (7.21) is identical to the definition of �̅� in Chapter VI, 

 
†b WR q   (7.22) 

Thus 𝑏𝛼′𝛼 is simply the 𝛼′-th component of the eigenvector �̅� corresponding to the eigen mode of 

𝑘𝛼. 

Eq. (7.20) is proved as follows. 

 

Proof: 

Start from (7.18) and substitute 𝑔𝑃,𝐵
0  using modal expansion in the form of (7.5), 
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

 



 
  (7.23) 

Using the definition of 𝑏𝛼′𝛼 in (7.21), and considering, 
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which leads to 
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Thus 
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
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 


   (7.24) 

We arrive at (7.20) under the limit of 𝑘𝐿 → 0, i.e., 𝑘𝐿 ≪ 𝑘𝛼 and 𝑘𝐿 ≪ |�̅�𝑖𝛼|. 

▄ 

 

After (7.20), and invoking the orthonormal condition of �̃�𝛼′
0 (𝜌̅ ; �̅�𝑖), it immediately follows 

that, 

    
00

* * †

' '*2 2 *2 2 *2 2
'

1 1 1
, , ,i id k k b b b b b b

k k k k k k
         

     

   


     (7.25) 

where 〈�̅�𝛼, �̅�𝛽〉 denotes the inner product of the two eigenvectors �̅�𝛼 and �̅�𝛽. When 𝑘𝛼 ≠ 𝑘𝛽, those 

valid (physical) eigenvectors satisfy 〈�̅�𝛼, �̅�𝛽〉 = 0, following the Sturm-Liouville theory; when 

𝑘𝛼 = 𝑘𝛽, �̅�𝛼 and �̅�𝛽 can be always orthonormalized through a Gram-Schmidt process. Using the 

orthonormal basis of the eigenvectors, (7.25) is reduced 

    
00

*

4 4

, 1
, ,i i

b b
d k k

k k

 

   

 

     


    (7.26) 

Thus the normalized modal field distribution �̃�𝛼(𝜌̅ ; �̅�𝑖) 

    2
, ,i ik k k        (7.27) 

satisfies the orthonormal condition of (7.4). 

The modal field itself can be calculated from either (7.18) or (7.20). Note (7.20) is only 

valid for 𝑘𝐿 → 0 (𝑘𝐿 ≪ 𝑘𝛼 and 𝑘𝐿 ≪ |�̅�𝑖𝛼|). A combination of (7.20) and (7.27) leads to  
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

       (7.28) 

where the normalization of modal field �̃�(𝜌̅ , �̅�𝑖)  is guaranteed. Note for real 𝑘𝛼 , (7.28) is 

simplified to  

    0

' '

'

, ;i ik k b   


      (7.29) 

suggesting the physical meaning of �̅�𝛼 as the coefficients of plane wave expansion of modal fields. 

Below we show the orthogonality of 𝜓𝛼(𝜌̅ ; �̅�𝑖) and 𝜓𝛽(𝜌̅ ; �̅�𝑖) for 𝑘𝛼 ≠ 𝑘𝛽 (assuming real 

𝑘𝛼). The conclusion can be generalized to the complex case.  
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Proof: 

Starting from 
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We have 
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It is easy to argue the right hand side to be zero considering the Bloch wave condition, such 

that the integral over 𝜕Ω𝑝𝑞 are equal for any 𝑝𝑞-th cell, but these contour integrals cancel each 

other since the normal are opposite to each other. It directly follows that 

    
00

* 2 *2, , 0,  for i id k k k k      


    

▄ 

 

7.3.2 Illustration of results on the modal fields 𝝍𝜶(�̅�, �̅�𝒊) 

We use the same periodic array of PEC cylinders as described in section 7.2.1 to illustrate 

the modal fields and its orthonormalization. We choose the same �̅�𝑖  and 𝑘𝐿  as well. In Figure 

VII.5, we show the modal fields out of (7.18) for the lowest three modes. The field extinguishes 

inside the PEC cylinder, and it exhibits more complicated pattern over the lattice as the normalized 

modal frequency increases. The field patterns are orthogonal to each other.  

In Figure VII.6, we check the accuracy of using (7.20) to approximate (7.18). Their relative 

error in the root mean square (RMS) sense is plotted as a function of modal frequency. The 

accuracy decreases as the modal frequency increases. 

The validity of (7.20) assures the orthonormal relation in the normalized modal field of 

(7.28). In Figure VII.7, we explicitly check the orthogonal relation of the eigenvectors �̅�𝛼 

corresponding to different modes. The cross inner products of the eigenvectors �̅�𝛼  in general 

vanishes. One must ensure dense enough spatial sampling in evaluating (7.4) if using (7.18) and 

(7.19) to check the orthonormal condition of modal fields. 
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Figure VII.5. Modal field distribution for the lowest three modes (a) top: 𝑓𝑛 = 0.216 (b) middle: 

𝑓𝑛 = 0.368 (c) bottom: 𝑓𝑛 = 0.413. From left to right are the magnitude, real, and imaginary 

part of the modal fields, respectively.  
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Figure VII.6. The relative RMSE of using (7.20) to approximate (7.18) as a function of 

normalized modal frequency. 

 

 
Figure VII.7. Inner products of the eigenvectors �̅�𝛼 corresponding to different modes. 
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7.3.3 Illustration of results on the Green’s function 𝒈𝑷
𝑺(𝒌, �̅�𝒊; �̅�, �̅�′′) 

The orthonormalization of the modal field supports the modal expansion of the Green’s 

function with low wave number expansion as discussed in section 7.1. In this subsection, we test 

the accuracy of using (7.6) with modal expansion to evaluate the Green’s function of 

𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′)  as compared to the direct solution from surface integral equation (SIE) as 

discussed in section 7.2. The advantage of (7.6) is that we only need to solve SIE once. 

We first illustrate the results of 𝑔𝑃,𝐵
𝑆 (𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) following (7.5) at 𝑓𝑛 = 0.2 using all 

the modes with 𝑘𝛼 ≤ 𝑘max = 8𝑘 , including 49 modes. The results are given in Figure VII.8. 

Comparing to the results of 𝑔𝑃
𝑆(𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′)  as shown in Figure VII.4, the behavior of 

𝑔𝑃,𝐵
𝑆 (𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) is well and smooth without singularity. It is also seen that the spatial variation 

of 𝑔𝑃,𝐵
𝑆  is close to the modal field distribution of �̃�𝛼(𝜌̅ , �̅�𝑖) at 𝑓𝑛𝛼 = 0.216 as shown in Figure 

VII.5. This is a result of 𝑓𝑛 being close to 𝑓𝑛𝛼 thus the contribution from the corresponding mode 

becomes dominant in shaping the broadband Green’s function 𝑔𝑃,𝐵
𝑆 . 

 

 
Figure VII.8. Spatial variation of 𝑔𝑃,𝐵

𝑆 (𝑘, 𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′) at 𝑓𝑛 = 0.2 with 𝑓𝑛𝐿 = 0.001 and �̅�𝑖 =

0.1�̅�1 + 0.05�̅�2. From left to right are the magnitude, real, and imaginary part of the fields, 

respectively. 
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Using 𝑘max = 8𝑘 as the benchmark, we calculate the relative error in evaluating 𝑔𝑃,𝐵
𝑆  as 

the number of modes included. The errors are plotted in Figure VII.9 in terms of 𝑘max, confirming 

the rapid convergence of  𝑔𝑃,𝐵
𝑆  with respect to the number of modes. In this case a 𝑘max = 3𝑘 

yields error less than 1%. The mode density in general increases as the frequency increases.  

 

 
Figure VII.9. Relative error in evaluating 𝑔𝑃,𝐵

𝑆  as a function of 𝑘max with 𝑘𝛼 ≤ 𝑘max 

We then use (7.6) to evaluate 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) at three different 𝑘’s corresponding to 𝑓𝑛 =

0.1, 0.2, and 0.4, respectively. The spatial variation of 𝑔𝑃
𝑆 are plotted in Figure VII.10 as well as 

the number of modes included in calculating 𝑔𝑃,𝐵
𝑆  with 𝑘𝛼 ≤ 𝑘max = 8𝑘. As depicted, the Green’s 

function 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) at a specific �̅�𝑖 varies significantly with respect to 𝑘.  
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Figure VII.10. 𝑔𝑃

𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) at three different 𝑘’s: 𝑓𝑛 = 0.1 (top), 0.2 (middle), and 0.4 

(bottom). From left to right are the magnitude, real, and imaginary part of the modal fields, 

respectively. The number of modes included in 𝑔𝐵
𝑆  are 12, 49, and 116, respectively.  

 

In Figure VII.11, we plot 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) as a function of the normalized frequency 𝑓𝑛 at 

field point 𝜌̅ =
7

16
�̅�1, and source point 𝜌̅ ′′ =

1

3
(�̅�1 + �̅�2). We performed the calculation for two 

cases: (a) lossless background with 𝜀𝑏 = 8.9𝜀0 , and (b) lossy background with 𝜀𝑏 = 8.9(1 +

0.11𝑖)𝜀0. In both cases we have used a real low wavenumber 𝑘𝐿 corresponding to 𝑓𝑛𝐿 = 0.001. 

The results of (7.6) with BBGFL are compared to the results of (7.9) by solving SIE directly. For 

the lossless case, the results agree well except close to 𝑓𝑛 = 0.22, which is close to the modal 

frequency of 𝑓𝑛 = 0.216. The poles in the modal expansion of the Green’s function causes the 
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suffer in accuracy. The agreement is much improved in the lossy case that by using a complex 𝑘, 

the resonance issue is avoided.  

 

 
Figure VII.11. 𝑔𝑃

𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) as a function of the normalized frequency 𝑓𝑛  (a) left, 𝜀𝑏 = 8.9𝜀0 

(b) right, 𝜀𝑏 = 8.9(1 + 0.11𝑖)𝜀0  

 

The relative errors are plotted in Figure VII.12. We calculate the relative error both point-

wisely and in the root mean square (RMS) sense. The RMSE are calculated from the field values 

at the 16 × 16 grid points as depicted in Figure VII.2 in blue circles. Both errors exhibit similar 

trends and magnitudes as a function of frequency. The errors are generally within 5% except close 

to modal frequencies. Again we see modal expansion is less accurate as frequency is close to 

resonance, and the lossy case suffers less from resonance. 
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Figure VII.12. Relative error as a function of the normalized frequency in evaluating 

𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′)  (a) left, 𝜀𝑏 = 8.9𝜀0 (b) right, 𝜀𝑏 = 8.9(1 + 0.11𝑖)𝜀0.  

 

7.4 The Array Scanning Method 

7.4.1 Integration over the Brillouin zone 

Our eventual goal is to find the Green’s function 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′) due to a single point source 

𝛿(𝜌̅ − 𝜌̅ ′) in the lattice including periodic scatterers. It is different from the periodic Green’s 

function 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) responding to a periodic point source array with progressive phase shift 

𝛿∞(𝜌̅ − 𝜌̅ ′; �̅�𝑖) as given in (7.1). In this section we seek the relations between 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′) and 

𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′). 

One can readily show that 𝛿(𝜌̅ − 𝜌̅ ′) can be represented by integrating 𝛿∞(𝜌̅ − 𝜌̅ ′; �̅�𝑖) 

over the first Brillouin zone. 

     
1 1

1 2 1 2
0 0

' '; ,id d k               (7.31) 

where �̅�𝑖(𝛽1, 𝛽2) = 𝛽1�̅�1 + 𝛽2�̅�2, and �̅�1, �̅�2 are the reciprocal lattice vectors, that are in-plane 

with the primary lattice vectors �̅�1, �̅�2, and satisfy �̅�𝑖 ⋅ �̅�𝑗 = 2𝜋𝛿𝑖𝑗. 

It immediately follows from (7.31) and the linearity of the system that 

     
1 1

1 2 1 2
0 0

; , '' , , ; , ''S S

P ig k d d g k k            (7.32) 
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Now considering (7.6),  

      
1 1

1 2 ,
0 0

; , '' , ; , '' , , ; , ''S S S

P L i P B L ig k d d g k k g k k k         
     (7.33) 

Realizing the integrand is a periodic function with respect to �̅�𝑖, we apply the mid-point rectangular 

quadrature rule for its numerical evaluation [79], 

         
2

,

1 1

; , '' , , ; , '' , , , ; , ''
b bN N

S S S

P L i m n P B L i m n

m n

g k g k k g k k k          
 

   
   

  (7.34) 

where Δ𝛽 = 1/𝑁𝑏, 𝛽𝑛 = (𝑛 − 1/2)Δ𝛽, 𝑛 = 1,2, … ,𝑁𝑏. 

 

7.4.2 Dealing with self-point singularity 

Note that 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′) is singular when 𝜌̅ = 𝜌̅ ′, and this self-point singularity is embedded 

in the low wave number component in (7.33). In consideration of (7.7) or (7.9), we separate 

𝑔𝑃
𝑆(𝑘𝐿, �̅�𝑖; 𝜌̅ , 𝜌̅ ′) into the primary contribution 𝑔𝑃

0(𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′), which is the direct incidence field, 

and the response contribution 𝑔𝑃
𝑅(𝑘𝐿 , �̅�𝑖; 𝜌̅ , 𝜌̅ ′), which is the scattering field, 

      0, ; , '' , ; , '' , ; , ''S R

P L i P L i P L ig k k g k k g k k         (7.35) 

Then  

 

   

   

1 1
0

1 2
0 0

1 1

1 2 ,
0 0

; , '' , ; , ''

, ; , '' , , ; , ''

S

P L i

R S

P L i P B L i

g k d d g k k

d d g k k g k k k

     

     



  
 

 

 
  (7.36) 

Realizing that the first term is simply the free space Green’s function 𝑔0(𝑘𝐿; 𝜌̅ , 𝜌̅ ′′), 

        
1 1 10 0

1 2 0
0 0

, ; , '' ; , '' ''
4

P L i L L

i
d d g k k g k H k             (7.37) 
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Proof: 

We start from the integral representation of 𝑔(0)(𝑘; 𝜌̅ , 𝜌̅ ′), 

  
 

    
0

2 2 2 2

exp1
; ,

2

x y

x y

x y

ik x x ik y y
g k dk dk

k k k
 



 

 

   
 

     

Let 

 ˆ ˆ
t x yk xk yk    

then 

  
 

  
0

2 2
2

exp1
; ,

2

t

t

t

ik
g k dk

k k

 
 



 
 


   

Now let 

 1 2 ,t i i mnk k mb nb k      

We can transform the integral domain from the infinite (𝑘𝑥, 𝑘𝑦) plane to within the first 

Brillouin zone. 

 
 

  
 

  , ,0

2 2 2 2
2 2

, ,
, ,

exp exp1 1
; ,
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k k k k

   
 

 

    
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 
     

Identifying 

  
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g k
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 
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We immediately get 

  
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 0 00
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2
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With 
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 1 1 2 2 1 2,0 , 1ik b b         

Using the Jacobian, 

 
 
 

 
2

1 2

1 2 0

1 2

, 2

,

x x

x y

y y

k k

k k
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  

 

 

 
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 
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 

  

It readily follows 

    
1 1

0 0

1 2
0 0

; , , ; ,P ig k d d g k k           

▄ 

Then 

       
1 1

0

1 2 ,
0 0

; , '' ; , '' , ; , '' , , ; , ''S R S

L P L i P B L ig k g k d d g k k g k k k            
    

  (7.38) 

The first term is singular at 𝜌̅ = 𝜌̅ ′′ , while the second term is spatially well-behaved. The 

techniques to deal with the singularity of 𝑔0(𝑘𝐿; 𝜌̅ , 𝜌̅ ′′) in the method of moments (MoM) is well 

developed. 

Note that the integrand in (7.38) in general varies much more rapidly with �̅�𝑖  than the 

integrand of (7.33). The integrand of (7.37) cancel out with (7.38) to yield a smoother integrand 

of (7.33). Thus care must be taken to use (7.38) to ensure the convergence of the integral. A 

complex 𝑘 helps to smooth out the integrand. 

 

7.4.3 Illustration of results of the Green’s function 𝒈𝑺(𝒌; �̅�, �̅�′′) 

We now examine the performance of BBGFL when used to calculate 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) over a 

wide frequency band after integrating 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) over the Brillouin zone. 
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In Figure VII.13, we plot the integrand of (7.32) as a function of �̅�𝑖. We also decompose 

the integrand of 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) into the primary contribution 𝑔𝑃

0(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) and the response 

contribution 𝑔𝑃
𝑅(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′), and show each parts as a function of �̅�𝑖. The results are evaluated at 

𝑓𝑛 = 0.2, 𝜌̅ ′′ =
1

3
(�̅�1 + �̅�2), and 𝜌̅ =

7

16
�̅�1. A lossless background with 𝜀𝑏 = 8.9𝜀0 is assumed. It 

is noted that both the primary and response components change rapidly as a function of �̅�𝑖. The 

singular parts cancel each other, yielding a smooth integrand of 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) as �̅�𝑖 changes.  

 

 
Figure VII.13. Magnitude of the integrand as a function of �̅�𝑖: (a) left, 𝑔𝑃

𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′), (b) 

middle, 𝑔𝑃
0(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′), (c) right, 𝑔𝑃

𝑅(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′). 𝜀𝑏 = 8.9𝜀0  

 

We should notice that 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) is smooth in this case because the chosen frequency 

is in the stop band of the band structure, thus no poles / modes is encountered over the entire 

Brillouin zone. Behavior is different in the passband. In Figure VII.14 (a), we plot the integrand 

of 𝑔𝑃
𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′) at 𝑓𝑛 = 0.26 with a lossless background 𝜀𝑏 = 8.9𝜀0. The integrand is singular 

when the modes 𝑘𝛼 hit 𝑘. In Figure VII.14 (b), the same plot is given with a lossy background 

𝜀𝑏 = 8.9(1 + 0.11𝑖)𝜀0. The complex 𝑘 avoids the real modes 𝑘𝛼, which helps to smooth out the 

integrand substantially. 
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Figure VII.14. Magnitude of 𝑔𝑃

𝑆(𝑘, �̅�𝑖; 𝜌̅ , 𝜌̅ ′′)as a function of �̅�𝑖 at 𝑓𝑛 = 0.26: (a), 𝜀𝑏 = 8.9𝜀0 (b) 

right, 𝜀𝑏 = 8.9(1 + 0.11𝑖)𝜀0.  

 

In Figure VII.15, we plot the spatial variation of 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) following (7.32) using the 

mid-point rectangular quadrature rule. A lossless background with 𝜀𝑏 = 8.9𝜀0 is assumed. To test 

the convergence with respect to the sampling density of �̅�𝑖, the relative RMSE is calculated using 

𝑁𝑏 = 8, and 𝑁𝑏 = 12, achieving a relative error as small as 8.45 × 10−6%. Thus 𝑁𝑏 = 8 is large 

enough to give accurate results of 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′). 

 

 
Figure VII.15. Spatial variation of 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) following (7.32) at 𝑓𝑛 = 0.2. From left to right 

are the magnitude, real, and imaginary part of the fields, respectively. 𝜀𝑏 = 8.9𝜀0  

 

In Figure VII.16, we again plot the spatial variations of 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) at 𝑓𝑛 = 0.1, 𝑓𝑛 = 0.2, 

and 𝑓𝑛 = 0.4, respectively. The results are now calculated following (7.33) invoking the low 
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wavenumber extraction technique. Note there is no requirement to keep 𝑘𝐿 constant as we sweep 

�̅�𝑖. 𝑘𝐿 can be chosen to facilitate the efficient normalization of modal fields as given in (7.28). To 

be simple, in computing these results, we have chosen a constant 𝑓𝑛𝐿 = 0.001 over the entire 

Brillouin zone. Note that the worse visual agreement in the pattern of the imaginary part when 

comparing Figure VII.16 (b) to Figure VII.15 is due to the fact that the imaginary part varies in a 

range much smaller than the real part and is close to zero. Comparing to the band diagram of the 

periodic structure as given in [99], it is interesting to see that the field spreads more out at 𝑓𝑛 = 0.4 

as it is in the passband.  

 

 
Figure VII.16. Spatial variations of 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) following (7.33). (a) top, 𝑓𝑛 = 0.1; (b) middle, 

𝑓𝑛 = 0.2 (c) bottom, 𝑓𝑛 = 0.4. From left to right are the magnitude, real, and imaginary part of 

the fields, respectively. 𝜀𝑏 = 8.9𝜀0.  



303 

 

In Figure VII.17, we plot 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) as a function of the normalized frequency. The 

results are again evaluated at 𝜌̅ ′′ =
1

3
(�̅�1 + �̅�2), and 𝜌̅ =

7

16
�̅�1. The values of the Green’s function 

obtained with BBGFL as in (7.33) are compared to the results from (7.32) by solving SIEs directly. 

Note that other than the peak value at 𝑓𝑛 = 0.26, the agreement is in general good. The oscillation 

of the Green’s function is closely related to the band diagrams of the periodic structure. It is 

suppressed in the stop band below 𝑓𝑛 = 0.2, and behaves more complexed beyond that. One should 

notice the value of 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) out of SIE is also subject to errors when entering the passband due 

to the poles of the integrand. But the comparison of the BBGFL solution and SIE solution is still 

meaningful as the same quadrature points are used in performing the �̅�𝑖 integral.  

 

 
Figure VII.17. 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) as a function of the normalized frequency. 𝜀𝑏 = 8.9𝜀0. 

 

In Figure VII.18, we plot the relative error in computing 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) as a function of the 

normalized frequency following (7.33). The results of (7.32) are taken as benchmark. The errors 
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are calculated both in the RMS sense and at the single point. The trend and scale of the two error 

agree well. The relative error is general less than 2% at frequencies below 0.2, and becomes larger 

beyond 0.2. The reason for the enlarged error when the frequency enters the passband of the 

periodic array is due to the poles in the modal expansion.  

 

 
Figure VII.18. Relative error in calculating 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) as a function of the normalized 

frequency. 𝜀𝑏 = 8.9𝜀0. 

 

A second example with complex 𝑘 

We examine a second example with a complex background permittivity of 𝜀𝑏 = 8.9(1 +

0.11𝑖)𝜀0. This will yield a complex 𝑘, and avoid the poles in the modal expansion when the 

frequency falls in the pass band of the periodic structure. The other parameters are kept unchanged. 

Note that although 𝜀𝑏 becomes complex, we can still apply a real 𝑘𝐿 in the BBGFL. In Figure 

VII.19, we compare 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) as a function of the normalized frequency, and in Figure VII.20, 

we show the relative error in computing 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′). Comparing with Figure VII.17 and Figure 
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VII.18, respectively, the errors are greatly reduced. The spatial variations of 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) are 

plotted in Figure VII.21, showing improved accuracy in imaginary parts. And the expansion of 

field in the passband of 𝑓𝑛 = 0.4 is suppressed due to material loss. 

 
Figure VII.19. 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) as a function of the normalized frequency. 𝜀𝑏 = 8.9(1 + 0.11𝑖)𝜀0 

 
Figure VII.20. Relative error in calculating 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) as a function of the normalized 

frequency. 𝜀𝑏 = 8.9(1 + 0.11𝑖)𝜀0 
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Figure VII.21. Spatial variations of 𝑔𝑆(𝑘; 𝜌̅ , 𝜌̅ ′′) following (7.33). (a) top, 𝑓𝑛 = 0.1; (b) middle, 

𝑓𝑛 = 0.2 (c) bottom, 𝑓𝑛 = 0.4. From left to right are the magnitude, real, and imaginary part of 

the fields, respectively. 𝜀𝑏 = 8.9(1 + 0.11𝑖)𝜀0  

 

7.5 Conclusions 

In this chapter, we discussed the procedure to construct the Green’s function due to a point 

source inside a periodic array of scatterers. The Green’s function is in a form of integration over 

the Brillouin zone, which transforms the modes from discrete at a given �̅�𝑖 to a continuum over 

the entire Brillouin zone. By representing the periodic Green’s function including the scatterers at 

each elementary �̅�𝑖 using modal expansion, and extracting out a low wavenumber component, we 

get a form of the Green’s function that is broadband. The Green’s function suffers from loss of 

accuracy when the wave frequency approaches the modal frequency of the periodic structure. 
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However, by introducing loss, the complex 𝑘  bypasses the poles of Green’s function, which 

substantially improved the accuracy in evaluating the broadband Green’s function.  

The Green’s functions provide physical understanding of the propagation and scattering in 

periodic structures. We have illustrated Green’s functions in the bandgap and in the passband. We 

are presently using this Greens function to formulate integral equations that can be used to model 

excitations, impurities, displacement of scatterers, disorder, defects, and finite size periodic 

structures. Extensions to the 3D case are also presently studied. 
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CHAPTER VIII                                                                                                               

Conclusions 

 

The thesis is focused on electromagnetic scattering theory. It has promoted the state of art 

knowledge in electromagnetic scattering of random media and periodic structure.  

In dense volumetric random media scattering, both partially coherent method and fully 

coherent method are developed. In the partially coherent approach, cyclical corrections are 

introduced to the dense media radiative transfer (DMRT) solution, accounting for the 

backscattering enhancement effects, and this enables the model applicable to combined active and 

passive snow remote sensing, using the same set of physical parameters of snowpack. The 

consistent combination of information from active and passive microwave measurements, is an 

active and ongoing research topic that is to bring about significant improvement in the accuracy 

of snowpack retrieval algorithms from microwave observables.  

In the fully coherent approach, Maxwell equations are solved numerically over the entire 

snowpack including a bottom half space, directly calculating the complex scattering matrix of the 

scene, including both amplitude and phase. For the first time, through efficient techniques of 

computational electromagnetics and the high performance parallel computing, the historically 

impossible problem is solved. Not only does this fundamentally new approach generates consistent 

active and passive results, it provides a benchmark solution to traditional approaches that involve 

approximations. The model predicted scattering matrix opens a new era to study polarimetric, 
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interferometric, and tomographic radar signatures of the snowpack in microwave remote sensing. 

This full wave approach is currently used to study scattering behavior of the thin snow layers on 

sea ice, and the model is being further developed to incorporate a rough bottom interface, such that 

volume scattering from ice grains and surface scattering from rough interfaces can be coherently 

combined.  

In characterizing the microstructure of the snowpack, the bicontinuous random media is 

for the first time used to represent the anisotropic snowpack. The full wave solution of Maxwell’s 

equation is used to extract the uniaxial effective permittivity of the anisotropic bicontinuous media, 

and to derive the co-polarization phase difference arising from an anisotropic snow layer, that is 

linearly proportional to the thickness of the snow layer. This new approach has much wider range 

of validity as compared to strong permittivity fluctuation theory and Maxwell-Garnett mixing 

formulae.  

In layered random media scattering, both fully coherent and partially coherent models are 

developed for polar ice sheet emission at 0.5~2.0GHz. The models are developed to examine the 

effects of rapid density fluctuation in alternating the ice sheet thermal emission spectrum. The 

coherent model reveals distinct coherent layer effects that are not captured by traditional 

incoherent models when the thicknesses of the ice layers are close to wavelengths. The partially 

coherent model preserves the signatures of the fully coherent model but runs more efficiently and 

stably than the fully coherent approach. These models are currently deployed to analyze the ultra-

wideband radiometry (UWBRAD) brightness temperatures collected over Greenland to derive the 

internal temperature profile of the ice sheet.  

In electromagnetic wave propagation and scattering in periodic structure such as photonic 

crystals and metamaterials, we have developed a new representation the periodic Green’s function 
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in terms of multiple band solutions with fast convergence, no singularity, and simple wavenumber 

dependence. These advantages are obtained by subtracting out a low wavenumber component. The 

low wavenumber component is related to evanescent waves and near field interactions, and is the 

source of poor convergence and singularity. The technique, named broadband Green’s function 

with low wavenumber extraction (BBGFL), is used to derive band solutions of periodic scatterers 

in the framework of method of moments (MoM), applicable to both penetrable and non-penetrable 

scatterers of arbitrary shape and filling ratio. The band solution is converted into a linear 

eigenvalue problem with small matrix dimensions, providing all the modes simultaneously. We 

have further applied the technique to construct Green’s functions including periodic scatterers in 

terms of multiple band solutions of the periodic structure. The Green’s function is physically 

connected to the field solutions due to excitations, defects, distortions, and truncations of the 

periodic structure. Such Green’s function, when applied to an integral equation formulation, can 

significantly reduce the number of unknowns in the analysis and design of periodic wave 

functional materials.  
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