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ABSTRACT

Regeneratively and Passively Constrained Control of Vibratory Networks

by
Eric Warner

Chair: Jeffrey Scruggs

This dissertation is focused on the control of vibratory networks. Mechanical ex-

amples of vibratory systems include a civil structure, automobile, and a cantilever

beam. These systems are excited by external disturbances such as earthquakes, wind,

or uneven road elevations. Both passive and active control laws can be utilized to

suppress vibrations in these networks. Each type of control law possesses inherent

advantages and drawbacks. Active control provides the highest performance but is

expensive, relies on an external power source, and is complicated to implement and

maintain. Passive control devices (composed of springs, inertial elements, dashpots)

represent the cheapest option and provide energy-autonomy, but have inferior per-

formance when compared to an active control device. Due to their reliability and

low cost, passive control technologies set the baseline for comparison for other, more

sophisticated technologies. On the other hand, although it yields superior perfor-

mance, active control presumes availability of unlimited energy, which may be an

impractical or unreliable assumption. This dissertation examines a new class of con-

trol technologies, called regenerative control systems. A regenerative control system

ix



theoretically possesses energy-autonomy, but does so with better performance when

compared to a passive control system. However, regenerative control devices are

more expensive than passive and therefore the improved performance they attain

must warrant utilization.

A regenerative control device is assumed to be connected to a large energy storage

device (battery, supercapacitor, etc). At times, the control device will draw energy

from the energy storage device in order to actuate the network. At other times, the

control device converts mechanical energy from the network into electrical energy

and replenishes the energy in the storage device. The regenerative controller is

constrained such that, on average, it generates more energy than it expends. This

constraint, which is a relaxation of a passive control law constraint, ensures the local

energy storage device never completely depletes.

One of the main focuses of this research is to develop theory which can can solve for

optimal regenerative and passive control laws. Optimizing control laws for both types

of technology, in the context of the same problem, allows for a fair comparison. The

regenerative control design problem can be formulated as a convex optimization and

therefore can be solved easily with many commercial solvers. Passively constrained

control design is a nonconvex problem and a new technique, Iterative Convex Over-

Bounding (ICO) is proposed and developed to solve this nonconvex optimization.

We show that optimal regenerative control outperforms optimal passive control if

parasitic losses are sufficiently small. We also propose a technique to quantify how

large the parasitics can be for a regenerative controller to still outperform a passive

controller for a given problem.
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CHAPTER 1

Introduction

For many decades, vibration suppression has remained relevant in control systems

research, with many advancements made in the field which span numerous branches

of engineering [49]. Although mechanical or electrical control devices for vibration

suppression were introduced over one hundred years ago [21], there continue to be

significant technological advances. The purpose of a control device is to suppress

vibration in a mechanical system which is being externally excited. A common

control device is composed of a mass, spring, and an optimal level of damping. For

a simple example, see Figure 1.1a, which shows a simple mechanical system being

excited by a base acceleration a, producing movement in the network x. The control

device, i.e., the mass, spring, and dashpot on top of the structure, then aims to

suppress the vibrations induced in the mechanical structure.

The simplest choice of control device is a spring-mass oscillator [37,38]. One such

instance of this is a tuned mass-dampers (TMD) [1,12], which is utilized in buildings.

Additionally, pendulum-type absorbers have been implemented in various studies as

well as practical applications [22, 107]. In the civil engineering field [44], control de-

vices of this nature have been applied to tall buildings [46, 48, 68] and bridges [94]

which undergo excitation from earthquakes and wind loading. Large structures have

1
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Figure 1.1: Simple Vibration Suppression Applications, which show a Controller Composed of
Mechanical Components (a) and a Force Over a Reactionary Mass (b)

also been controlled via base isolation systems [58] and semi-active devices, such as

magnetorheological (MR) dampers [18] or variable orifice dampers [57, 69, 93]. An-

other type of control device utilizes a force which acts against a reactionary mass

(see Figure 1.1b) rather than springs, masses, and dashpots. These types of devices

often require control algorithms, which in some cases originate from classical con-

trol techniques [40, 56, 97]. Other studies have implemented fuzzy control logic and

neural networks [23,40]. Control algorithms have also been implemented via Linear-

Quadratic Gaussian (LQG) techniques [59, 63, 82, 108], a type of optimal control.

Other branches of engineering, which utilize the same theory, include vibration sup-

pression of automotive suspension systems [45], flexible beams and plates in aerospace

structures [6], and prosthetic limbs in biomedical applications [99]. Both types of

control devices in Figure 1.1 will be explored in more depth in the coming sections.

For a more detailed list of past work, theoretics, and applications, see the survey

paper [98].

To visualize a few examples of vibration suppression across various applications,

see Figure 1.2. Shown in Figure 1.2a is a structure under an earthquake excitation,

in Figure 1.2b a quarter-car model moving along an uneven road, and in Figure 1.2c

a base excited flexible cantilever beam. Each is excited by an exogenous disturbance
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Figure 1.2: Example Vibration Suppression Applications

a. This disturbance can be random (in the case of the earthquake and force), or

something that can be more precisely known, such as the road elevation for the

quarter-car model. The system then has the ability to incorporate sensors, which

allow for an output y to be measured, where y is one or more response quantities

(displacement, velocity, acceleration, etc.). Sensors are not necessarily required for

examples such as Figure 1.1a, but do become necessary for applications such as

Figure 1.1b and Figure 1.2 and allow for a larger domain of feedback laws to be

implemented. The control device applies a control force u based on present and

past values of y. This feedback law between y and u is optimized to minimize a

performance output z, which is a vector of response quantities deemed important.

The control device velocity is defined as v.

A subset of controllers uses only device velocity as feedback; i.e., y = v. Called

collocation, this has certain advantages for stability robustness of active control, and

is characteristic of all passive control systems [83]. Figure 1.3 shows a block diagram

of the input-output systems introduced in Figures 1.2 and 1.1. As shown, the inputs

are a and u into the network, producing the outputs z, v, and y. The feedback output
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y feeds into the controller block, which generates a control force u to be applied to

the network in order to actuate the network. The objective of the controller is to

minimize the effect of the vibrations, more specifically to minimize the characteristics

of the network in the performance objective z.

At this point, an important distinction arises between the feedback law (also

called control law) and the control device. The feedback law is the mathematical

relationship between the input y and the output u, usually generated via an opti-

mization problem. The control device is the hardware which realizes this optimized

control law in the physical application. Often, it is assumed that if a feedback control

law is utilized, feedback sensors and electronic control hardware are required. How-

ever, mechanical components (springs, dashpots, inertial elements) can also impose

a feedback law.

Consider the two control device types shown in Figure 1.4. In Figure 1.4a, the con-

trol device (passive network) employs the previously mentioned mechanical compo-

nents. In Figure 1.4b, the control device (actuator in the figure) utilizes an electronic

feedback law which is computed via measurements from sensors (e.g., accelerome-

ters, piezoelectric devices, etc.). Both the control device composed of exclusively

mechanical components in Figure 1.4a and the one composed of a combination of

mechanical and electrical components in Figure 1.4b realize feedback control laws.

In Figure 1.4a, feedback is imposed via the dynamics and constitutive relations of
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the mechanical components and in Figure 1.4b feedback is imposed via the electronic

law. Additionally, a given control law does not imply a unique control device. Both

control device types in Figure 1.4 can realize the same control law, as long as the

control law does not violate the physical limitations of the hardware. Various types

of hardware (hydraulic actuator, ball-screw actuator, etc.) possess physical limita-

tions such as force or velocity limits and sensor delay. Additionally, these devices

operate on differing energy sources (local energy, gird power supply, mechanical en-

ergy), which further limit the performance of the control device. These limitations

are imposed by limiting the domain of controller and therefore the domain of the

optimization in the feedback law. These differing hardware implementations offer

diverse capabilities, which are reflected in the feasibility of a control law given the

hardware.

In mechanical passive control applications, the mechanical components are aligned

such that a control law is realized, i.e., Figure 1.4a. The passive controller is con-

strained such that, at all times, the net energy is out of the network and into the

control device. An example structural passive implementation is the pendulum TMD

in Tapei 101 in Taiwan. Passive controllers represent the most cost effective and prac-
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tical option for many control applications, due to their relative simplicity and lack

of reliance on external power.

The controller in Figure 1.4b requires sensors to relay information on movement of

the system and software to compute the control law based off these readings. Electric

energy, generated from an external grid or local power source, is utilized to power the

sensors and software and converted into mechanical energy to actuate the network via

the hardware. This actuation can be achieved via an active unconstrained control

device, variable stiffness, variable damping, or any law desired, depending on the

physical limitations of the hardware and energy available. Those cases which energy

comes from the external grid and is therefore “unlimited” are commonly referred to

as active control. Active controllers, due to their unlimited energy supply, represent

the largest control domain and can therefore achieve the highest performance.

Figure 1.5a shows two different realizations of active control. One transducer

utilizes electrical energy storage and the other uses hydraulic energy storage. The

actuators, utilizing this external energy, can then produce a control input u which

+-
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Hydraulic Energy

 Storage

v
1

u
1

v

unp

np

MechanicalElectrical

v
1

u
1

v

unp

np

(a)

(b)

Figure 1.5: Example control technologies, showing two forms of electrical storage and active control
(a) and two forms of passive control (b)
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suppresses vibrations in the network. Two examples of passive control technology

are shown in Figure 1.5b. This technology can be comprised of mechanical (springs,

dashpots, inertial elements) and electrical (inductors, resistors, capacitors) compo-

nents. Regardless of the type of device (mechanical, electrical), the components are

configured such that a desired control law is realized. Both passive realizations are

also independent of external power and utilize local energy to control the network.

Both active and passive control laws aim to minimize some performance output

of a network subject to an exogenous disturbance. However, due to the presence of

external power and the ability to realize any control law within the physical limits

of the control device, in general the domain of the active controller is much larger

than that of the passive controller. Any passive control can be realized via an active

controller, but the inverse does not hold.

Ultimately, the goal is to design a control device which can be realized in prac-

tical applications. With ever-evolving technology, vibration suppression techniques

parallel advances in applicable engineering fields (e.g., automobile, aerospace, and

sensor technology). In these practical applications, economic burden and efficiency

are the main factors which motivate the implementation of a controller. The con-

trol technology must balance performance with space, mass, electronic, and energy

limitations to warrant utilization. As shown in previous paragraphs, power and en-

ergy requirements play a major role in the efficiency and performance of the control

technology.

This research aims to explore the middle ground between active and passive con-

trol technologies, a controller which can achieve performance similar to an active

controller, but without requiring power grid reliability. In the work presented, this

theoretical controller is called a regenerative controller. Throughout this work, the
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practicality and efficiency of the regenerative controller is assessed. To do so, the

optimal performance of a regenerative controller relative to active and passive con-

trollers must be evaluated.

1.1 Active Control vs. Passive Control

Active control, while achieving the highest performance, possesses limitations.

One such limitation is the controller performance in events where the external power

source cannot be relied upon (such as an earthquake or natural disaster hitting a

civil structure). Without an unlimited power source, the control law realized will be

sub-optimal and performance will suffer. Additionally, an active controller has high

cost associated with its installation and maintenance. This motivates the use of a

controller which does not require an electric grid. In these cases, unlimited energy

storage is not required and local energy storage (such as a battery or supercapacitor)

is utilized. While technologically advantageous, local energy utilization will limit the

domain of feasible controllers and will therefore hinder control performance.

Passive controllers, as mentioned previously, are one way to achieve energy-

autonomy via mechanical components such as springs, dashpots, and inertial ele-

ments. Passive implementations have been widely utilized in structural contexts.

Mechanical tuning devices, such as tuned-mass dampers, are prevalent in vibration

engineering [39] as well as civil structures [96]. Passive networks can also be optimized

via network synthesis [95]. Passive network theory has also been utilized in electrical

contexts, such as vibration suppression via electrical shunt circuits [8, 36,70].

For reference, consider Figure 1.6. The parameters a, y, and z are as previously

defined for the network N . Additionally, we assume the system is controlled through

np ports, via a vector of potential variables v and a vector of flow variables u. As
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Figure 1.6: Diagram of system under consideration

mentioned, in a mechanical context, u is a force vector and v is a vector of velocities.

Analogously, in an electrical context, u is a vector of currents and v is a vector of

voltages. As stated, in passive controller optimization the collocation of the mea-

surement output y and velocities (or voltages) v is assumed, i.e., y = v. The control

strategy then consists of designing a controller K : y → u such that the performance

output z2 is minimized. The energy delivered from the system N to the control

device over the time span t ∈ [0, T ] is

(1.1) E(T ) =

∫ T

0

u(t)Tv(t)dt

and the domain of passive controllers is defined as all controllers that, at every time

and for any exogenous disturbance, have extracted more energy from the system

than injected, i.e., E(T ) ≤ 0 ∀ T, v.

Equivalently, the domain of passive controllers is limited to those which are

Strictly Positive Real (SPR). One advantage of an SPR controller is that, unlike Pos-

itive Real (PR) and active controllers, it satisfies the passivity theorem. This states

that the closed-loop negative feedback connection of a passive system and a strictly

passive system is always stable. Therefore, the assumption must be made that the

network is passive as well. This means that when there is no exogenous disturbance,

the network cannot deliver energy but rather absorbs energy, i..e E(T ) ≥ 0 ∀ T, v.

This assumption is mild considering structures and systems in various control fields
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(automotive, aerospace, etc.) are inherently passive and do not explicitly require a

stabilizing control law. Had these structures not been passive, the stability of the

structure, automobile, or aerospace component could not be guaranteed. A passive

controller, while more limited in its domain, guarantees a level of robustness an active

controller simply cannot match. This robustness is advantageous when the network

parameters are not precisely known or there is damage or degradation to the system

which changes network characteristics.

However, passive controllers are not ideal for a number of reasons. The pas-

sive constraint may hinder the performance of the closed-loop system compared to

an active controller or other such controllers which utilize external power. Passive

realizations are also implemented via hardware design, which poses its own set of

problems. Even simple passive control laws become composed of elaborate schemes

of mechanical or electrical components and are therefore hard to realize in practice.

With this complicated design comes a lack of adaptability in the system if there are

changes in the network N or the disturbance characteristics. From the passivity the-

orem the closed-loop system is guaranteed to be stable, however changes in network

or disturbance characteristics render a passive controller sub-optimal. Due to the

limitations of active and passive systems, it is therefore more desirable to develop a

control law that possesses the performance benefits of an active controller with the

energy autonomy of a passive controller. In this vein, a regenerative controller is

proposed.

1.2 Regenerative Control

In [53], Margolis and Jolly proposed a device called a regenerative actuator which

was utilized on automotive suspensions. This work primarily focused on hydraulic
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realizations in which the energy is stored in an accumulator. This idea has been

advanced within automotive suspensions [66, 75], aerospace applications [80], civil

structural applications [32, 74, 89, 104], and application-independent contexts [72].

The regenerative control device is connected to a local energy supply, which in this

work will be assumed to be a battery or supercapicitor. When energy is being

released from the network, rather than losing that energy to heat, friction, etc.,

the device uses this energy to replenish the local energy supply. The controller can

then, at a later time, use the energy from the supercapacitor or battery to actuate

the network. This increases the domain of feasible controllers (when compared to

passive) and allows for increased performance.

Consider the example of a regenerative actuation system shown in Figure 1.7. It

is assumed u and v are proportional to force and velocity through a coupling factor,

which we denote κ, such that fi = κiii, vi = κiẋi. The regenerative control system

interfaces the transducers, via controlled power electronics, with a supercapacitor or

flywheel. The controller is able to actuate the network entirely off of stored energy

in the supercapacitor (called Es(t)). The regenerative system replenishes the local

energy supply from energy extracted from the network via the power electronics.

This implies the hardware and software collaborate in order to convert electrical to
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Figure 1.7: Electromechanical Example of a Regenerative Actuation System
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mechanical energy and vice versa.

At the end of some time span t ∈ [0, T ], the stored energy in the supercapacitor

is

(1.2) Es(T ) = Es(0)−
∫ T

0

uT (t)v(t)dt

where Es(0) is the initial storage; i.e., the pre-charge. It is assumed that this

precharge is large enough such that the relative magnitude of Es(t) will drift slowly

compared to the dynamics of the network N . Mathematically, this equates to, given

a characteristic time constraint τ > 0 for the dynamics of N , |Es(t)− Es(t+ τ)| �

Es(0). The regenerative constraint implies that, on average, the energy is out of the

network, i.e.,

(1.3) lim
T→∞

1
T
Es(T ) > 0

As stated, the regenerative constraint is a relaxation of the passive energy constraint.

1.3 Using Examples to Compare Controller Domains

To illustrate the active, passive, and regenerative control domains, consider the

example plots in Figure 1.8. The red line represents the initial precharge Es(0) in

the battery or supercapacitor the regenerative system would possess. The dotted

line represents the overall trend of the energy

(1.4) p̄ = lim
T→∞

1
T
Es(T )

The first plot shows a case which can be regenerative but not passive. Since there

are points where the energy dips below its initial value (i.e., E(T ) > 0 for some T ),

this cannot be realized with a passive controller. However, the long term trend of the

energy is out of the network and into the control device, and therefore a regenerative
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Figure 1.8: Example energy plots for system to be shown later. The dotted line represents the
overall trend of the energy

control law is feasible. Figure 1.8b shows a case which can be either passive or

regenerative, since E(T ) < 0 ∀T and the power flow is, on average, positive. Figure

1.8c shows the case where the controller cannot be either regenerative or passive,

but can correspond to an active controller. This plot has a long term trend of

energy out of the system, and as shown there comes a point where the local energy

E(t) reaches zero. At this point, the regenerative controller requires energy from

storage to realize its control law, but the battery or supercapacitor has no energy to

provide. Therefore, the controller would have to extract energy, and performance of

the control law would suffer. This example clearly shows a subset of controllers which

are regenerative but not passive, implying a larger domain of regenerative controller.

For an additional example, consider Figure 1.9. This system is purely illustrative,

and not necessarily of practical interest. The system is a two degree-of-freedom

structure with springs, inertial elements, and dampers non-dimensionalized. The

structure is assumed have mass and spring values of one and a damper value of

two. The controller is placed between the first and second degree of freedom and
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Figure 1.9: Two Degree-of-Freedom Example

the base acceleration is assumed to be a stationary stochastic process. Additionally,

feedback collocation (y = v) is assumed. The exogenous disturbance is assumed to

be stochastic and generated via white noise passed through the filter

(1.5) G(s) =
sω2

n

s2 + 2ξωns+ ω2
n

where ωn = 2, ξ = 0.125. The controller is assumed to be connected via feedback

and of the form

(1.6) K(s) =
K1s+K2

s2 + 2ξkωks+ ω2
k

where ωk = 1, ξk = 0.25, and {K1, K2} are controller gains.

Figure 1.9b shows the feasibility domain for the three types of control technologies

(i.e., active, passive, regenerative). As expected, active control, which only requires

closed-loop stability, has the largest domain. The regenerative controller has a larger

domain than passive, including regions with positive K2 values. This positive K2 re-

gion (with negative K1) corresponds to a right-half-plane zero, a violation of the

SPR conditions required for a passive controller. This example merely illustrates

sub-domains of K1, K2 values (not necessarily optimal controllers) which correspond
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to the three controller types. Depending on how the performance objective is de-

fined, it could very well be the case that the optimal {K1, K2} lies in the intersection

of the regenerative, passive, and active regions. Nonetheless, this example demon-

strates that any passive controller can be realized via a regenerative system, and

that, likewise, any regenerative controller can be realized by an active system.

Throughout the work presented, the feasibility and practicality of a regenerative

controller has been justified when compared to the baseline passive model. This

comparison was done over varying performance measures, types of passive controller

(suboptimal/optimal), and disturbance/network domains. In order to make the most

meaningful comparison, extensive work has also been completed to find a globally

optimal, practical passive controller.

1.3.1 Outline of the Duration of the Report

We set out to find the answers to a few basic questions in the rest of the report.

• How is a regenerative controller theoretically optimized?

• Is there an efficient way to solve for an optimal passive controller?

• How does the performance of a regenerative controller compare to that of passive

and active controllers?

• What are the obstacles and complications associated with the practical imple-

mentation of the regenerative controller?

• How does a regenerative controller perform when the characteristics of a system

are not precisely known?

If successful, the regenerative controller represents a new type of controller that can

realistically be implemented in vibration design and an advancement in feedback law

design and controller performance.
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The rest of this dissertation is outlined as follows: Chapter 2 will go through the

network modeling assumptions being used for much of the report and the assump-

tions being made throughout the report. Chapter 3 will generate the regenerative

constraint in a convex form and then account for parasitics. It will then show that

a regenerative controller, through a coordinate transformation, can be optimized

without conservatism. Lastly, using a number of examples, a regenerative controller

will be compared to an optimal active controller. Chapter 4 will optimize a pas-

sive controller in two ways. First, we propose a sub-optimal but convex technique,

whereby the zeros of the optimal regenerative controller are adjusted to the clos-

est possible passive controller. An example of this will be shown for the same two

degree-of-freedom structure from the regenerative chapter. Next, an optimal passive

controller will be found with minimal conservatism via nonconvex optimization. Nu-

merous examples of this, when compared to an optimal regenerative controller, will

be shown for various performance measures and number of applications. Chapter 5 is

a more general and in-depth investigation on nonconvex optimization techniques for

problems like passivity-constrained control. In Chapter 6, an optimal regenerative

controller is found over an uncertain polytopic parameter domain. The sensitivity

of performance to disturbance uncertainty is shown in an example. In Chapter 7,

conclusions are made about the work that has been done and future directions are

proposed.



CHAPTER 2

Network Characterization

This chapter will act as a reference point for all future chapters. Unless explicitly

stated otherwise, the matrices, vectors, and expressions defined in this chapter are the

ones utilized in future chapters. This chapter also sets out to showcase a number of

example systems, which are employed throughout the rest of the report. If something

is changed within the systems, it will be noted in future sections. Lastly, this chapter

aims to display the optimization problems which will be solved for the regenerative

and passive control laws. Proofs and definitions are also accompanied throughout to

show the reasoning and thought behind each of the assumptions and decisions made.

2.1 State Space Characterization

We assume our passive dynamic network N is a finite dimensional Linear Time

Invariant (LTI) system of the form

(2.1) N =


ẋN = ANxN +BNuu+BNaa

v = CNvx+DNvu

y = CNyx+DNyu

z = CNzx+DNzaa+DNzuu

Linearity is assumed because most of the application bases to this type of work (struc-

tures, car-model, piezo-beam), although never completely linear, can be accurately

17
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approximated by linear systems. Furthermore, mild nonlinearities can be accommo-

dated using the techniques in Chapter 5. Time-invariance and finite-dimensionality

are also assumed, as again for the application bases of this type of work these qualities

can be assumed without a great deal of conservatism introduced. These qualities also

serve to simplify the mathematical characterization and allow for an optimization

problem to be solved efficiently. The disturbance a(t) is assumed to be a realization

of a finite-dimensional Gauss-Markov process of the form

(2.2) A =

{
ẋA = AAxA +BAw

a = CAxA
, Sw(ω) = I

where w(t) is a white noise signal and Sw(ω) is the power spectrum of w(t). This

representation implies white noise is passed through the filter HA(s) = CA[sI −

AA]−1BA and then fed into our system via the exogenous disturbance a. This type of

formulation allows us to set the bandwidth and intensity of the disturbance spectrum

in a state-space formulation. We assume a Gauss-Markov model to allow for a

finite dimensional disturbance state space representation. Systems N and A can be

augmented such that the state vector x = [xN xA]T , which forms the augmented

system P (which will be called the plant) such that

(2.3) P =


ẋ = Ax+Bu+Bww

v = Cx+Du

y = Cyx

z = Czx+Dzu

with appropriate definitions for A,B, etc. Additionally, E is a matrix with full

column rank whose columns span the controllable subspace for the pair (A,B), i.e.,

(2.4) R{E} = R
{[
B AB . . . An−1B

]}
We make the following assumptions regarding P :
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• A1 : N is asymptotically stable and u 7→ v is weak strict positive real (WSPR).

This implies there exists some PN = P T
N > 0 such that, for appropriately sized

L and M matrices,

(2.5)

[
ATNPN + PNAN •
BT
NuPN + CNv DT

Nv +DNv

]
= −

[
L

M

][
L

M

]T
6 0

with (AN , L
T ) observable [10]. The (1,1) term of (2.5) ensures that N is asymp-

totically stable. The other WSPR terms, combined with the (1,1) term, allow

for passivity conditions to hold for N . Therefore, (2.5) implies the network N

is passive, i.e., E(T ) ≥ 0 ∀ T, u for N when w(t) = 0.

• A2 : a is stationary. This assumption aids in future proofs and allows for the

regenerative controller constraint to be modeled as a convex LMI.

• A3 : A is minimal

These assumptions allow for some implications to be made regarding P . A1

implies that AN is Hurwitz and A2 -A3 imply that AA is Hurwitz.

Lemma 1: If A1 -A3 hold, then for any R > 0 such that R ≥ −(DT + D),

∃P = P T , L,W such that (A,LT ) is observable and[
ATP + PA •
BTP − C −R

]
= −

[
L

W

][
L

W

]T
(2.6)

ETPE > 0(2.7)

Moreover, A−BR−1(BTP − C) is asymptotically stable.

Proof. We partition the system to isolate the subspace controllable from N , i.e.,

A =

[
A11 A12

0 A22

]
P =

[
P11 P12

P T
12 P22

]
(2.8)

B =
[
B1 0

]T
C =

[
C1 C2

]
(2.9)

E =
[
I 0

]T
(2.10)



20

As a note, A11 is assumed to span the controllable subspace and A22 is assumed to

span the uncontrollable subspace. Using this redefinition, (2.6) becomes:
AT11P11 + P11A • •

Φ Θ + ΘT •
BT

1 P11 − C1 BT
1 P12 − C2 −R

 = −


L1

L2

W



L1

L2

W


T

(2.11)

where Φ = P12A11 + AT12P11 + AT22P12, Θ = P22A22 + P T
12A12 . From A1 and since

A11, B1, C1, D are a realization of N , we know ∃ P11 = P T
11 > 0,W ∈ Rm×p, L ∈ Rn×p

such that [
AT11P11 + P11A11 •
BT

1 P11 − C1 −R

]
= −

[
L1

W

][
L1

W

]T
(2.12)

and the matrix equality can be reformulated as−
[
L1

W

] [
LT1 W T

]
•[

Φ P12B1 − CT
2

]
Θ + ΘT

 = −


L1

W

L2



L1

W

L2


T

(2.13)

With the first block of (2.13) satisfied, we turn our attention toward the lower por-

tion. Looking at the (1,2) block of (2.13), we see that there must ∃P12, L2 such

that: [
ΦT

BT
1 P12 − C2

]
= −

[
L1

W

]
LT2(2.14)

If this holds, it is easy to see that the column and row rank of (2.13) is limited to

the (1,1) block. Choose

LT2 = −W T (WW T )−1[BT
1 P12 − C2](2.15)

The first row becomes:

[P12A11 + AT12P11 + AT22P12]
T = L1W

T (WW T )−1[BT
1 P12 − C2](2.16)
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Re-arranging terms, this equates to:

[AT11 − L1W
T (WW T )−1BT

1 ]P12 + P12A22 + [P11A12 + L1W
T (WW T )−1C2] = 0

(2.17)

This equation is a Sylvester equation and has a unique solution if and only if the

eigenvalues of AT11−L1W
T (WW T )−1BT

1 and −A22 are mutually exclusive. Assump-

tions A2 -A3 imply A22 is asymptotically stable. Therefore, AT11−L1W
T (WW T )−1BT

1

must be shown to be stable. Since AT11 − L1W
T (WW T )−1BT

1 is a square matrix, we

take the transpose and aim to prove A11 −B1(WW T )−1WLT1 is stable.

To show this, consider that when the Positive Real Lemma is satisfied for N , it

will also be satisfied when increasing the feed-through term D. Therefore, we can

say A11 − B1R
−1(BT

1 P11 − C1) is stable. Using the relationships in (2.12), A11 −

B1(WW T )−1(WLT1 ) can now be guaranteed to be stable. Therefore, the Sylvester

equation conditions hold, which means P12 can be found. To find P22, consider the

(2,2) term of (2.11), which states:

P22A22 + AT22P22 = −L2L
T
2 − P T

12A12 − A12P12(2.18)

Since A22 is asymptotically stable, P22 possesses a unique solution.

By means of a more intuitive explanation, the controllability constraint ETPE > 0

was required due to the nature of our system P . Since P includes A, there are

disturbance states which are uncontrollable. The standard Positive Real Lemma

requires minimality, and we have generalized this lemma to non-minimal systems.
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2.2 Objective Function

The control law optimization is done in an multi-objective LQG context, such

that a performance measure

(2.19) J
4
= E{z2i }i=1,...,nz

is used. It should be noted that z ∈ Rnz , i.e., multi-objective control is assumed.

Within this assumption, there are many variations of z that are valid problem ob-

jectives and can be solved. The user can specify the optimization objective as

min(trace(zzT )) or min(‖zzT‖), for example. This would allow characteristics of

the system (displacement, velocity, acceleration, etc.) to be multiplied within the

objective function. nz can also be any value, which allows for the performance vari-

able z to span from a scalar value to any number of dimensions. For the structural

application, multi-objective control allows for the optimization objective to span mul-

tiple degrees-of-freedom and physical characteristics of the structure (acceleration,

velocity, displacement, control force).

2.3 Example System

2.3.1 Structural Example

In many of the examples presented, the three degree-of-freedom structure shown

in Figure 2.1 is used. This was a representative, albeit simplified, approximation for

a structural system. The structure possessed enough dimensions in order to show an

interesting problem while still being intuitive, as it only possessed three degrees-of-

freedom. The system is non-dimensionalized with springs and masses equal to 1 and

dashpots set to 0.01. The controller is assumed to be placed between the base and

first degree-of-freedom. The base acceleration a = ẍ0 is assumed to be a stationary

stochastic disturbance with power spectral density defined as Sa(ω). This power
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Figure 2.2: Power Spectral Density of Base Acceleration

spectral density is Gauss-Markov and serves as a filter between the white noise w

and exogenous input a. The transfer function of Sa(ω) is defined as

(2.20) Sa(ω) =
ω2

(ω2 − ω2
n)2 + (2ξωnω)2

This translates to a filter centered at ωn which has an approximate half-power band-

width of 2ξωn, shown in Figure 2.2. This Gaussian filter was selected because we felt

it representative of the broadest range of external excitations. It provided a compact

transfer function, and therefore saved complications in future optimization problems.

In the state space systems mentioned in N and A, the matrices, in this example,

would be of the form
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AN =

[
0d×d Id×d

−M−1K −M−1C

]
CNv = CNy =

[
01×d 1 0 0

]
(2.21)

BNu =
[
0d×1 1/m1 0 0

]T
BNa =

[
0d×1 −1d×1

]T
(2.22)

AA =

[
0 ωn

−ωn −2ξωn

]
BA =

[
0

1

]
, CA =

[
0 1

]
(2.23)

where d = 3 and

M =


m1 0 0

0 m2 0

0 0 m3

 K =


k1 + k2 −k2 0

−k2 k2 + k3 −k3
0 −k3 k3

(2.24)

C =


c1 + c2 −c2 0

−c2 c2 + c3 −c3
0 −c3 c3

(2.25)

where m1, k1, c1 refers to the mass, stiffness, and damping of the first DOF, and so

on for m2, c2, k2, m3, k3, c3. Additionally, it was assumed that DNa = DNy = 0. The

matrices Cz and Dz are user-chosen system properties such as absolute acceleration,

relative displacement, control force, or relative velocity. From this point, all of

the network matrices should be defined and the augmentation of the network and

disturbance should be trivial.

2.3.2 Quarter Car Model

A quarter car model example was also utilized in examples throughout the dis-

sertation. The model is shown in Figure 2.3. For this model, the network N and

disturbance characterization A are defined as in (2.21)-(2.23), with the only changes

d = 2 and

CNv = CNy =
[
01×d −1 1

]
BNu =

[
0d×1 −1/m1 1/m2

]T
(2.26)
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Figure 2.3: Quarter Car Model for Examples

The system matrices are defined as:

M =

[
m1 0

0 m2

]
K =

[
k1 −k1
−k1 k1 + k2

]
(2.27)

C =

[
c −c
−c c

]
(2.28)

where m1 = 345 kg, m2 = 140 kg, k1 = 18, 000 kg/m, k2 = 200, 000 kg/m, and

c = 1000 N · s/m. It is again assumed that there are no feed-through terms, i.e,

DNa = DNy = 0. The disturbance parameters in A are the same as defined in the

previous section, with ωn=10.

2.3.3 Half Car Model

In addition to the quarter car, a half car model example was also utilized in exam-

ples throughout the paper. The system is shown in Figure 2.4, which now includes

four independent degrees of freedom {x1, x2, x3,Φ}. As a note, the dependent values

{x4, x5} are defined by the constitutive relationship

x4 = x3 − l1Φ(2.29)

x5 = x3 + l2Φ(2.30)
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Figure 2.4: Half Car Model for Examples

with all derivations stemming from this relationship. With this in hand, we can

define our state vector

x =
[
xs ẋs

]T
(2.31)

where

xs =
[
x1 x2 x3 Φ

]T
(2.32)

This implies that we are now considering the angle of the automobile as a state

variable. Without the angle included (i.e., considering x4, x5 as state variables) in the

performance vector, the angular acceleration could be very large in the automobile.

This would create extreme discomfort for passengers and possible torque damage to

the structure of the automobile.

One major change is now we have two exogenous inputs x01, x02 on the front and

back wheels, respectively. Since this is a model of the front and back wheels of an

automobile, the disturbance of the back wheel will be a time delayed version of the

disturbance on the front wheel. Therefore, we now have two exogenous disturbance

systems, which we will call A and AD, where AD is the time delayed version of A.
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AD is defined as:

(2.33) AD =

{
ẋD = ADxD +BDa

aD = CDxD

Trying to completely derive this delayed system is outside the scope of this disser-

tation and will not be covered. Instead, we will use a Padé approximant for the

time-delayed system. Any number of states could be selected for the approximate

transfer function, with each state increasing accuracy but also creating a more com-

plex model. For our purposes, a two-state system was able to approximate the

time-delayed transfer function well. This is shown in the Bode diagram in Figure

2.5. As a note, in our examples we assume ωn = 100 and ξ = 0.25. This fre-

quency is around five to ten times higher than the natural frequencies of the system.

We assumed automobile designers would ensure road disturbances would not excite

the natural frequencies of the automobile. The magnitudes of the disturbance and

approximated time-delayed models are identical. The approximation does create a

slight phase offset, but this offset is quite small in our area of frequency interest

(ωn ± ξωn).

Another aspect to consider is the amount of time the delay is assumed to take.

To find this time, we used the simple equation

T =
Len

V
(2.34)

where Len = l1+ l2 and V is the velocity of the automobile. V was chosen as roughly

40 mph for a realistic estimate. Therefore, AD was implemented as a second-order

Padé approximant.

Given this augmented state vector, we now set d = 4 and apply some changes to

the matrices outlined in (2.21)-(2.23). For ease of representation, we will denote the

AA matrix in (2.23), utilized in the structural and quarter-car models, as aa for this
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example. The same holds for BA (ba in this example) and CA (ca in this example).

While AN stays the same (with d = 4), we now set

AA =

[
aa 0na×nd

BDca AD

]
CNv = CNy =

[
02×d L

]
(2.35)

BNu =

[
0d×2

L/M

]
BNa =

[
0d×2

−G/M

]
(2.36)

BA =
[
ba 0nd×1

]T
CA =

[
ca 01×nd

01×na CD

]
(2.37)
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where

M =


m1 0 0 0

0 m2 0 0

0 0 m3 0

0 0 0 J

 , K =


k1 + k4 0 −k4 k4l1

0 k2 + k5 −k5 −k5l2
−k4 −k5 k4 + k5 −k4l1 + k5l2

k4l1 −k5l2 −k4l1 + k5l2 k4l
2
1 + k5l

2
2



(2.38)

C =


c4 0 −c4 c4l1

0 c5 −c5 −c5l2
−c4 −c5 c4 + c5 −c4l1 + c5l2

c4l1 −c5l2 −c4l1 + c5l2 c4l
2
1 + c5l

2
2

 ,

L =

[
−1 0 1 −l1
0 −1 1 l2

]T
, G =

[
k4 0 0 0

0 k5 0 0

]T

na is the number of states in aa, nd is the number of states in AD, J is the moment of

inertia of the automotive body, and the m, c, k subscripts correspond to the various

degrees of freedom. l1 is the distance from the center of gravity of the automobile to

the center of the front wheels, and l2 is the same distance but to the back wheels. As

shown with the above, there are now two force inputs u1, u2 as well as two exogenous

inputs x01, x02.

Similar to the quarter car model the parameters were set as m1 = m2 = 140 kg,

m3 = 690 kg, k1 = 18, 000kg/m, k2 = 22, 000 kg/m, k3 = k4 = 200, 000 kg/m,

c1 = 1000N · s/m, c2 = 1100 N · s/m, J = 1222 Kg ·m4, a = 1.3 m, and b = 1.5 m.

It is again assumed that there are no feed-through terms, i.e, DNa = DNy = 0.

2.4 Passive Control Domain

In order for the controller to be passive, a few conditions must be satisfied. First,

the domain of passive controllers is defined as:

(2.39) KP = {K : y → u
∣∣E(T ) 6 0,∀T > 0, ∀a, y, v,∈ L2}
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Therefore, the passive controllers are defined as those such that K ∈ KP . As men-

tioned, the domain of passive controllers are limited to those which are Strictly

Positive Real (SPR). This allows for the transfer function to be realized using imper-

fect elements, such as capacitors, conductors, and resistors in an electrical context.

SPR controllers, along with a passive network, allow for the passivity theorem to be

satisfied. For the passive controller to be SPR, it must, along with y = v, satisfy the

following conditions:

1. K(s) is real for real s and is analytic for Re{s} ≥ 0

2. Re{K(jω)} < 0, −∞ < ω <∞

3. lim
ω→∞

ω2Re{K(jω)} < 0

2.5 Regenerative Control Domain

The domain of feasible regenerative control laws is defined as

(2.40) KR = {K : y → u
∣∣∣ lim
T→∞

1
T
Es(T ) > 0,∀a ∈ A}

In our work, we assume a(t) to be stochastic, in whichA is a set of stationary stochas-

tic sequences with known spectrum Sa(ω). The domain of regenerative controllers is

reformulated as

(2.41) KR = {K : y → u
∣∣ E{uTv} 6 0, a ∼ A}

where E(•) denotes the expectation in stationarity.

2.6 Optimal Passive and Regenerative Control Problems

With the passive and regenerative control domains precisely defined, it is possible

to define the problem goal. To start, the passive controller problem goal will be
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defined. The passive controller, optimized in Chapter 4, seeks to satisfy:

Min: J = max
i∈{1...nz}

E
{

(Czix+Dziu)2
}

(2.42)

Over: {AK , BK , CK , DK}(2.43)

Subject to: K ∈ KP
4
= {K :

∫ T

0

uT (t)v(t)dt ≤ 0}(2.44)

The regenerative controller, found in Chapters 3 and and 6, seeks to:

Min: J = max
i∈{1...nz}

E
{

(Czix+Dziu)2
}

(2.45)

Over: {AK , BK , CK , DK}(2.46)

Subject to: K ∈ KR
4
= {K : E{uTv} ≤ 0}(2.47)

As a note, we assume the size of {AK , BK , CK , DK} is the same as {A,B,C,D}.

This assumption is made throughout the paper and is a source of conservatism for

the controller design in all subsequent chapters. These two optimization problems

become the baseline for the controllers found in the next three chapters. Regardless

of notation, change of coordinates, or added complexity, the problem goal of each

controller remains the same. Once both controllers are found, the respective values

of J can be found, thus allowing for a comparison of the regenerative and passive

controllers.



CHAPTER 3

Regenerative Controller

In this section, an optimization procedure for a regenerative controller is formu-

lated and solved, and an example regenerative controller is shown. To do this, the

regenerative constraint E{uTv} < 0 must first be reformulated as a condition that

can be solved efficiently using LMI methods. In Section 3.1, a theorem is proposed

which reformulates the constraint. Additionally, the parasitics, which hinder the sys-

tem’s conversion from mechanical to electrical energy, must be characterized. Section

3.2 utilizes a technique from [88], which characterizes a mathematical formulation for

these parasitics and applies this formulation to the regenerative constraint. Lastly,

in section 3.3, an optimization technique for a regenerative controller is developed.

The problem is initially non-convex, but, utilizing a coordinate transformation, a

convex LMI is recovered. An example is then shown on a three degree-of-freedom

structure with one and two transducers, a quarter car model, and a half car model.

3.1 Optimal Power Generation

The regenerative energy constraint E{uTv} < 0 is reformulated as

lim
T→∞

1

T

∫ T

0

uT (t)v(t)dt < 0 ⇒ −E{uTv} > 0 ⇒ −E{uT (Cx+Du)} > 0(3.1)

32
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We then define

(3.2) p̄
4
= −E{uT (Cx+Du)} > 0

A p̄ value less than zero implies overall energy is being extracted from the system, and

p̄ > 0 implies the long term trend of the energy is being extracted from the network.

The first step towards generating a regenerative controller is to be able to enforce

the regenerative constraint, i.e. E{uTv} < 0. To do so, consider reformulating the

regenerative constraint as proposed in [88] via the following theorem.

Theorem 1 : Assume N to be WSPR and that R
4
= −1

2
(D +DT ) > 0. Then

(3.3) p̄ = p̄0 − E{(u− Fx)TR(u− Fx)} > 0

where p̄0 = −BT
wTBw > 0, F = −R−1(1

2
C +BT

u T ), and T = T T satisfies the Riccati

equation

(3.4) 0 = ATT + TA− (1
2
CT + TBu)R

−1(1
2
CT + TBu)

T

Moreover, the controller u = Fx is stabilizing. It should be noted that in order for

(3.4) to have a stabilizing solution, the system N must be WSPR.

Proof. For some T = T T and ψ = xTTx, from Itô calculus it is a standard result

that:

d

dt
E{ψ} = E{xTT (Ax+Bu)}+ E{(Ax+Bu)TTx}+ tr{BT

wTBw}(3.5)

This can be rewritten in the following matrix form:

d

dt
E{ψ(t)} =E


[
x

u

]T [
ATT + TA TB

BTT 0

][
x

u

]+ tr{BT
wTBw}(3.6)

Now, impose stationarity (i.e., A2 from Chapter 2):

0 =E


[
x

u

]T [
ATT + TA TB

BTT 0

][
x

u

]+ tr{BT
wTBw}(3.7)
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Add and subtract p̄ = E{uTv}:

p̄ =E


[
x

u

]T [
ATT + TA 1

2
CT + TB

1
2
C +BTT R

][
x

u

]+ p̄0(3.8)

Using the definition for F , this can be alternatively expressed via a Schur compliment

as:

p̄ =E


[
x

ū

]T [
ATT + TA− F TRF 0

0 R

][
x

ū

]+ p̄0(3.9)

where F is defined above and ū = u− Fx.

At this point, it becomes advantageous to utilize the modified version of the

PRL outlined in (2.6)-(2.7) applied to the matrix in (3.8). Since the disturbance

realization is uncontrollable, the range space of the matrix E will be the range space

of the first nx rows and columns of A, where nx is the dimension of xN . The last

na, the dimension of xA, rows and columns of A will be uncontrollable. The positive

real lemma outlined in (2.6)-(2.7) can be reformulated as the Riccati equation

ATP + PA+ (BTP − Ĉ)TR−1(BTP − Ĉ) = −LLT + LW T (WW T )−1WLT(3.10)

where Ĉ = −1
2
C. The right hand side of (3.10) can now be recast as a negative

semi-definite matrix, i.e., ∃P = P T such that

ATP + PA+ (BTP − Ĉ)TR−1(BTP − Ĉ) ≤ 0(3.11)

ETPE > 0(3.12)

This can be reformulated, via a Schur Compliment, as a convex LMI. Via [4], given

R > 0, the set of solutions to the LMI include the case when (3.11) is an equality.

Therefore ∃ P̂ = P̂ T such that

AT P̂ + P̂A+
[
BT P̂ − Ĉ

]T
R−1

[
BT P̂ − Ĉ

]
= 0(3.13)

ET P̂E > 0(3.14)
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Moreover, A+BR−1(BT P̂ − Ĉ) is stable. Defining T = −P̂ , the above is equivalent

to (3.4) and (A+BF ) is stable. Utilizing this fact, (3.9) is equivalent to

p̄ =E


[
x

ū

]T [
0 0

0 R

][
x

ū

]+ p̄0(3.15)

which is equivalent to (3.3).

Using the above theorem the regenerative constraint (3.1) can be expressed as

(3.16) E
{

(u− Fx)TR(u− Fx)
}
< p̄0

3.2 Accounting for Parasitics

With any regenerative controller, a major limiting factor is the parasitics involved,

which manifest themselves in the transfer of mechanical to electrical energy and vice

versa. These losses will occur irrespective of what technology is used (e.g., hydraulic,

electronic, etc.) or level of power is being absorbed. The above power generation

terms assume a perfect system (i.e., no parasitics), but this will not hold in real-life

applications. There will be losses throughout the power electronics, which utilize

high-bandwidth tracking at each of the transducers via pulse width modulation or

hysteretic switching control. The entirety of the parasitics involved would require a
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Figure 3.1: Parasitics Approximation
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deep understanding of the electronics used and would result in a complex character-

ization, so a conservative model will be used. Using a model proposed by [88] and

advanced by [104], the parasitics are over-bounded by a combination of conductive

losses and static losses which are irrespective of the level of power. It can be shown

that for many systems that these losses can be approximated as a function of the

current u, and manifest themselves in a semi-concave curve that is a function of u2.

Figure 3.1 shows the semi-concave curve in question, and the approximation being

done. This approximation has values {p̄d, Rd} which parametrize a function linear in

u2 . p̄d is the static power consumption and Rd is the transmission resistance matrix.

This allows for a conservative approximation of the parasitic loss model as

(3.17) µ(u(t)) = p̄d + uT (t)Rdu(t)

This alters (3.2) to

(3.18) p̄ = −E
{
uT (Cx+Du)

}
− E{p̄d + uTRdu}

Which, in the optimization procedure, modifies R to be

(3.19) R = −1
2
(D +DT ) +Rd

and p̄0 to be

(3.20) p̄0 = −BT
wTBw − p̄d

Throughout much of the following work, the regenerative controller will be optimized

over varying values of p̄d and Rd. As the parasitics increase, the performance of the

regenerative controller suffers. Therefore, the parasitic parameters are the main

hindrance of the performance of the regenerative controller.
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3.3 Regenerative Controller Optimization

The controller K is assumed to be linear time invariant, strictly proper, finite-

dimensional, and of the form

(3.21) K =

{
xK = AKxK +BKy

u = CKxK +DKy

With this controller in hand, the closed loop system state vector is defined as x̂ =

[x xK ]T with the associated state space equations

(3.22) T =


x̂ = Âx̂+ B̂w

z = Ĉzx̂

r = Ĉrx̂

where r = u− Fx and

Â =

[
A+BDKCy BCK

BKCy AK

]
, B̂ =

[
Bw

0

]
(3.23)

Ĉz =
[
Cz +DzDKCy DzCK

]
Ĉr =

[
−F +DKCy CK

]
(3.24)

For the controller, the feed-through term is assumed to be zero, i.e., DK = 0. To

minimize the system cost J via a regenerative controller, the following theorem is

proposed.

Theorem 2: Controller K is stabilizing, regenerative, and has performance J < γ

if and only if there exist matrices P = P T > 0, Q = QT > 0 such that[
ÂTP + PÂ •

B̂TP −I

]
< 0(3.25)

[
γ •
ĈT
zi P

]
> 0 , i ∈ {1 . . . nz}(3.26)

[
Q •
ĈT
r P

]
> 0(3.27)

p̄0 + tr{QR} < 0(3.28)
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Proof. To frame the optimization problem as a series of convex LMIs, first define

Ŝ = E

{[
xxT xxTK

xKx
T xKx

T
K

]}
> 0(3.29)

Ŝ is positive definite due to Â being Hurwitz. Then, ∃P = P T > 0, Q = QT > 0

such that Ŝ simultaneously satisfies the following inequalities:

ÂŜ + ŜÂT + B̂B̂T = 0(3.30)

ĈzŜĈ
T
z = J , i ∈ {1 . . . nz}(3.31)

tr
{
ĈrŜĈ

T
r R
}

= −p̄0(3.32)

We can now find a S > Ŝ such that J < γ if and only if ∃P = P T > 0, Q = QT > 0

such that

ÂS + SÂT + B̂B̂T < 0(3.33)

ĈzSĈ
T
z < γ , i ∈ {1 . . . nz}(3.34)

tr
{
ĈrSĈ

T
r R
}
< −p̄0(3.35)

Taking the Schur compliment of the three LMIs above and defining P = S−1, one

yields (3.25)-(3.28). Since S is positive definite, it is invertible.

The objective is to minimize γ over the optimization domain {AK , BK , CK , P,Q}

subject to (3.25)-(3.28). The above optimization presents two problems, initially that

the first LMI in non-convex. Additionally, the optimization variables {AK , BK , CK}

are realization dependent. To alleviate both of these issues, a method proposed by

Scherer [87] is utilized. The variables P and P−1 are redefined as

P =

[
Y •
NT ×

]
P−1 =

[
X •
MT ×

]
(3.36)
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where X, Y ∈ Rn×n and × is a term that is unnecessary to define. With this new

definition of P, P−1 the constraints (3.25)-(3.27) can be shown to be of the form
∆1 + ∆T

1 • •
AT + ÃT ∆2 + ∆T

2 •
BT
w BT

wY −I

 < 0(3.37)


γ • •

XCT
zi + C̃TDT

zi X •
CT
zi I Y

 > 0, i ∈ {1 . . . nz}(3.38)


Q • •

C̃T −XF T X •
−F T I Y

 > 0(3.39)

p̄0 + tr{QR} < 0(3.40)

where the new variables {Ã, B̃, C̃} are of the form

Ã = NAKM
T +NBKCyX + Y BCKM

T + Y AX(3.41)

B̃ = NBK(3.42)

C̃ = CKM
T(3.43)

and

∆1 = AX +BC̃(3.44)

∆2 = Y A+ B̃Cy(3.45)

The optimization problem is now convex and realization-independent. The objective

is to minimize γ over the optimization domain {Ã, B̃, C̃,X, Y,Q} subject to (3.37)-

(3.40). Since this problem is convex, the solution can be found efficiently through

standard LMI solvers [9]. It should be noted that M,N can be found via the rela-

tionship MNT +XY = I once the solution to the above optimization is found. The
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controller characteristics {AK , BK , CK} can be found via the relationships described

in (3.41)-(3.43).

Additionally, it is necessary to define noise in the feedback output y. It is assumed

y is corrupted by white noise with a spectral intensity matrix Ξ. This ensures a finite

controller and merely adjusts (3.25) to
∆1 + ∆T

1 • • •
AT + ÃT ∆2 + ∆T

2 • •
BT
w BT

wY −I •
0 B̃T 0 −Ξ−1

(3.46)

An interesting note is that this problem can be easily modified to a power genera-

tion optimization. All one would need to do is fix some value of γ and change the

objective such that it minimizes p̄. Once this convex optimization is run, optimal

regenerative controller characteristics {Ã∗, B̃∗, C̃∗, Y ∗, X∗} are obtained and thus the

original controller characteristics {A∗K , B∗K , C∗K} can be found.

3.3.1 Example

To formulate an example, consider the three-degree of freedom structure shown

in Figure 2.1 with all system values as stated in Chapter 2. In the power spectral

density of the base accelerations, it is assumed the natural frequency ωn = 1 and

damping ratio ξ = 0.125. As a note, for all other examples, it is assumed ξ = 0.25.

The fictitious noise was assumed to be of value Ξ = 1e − 6 for all examples. The

performance vector is defined as

(3.47) z =
[
x2 − x1 ẍ3 + ẍ0 u

]T
and

(3.48) y = v = ẋ1 − ẋ0
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Figure 3.2: Surface Plot of Performance Ratio of Active vs. Regenerative Control over the Parasitics

Figure 3.2 shows a surface plot of the performance ratio

(3.49)
J |unconstrained
J |regenerative

This ratio is being plotted as a function of the parasitic parameters p̄d and Rd. The

unconstrained controller does not change over the parasitic parameters, but the re-

generative controller performance will deteriorate over the parasitics. If the ratio is

high, the regenerative controller has similar performance to the unconstrained active

controller. As parasitics increase and the performance of the regenerative controller

decreases, this ratio lowers and the active controller possess a larger advantage com-

pared to the regenerative controller/ The first thing to note is the feasible boundary

of the regenerative controller. Even if the sole objective of the regenerative controller

was power generation, it would be unable to overcome the parasitics constraints and

therefore is not feasible. Additionally, the region in white corresponds to a perfor-

mance ratio of one, and therefore the regenerative controller is able to replicate the

performance of an active controller.

An interesting dichotomy is the relationship between power generation and dis-
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turbance rejection in the regenerative controller. As the parasitics increase, the

hardware parasitics limit the controller so much that it exclusively focuses on power

generation, which in term severely hampers the control performance. As it hits the

feasible boundary, the regenerative controller is unable to generate any power, even

when that is its sole focus. As the parasitics decrease, the controller can focus on

implementing control and performance can mirror an optimal LQG controller. The

positive power generation comes as a byproduct of the LQG control algorithm i.e.,

the regenerative constraint does not need to be explicitly enforced. As the parasitics

increase, the performance ratio drops as the constraint p̄ 6 0 becomes activated and

the ratio drops until it hits the boundary. However, for low enough parasitics, the

regenerative controller is able to replicate active LQG unconstrained control perfor-

mance. This is significant because it means that, for capable electronics, there is no

drop-off between a regenerative and active controller.

The plot in Figure 3.3 shows the performance ratio of an active to a regenerative

controller for various performance objectives, given the same system specified in

Chapter 2. The first row corresponds to a performance vector of

(3.50) z =
[
ẍ1 + ẍ0 ẍ2 + ẍ0 ẍ3 + ẍ0 αu

]T
where α is the ratio for which the control input is multiplied and ẍi+a is the absolute

acceleration of the ith degree of freedom. In the first column of all plots, α = 1, and

in the second α = 0.1. The case α = 0.1 corresponds to the case when there is not

as large a reliability on control force. This could be the case if the supercapicator

(for the regenerative controller) was very large, or the springs, dashpots, and masses

could handle a very large control force requirement. Or in the case when the other

performance measure vector terms have an increased importance. The second row
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Figure 3.3: Surface Plot of Active vs. Regenerative Performance Ratio, of 3 DOF, One Input
Structure for Different Performance Variables

of Figure 3.3 corresponds to a performance vector of

(3.51) z =
[
x1 x2 x3 αu

]T
where xi is relative displacement of the ith degree-of-freedom and α is the same as

the previous row.

It is interesting to note the change in performance over the various performance

objectives and α values. The regenerative controller is able to replicate the perfor-

mance of an active controller for a much larger region when α = 1. One explanation

for this result is that when α = 0.1, the control device can utilize a much larger

force output without a great force penalty in the cost function. This allows for a

much more effective active controller. However, when a regenerative controller is
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implemented, parasitics are introduced. When α = 0.1 and more control force is

utilized, the parasitic parameter Rd has a much higher effect and therefore cost is

diminished.

Additionally, there is a much larger discrepancy in the α values in the absolute

acceleration case compared to the relative displacement case. One possible rationale

for this is that a controller, when focusing on the acceleration of the structure,

requires a much larger force to minimize the cost. A large amount of control force

required would then produce this large discrepancy.

3.3.2 Two Transducers Examples

The third set of examples, Figure 3.4, consists of a system with two transducers,

shown in Figure 3.4a. Again the springs and masses are non-dimensionalized at value

one and the dashpots are of value 0.01. The power spectral density of the exogenous

disturbance can again be characterized as in (4.25). In this example, the feedback

laws are again collocated, but now y is a vector of the form

y = v =

[
ẋ1 − ẋ0
ẋ2 − ẋ1

]
(3.52)

The performance vector for the first row is now

(3.53)
[
ẍ1 + ẍ0 ẍ2 + ẍ0 ẍ3 + ẍ0 αu1 αu2

]T
and for the second row

(3.54)
[
x1 x2 x3 αu1 αu2

]T
Once again, the first column corresponds to the case when α = 1 and the second

column corresponds to α = 0.1. and the exogenous disturbance filter is the same as

in the case with one transducer. It is interesting to note the lessened area of feasible

control laws. Because there are now two transducers, the effect of the parasitic
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(b) Absolute Acceleration of Two Transducer
System with α = 1
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(c) Absolute Acceleration of Two Transducer
System with α = 0.1
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(d) Relative Displacement of Two Transducer
System with α = 1
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Figure 3.4: Surface Plot of Active vs. Regenerative Performance Ratio, of 3 DOF, Two Transducer
Structure

parameters {p̄d, Rd} is much higher. There is once again a large discrepancy between

the two absolute acceleration plots, but there is also now a more noticeable difference

in when α changes value. When α = 1, the two transducers must control the system

without a large amount of control force, and therefore the regenerative controller can

replicate the performance of the active controller for a much larger region.
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3.3.3 Quarter Car Model Example

Figure 3.5 shows an example on the quarter car model from Figure 2.3 when

ωn = 10 and ξ = 0.25. The mass, stiffness, and damping values are as defined

in Chapter 2.3.2, and the performance vector z values is composed of the absolute

acceleration of x2 and the control force u, i.e.,

(3.55) z =
[
ẍ2 αu

]T
Since, in automotive examples, the acceleration of the wheel is not important to

the comfort of the occupants, ẍ1 was not included. The columns represent different

values of α, which multiplies by the force input u in the performance vector. To note,

for both the Quarter and Half car models α ∈ {0.01, 0.1} rather than {0.1, 1}. The

lower weights on force vectors allowed for a more interesting result to be obtained,

as when α = 1 little to no control force was applied.

These examples showcase an interesting, new result for the regenerative controller.

When α = 1 less control force is utilized, and therefore the dynamic parameter Rd

has a much lower effect on the performance of the regenerative controller. The
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System with α = 0.1
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Figure 3.5: Surface Plot of Active vs. Regenerative Performance Ratio for Quarter Car Model
System
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static parameter pd is the only one which significantly decreases the performance of

the controller. Additionally, for a lower Rd value the performance barely suffers as

the parasitic values reach the feasibility line. This would seem to suggest that the

controller need not apply a large amount of force to control the system effectively.

When α = 0.1, the performance is much more dependent on the dynamic parameter

Rd. In this scenario, the control law can utilize a larger amount of force without as

large of penalty in the cost function.

Overall, for this example, the regenerative controller is able to replicate the per-

formance of an active controller much more effectively. However, much like the two

transducer case, the feasibility region is much more narrow than the one transducer

structural case. This introduces an interesting dichotomy between the two types of

examples. The quarter car model example does not need a large amount of control

force, and therefore have a much larger area of active controller replication. However,

the quarter car example provides a much more narrow feasibility area for the para-

sitic parameters. The single transducer structural example provides a much larger

feasibility region but a smaller area of active controller replication.

3.3.4 Half Car Model Example

Figure 3.6 shows examples on the half car model from Figure 2.4. As a reminder,

ωn = 100, which is roughly five to ten times higher than the largest natural frequency

of the system. Also, ξ = 0.25. The mass, stiffness, and damping values are as defined

in Chapter 2.3.3, and the performance vector z values are

(3.56) z =
[
ẍ3 θ αu1 αu2

]T
The columns represent different values of α ∈ {0.01, 0.1}, which multiplies by the

force input u in the performance vector. For the results, it would appear as though
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(a) Absolute Acceleration of Half Car Model Sys-
tem with α = 0.1
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System with α = 0.01

Figure 3.6: Surface Plot of Active vs. Regenerative Performance Ratio for Half Car Model System

there is a very small window of replication of performance of the regenerative con-

troller. However, if the parasitic parameters are kept within reasonable levels, the

regenerative controller can replicate the performance of the active controller quite

effectively. The regenerative controller can generate power for large values of p̄d, and

therefore the majority of the area shown in Figure 3.6 has a very low ratio. In reality

there is a much larger area of feasibility and a much larger area of replication, as

there is now a much larger potential for static power loss.

The examples in this chapter showcase the comparison between active and re-

generative control laws over a variety of examples. These examples differ in scope

and results, but it is clear that, for low enough parasitics, in general a regenerative

controller can replicate an unconstrained active control law. This would seem to

suggest a regenerative controller can outperform a passive controller.



CHAPTER 4

Passive Control

As mentioned, the passive controller serves as a baseline comparison for the opti-

mal regenerative controller due to its practicality and cost efficiency. However, the

passive controller has a limited domain and therefore its performance suffers. The

comparison of regenerative and passive controllers allows for a more detailed under-

standing of the effectiveness and practicality of the regenerative control network.

Much work has been done to optimize an SPR controller in an LQG context.

Lozano-Leal and Joshi [67] wrote a benchmark paper which, by adjusting the weights

in the LQG optimization, produce an SPR controller. This was advanced and lever-

aged in numerous other papers [35, 60,61]. However, the problem type in [67] arises

only in special occasions and is not applicable to many structural systems. When

this special circumstance does not hold, the control problem is non-convex and the

methods presented will not produce a closed-form solution. It is even unclear under

which circumstances the optimal controller has a finite dimension [14]. Previous work

has also optimized SPR controllers with conservatism on all controller characteristics

but the observer [26,91,92] or regulator [20]. Even with the added conservatism, the

optimization problem is non-convex and over-bounding techniques must be used.

49
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The passive controller is assumed to be of the form

(4.1) Kp =

{
ẋp = Apxp +Bpy

u = Cpxp +Dpy

In order to enforce the SPR conditions in a state-space sense, the Kalman-Yakubovich-

Popov (KYP) Lemma was developed. This lemma states that if Kp is SPR if and

only if ∃ Wp = W T
p > 0 such that

(4.2)

[
ATPWp +WpAp + λWp WPBP + CT

p

BT
pWp + Cp DT

p +DT
p

]
≤ 0

for some λ > 0 holds.

With no assumptions regarding the controller, it is easy to see this LMI is non-

convex. The optimization domain is {Wp, Ap, Bp, Cp, Dp}, which creates nonlinear-

ities in three out of four terms in (4.2). This fundamental nonconvexity proves to

be a difficult problem, and the reason many researchers make assumptions regard-

ing characteristics of the controller. In order to find the optimal passive controller,

two methods have been implemented. The first consists of moving the zeros of the

regenerative controller to find the closest possible passive controller. In this method,

the controller variables Ap, Bp are assumed to be the same as the regenerative con-

troller, which introduces conservatism into the optimization. In the next method,

the passive controller is optimized with no conservatism, save for the specification of

the controller dimension. The moving of zeros method is compared to a regenerative

controller thorough a simple example, and the optimal passive controller is compared

to an optimal regenerative controller via a number of examples.

4.1 Moving of Zeros

This section aims to find the distance between passive and regenerative controllers,

i.e., how close a passive controller is to an optimal regenerative controller. That is,
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what is the closest Kp ∈ KP to the optimized regenerative controller K∗ ∈ KR? To

obtain this passive controller, the optimization procedure will seek to define some

tolerance ε0 such that ‖Kp−K∗‖∞ < ε0, where K∗ has the transfer function C∗K(sI−

A∗K)B∗K , i.e., the regenerative controller optimized in the previous chapter. We define

some tolerance ε0 such that we can conclude K∗ is “effectively passive” if ε < ε0. If

ε > ε0, there is a distance between the two controllers. To visualize this, consider the

case where Re{K∗(jω)} < 0 except at a few frequencies which are not significant,

such as a few high frequencies where |K∗(jω)| is very small. In this case, it would

be conceivable to find a passive system very close (within ε0) to this system which

will give closely related performance. If this passive controller has a similar form and

therefore comparable performance, it would lesson the practicality of the regenerative

controller.

4.1.1 Derivation

The goal becomes to find a passive realization Kp ∈ KP which minimizes ‖Kp −

K∗‖∞. There is some additional conservatism introduced, as it is assumed Ap = A∗K

and Bp = B∗K . This amounts to moving the transfer function zeros of the regenerative

realization, while maintaining the poles. With this assumption, via the Bounded Real

Lemma, we have that ‖Kp −K∗‖∞ < ε if there exists Tp = T Tp such that

(4.3)


A∗TK Tp + TpA

∗
K • •

B∗TK Tp −εI •
Cp − C∗K Dp −εI

 < 0

Additionally, for the controller Kp to be passive there must exist a Wp = W T
P > 0

such that

(4.4)

[
A∗TK Wp +WpA

∗
K •

B∗TK Wp + Cp DT
p +Dp

]
< 0
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The optimization goal becomes to minimize ε over {Cp, Dp, Tp,Wp} subject to (4.3),

(4.4). This optimization is convex, but it is also realization-specific. To alleviate this

dependence, consider rewriting the above regenerative control parameters in terms of

the non-dimensionalized optimal regenerative controller characteristics {Ã∗, B̃∗, C̃∗}

and transforming the passive parameters such that C̃p = CpM
T , D̃p = Dp. From

this point, one can show the above optimization is equivalent to finding T̃p = T̃ Tp >

0, W̃p = W̃ T
p > 0 (see Appendix for proof) such that

ĀT T̃pG+GT T̃pĀ • •
B̃∗T T̃pG −εI •
C̃p − C̃∗ D̃p −εI

 < 0(4.5)

[
ĀT W̃pG+GT W̃pĀ •
B̃∗T W̃pZ + C̃p D̃T

p + D̃p

]
< 0(4.6)

where

Ā = Ã∗ − B̃∗CyX∗ − Y ∗BuC̃
∗ − Y ∗AX∗(4.7)

G = I − Y ∗X∗(4.8)

Our optimization goal is now to minimize ε over the optimization domain {C̃p, D̃p, T̃p, W̃p}

subject to (4.5), (4.6). This reformulation alleviates the necessity to find M,N .

These can be found using the relationship I − Y ∗X∗ = MNT once the optimization

is complete. It should be noted that the X∗, Y ∗ values are the variables generated

in the regenerative control optimization. M and N in turn would be used to find

AK , BK , CK .

One thing to note is that (4.5)-(4.6) requires ĀG−1 to be Hurwitz. ĀG−1 being

non-Hurwitz means the optimal regenerative controller is open-loop unstable. For

obvious reasons the zeros of an open-loop unstable transfer function cannot be moved

to form a passive transfer function. Therefore, any unstable regenerative controller

will not have a passive counterpart and is shown as such.
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Figure 4.1: Surface Plot of ε Values over Parasitics with Open-Loop Unstable Regions Shown

4.1.2 Example

To formulate an example, the three-degree of freedom structure shown in Figure

2.1 is again considered. In the power spectral density of the base accelerations, it

is again assumed the natural frequency ωn = 1 and damping ratio ξ = 0.125. The

performance vector is again defined as in (3.47) and y = v is defined as in (3.48).

Figure 4.1 is a surface plot which shows the ε value over the parasitic region

normalized by ‖K∗‖∞ i.e.,

(4.9)
‖Kp −K∗‖∞
‖K∗‖∞

It is interesting to note that for much of the region, the optimal regenerative con-

troller is open-loop unstable and therefore no passive controller can be realized.

Additionally, a good portion of the region ε = 1, which implies that at its peak

value the regenerative controller is negative real, and the passive controller Kp is

merely set equal to zero. There are a few regions where a passive controller can be

optimized (and ε < 1), but for the most part the passive controller was not able to
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be optimized. This, at the very least, shows that the two controllers are inherently

different. The regenerative controller can occupy a domain which a passive controller

simply cannot. This passive to regenerative performance ratio will be investigated

in the next section, but for now the comparison of the two controllers is unclear.

4.2 Optimal Passive Control

With the optimization strategy presented previously (i.e., the moving of zeros),

we found the regenerative and passive controllers appear to be inherently different

and determined some characteristics of a regenerative controller. While giving an

initial intuition, the complete comparison of the two controllers remains to be seen.

The work presented in this section will attempt to optimize a passive controller

without any assumptions regarding the controller matrices (other than dimension).

Comparing the optimal regenerative controller K∗ ∈ Kr with an optimal passive

counterpart allows for a more complete comparison. It is assumed the controller

is SPR; however, this assumption is mild, since any passive controller can be re-

formulated as an SPR function.

To enforce K ∈ KP , the first step is the positive-real lemma outlined in (4.2). The

closed-loop stability constraint (3.25) and cost constraint (3.26) additionally become

constraints in the optimization. Therefore, the closed loop LQG performance J < γ

if and only if there exist Wp = W T
p , P = P T such that (4.2), (3.25), (3.26) hold.

Once again, the controller characterization is realization dependent. To alleviate

this, the method proposed in [87] is again utilized. But, unlike the regenerative case,

this transformation does not produce a convex set of LMIs (see Appendix Section
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7.2.2 for proof). The optimization LMIs are transformed into the new constraints

[
AX +XAT +BC̃ + (BC̃)T +BwB

T
w •

BwB
T
w + Ã+ (AZ +BD̃BTZ)T BwB

T
w + ZAT + AZ + B̃BTZ + (B̃BTZ)T

]
< 0

(4.10)


X • •
Z Z •

CzX +DzC̃ CzZ +DzD̃B
TZ Q

 > 0(4.11)

[
ΨTZ(I − Y X) + (I −XY )ZΨ •

(B̃T − Y BD̃)TZ(I − Y X) + C̃ − D̃CyX D̃T + D̃

]
< 0(4.12)

Z > 0(4.13)

where Z = Y −1 and

(4.14) Ψ = Ã− Y AX − B̃CyX − Y BC̃ − Y BD̂CyX

The optimization goal is to minimize γ over the optimization domain {Ã, B̃, C̃, D̃, Y,X, Z}

subject to (4.10)-(4.13). The obvious problem is the non-convexity culminating in a

quad-linear term together in two terms of the (1,1) term of (4.12). There is no co-

ordinate transformation or reformulation which will recover convexity in the passive

controller optimization, which means non-convex methods must be implemented.

4.2.1 Iterative Convexification Over-Bounding (ICO) Technique

The non-convex optimization method utilized here stems from methods which

were proposed simultaneously by de Oliveira [16] and Shimomura [91]. These tech-

niques were updated in [90] with the use of weighting matrices. The derivations and

methodology have been given their own Chapter, Chapter 5. The general idea behind

the method is to solve a non-convex problem via a series of convex, over-bounding

problems. It takes many iterations, but will converge to an optimal point.
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The reader is directed towards Chapter 5.1.2 to see the methods which are applied

to the LMI equations within the current chapter.

4.2.2 Optimal Passive Controller with Non-Convex Optimization

Utilizing the ICO principle, the optimization LMIs (3.37), (3.38), (4.12) can be

over-bounded to create convex LMIs. It should be noted that in the regenerative

formulation, (3.37), (3.38) are convex after the coordinate transformation. However,

in this formulation, we have redefined Ã ← ZÃ, B̃ ← ZB̃ , and P ← Y PY . This

creates nonconvexities in the originally convex (3.37), (3.38). Additionally, define

G0(S,R) = S0R
T + RST0 + SRT

0 + R0Q
T − Q0R

T
0 − R0Q

T
0 and Θ = BwB

T
w . For

the full proof, see the Appendix, but to preserve brevity the LMIs (3.37), (3.38) are

reformulated as the convex constraints

0 >


([

Θ + AX +XAT +BC̃ + C̃BT •
Θ + Ã+ ZAT Θ + ZAT + AZ

]
+ G0

([
0

ZB

]
,

[
BD̃

B̃

])) [
0

(Z − Z0)BW10

] [
B(D̃ − D̃0)

(B̃ − B̃0)

]
• −2W10 +W1 0

• • −W1



(4.15)

0 <






X Z (CzX +DzC̃)T

Z Z ZCT
z

CzX +DzC̃ CzZ Q

+ G0




0

ZB

0

 ,


0

0

DD̃






0

(Z − Z0)B

0




0

0

D(D̃ − D̃0)W2k


• W2 0

• • 2W20 −W2



(4.16)

Defining

T0 = (B̃0 −BD̃0)
T(4.17)

U0 = (Z0 −X0)P0(4.18)

V0 = (ÃT0 −X0A
T − C̃T

0 B
T −X0BT0(4.19)
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(4.12) is reformulated as

0 >


U0(Ã− AX −BC̃ − V T

0 ) + (Ã− AX −BC̃ − V0)TUT
0 • • •

C̃ + (B̃ −BD̃ − T T0 )TUT
0 D̃ + D̃T • •

−W30U
T
0 0 −W30 +W3 •

Ã− AX −BC̃ − V T
0 B̃ −BD̃ − T T0 0 −W3



(4.20)

+ G0




U0(B̃ −BD̃)

D̃

0

B̃ −BD̃

 ,

−XB

0

0

0



+ G0




V0P

T0P

P

0

 ,

Z −X

0

0

0





+


(X −X0)B

0

0

0

W4


(X −X0)B

0

0

0


T

+


U0(B̃ −BD̃ − T T0 )

D̃ − D̃0

0

B̃ −BD̃ − T T0

W−1
4


U0(B̃ −BD̃ − T T0 )

D̃ − D̃0

0

B̃ −BD̃ − T T0


T

+


(Z −X)− (Z0 −X0)

0

0

0

W5


(Z −X)− (Z0 −X0)

0

0

0


T

+


V0(P − P0)

T0(P − P0)

(P − P0)

0

W−1
5


V0(P − P0)

T0(P − P0)

(P − P0)

0


T

where one can take the Schur compliment of the last four terms in order to render

an equivalent linear matrix inequality. The optimization procedure is to minimize

γ over the optimization domain {Ã, B̃, C̃, D̃, P,X, Z} subject to the now convex

LMI constraints (4.15), (4.16), (4.21), and (4.13). Complicating the optimization,

each of the LMI constraints require feasible starting points, such that (4.15), (4.16),

(4.21) still hold when Ã = Ã0, B̃ = B̃0, etc. Additionally, the ICO non-convex

technique requires many iterations to find an optimal solution. The over-bounding

technique requires convergence at a sub-optimal minimal point at each iteration.

This sub-optimal point is the convexification point for the next iteration, and the

cycle repeats. So this technique allows for a series of convex optimization problems
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to be solved which ultimately solve a non-convex optimization problem. Therefore

it can take many iterations for the optimization to converge towards the globally

optimal controller. Once the controller is optimized, the values for {Ap, Bp, Cp, DP}

can be backed out from the relationships

Ã = NAPM
T +NBPCyX + Y BCPM

T + Y AX(4.21)

B̃ = NBP(4.22)

C̃ = CPM
T(4.23)

D̃ = DP(4.24)

4.2.3 Optimization Design Algorithm

As stated, initial feasible optimization variables {Ã0, B̃0, C̃0, D̃0, X0, Y0, Z0,W10, . . .W50}

and many iterations are necessary to conduct the optimization. To generate these ini-

tial convexification points and alleviate some of the computational burden, a design

technique is introduced. The iterative algorithm is described as such:

1. Minimize γ subject to (3.37), (3.38) to find an initial controller.

2. Given {Ã, B̃, C̃, D̃,X} and Z = Y −1 from the previous step, generate a con-

straint which replaces the right-hand side of (4.12) with some variable expres-

sion εI, where ε is a scalar and I is appropriately sized. The {Ã, B̃, C̃, D̃,X, Z}

values are fixed from the previous step and not optimization variables. The

optimization goal is to minimize ε over P subject to (4.12) with the right-hand

side of (4.12) set to ε.

3. From the previous step, feasible optimization variables {Ã, B̃, C̃, D̃,X, Z} and a

Lyapunov variable P such that the left side of (4.12) is less than some minimized

constant ε are available. From this point, set the left-hand sides of (4.15), (4.21)

to εI and the left-hand side of (4.16) to −εI, with I appropriately sized for each



59

constraint. For our purposes, these constraints will be named (4.15ε,) (4.21ε),

(4.16ε). It should be noted that if ε > 0 , these three LMIs are over-bounded.

Use the optimization variables from Steps 1 and 2 as initial feasible points for the

convexification. Now, solve the optimization problem with a fixed γ value while

trying to minimize ε subject to (4.15ε), (4.21ε), (4.16ε) and (4.13). Incrementally

increase γ each iteration by some factor α such that γi+1 = (1 +α)γi, where i is

the iteration number, while the optimization program attempts to bring down

ε. Continue increasing γ until ε < 0, which overbounds each of the constraints.

For each iteration, use the optimizations variables {Ã, B̃, C̃, D̃,X, Z, P} from

the last iteration as convexification points.

4. Lastly, the minimization of γ can occur. The optimzation variable values

from the last iteration of Step 3 serve as the initial “convexification” points

for the first iteration of Step 4. The objective is to now minimize γ over

{Ã, B̃, C̃, D̃,X, Z, P} subject to (4.15), (4.16), (4.21), (4.13). For the current

iterations, the values of {Ã0, B̃0, C̃0, D̃0, X0, Z0, P0} are set to the variable values

{Ã, B̃, C̃, D̃,X, Z, P} from the previous iteration. For the first iterations, use

the optimization variables from the last iteration of the previous step. At each

iteration, some cost value γi is generated, which can be compared to the cost at

the previous iteration γi−1. Continue this iteration until γi−1 − γi < σ, where

σ is some user-chosen tolerance. Due to the property of the convexification

algorithm, the cost at the current iteration is guaranteed to be lower than the

previous iteration, and the algorithm will converge, albeit slowly.

At the end of Step 4, a non-conservative controller Kp ∈ KP will be generated. Due

to the property of the algorithm, as the convergence algorithm gets closer to the

optimal point, the convergence steps get smaller and the algorithm will move more
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slowly. Nonetheless, after many iterations an optimal passive controller can be found.

4.2.4 Examples When Compared to Optimal Regenerative Controller

One Transducer Structural Example

For the first set of examples, the system used is the same as in the previous

section, i.e. Figure 2.1. The only subtle difference is in the white noise filter for the

exogenous input. In this case, we have changed ξ = 0.25, i.e., the power spectral

density for the base acceleration a = ẍ0 is

(4.25) Sa(ω) =
ω2

(ω2 − 1)2 + (0.5ω)2

Shown in Figure 4.2 are four sets of data in the same manner as Chapter 3. Once

again, the first row corresponds to a performance vector of

(4.26) z =
[
ẍ1 + ẍ0 ẍ2 + ẍ0 ẍ3 + ẍ0 αu

]T
where α is the ratio for which the control input is multiplied and ẍi+a is the absolute

acceleration of the ith degree of freedom. Also as in the previous chapter, the first

column of all plots corresponds to α = 1 and the second α = 0.1.

Again, the second row of Figure 4.2 corresponds to a performance vector of

(4.27) z =
[
x1 x2 x3 αu

]T
where xi is relative displacement of the ith degree-of-freedom. We again assume

collocated feedback, i.e., y = v = ẋ1− ẋ0 for the regenerative and passive cases (this

is the only option in the passive case). Shown in the plots is the ratio of passive to

regenerative control, i.e.

JR =
Jpassive

Jregenerative

Therefore, a larger JR value corresponds to a much better performance of the regen-

erative controller. Again, the plots are being optimized over the parasitic parameters.
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(a) Absolute Acceleration with α = 1
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(b) Absolute Acceleration with α = 0.1
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(c) Relative Displacement with α = 1
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Figure 4.2: Surface Plot of Active vs. Regenerative Performance Ratio, of 3 DOF, One Input
Structure for Different Performance Variables

The passive controller is held constant throughout, while the regenerative controller’s

performance is deteriorating as the parasitics increase. As in Chapter 3, the first

thing to note is the feasible boundary that each plot has. This boundary is where

the regenerative controller can no longer overcome the parasitics of the electronics.

Each plot also has a solid black or gray line inside of the shaded region. These are

the points where JR = 1, i.e., the passive and regenerative controllers have the same

performance. Above this point the passive controller would be optimal, and below

it the regenerative controller is optimal.

The plots clearly show that the smaller the weight on the control force, the better

the regenerative performance. These smaller control force weights allow the regener-

ative controller to have an even larger domain and a much larger advantage over the
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passive controller. In the relative displacement case when α = 0.1, the value obtained

at {pd, Rd} = {0, 0} is 2.6772, a 267.7 % improvement. In a case where displacement

was more important than the control input, this would provide an almost three times

better performance. This discrepancy grows more than five times as large for the

absolute acceleration case with α = 0.1. In the case where {pd, Rd} = {0, 0} the

ratio of passive to regenerative cost was 17.98, or an almost 1800% improvement.

Two Transducer Structural Example

The second set of examples consists of a system with two transducers, shown in

Figure 3.4a. Again the springs and masses are non-dimensionalized at value one
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(a) Absolute Acceleration of Two Transducer
System with α = 1
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Figure 4.3: Surface Plot of Active vs. Regenerative Performance Ratio, of 3 DOF, Two Transducer
Structure, for Different Performance Variables
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and the dashpots are of value 0.01. The power spectral density of the exogenous

disturbance can again be characterized as in (4.25). In this example, the feedback

laws are again collocated, but now it is a vector of the form

y = v =

[
ẋ1 − ẋ0
ẋ2 − ẋ1

]
(4.28)

The performance vectors are now[
ẍ1 + ẍ0 ẍ2 + ẍ0 ẍ3 + ẍ0 αu1 αu2

]T
(4.29)

for absolute acceleration and [
x1 x2 x3 αu1 αu2

]T
(4.30)

for displacement. The exogenous disturbance filter is the same as in the case with one

transducer. The ratio of passive to regenerative performance, JR, is again shown in

Figure 4.3. The first thing to note are the increased parasitics, which are due to the

increased capability of the controllers to harvest energy. Therefore, the potential for

static parasitics (p̄d) is increased. Once again, the performance vector with α = 0.1

has a much higher regenerative performance potential. There also is an increased

dependency on the transmission resistance matrix, Rd. As Rd increases, there is

a decreased range of p̄d values which are feasible. Nonetheless, the regenerative

controller has a clear advantage over the passive system for all of the examples

shown. This performance ranges from roughly 10% to 1200%, but persists throughout

the various performance vectors. From these examples, it becomes clear that the

regenerative controller has the ability to outclass the passive controller for low enough

parasitics. In some cases (e.g. α = 0.1) the regenerative controller has significantly

lower performance than the passive controller. This would suggest allowing the

controller to exert a larger amount of force provides the regenerative controller with

a larger advantage compared to the passive controller.
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Figure 4.4: Surface Plot of Passive vs. Regenerative Performance Ratio for Quarter Car Model
System

Quarter Car Model Example

Figure 4.4 shows an example on the quarter car model pictured in Figure 2.3 when

ωn = 10. The mass, stiffness, and damping values are as defined in Chapter 2.3.2,

and the performance vector z values are the same as in Chapter 3.3.3 (i.e., absolute

acceleration of the body of the automobile and control force). The columns represent

different values of α, which multiplies by the force input u in the performance vector.

These plots show an interesting contrast to previous examples, which show a

larger increase in performance for the regenerative system. However, this perfor-

mance increase decreases quickly as parasitics increase. In the quarter-car model,

deterioration due to parasitics occurs much more slowly. The regenerative controller

is able to replicate its performance much more effectively. However, the advantage of

a regenerative controller over a passive controller is much lower than previous exam-

ples. There is little to no performance advantage across any of the plots, no matter

the frequency. Additionally, the performance degradation is much more pronounced,

when α = 1, for the pd parameter. Because α = 1, the controller expends less control

energy (to not increase the cost parameter), and the effect of the dynamic parasitic
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parameter Rd is much less influential in the cost value.

Half Car Model Example

Figure 4.5 shows examples on the half car model from Figure 2.4. Once again,

the mass, stiffness, and damping values are as defined in Chapter 2.3.3 and the

performance vector and disturbance values are the same as in Chapter 3.3.4 . The

figure is aligned the same as in previous examples, with the columns representing

values of α. It is assumed the parameters for the disturbance characterization are

the same as in Chapter 2.3.3.

Similar to the quarter car examples, the results in Figure 4.5 show little advantage

of a regenerative control law when compared to a passive control law. However, as in

previous examples the area of replication is much larger, and the advantage, albeit

small, persists though a large region of the parasitic values. One thing to note is that

the optimal passive control law is a ten degree-of-freedom transfer function. Using

techniques developed in [11] (see Appendix), this transfer function can be realized as

a series of springs, dashpots, inertial elements, and levers. However, the configuration

of these mechanical components, for a ten DOF system, will be quite complex. There
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will be multiple levers which may require to be spanned across multiple wheels. This

type of implementation is simply not practical, and therefore it may be advantageous

to consider a different type of passive control device.

Viscous Damping Half Car Model Example

Shown in Figure 4.6 is the case when, rather than an optimal passive control law,

a viscous damper is inserted where the control devices currently sit in Figure 2.4.

To solve for the optimal damping values, we cycled through values of c∗1 (damping

between DOF x1 and x4) and c∗2 (damping between DOF x2 and x5). We could then

compute performance as:

(4.31) J = CzPC
T
z

where P is the Lyapunov matrix which solves

(A+ K̃)P + P (A+ K̃)T +BwB
T
w = 0(4.32)

-3 -2 -1 0 1 2 3
0

200

400

600

800

1000

1200

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

pd

log10 Rd

(a) Zoomed in Absolute Acceleration and Angle
of Half Car Model System with α = 0.1

-3 -2 -1 0 1 2 3
0

200

400

600

800

1000

1200

0.2

0.4

0.6

0.8

1

1.2

pd

log10 Rd

(b) Zoomed in Absolute Acceleration and Angle
of Half Car Model System with α = 0.01

Figure 4.6: Surface Plot of Passive vs. Regenerative Performance Ratio for Half Car Model System



67

and

E =
[
ẍ3 Φ K̃

]T
(4.33)

K̃ =


0 0 0

0 −M−1k 0

0 0 0

(4.34)

k =


c∗1 0 −c∗1 c∗1l1

0 c∗2 −c∗2 −c∗2l2
−c∗1 −c∗2 c∗1 + c∗2 −c∗1l1 + c∗2l2

c∗1l1 −c∗2l2 −c∗1l1 + c∗2l2 c∗1l
2
2 + c∗2l

2
2

(4.35)

A shown in Figure 4.6, the advantage of the optimal regenerative controller over the

viscous damper is not significantly larger than that of the optimal passive control

law. However, the area of advantage is much larger than that of the optimal passive

controller. For the parameters selected, it appears the regenerative controller, while

still advantageous, is less so than that of the structural examples.

4.2.5 Concluding Remarks

Throughout the previous examples, an optimal regenerative controller was com-

pared to an optimal passive controller. For the structural examples, there was a

clear cut advantage of the regenerative controller over its passive counterpart. This

advantage ranged from 10% to 1600%, but continually persisted. The half-car model

example also showcased a clear advantage, albeit on a smaller scale, for both an

optimal passive control law and an optimized viscous damping force. The opti-

mal passive control law is not practical in an automotive setting, and therefore we

consider the viscous damping case. The performance advantage of a regenerative

controller over an optimal viscous damping force ranged from 2% - 30%, but there

was a clear advantage throughout. Additionally, for the half car model the area (over

the parasitic parameters) of the regenerative control advantage was very large, and
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it would seem this advantage is attainable for a large range of parasitic values. The

quarter car model case showed little advantage for the regenerative controller, but

the half car model is a more complex and practical version of the quarter car model.

Overall, the regenerative controller showcased performance advantage throughout

and is theoretically the preferred control technology.



CHAPTER 5

Iterative Convex Over-Bounding (ICO) Techniques

In the last 20 years, Linear Matrix Inequality (LMI) techniques have gained pop-

ularity in applications such as robust system analysis, topology optimization, and

system performance analysis [4, 9]. By utilizing interior point methods and other

convex techniques, LMI formulations have also become more common in control syn-

thesis [24, 87]. A state-space representation of plant and controller dynamics allows

for convex LMIs to be formed which encompass system and performance constraints.

LMI techniques provide an efficient, practical way to solve these optimization prob-

lems via numerous LMI solvers [9].

However, as shown in Chapter 4, in many H2 and H∞ control problems as well

as robust analysis, nonconvex constraints arise. Often, these constraints are bilinear

(or biaffine) matrix inequalities (BMIs) [101], which in turn make the problem NP-

hard [100] to solve. Therefore, the optimization cannot be solved in polynomial

time, and this inefficiency becomes increasingly noticeable as problem complexity

increases. BMIs require a non-convex method for optimization, which in many cases

must introduce conservatism (local vs. global optimum, validity of solution) in order

to make the problem convex or reduce the time required.

To this end, both global and local optimization methods have been found. The ma-

69
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jority of global optimization methods are some form of Branch and Bound technique.

Branch and Bound is a search technique which splits the optimization domain into

smaller regions, and then finds the optimization minimum constrained to each region.

The algorithm, after finding its first minimum, can then selectively choose which of

the other regions require searching. This method has been developed through numer-

ous studies [5, 30, 64, 73,102], but does not come without compromise. The problem

remains NP-hard and therefore cannot be used in complex optimizations. This in-

troduces conservatism into control problems, as limiting controller complexity may

severely hinder performance.

Local optimization methods represent a much larger variety of techniques. A

common method, D-K iterations, constitutes a two-step process to solve for a local

optimum [7,17,31,50,51]. Each step consists of optimizing half of the control domain,

while keeping the other half constant. While this method is fast, there is no guarantee

it will converge to even a local solution. Even if a local optimum can be found [54],

the method requires feasible starting points for variables, which is a burdensome

task for more complex optimization problems. Interior point methods have also

been utilized [42, 65], which incorporate a log-barrier function in order to find an

optimal solution for a special class of optimization problem. Recently, path-following

techniques [41, 81, 103] have gained popularity. These techniques allow for a non-

convex problem to be recast as a convex one by not considering the non-convex terms.

This can be done under the condition that the optimization does not advance far

enough such that the non-convex terms have a noticeable impact. Rank-minimization

approaches have also been researched [19,47], but these methods are impactful for a

subset of optimization problems (such as reduced-order controller design) and have

no guarantee that the solution will be feasible for the original BMI. Methods such as
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the projection method [33,34], min/max method [25], XY centering [52], and method

of centers [31] have also been proposed, each with their own benefits and sources of

conservatism. Another method developed by [62] is a gradient-based BMI optimizer

which uses a modified Newton step on the dual formulation of the optimization

problem. This method solves simple LMI optimization problems very quickly, but

does not appear to effectively scale to more complex non-convexities. The MatLab

program PenBMI utilizes this theory to solve BMI problems. While very fast and

effective for simple BMI examples, when this program was scaled to the passive

control optimization problems from the previous chapter, the running time was much

longer than that proposed in this chapter.

Most closely related to the work of this paper are the simultaneous methods, called

Iterative Convex Overbounding (ICO), proposed by Shimomura [92] and De Oliveira

[16]. These propose, via completion of a square, solving the BMI constraint via a

series of overbounding, convex problems (LMIs). This method was updated, via the

use of weighting matrices, in [90], and applied to various control problems [105,106].

Like each of the methods mentioned, there are benefits and sources of conservatism

incurred from the ICO approach. This approach is guaranteed to converge to a local

optimum, does not compromise the optimization parameters, and does not split the

optimization domain. However, it still takes NP time, the non-convexities are still

present, ICO does require an initial feasible starting point, and it does not guarantee

a global optimum.

Throughout this chapter, we aim to advance the ICO algorithm via two tech-

niques. Both are able to find a local optimum, however the second technique im-

proves upon convergence properties and time required for certain examples. These

methods are then compared, and then a dynamic combination of these methods is
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shown. An example is then shown comparing the two techniques.

5.1 Convex Over-Bounding

To explain the general principle of convex over-bounding, we illustrate it on a

simple example, in which S and R are variables which must satisfy the BMI

Q+ He{BRDSC} < 0(5.1)

where Q,B,C,D are constant matrices and He{A} = A + AT . It is additionally

assumed that (5.1) is satisfied when {R, S} are instantiated at known values {R0, S0},

which we will call design points. Defining S = S0 + S̃, R = R0 + R̃ (where {R̃, S̃}

are finite perturbations), (5.1) is equivalent to

Q+ He{B(R0 + R̃)D(S0 + S̃)C} < 0(5.2)

Since {R0, S0} is known to be feasible, there exists an open neighborhood in {R̃, S̃}

which includes {0, 0}, over which (5.2) is satisfied. Expanding (5.2), and collecting

the linear terms, gives

(5.3) Q+ He{φ(R, S) +BR̃DS̃C} < 0

where

(5.4) φ(R, S) = B (RDS0 +R0DS −R0DS0)C

5.1.1 Previous Technique

Continuing with Lyapunov BMI (5.1), the following is the convex over-bounding

procedure proposed and implemented in [90,105,106].

Let D = UV where U and V T have full column rank. Then for some arbitrary

invertible matrix L1, (5.3) is equivalent to

Q+ He{φ(R, S)}+BR̃UL1L
T
1U

T R̃TBT + CT S̃TV TL−T1 L−11 V S̃C < ηηT(5.5)
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where

(5.6) η = BR̃UL1 − CT S̃TV TL−T1

Noting that ηηT > 0, it follows that (5.5) is conservatively implied by

Q+ He{φ(R, S)}+BR̃UL1L
T
1U

T R̃TBT + CT S̃TV TL−T1 V L−11 S̃C < 0(5.7)

It should be noted that the conservatism vanishes when η(R̃, S̃) = 0 (including the

perturbation origin; i.e., {R̃, S̃} = {0, 0}) in which case (5.7) is equivalent to (5.1).

Defining W1 = L1L
T
1 > 0 and implementing a Schur compliment, (5.5) holds if

(5.8)


He{φ(R, S)} • •

(R−R0)
TBTUT −W−1

1 •
(S − S0)CV 0 −W1

 < 0

Recalling that L1 can be any arbitrary invertible matrix, we see that in (5.8), W1

can be taken to be any positive definite matrix.

As such, setting the right-hand side of (5.5) to zero over-bounds the noncon-

vex constraint with a convex constraint; i.e., (5.8). It is worth emphasizing that

the conservatism of (5.8) is global in the {R̃, S̃} domain, thus allowing for these

perturbations to be large. This is in contrast to some other “convexifying” LMI

techniques for handling nonconvex terms and unlike many iterative LMI techniques

which require that the perturbations to be small.

5.1.2 New technique

Starting again from (5.3), consider that rather than being reformulated as (5.5),

it can be equivalently reformulated as

(5.9) He{φ(R, S)}+ ααT < BR̃UL2L
T
2U

T R̃TBT + CT S̃TV TL−T2 L−12 V S̃C

where φ is defined previously and

(5.10) α = BR̃UL2 + S̃CV L−12
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where L2 is an arbitrary invertible matrix. Define W2 = L2L
T
2 , this implies that W2

can be any positive-definite matrix, and the above inequality can be reformulated as

(5.11) He{φ(R, S)}+ βW−1
2 βT < BR̃UW2U

T R̃TBT + CT S̃TV TW−1
2 V S̃C

where

(5.12) β = BR̃UW2 + CT S̃TV T

As in the previous method, since the right-hand side of (5.11) is positive definite,

we can obtain a more conservative condition by setting the right-hand side to zero.

Specifically, via a Schur compliment, (5.11) holds if

(5.13)

[
He{φ(R, S)} •

B(R−R0)UW2 + CT (S − S0)
TV T −W2

]
< 0

holds. This again over-bounds the nonconvex problem with a convex one. Also as

with the previous over-bound, the conservatism vanishes when β(R̃, S̃) = 0, and

specifically at the origin in the perturbation space.

5.1.3 Interpolation (Variation) of the Two Methods

It could be the case that neither of the over-bounds discussed above performs best,

but rather some linear combination of the two. First represent (5.1) equivalently as

(5.14) Q+ He{BRU(I − Λ)V SC}+ He{BRUΛV SC} < 0

where Λ is an interpolation matrix, chosen to be symmetric and in the domain

0 < Λ < I. If one was to utilize the first and second methods on the respective terms

in (5.14), the resulting convex over-bounded constraint would be

(5.15)



Q+ He{φ(R, S)} • • •
UT (R−R0)

TBT −W̃−1
1 • •

V (S − S0)C 0 −Ŵ1 •(
W2B(R−R0)U

+CT (S − S0)
TCT

)
0 0 −Ŵ2


< 0
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where W̃1 = L1ΛL
T
1 , Ŵ1 = L1Λ

−1LT1 and Ŵ2 = L2(I − Λ)−1LT2 .

In (5.15), the values of L1, L2, and Λ (or, equivalently, compatible values of

weighting matrices W̃1, Ŵ1, W2, and Ŵ2) can be viewed as tuning parameters, chosen

strategically to minimize the conservatism with which (5.15) implies (5.1). However,

as we will show in Section 5.3, we can make these weighting matrices optimization

parameters as well, thus reducing the importance of the values at which they are

initialized.

5.2 ICO Algorithm

We now illustrate how to use convex over-bounding to optimize the values of R

and S in the following simple BMI problem:

(5.16) {R?, S?} = sol


Given Q,B,C,D,E, F

Minimize J , tr(ER) + tr(FS)

Over R, S

Subject to (5.1)

where it is tacitly assumed that all matrices are real, and of compatible dimension.

To solve this problem, iterative convex over-bounding is used. We assume that

an initial feasible design point {R1, S1} is known. Then the kth iteration, for k > 1,

is as follows:

1. Formulate convex constraint (5.15) for feasible design points {Rk, Sk}.

2. Minimize J subject to (5.15), over the optimization domain {R, S}. Note that

this is a convex LMI problem with a guaranteed feasible solution, which we

denote {R?
k, S

?
k}.

3. Set Rk+1 = R?
k, Sk+1 = S?k . Note that {Rk+1, Sk+1} are guaranteed to be feasible

because (5.15) is more conservative than (5.1) for all {R, S}.

4. Advance k → k + 1 and return to step 1.
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This procedure is guaranteed to converge monotonically to a local optimum {R?, S?}

for problem (5.16). As such, the non-convex problem has been replaced via a con-

vergent series of convex subproblems.

In many cases, it may be easy to determine a feasible starting design point,

{R1, S1}. If this is not the case, then an iterative algorithm, similar to the one

above, can be used to find one. To run this algorithm, let parameters {R1, S1}

be specified, but not necessarily feasible for (5.1). Then step k of the feasibility

algorithm consists of the following steps.

1. Determine the performance Jk associated with design point {Rk, Sk}, and for-

mulate convex over-bounded constraint (5.15). Replace the right-hand side of

(5.15) with εI, where I is of appropriate dimension. This modified constraint

will now be referred to as (5.15ε).

2. Minimize ε subject to (5.15ε), as well as the constraint that J < Jk(1+δ) where

δ > 0 is a small constant. As such, the domain for the optimization is {R, S, ε}.

Let the optimal solutions be denoted {R?
k, S

?
k , ε

?
k}.

3. Set Rk+1 = R?
k, Sk+1 = S?k . If ε?k < 0 then {Rk+1, Sk+1} are feasible, and

the above algorithm can now be implemented to minimize J . Otherwise, set

k → k + 1 and repeat.

As such, the ICO algorith in general is a two-stage optimization, in which the

first stage determines a feasible design point, and the second stage determines an

optimum. We make a few brief comments about its execution:

• The algorithm above referred to the interpolation of the two over-bounding

methods discussed in Section 5.1 (i.e., (5.15)), but the same procedure can of

course be implemented for either of the limiting cases for the interpolation; i.e.,

by changing (5.15) in the algorithm with either (5.8) or (5.13).
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• In the feasibility stage of the algorithm, the constraint J < (1 + δ)Jk is not

strictly needed. However, it is useful so that when stage 2 is initiated, the

performance of the initial feasible design point is not excessively large.

• In most optimization algorithms which require many iterations to converge,

the optimization stops when Jk−1 − Jk < ε, i.e., when the change in objective

function from one iteration to the next is smaller than some value. However,

this method does not prove effective for the ICO algorithm. Some iterations of

our algorithm produce a small change in the objective function, and then much

larger changes occur in the next iteration. Therefore, stopping the algorithm

when Jk−1 − Jk < ε would limit the effectiveness of the algorithm and the

optimality of the stopping point.

To combat this effect, we have utilized an exponential regression function to

determine convergence. This function fits an exponential curve γ̂(i) = γk
(
(1−

αk) + αke
−βk(i−k)

)
to the time serious of cost values {Jk−i, . . . , Jk}, where i is

an iteration time index for our curve and αk, βk, γk are the exponential curve

parameters. To save space within this section, the derivations for αk, βk, γk

are shown in the Appendix. This function is fit to J over the time index i,

a subset of the entire optimization iteration count. This time index is large

enough such that the convergence criteria are not affected by a small number of

iterations which do not represent the overall trend of the cost value. Over this

time interval, we can find the ratio of change in the exponential curve value via

1
(1−αk)

. We can now set our new convergence condition to be:

(5.17)
1

(1− αk)
< ε
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5.3 Dynamic Adjustment of Weights

The ICO algorithm requires specification of weighting parameters L1, L2, and

Λ. The algorithm is guaranteed to converge irrespective of how these matrices are

chosen, provided they meet the stated requirements (i.e., L1 and L2 invertible, 0 6

Λ 6 I). However, the rate of convergence strongly depends on how they are chosen.

It would therefore be convenient if the algorithm could also update these parameters

upon each iteration, so as to reduce the conservatism of the convex over-bounding

procedure. A dynamic value of Λ allows for the optimization procedure to shift the

interpolation between the two over-bounding techniques discussed in the previous

section. Meanwhile, including L1 and L2 in the optimization domain can be used to

effectively normalize the magnitudes of the different perturbation terms (i.e., R̃, S̃).

One possibility for adjusting L1, L2, and Λ would be to use convex over-bounding

on (5.15) to create a conservative LMI that is convex in {R, S, L1, L2,Λ}. However,

this would result in a very complicated LMI, and here we propose a more straight-

forward, heirarchical way to dynhamically adjust the weighting terms in a separate

optimization. To explain this, suppose that iteration k of the optimization has

been completed. (For the purposes of this discussion, it is irrelevant whether the

optimization is in the first (feasibility) or second (minimization) phase.) For iteration

k, suppose the values of the weighting parameters used were {L1k, L2k,Λk}, and define

the incremental changes in the optimization variables for the kth iteration as

R̃?
k ,R

?
k −Rk S̃?k ,S

?
k − Sk(5.18)

Our strategy for updating the weights (i.e., for finding {L1(k+1), L2(k+1),Λk+1} is to

retrospectively consider {R̃?
k, S̃

?
k} and determine the weights that would have resulted

in minimal conservatism of (5.15).
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Consider that (5.1), evaluated at {R, S} = {R?
k, S

?
k}, is

(5.19) Ξ(R, S, L1, L2,Λ) < ηk(I − Λ)ηTk + γkΛγ
T
k + χkΛχ

T
k

where

ηk =BR̃?
kUL1 − CT S̃?Tk V TL−T1(5.20)

γk =BR̃?
kUL2(5.21)

χk =CT S̃?Tk V TL−T2(5.22)

and where Ξ is the remainder term which, upon performing three Schur complements,

becomes the left-hand side of (5.15). As such, the right-hand side of (5.19) (which

we recall is positive-semidefinite due to the restriction that 0 6 Λ 6 I) is the term

which is conservatively set to zero to arrive at (5.15). What we wish to do now

is to examine the right-hand side of (5.19), and determine new weights {L1, L2,Λ}

such that this matrix is small under some measure, thus retrospectively reducing the

degree of conservatism associated with the over-bound. These new weights will then

be the ones used for the next iteration; i.e., {L1(k+1), L2(k+1),Λk+1}.

Variations exist for algorithms to achieve this objective, depending on how one

defines “small under some measure,” and whether additional structure is imposed on

the problem to simplify it. Here, we will incorporate several such simplifications. To

begin with, we will constrain L1 and L2 to be symmetric. (However, a slightly more

elaborate procedure could be implemented in the general case.) More importantly, we

will not conduct a global optimization over {L1, L2,Λ}. Instead, we will determine

sub-optimal solutions for each variable. Specifically, there are three steps in this

sequence:

1. Find symmetric L1 to minimize tr(ηTk ηk). This can be done by solving the
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following convex optimization

(5.23) W ?
1 = sol


Given Q,B,C,D, R̃?

k, S̃
?
k

Minimize tr(Z)

Over Z = ZT ,W1 = W T
1

Subject to ∆1k(Z,W1) > 0

where

(5.24) ∆1k(Z,W1) ,


(

Z + He(BR̃?
kDS̃

?
kC)

−BR̃?
kUW1U

T R̃?T
k BT

)
•

V S̃?kC W1


and then finding L1(k+1) =

√
W ?

1 .

2. Find symmetric L2 to minimize tr(γTk γk + χTkχk). This can be done by solving

the following convex optimization

(5.25) W ?
2 = sol


Given Q,B,C,D, R̃?

k, S̃
?
k

Minimize tr(Z)

Over Z = ZT ,W2 = W T
2

Subject to ∆2k(Z,W2) > 0

where

(5.26) ∆2k(Z,W2) ,

[
Z −BR̃?

kUW2U
T R̃?T

k BT •
V S̃?kC W2

]

and then finding L2(k+1) =
√
W ?

2 .

3. Find Λ = ΛT satisfying 0 6 Λ 6 I and minimizing the trace of the right-hand

side of (5.19), with the solutions for L1 and L2 from steps 1 and 2 inserted. We

note that this is also a convex optimization, and define the unique solution as

Λ?. Set Λk+1 = Λ?.

We make no claim that the above constitutes a true global optimization in the

{L1, L2,Λ} domain. However, it is very straight-forward to implement, and does

address the stated objectives in a qualitative sense. To see this, note that if tr{ηTk ηk}
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and tr{γTk γk + χTkχk} are both made small, then the trace of the right-hand side of

(5.19) is small irrespective of Λ, as long as 0 6 Λ 6 I.

5.4 Examples

With the two convex over-bounding techniques specified, an example can be per-

formed to compare the effectiveness of the proposed methods. The system utilized

will again be the example system from Chapter 2. In this example, we aim to find

an optimal passive controller. The power spectral density parameters have been

specified as ω = 1, ξ = 0.25 such that

Sa(ω) =
ω2

(ω − 1)2 + (0.5ω)2
(5.27)

Shown in Figure 5.1 are four plots. The two rows correspond to two different sys-

tem performance objectives, and the two columns correspond to different weighting

factors on the control variable in the performance vector. The top row performance

vectors have again been specified as

z =
[
ẍ1 + ẍ0 ẍ2 + ẍ0 ẍ3 + ẍ0 αu

]T
(5.28)

and the bottom row is specified as

z =
[
x1 x2 x3 αu

]T
(5.29)

where α = 1 in the first column, and α = 0.1 in the second column. In each of

these plots, we again assume co-located feedback for the passive control law, i.e.,

y = v = ẋ1 − ẋ0.

The examples in Figure 5.1 show mixed results. For the case when absolute

acceleration is important, the previous technique provides better performing results.

When relative displacement is of importance, the new technique provides much better
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Figure 5.1: Iterative Cost Plot of One Transducer System of Variation and Prior Technique ICO
Methods

performance. At the very least, we can say that the two methods provide advantages

in differing scenarios. In some cases, (i.e., Figure 5.1c, the new techniques appears

to converge to a lower, different optimal point. However, it should be noted that

in Figure 5.1c, the usual convergence criteria had not been met when the iterations

were stopped. With this knowledge known, the interpolation of the two methods can

provide an advantage in deciding which algorithm to choose.

One issue within the algorithm are the “jumps” in the cost value that occur for all

four cases above. These increases in objective value are caused by numerical preci-

sion issues within the optimization, one example of which is extreme values of the W
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weighting parameters. The optimization could make one W term either very large or

very small (depending on if W is inverted or not) to allow for large movement in the

direction of one variable. The inversion (or non-inversion) of this same W parame-

ter along another diagonal would therefore be extreme in the other direction. This

movement to extrema creates numerical precision issues and inefficiencies in the con-

vergence characteristics. The convexification algorithm, in theory, guarantees that

the optimization cost will always be decreasing. However, as shown the algorithm

clearly is not performing to its expected potential. This is something that must be

addressed in future work, via such techniques as slack introduction or limiting the

optimization in some capacity.



CHAPTER 6

Robust Optimal Regenerative Control

In the previous sections, optimal regenerative and passive controllers were found

with minimal conservatism and compared. Using the methods presented, a compar-

ison of performances was found for an assumed network and disturbance character-

ization. However, in a physical application, these known system parameters cannot

be implicitly assumed. In any vibration suppression application, there will be un-

known parameters such as sensor-actuator delay, inaccurate sensors, or incorrect

characterization of the network which will all add uncertainty into the controller op-

timization. More specific to a regenerative controller, the parasitic parameters may

not be exactly known or may deteriorate over time. In a structural context, there

are a number of motivations for considering an uncertain plant and/or disturbance

characterization. Impurities in materials, inaccurate characterization of exogenous

disturbances, and even human error in construction could all impact the accuracy

of the network model being used. Therefore, an uncertain model characterization,

which accounts for these errors, becomes increasingly desirable. If a controller could

be optimal over the entire range of possible system values, this robustness would

prove advantageous in a physical application.

With these known parameters of the network N and the disturbance characteri-

84
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zation A, it was shown that the regenerative controller could be framed as a convex

optimization problem. However, this convexity cannot be implicitly assumed in the

case where the network and disturbance parameters are uncertain. For a regenerative

controller optimized over known parameters, there is no evidence of any guaranteed

robustness. Moreover, for low enough parasitics, the regenerative controller repli-

cates an unconstrained active LQG control law, which historically has a very small

robustness margin [13].

In our work, we have focused on uncertainties which can be characterized by a

polytopic domain in the system parameter space. We additionally still maintain a

number of assumptions regarding our network. We still assume that the composite

plant P is linear, the driving point impedance y 7→ u is positive real, the internal

dynamics of the plant N are asymptotically stable, and the parasitic parameter

Rd > 0.

Survey papers [77,85] outline many of the polytopic methods utilized in previous

work. Almost all of these methods assume the uncertainty in parameters is linearly

interpolated over N vertices, i.e.,

(6.1) A(α) =
N∑
i=1

αiAi

where the weighting vector α = {α1 . . . αN} is uncertain but is assumed to be in the

set

(6.2) ∆N =

{
α ∈ RN

∣∣∣∣∣
N∑
i=1

αi = 1, αi ≥ 0

}

We likewise make these assumptions in the work presented. For a graphical rep-

resentation of a polytopic domain, see Figure 6.1. Many methods additionally as-

sume coupled uncertainty in other, but not necessarily all, network characteristics.

There is also a distinction made in literature between quadratic and robust sta-
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Figure 6.1: Example Uncertain Polytopic Domain

bility. Quadratic stability implies the network is stable for any, possible infinite,

time-variation of the polytopic uncertain parameters. Robust stability suggests the

network is stable for all possible (but time-independent) parameters within the un-

certain polytope. Quadratic stability can be solved via convex LMIs, while robust

stability may require a special solver or many possible iterations. It is a classical

result [43] that the quadratic stability of A(α) is guaranteed by the existance of

P = P T > 0 such that

(6.3) PAi + ATi P < 0, i = 1 . . . N

This concept was exteneded to allow the Lyapunov matrix P to be an affine function

of α, via the use of additional matrix inequality constraints [27, 55, 86], as well as

through the imposition of conservatism in (6.3) [29, 71, 84]. It was also found that

robust stability could be guaranteed (and thus a P (α) could be defined for all points

in the polytope) for both system stability and closed-loop performance with the

addition of significantly more LMIs to the problem and the use of a custom solver

[2, 3, 76, 78,79]. Most closely related to our work was in [26], which optimizes a full-

order strictly proper dynamic output feedback controller under an H2 performance
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measure, subject to polytopic parameter uncertainty in A(α), as well as several other

state space parameter matrices. This method allows for a coordinate transformation

as in [87] which results in basis-independent controller optimization variables. This

does require the introduction of some conservatism, as there are some nonlinearities

in the matrix inequality constraint.

In the following section a regenerative controller is optimized over a polytopic do-

main, building off of the work in [26]. Due to the over-bounding methods presented in

section 4.2.1, the method presented does not require any additional conservatism due

to nonlinearites. First, the polytopic network will be constructed, then the regener-

ative constraint will be formulated in the polytopic context. Lastly, the regenerative

LMI optimization will be shown with a corresponding example.

6.1 Polytopic System Characterization

The polytopic uncertainties present in the network adjust the characteristics de-

scribed in N ,A,P to N (α),A(α),P(α) respectively, where N (α) is of the form

(6.4) N (α) =


ẋN = AN(α)xN +BNu(α)u+BNa(α)a

v = CNv(α)x+DNv(α)u

y = CNy(α)x+DNy(α)u

z = CNz(α)x+DNza(α)a+DNzu(α)u

Once again, the disturbance a(t) is assumed to be a stationary stochastic process

characterized by a rational, strictly-proper power spectrum. This manifests itself in

the polytopic network A(α) such that

(6.5) A(α) =

{
ẋA = AA(α)xA +BA(α)w

a = CA(α)xA
, Sw(ω) = I

where w(t) is still a white noise signal and Sw(ω) is the power spectrum of w(t).

Systems N and A can be again augmented (where x = [xN xA]T ) to form the new
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network P(α) such that

(6.6) P(α) =


ẋ = A(α)x+B(α)u+Bw(α)w

v = C(α)x+D(α)u

y = Cy(α)x

z = Cz(α)x+Dz(α)u

Each parameter is assumed to be scaled by the weighting vector α ∈ ∆N . Addition-

ally, each parameter has N vertices which multiply by these scaling factors. It is

assumed that the values of α1, . . . , αN are the same for each of the uncertain param-

eters. It is additionally assumed that each of the network parameters have coupled

uncertainty via the value of α.

It will also be convenient to define a matrix E with full column rank (i.e., ETE >

0) whose columns span the controllable subspace for (A,B), i,e.

(6.7) span{E} = span
{[
B AB . . . An−1B

]}
6.1.1 Positive Real Conditions

As in Chapter 2, the assumption must be made that the driving point impedance

y 7→ u is positive real. However, this assumption is complicated by the polytopic

uncertainty. Now, the Positive Real Lemma states that this impedance is positive

real if and only if ∃P (α) = P (α)T > 0 such that

(6.8)

[
AT (α)P (α) + P (α)A(α) P (α)B(α)− 1

2
CT (α)

BT (α)P (α)− 1
2
C(α) −1

2
D(α)− 1

2
DT (α)

]
6 0

This leads to the ensuing lemma, which strengthens the above inequality to a strict

inequality.

Lemma 6.1.1: For each fixed α ∈ ∆N , assume u 7→ v is positive real, A(α) is

Hurwitz, and Rd > 0. Then ∃P (α) = P T (α) > 0 with EPET > 0 such that

(6.9)

[
AT (α)P (α) + P (α)A(α) P (α)B(α)− 1

2
CT (α)

BT (α)P (α)− 1
2
C(α) −R(α)

]
< 0
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where

(6.10) R(α) = Rd − 1
2
D(α)− 1

2
DT (α)

Proof. For a given α, let Pa satisfy (6.8). If A(α) is Hurwitz and Rd > 0, then

∃Pb = P T
b > 0 such that

(6.11)

[
AT (α)Pb + PbA(α) PbB(α)

BT (α)Pb −Rd

]
< 0

Taking P (α) = Pa+Pb, we see that the addition of the two matrix inequalities above

gives (6.9).

Building off of this lemma, a theorem can be formulated which creates a starting-

point for the development of a regenerative controller in a polytopic domain.

Theorem 6.1.1 If ∃P = P T > 0 with EPET > 0, such that for i = 1...N ,

(6.12)

[
ATi P + PAi PBi − 1

2
CT
i

BT
i P − 1

2
Ci −Ri

]
< 0

then (6.9) is satisfied for any α ∈ ∆ with P (α) = P .

Proof. Note that taking (6.9) at each of the vertices and with P (α) = P yields

(6.13) α1

[
AT1 P + PA1 PB1 − 1

2
CT

1

BT
1 P − 1

2
C1 −R1

]
+· · ·+αN

[
ATNP + PAN PBN − 1

2
CT
N

BT
NP − 1

2
CN −RN

]
< 0

Since each point in the polytope must satisfy (6.12), each matrix can be taken sepa-

rately as a constraint. Since αi ≥ 0 ∀α ∈ ∆N , the α coefficient can be dropped and

the result presented in (6.12) follows.

6.2 Polytopic Regenerative Constraint

As in previous sections, the regenerative constraint can be formulated as:

(6.14) p̄
4
= E

{
uTv + µ(u)

}
6 0
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where µ(u) is defined as in (3.17). Given this, the following result can be formulated.

Lemma 6.1.2: Assume u 7→ v is positive real, A(α) is Hurwitz, Rd > 0, and

P (α) = P (α)T , with EPET > 0, satisfies (6.9). Then, given some stabilizing feed-

back law K : y → u, in stationarity,

p̄ = E


[
x

u

]T [
Q(α) S(α)

ST (α) R(α)

][
x

u

]− tr{BT
w(α)P (α)Bw(α)}+ p̄d(6.15)

where R(α) is as in (6.10) and

Q(α) =−
(
AT (α)P (α) + P (α)A(α)

)
(6.16)

S(α) =− P (α)B(α) + 1
2
CT (α)(6.17)

Proof. The first thing to note is that

(6.18) µ(u) = p̄d + uTRdu

and therefore

(6.19) E
{
uTv + µ(u)

}
= uTC(α)x+ uT (Rd +R0(α))u+ p̄d

whereR0(α) = 1
2
D(α)+1

2
DT (α). Therefore, adding and subtracting 2 E

{
xTP (α)(A(α)x+B(α)u)

}
and taking the Schur compliment of the subtracted expression and (6.19) gives

p̄ = E


[
x

u

]T [
0 1

2
CT (α)

1
2
C(α) Rd +R0

][
x

u

]+ E


[
x

u

]T [
AT (α)P (α) + P (α)A(α) P (α)B(α)

BT (α)P (α) 0

][
x

u

]
(6.20)

−2 E
{
xTP (α)(A(α)x+B(α)u)

}
+ p̄d

Noting it is a standard result from Itô calculus that

(6.21) d
dt
E{xTP (α)x} = 2

{
xTP (α)(A(α)x+B(α)u)

}
+ tr{BT

w(α)P (α)Bw(α)}
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and therefore

p̄ = E


[
x

u

]T [
Q(α) S(α)

ST (α) R(α)

][
x

u

]− tr{BT
w(α)P (α)Bw(α)}+ d

dt
E{xTP (α)x}+ p̄d

(6.22)

Since stationarity is assumed, d
dt
E{xTP (α)x} = 0 and the proof is complete.

Using the previous result, a theorem can be developed which establishes an expres-

sion for the regenerative constraint. This theorem can also conveniently be expressed

at the vertices of the polytope rather than at all points within the polytope (i.e.

A(α)). To preserve brevity, it was assumed the term Bw to be invariant, although

this result can be extended when this does not hold.

Theorem 6.1.2: Let Bw be invariant for α ∈ ∆ and letK : y → u be any stabilizing

feedback law. Then p̄ < 0 for all α ∈ ∆ if ∃P = P T > 0,with EPET > 0, such that,

for i = 1...N , [
Qi Si

STi Ri

]
>0(6.23)

E
{
xT Q̂ix

}
+ E

{
‖u−Gix‖2Ri

}
<p̄0(6.24)

where ‖q‖2Ri
= qTRiq for some q ∈ Rnp , and

Qi =− ATi P − PAi Si =− PBi + 1
2
CT
i(6.25)

Ri =Rd + 1
2
Di + 1

2
DT
i Q̂i =Qi − SiR−1i STi(6.26)

Gi =−R−1i STi p̄0 = tr{BT
wPBw} − p̄d(6.27)

Proof. The proof follows directly from Lemma 6.1.2 and Theorem 6.1.1. We have

sufficient conditions as (6.23) and

(6.28) E


[
x

u

]T [
Qi Si

STi Ri

][
x

u

] < p̄0

which can be reformulated as (6.24).
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Note is that the variable P found, which satisfies the conditions of Theorem 6.1.2,

will not necessarily be unique. The equality (6.15) suggests that, in principle, all

solutions should be equivalent. Therefore, it is not obvious which solution of P

would be the optimal one. In the following work, P ∗ is denoted as the feasible

solution that minimizes p̄0, i.e. the solution that generates the most power from the

system. To solve for P ∗, the optimization problem

(6.29) P ? = sol


Minimize: tr{BT

wPBw}
Over: P = P T > 0

Subject to: (6.23), i = 1...N, , (6.7)

is solved. From this point forward, it is assumed Q̂i, Gi, and p̄0 are evaluated with

P = P ∗.

6.3 Robust Optimal Regenerative Control

As in the case of the regenerative controller without uncertainty, a finite-dimensional,

linear time-invariant, and strictly proper controller is assumed of the form

(6.30) KU =

{
ẋU = AUxU +BUy

u = CUxU +DUy

As in (2.3), the state is augmented to the form x = [xN xA]T and therefore the closed

loop system is formulated as

T =


˙̂x = Â(α)x̂+ B̂w

z = Ĉz(α)x̂

r = Ĉr(α)x̂

(6.31)

where r = u−G(α)x and

Â(α) =

[
A(α) +B(α)DUCy(α) B(α)CU

BUCy(α) AU

]
, B̂ =

[
Bw

0

]
(6.32)

Ĉz(α) =
[
Cz(α) +Dz(α)DUCy(α) Dz(α)CU

]
(6.33)

Ĉr(α) =
[
−G(α) +DUCy(α) CU

]
(6.34)
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In this optimization, it is assumed DU = 0, i.e., no feed-through term. The goal

now becomes to optimize {AU , BU , CU} such that the covariance of the performance

output J = max
i=1...nz

E{z2i } is minimized subject to p̄ < 0, all over the uncertain

polytopic domain α ∈ ∆N . To do this, the following theorem is proposed:

Theorem 6.3.1: For a given controller KU in the form of (6.30), J < γ and p̄ < 0

if there exist T = T T , Zi = ZT
i such that, for i = 1, . . . , N ,[

ÂTi T + TÂi TB̂i

B̂T
i T −I

]
< 0(6.35)

[
γ Ĉzij

ĈT
zij

T

]
> 0 , j ∈ {1...nz}(6.36)

[
Zi Ĉri

ĈT
ri T

]
> 0(6.37)

tr{Q̂iX}+ tr{ZiRi} < p̄0(6.38)

where X = XT is the leading n× n block of T−1.

Proof. With the regenerative constraint outlined in Theorem 6.1.2, Theorem 6.3.1 is

a standard result [9].

As in the previous section, the above optimization problem poses two problems.

The LMIs above are non-convex and basis dependent. And, similar to the previous

case, a coordinate transformation as in [87] is used. Define

T =

[
Y N

NT ×

]
T−1 =

[
X M

MT ×

]
(6.39)

where × is a term that is unnecessary to define. Therefore, as previously done

in Section 4.1.1, the LMIs can be redefined by this transformation. Additionally,

A0, B0, Cy0, etc. terms are introduced. These can be any point within in the polytope,

as long as each utilizes the same weighting factor α0. The proof of this is not explained
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here but is very similar to [28]. Denote a known α0 = {α01, . . . , α0N} ∈ ∆N to be

a fixed set of scaling factors. Then, we have that J < γ there exists optimization

variables Ã, B̃, C̃,X = XT , Y = Y T , and Zi = ZT
i such that for i ∈ {1...N} and

j ∈ {1...nz},
∆1i + ∆T

1i • •
ATi + ÃT ∆2i + ∆T

2i •
BT
w BT

wY −I

+


0 • •

Y∆3i + ∆4iX 0 •
0 0 0

 < 0(6.40)


γ • •

XCT
zij

+ C̃TDT
zij

X •
CT
zij

I Y

 > 0(6.41)


Zi • •

C̃T −XGT
i X •

−GT
i I Y

 > 0(6.42)

tr{Q̂iX}+ tr{ZiRi} < p̄0(6.43)

where

∆1i =AiX +BiC̃(6.44)

∆2i =Y Ai + B̃Cyi(6.45)

∆3i =(Bi −B0)C̃ + 1
2
(Ai − A0)X(6.46)

∆4i =B̃(Cyi − Cy0) + 1
2
Y (Ai − A0)(6.47)

and where α0 is constant and A0 = A(α0), B0 = B(α0), and Cy0 = Cy(α0). The

controller variables can then be backed out via the relationships

AU =N−1(ÃT − Y B0C̃ − B̃Cy0X − Y A0X)M−T(6.48)

BU =N−1B̃(6.49)

CU =M−T C̃(6.50)

DU =D̃(6.51)
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With this optimization being presented, a few details must be distinguished:

• As before, M,N can be solved via the relationship I −XY = MNT .

• The choice of α0 is arbitrary, but must be held constant throughout. In the

examples in this section, it is assumed α0i = 1/N , i = 1, . . . , N . This assumption

allows our design points to be centered in the polytopic domain, lessoning the

time to find the next set of optimal points.

• Once again, to force a finite solution measurement noise on the signal y must

be assumed. This modifies (6.40) to
∆1i + ∆T

1i • • •
ATi + ÃT ∆2i + ∆T

2i • •
BT
w BT

wY −I •
0 B̃T 0 −Ξ−1

+


0 • • •

Y∆3i + ∆4iX 0 • •
0 0 0 •
0 0 0 0

 < 0(6.52)

The optimization problem is then to minimize γ over the optimization variables

{X, Y, Z1...ZN , Ã, B̃, C̃} subject to (6.41)-(6.43),(6.52). As stated, the BMI in (6.52)

is non-convex and no known coordinate transformation recovers convexity. Therefore,

nonlinear convexification methods developed in Section 5.1.1 must be utilized. It is

noteworthy that in the case when all of the vertices converge towards one point,

i..e Ai = Aj, Bi = Bj and Cyi = Cyj for all {i, j} ⊂ {1...N}, the convexification

technique outputs the same optimal controller developed in Chapter 3. In this case,

irrespective of the α0 chosen, Ai −A0, Bi −B0, and Cyi −Cy0 are zero. This means

∆3i,∆4i = 0 and the optimization is the same as in Chapter 3. Therefore, any

conservatism vanishes when the polytopic vertices converge to one point.

With this being said, (6.40) is equivalent, through Schur complements and the
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convexification technique, to the convex LMI

(6.53)

∆1i + ∆T
1i • • • • • • •

ATi + ÃT + ∆5i ∆2i + ∆T
2i • • • • • •

BT
w BT

wY −I • • • • •
0 Y − Ȳ 0 −W−1

1 • • • •
0 (∆4i − ∆̄4i)

T 0 0 −W−1
2 • • •

∆3i − ∆̄3i 0 0 0 0 −W1 • •
X − X̄ 0 0 0 0 0 −W2 •

0 B̃T 0 0 0 0 0 −Ξ−1


< 0

where

(6.54) ∆5i = −[Ȳ ∆̄3i + ∆̄4iX̄] + [Y ∆̄3i + ∆̄4iX] + [Ȳ∆3i + ∆4iX̄]

The proof is not shown but the same methods as in Section 4.2.1 are used. Now, the

convexificaition points B̄, C̄, X̄, Ȳ are invoked in the expressions for ∆̄3, ∆̄4. The op-

timization problem now becomes to minimize γ over {X, Y, Z1...ZN , Ã, B̃, C̃} subject

to (6.41)-(6.43), (6.53). The above is now convex in both the optimization variables

and the uncertainty parameters, and can be solved iteratively via LMI optimization

techniques.

6.3.1 Design of Optimization Algorithm

As stated in Section 5.1.1, there are two main hindrances of the convexification

algorithm. There must be a feasible starting point and it may take many iterations to

converge to the optimal solution. To alleviate some of the computational burden and

initialize a feasible starting point, an optimization strategy is proposed below, with

the implicit assumption that a solution exists and has been solved for optimization

(6.29).

1. For i = 1, . . . , N , set Ai = A0, Bi = B0, Ci = C0, etc. for all network
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characteristics which change over the polytopic region. This is equivalent to

collapsing all the vertices to a single point, in the examples done, α0 was assumed

to be in the middle of the polytopic region, i.e., α0i = 1/N , i = 1, . . . , N . Now,

∆4i = ∆5i = 0 and the optimization problem (6.41)-(6.43), (6.52) is convex as

stated. It should be noted that the robust regenerative optimization problem is

now the same as (3.37)-(3.40). Minimize γ over {X, Y, Z1..Znz , Ã, B̃, C̃} subject

to (6.41), (6.42), (6.43), and (6.52).

2. Now, reset the network characteristics from the collapsed vertices (i.e., A0, B0, C0,

etc) to their original values A1, . . . , AN , B1, . . . , BN , C1, . . . , CN , etc. Set the

right hand side of (6.53) to εI and (6.41), (6.42) to −εI. When ε > 0, the feasi-

bility of these three LMIs is relaxed. Initialize the convexification points X̄, Ȳ ,

etc as the values obtained in Step 1 and specify some value of γ sufficiently large

enough. Iteratively run an optimization problem that minimizes ε, each time

using the previous solution as the next design point. Continue this process until

ε < 0 and thus the three constraints are overbounded. This homotopy approach

results in a feasible starting point for the minimization of γ.

3. Set the design points equal to the previous optimization variable values from the

last iteration of Step 2. Now, minimize γ over {X, Y, Z1..Znz , Ã, B̃, C̃} subject

to (6.41)-(6.43),(6.53). Use the values of the previous optimization as design

points for the next iteration. Repeat this process until the change in γ from one

iteration to the next is less than some specified value.

At the end of the optimization, an optimal regenerative controller over an unknown

polytopic domain is generated.
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6.4 Example

To formulate an example, the three-degree of freedom structure shown in Figure

2.1 is considered, with all system values as stated in Chapter 2, with the exception

of the disturbance characteristics. For the purpose of the example, the scope of the

polytopic region is limited to the case when there is uncertainty in the disturbance

characterization A and nowhere else. Further uncertainty will be discussed in the

future work section, but for the purposes of this example there is no uncertainty

assumed in the network N . Once again the feedback variable y is collocated with

the voltage v via (3.48).

To ease the feasibility of the power generation, the system was converted to its

self-dual form. This conversion is assumed to be known and will not be shown. The

resulting system N can be characterized as

AN = diag

{[
0 ωp

−ωp −ρω2
p

]
, p = 1, 2, 3

}
(6.55)

BNu =
[
0 −0.328 0 0.737 0 −0.591

]T
(6.56)

BNa =
[
0 1.6560 0 −0.4740 0 0.182

]T
(6.57)

CNv =BT
Nu

(6.58)

DNv =0(6.59)

where

(6.60) ω1 = 0.445, ω2 = 1.247, ω3 = 1.8019, ρ = 0.01

The performance vector z was assumed to be the absolute acceleration of the three
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masses and the control input, i.,e.

(6.61) z =


ẍ1 + ẍ0

ẍ2 + ẍ0

ẍ3 + ẍ0

u


Additionally, the fictitious noise Ξ = 1 × 10−6 and the parasitic parameters were

assumed to be pd = 0, Rd = 0.1. Again, the power spectral density a = ẍ0 is

assumed to be a stationary stochastic sequence of the form

(6.62) Sa(ω) =
ω2

(ω2 − ω2
a)

2 + (ζaωaω)2

where ωa is the natural frequency and ζa is the damping ratio of the power spectral

density. The above transfer function translates to the space space representation of

the form

(6.63) AA =

[
0 ωa

−ωa −2ζaωa

]

(6.64) BT
A = CA =

[
0 1

]
It was assumed these disturbance parameters would vary, i.e. varied values of

0.225 0.25 0.275

0.9

1

1.1

0.405 0.495 0.605

0.9

1

1.1

ωa
ωa

2ξaωaξa

Figure 6.2: Polytopic uncertainty of exogenous disturbance parameters

{ωa, ζa} make up the polytopic domain. For this example, there was assumed to be

a variance = ±δ/2 % from the nominal values ωa = 1, ζa = 0.25 of the disturbance
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characteristics, where δ ∈ {0, 20}. This translates to the relationship shown in

Figure 6.2. For example, the natural frequency ωa, at its maximum variance, has

values of ωa = [0.9, 1.1]. In the same respect the damping ratio has values ζa =

[0.225, 0.275] at its maximum variance ±10%. These two polytopic regions were

assumed to vary independently, i.e., ωa varies by some δω ∈ [0, 20] and ζa varies

by some δζ ∈ {0, 20}. The resulting polytopic region is composed of four vertices

composed of the combination of {ωa+δω/2, ωa−δω/2}×{ζa+δζ/2, ζa−δζ/2}. These

vertices are additionally shown on the left hand side of Figure 6.2. The right hand

of Figure 6.2 shows the transformed space of ωa vs. 2ζaωa, i.e., the polytopic region

described by AA.

Using values of δω and δζ of 5,10,15,20 %, the procedure described in Section 6.3.1

could be run and optimal γ values could be found. This value was then nominalized

by γ0 the performance of the regenerative controller when {δω, δζ} = {0, 0}. This

manifests itself in the ratio

(6.65) γR =
γ(δω, δζ)

γ(0, 0)

For each value of δ, the optimization was run and γR was found. The result is the

table is shown below, which details the amount of uncertainty in each parameter and

the resulting γR value.

Table 6.1: Performance ratios over different values of uncertainty in the disturbance parameters

PPPPPPPPδωa

δζa 5 10 15 20

5 1.1881 1.2624 1.3461 1.4413

10 1.3605 1.4562 1.5657 1.6923

15 1.5896 1.7181 1.8685 2.0468

20 1.9107 2.0947 2.3174 2.5641

From the table, it is easy to see uncertainty in ωa produces a much larger per-
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formance drop compared to uncertainty in ζa. This makes sense, as ωa is present in

all three non-zero terms of AA and uncertainty in ζa is only manifested in the (2,2)

term of AA. Additionally, the performance starts to severely degrade when both

parameters have uncertainty larger than 10%. But, for a small δ the performance

of the robust controller is comparable (within 20%) with the controller at the nom-

inal values. Therefore, for small enough uncertainty, the regenerative controller is

serviceable. It remains to be seen how this compares with the passive case.



CHAPTER 7

Conclusion

7.1 Current Conclusions

Through the last six chapters, the viability and feasibility of a regenerative con-

troller has been explored. To do this, we have compared a regenerative controller

with the baseline option, a passive controller. The passive controller represents the

cheapest option and also provides energy autonomy. A regenerative controller the-

oretically provide the energy-autonomy of a passive controller, but with increased

performance. The regenerative controller makes use of a local energy supply (bat-

tery, supercapacitor, etc.). The regenerative control device can then utilize energy

from the local supply at times, and extract energy from the network to replenish the

local energy storage at other times. The regenerative control law is constrained such

that more energy is extracted from the network than taken from the local energy

supply. Regenerative control devices also possess parasitics, which limit the flow of

energy from the network into the local energy supply. Therefore, the regenerative

controller must outperform a passive controller in the presence of parasitics.

To ensure an accurate, fair comparison, theoretical techniques for optimizing both

regenerative and passive control laws have been found. The regenerative control law

optimization, through a basis change, is convex and easy to solve using many com-

102
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mercial solvers. Examples have also been shown which demonstrate the degradation

in performance in the regenerative control law in the presence of parasitics. The

passive control law optimization is non-convex, and requires nonlinear methods to

be developed to solve the optimization. To this end, a technique called Iterative

Convex OverBounding (ICO) has been proposed and developed to solve nonconvex

problems. This technique requires initial feasible points and many iterations to solve,

but converges to an optimal solution with little conservatism. This allows for optimal

passive and regenerative control laws to be compared over a variety of examples. A

study has also been performed to assess the robustness of a regenerative controller

under uncertainty in system parameters. Using the ICO algorithm, the performance

of a regenerative controller to be assessed over a polytopic region and quadratic

stability to be ensured throughout the region.

Throughout the chapters, it has been found that optimal regenerative and pas-

sive control laws can be derived. It was also found that the ICO algorithm can solve

for an optimal passive control law, and a variation on the ICO technique provided

faster and smoother convergence characteristics in some cases. Through numerous

examples, the regenerative control law was found to outperform the passive control

law in structural applications. This advantage ranges from 10% - 1700%, but re-

mains steady throughout the structural examples. The regenerative control law also

showed an advantage when compared to a viscous damper in an automotive appli-

cation. Therefore, theoretically a regenerative controller is viable in structural and

automotive applications as long as parasitics are kept at a reasonable value. Lowering

parasitics may be difficult and is dependent on the physical structure of the control

device, and therefore may be a topic for future work. However, if parasitics can be

brought down a regenerative controller presents a clear performance advantage over
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a passive controller. It was also found that uncertainty in disturbance characteristics

creates performance degradation ranging from 18-156%, depending on the level of

uncertainty.

7.2 Future Work

First and foremost, experimental verification must be done for a regenerative

controller. As of now, a hybrid hydraulic actuator is being set up. In order for the

effect of the theory developed in this paper to be fully realized, experimental results

must be shown. With an experimental setup in place, real data can be seen and the

parasitics can be measured. The parasitics represent the main limiting factor of a

regenerative controller, and an experimental model can showcase just how large we

can expect the parasitic parameters to be.

On this topic, a more complete representation of parasitics may prove itself useful.

We have developed a model that captures static and dynamic parasitics, but have no

experimental results which showcase the values of the actual parasitic parameters or

that our model is correct. A more complete study would give an idea as to the nature

of the parasitic parameters, the range we should be considering, and the feasibility

of various examples and the regenerative controller as a whole.

Something that is currently being developed is new theory behind optimizing

a passive controller. The current solution we have solves for an optimal passive

controller without conservatism, but requires a large number of iterations. In some

cases, the code takes days and sometimes weeks to run. Finding a way to make the

passive control optimization convex, through a small amount of conservatism, would

be a great advance. This would allow for more complex examples and networks to

be analyzed quickly.
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More work can also be done with the ICO algorithm. The ICO algorithm was the

last study performed, and it may be advantageous to consider the implications of

the two ICO algorithms on the optimal passive control laws from Chapter 4. It may

be the case that the passive controller can converge to another local solution, via

the new ICO technique, which has a lower cost than that of the controller optimized

via the previous technique. The regenerative control advantage may be smaller than

originally anticipated. Additionally, work should be done to try to understand the

jumps in cost value which are occurring in the cost convergence. Theoretically, these

jumps should not occur and have thus far been attributed to precision errors within

MatLab. In the future, the numerical robustness of the ICO algorithm must be

increased. One suggestion is, rather than using the built in solvers in cvx, implement

an interior point method of our own. This would speed up optimization time, and

possibly help improve convergence characteristics.



Appendix

Proof of conversion from (4.3-4.4) to (4.5-4.6).

We are given (4.3-4.4). Rewriting AK , BK , CK using

Ã = NApM
T +NBpCyX + Y BCpM

T + Y AX(7.1)

B̃ = NBp(7.2)

C̃ = CpM
T(7.3)

produces the new LMI constraints

(7.4)



M−1ĀTN−TTp + TpN
−1ĀM−T • •

B̃∗TN−TTp −εI •

Cp − C̃M−T Dp −εI


< 0

(7.5)


M−1ĀTN−TWp +WpN

−1ĀM−T •

B̃∗TN−TWp + Cp DT
p +Dp

 < 0

106
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Define Mp =diag{M, I, I}, and pre and post-multiply the above by Mp, which yields

(7.6)



ĀTN−TTpM
T +MTpN

−1Ā • •

B̃∗TN−TTpM
T −εI •

Cp − C̃ Dp −εI


< 0

(7.7)


ĀTN−TWpM

T +MWpN
−1Ā •

B̃∗TN−TWpM
T + CpM

T DT
p +Dp

 < 0

Next, redefine T̃p = NTTpN, W̃p = NTWpN and set G = NMT = I − Y X which

yields 

ĀT T̃pG+GT T̃pĀ • •

B̃∗T T̃pG −εI •

C̃p − C̃∗ D̃p −εI


< 0(7.8)


ĀT W̃pG+GT W̃pĀ •

B̃∗T W̃pG+ C̃p D̃T
p + D̃p

 < 0(7.9)

Proof of Redefined Variables in (4.16), (4.21), (4.13)

Eliminating the controller basis

We first change to the basis-independent optimization variables from [87], we

have that in the optimization domain {Ã, B̃, C̃, D̃,X, Y } we would like to minimize
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γ = tr{Q}, subject to

AX +XAT +BC̃ + (BC̃)T ÃT + (A+BD̃BT ) Bw

Ã+ (A+BD̃BT )T ATY + Y A+ B̃BT + (B̃BT )T Y Bw

BT
w (Y Bw)T −I


< 0(7.10)



X I (CzX +DzC̃)T

I Y (Cz +DzD̃B
T )T

CzX +DzC̃ Cz +DzD̃B
T Q


> 0(7.11)


ATpWp +WpAp WpBp + CT

p

BT
pWp + Cp DT

p +Dp

 < 0(7.12)

From a previous section, we know the controller variables {AK , BK , CK , DK} are

related to the optimization domain through

Dp =D̃(7.13)

Cp =(C̃ −DpB
TX)M−T(7.14)

Bp =N−1(B̃ − Y BDp)(7.15)

Ap =N−1(Ã−NBpB
TX − Y BCpMT − Y (A+BDpB

T )X)M−T

=N−1(Ã− Y AX − B̃BTX − Y BC̃ + Y BDpB
TX)M−T(7.16)

and where N and M can be any matrices satisfying

(7.17) MNT = I −XY
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Different solutions result in different state-space realizations of the same controller.

Substituting the above into (7.12) gives the SPR LMI in terms of the optimization

domain variables, together with M , N , and Wp, as

(7.18)


M−1(Ã− Y AX − B̃BTX − Y BC̃ + Y BD̃BTX)TN−TWp

+WpN
−1(Ã− Y AX − B̃BTX − Y BC̃ + Y BD̃BTX)M−T




WpN

−1(B̃ − Y BD̃)

+M−1(C̃ − D̃BTX)T


(B̃ − Y BD̃)TN−TWp + (C̃ − D̃BTX)M−T D̃T + D̃


< 0

Premultiplying by


M 0

0 I

 and postmultiplying by


MT 0

0 I

 gives the equivalent

condition

(7.19)


(Ã− Y AX − B̃BTX − Y BC̃ + Y BD̃BTX)TN−TWpM

T

+MWpN
−1(Ã− Y AX − B̃BTX − Y BC̃ + Y BD̃BTX)




MWpN

−1(B̃ − Y BD̃)

+(C̃ − D̃BTX)T


(B̃ − Y BD̃)TN−TWpM

T + (C̃ − D̃BTX) D̃T + D̃


< 0

Define P = N−TWpN
−1 and, noting that MWpN

−1 = (I −XY )P , we eliminate M

and N from the condition, we redefine our LMI in terms of our optimization variables
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{Ã, B̃, C̃, D̃,X, Y, P}, as

(7.20)


(Ã− Y AX − B̃BTX − Y BC̃ + Y BD̃BTX)TP (I − Y X)

+(I −XY )P (Ã− Y AX − B̃BTX − Y BC̃ + Y BD̃BTX)




(I −XY )P (B̃ − Y BD̃)

+(C̃ − D̃BTX)T


(B̃ − Y BD̃)TP (I − Y X) + (C̃ − D̃BTX) D̃T + D̃


< 0

Let Z = Y −1. Then the three optimization matrix inequalities, (7.10), (7.11), and

(7.20) become

(7.21)

AX +XAT +BC̃ + (BC̃)T ÃTZ + (AZ +BD̃BTZ) Bw

ZÃ+ (AZ +BD̃BTZ)T ZAT + AZ + ZB̃BTZ + (ZB̃BTZ)T Bw

BT
w BT

w −I


< 0

(7.22)



X Z (CX +DC̃)T

Z Z (CZ +DD̃BTZ)T

CX +DC̃ CZ +DD̃BTZ Q


> 0

(7.23)


(ZÃ− AX − ZB̃BTX −BC̃ +BD̃BTX)TY PY (Z −X)

+(Z −X)Y PY (ZÃ− AX − ZB̃BTX −BC̃ +BD̃BTX)




(Z −X)Y PY (ZB̃ −BD̃)

+(C̃ − D̃BTX)T


(ZB̃ −BD̃)TY PY (Z −X) + (C̃ − D̃BTX) D̃T + D̃


< 0
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So if we redefine Ã ← ZÃ, B̃ ← ZB̃, P ← Y PY and Θ = BwB
T
w then, the above

are reformulated as


Θ + AX +XAT +BC̃ + (BC̃)T Θ + ÃT + (AZ +BD̃BTZ)

Θ + Ã+ (AZ +BD̃BTZ)T Θ + ZAT + AZ + B̃BTZ + (B̃BTZ)T

 < 0

(7.24)



X Z (CX +DC̃)T

Z Z (CZ +DD̃BTZ)T

CX +DC̃ CZ +DD̃BTZ Q


> 0(7.25)




(Ã− AX − B̃BTX −BC̃ +BD̃BTX)TP (Z −X)

+(Z −X)P (Ã− AX − B̃BTX −BC̃ +BD̃BTX)




(Z −X)P (B̃ −BD̃)

+(C̃ − D̃BTX)T


(B̃ −BD̃)TP (Z −X) + (C̃ − D̃BTX) D̃T + D̃


< 0

(7.26)

where we have used a Schur complement in the first LMI.

All three matrix inequalities above are nonlinear. In the following subsections,

we create (convex) over-bounding LMIs for each of these, which are linearized about

{Ã0, B̃0, C̃0, D̃0, X0, Z0, P0}. (Note that no linearization is necessary in the Q vari-

able, which already participates linearly. Through the analysis, the following defini-

tion will make the notation a lot more concise.
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Convexification of (4.10)-(4.12)

Inequality (4.10)

Matrix inequality (4.10) is currently bilinear in variables Z, B̃, and D̃. First, we

isolate the bilinear terms:

0 >


Θ + AX +XAT +BC̃ + (BC̃)T Θ + ÃT + (AZ +BD̃BTZ)

Θ + Ã+ (AZ +BD̃BTZ)T Θ + ZAT + AZ + B̃BTZ + (B̃BTZ)T



=


Θ + AX +XAT +BC̃ + C̃TBT Θ + ÃT + AZ

Θ + Ã+ ZAT Θ + ZAT + AZ

+


0

ZB




BD̃

B̃



T

+


BD̃

B̃




0

ZB



T

Referencing the inequality to design point {Z0, B̃0, D̃0} gives

0 >


Θ + AX +XAT + +BC̃ + C̃TBT Θ + ÃT + AZ

Θ + Ã+ ZAT Θ + ZAT + AZ

+ G0




0

ZB

 ,

BD̃

B̃





+


0

(Z − Z0)B




B(D̃ − D̃0)

(B̃ − B̃0)



T

+


B(D̃ − D̃0)

(B̃ − B̃0)




0

(Z − Z0)B



T

where

(7.27) G0(Q,R) = Q0R
T +RQT

0 +QRT
0 +R0Q

T −Q0R
T
0 −R0Q

T
0
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Next, we use the convexification algorithm to introduce a weighting matrix W1 such

that our constraint is now

0 >


Θ + AX +XAT + +BC̃ + C̃TBT Θ + ÃT + AZ

Θ + Ã+ ZAT Θ + ZAT + AZ

+ G0




0

ZB

 ,

BD̃

B̃





+


0

(Z − Z0)B

W1


0

(Z − Z0)B



T

+


B(D̃ − D̃0)

(B̃ − B̃0)

W
−1
1


B(D̃ − D̃0)

(B̃ − B̃0)



T

(7.28)

we have, through Schur complements, the conservative LMI

(7.29)




Θ + AX +XAT + +BC̃ + C̃TBT Θ + ÃT + AZ

Θ + Ã+ ZAT Θ + ZAT + AZ

+ Gk




0

ZB

 ,

BD̃

B̃








0

(Z − Z0)B




B(D̃ − D̃0)

B̃ − B̃0


• −W−1

1 0

• • −W1



< 0

We can make W1 a design variable as well, by recognizing that for W1 > 0,

(7.30) W−1
1 > W−1

10 (2W10 −W1)W
−1
10

Substituting the conservative approximation of W−1
1 , which is linear in W1, we arrive

at an LMI in all the unknown variables, which now includes our weighting matrix

W1. We can eliminate the need to invert W10 by multiplying the third block row
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from the left by W10, and the third block column from the right by W10, to get

(7.31)




Θ + AX +XAT + +BC̃ + C̃TBT Θ + ÃT + AZ

Θ + Ã+ ZAT Θ + ZAT + AZ

+ G0




0

ZB

 ,

BD̃

B̃








0

(Z − Z0)BW10




B(D̃ − D̃0)

B̃ − B̃0


∗ −2W10 +W1 0

∗ ∗ −W1



< 0

Inequality (4.11)

Convexification of LMI (4.11) is the same as in the previous section We begin by

isolating the bilinear terms:

0 <



X Z (CzX +DzC̃)T

Z Z ZCT
z

CzX +DzC̃ CzZ Q


+



0

0

DD̃





0

ZB

0



T

+



0

ZB

0





0

0

DD̃



T
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Next we reference the above to a design point {Zk, D̃k},

0 <



X Z (CzX +DzC̃)T

Z Z ZCT
z

CzX +DzC̃ CzZ Q


+ Gk





0

ZB

0


,



0

0

DD̃





+



0

0

D(D̃ − D̃0)





0

(Z − Z0)B

0



T

+



0

(Z − Z0)B

0





0

0

D(D̃ − D̃0)



T

Next we proceed with the convexification in the same manner as in the previous

section with weighting matrix W2 defined as an optimization variable

(7.32) 0 <







X Z (CzX +DzC̃)T

Z Z ZCT
z

CzX +DzC̃ CzZ Q


+ G0





0

ZB

0


,



0

0

DD̃









0

(Z − Z0)B

0





0

0

D(D̃ − D̃0)


• W2 0

• • W−1
2
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Last, we use the fact that W−1
2 < 2W−1

20 −W−1
20 W2W

−1
20 to obtain

(7.33)

0 <







X Z (CzX +DzC̃)T

Z Z ZCT
z

CzX +DzC̃ CzZ Q


+ G0





0

ZB

0


,



0

0

DD̃









0

(Z − Z0)B

0





0

0

D(D̃ − D̃0)W20


∗ W2 0

∗ ∗ 2W20 −W2


Inequality (4.12)

Convexification of MI (4.12) is more complicated because it is quadrilinear. Thus,

we need to convexify once to get a BMI, and then again to get an LMI. To get the
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BMI, we have


(Ã− AX − B̃BTX −BC̃ +BD̃BTX)TP (Z −X)

+(Z −X)P (Ã− AX − B̃BTX −BC̃ +BD̃BTX)




(Z −X)P (B̃ −BD̃)

+(C̃ − D̃BTX)T


(B̃ −BD̃)TP (Z −X) + (C̃ − D̃BTX) D̃T + D̃



=


0 C̃T

C̃ D̃ + D̃T

+


0

−D̃




XB

0



T

+


XB

0




0

−D̃



T

+


(Z −X)P

0




ÃT −XAT − C̃TBT −XB(B̃ −BD̃)T

(B̃ −BD̃)T



T

+


ÃT −XAT − C̃TBT −XB(B̃ −BD̃)T

(B̃ −BD̃)T




(Z −X)P

0



T

< 0
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Following the convexification process as before, we get that the above is satisfied if

(7.34)


0 C̃T

C̃ D̃ + D̃T

+


0

−D̃




XB

0



T

+


XB

0




0

−D̃



T

+R ∗ ∗


P (Z −X)− Pk(Z0 −X0) 0

 −W−1
3 ∗


Ã− Ã0 − A(X −X0)−B(C̃ − C̃0)

−(B̃ −BD̃)BTX + (B̃0 −BD̃0)B
TX0

 (B̃ −BD̃)− (B̃0 −BD̃0)

 0 −W3



< 0
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which is a BMI, where

R = Gk




(Z −X)P

0

 ,

ÃT −XAT − C̃TBT −XB(B̃ −BD̃)T

(B̃ −BD̃)T





=


(Z −X)P

0




ÃT0 −X0A

T − C̃T
0 B

T −X0B(B̃0 −BD̃0)
T

(B̃0 −BD̃0)
T



T

+


ÃT0 −X0A

T − C̃T
0 B

T −X0B(B̃0 −BD̃0)
T

(B̃0 −BD̃0)
T



P (Z −X) 0



+


(Z0 −X0)P0

0



Ã− AX −BC̃ − (B̃ −BD̃)BTX (B̃ −BD̃)



+


ÃT −XAT − C̃TBT −XB(B̃ −BD̃)T

(B̃ −BD̃)T




(Z0 −X0)P0

0



T

−


(Z0 −X0)P0

0




ÃT0 −X0A

T − C̃T
0 B

T −X0B(B̃0 −BD̃0)
T

(B̃0 −BD̃0)
T



T

−


ÃT0 −X0A

T − C̃T
0 B

T −X0B(B̃0 −BD̃0)
T

(B̃0 −BD̃0)
T




(Z0 −X0)P0

0



T
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Define

Tk = (B̃0 −BD̃0)
T(7.35)

Uk = (Z0 −X0)P0(7.36)

Vk = ÃT0 −X0A
T − C̃T

0 B
T −X0BT0(7.37)
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Then

R =


I

0

 (Z −X)P


V T
0 T T0

+


V0

T0

P (Z −X)


I 0



+


I

0

Uk

Ã− AX −BC̃ − (B̃ −BD̃)BTX (B̃ −BD̃)



+


ÃT −XAT − C̃TBT −XB(B̃ −BD̃)T

(B̃ −BD̃)T

U
T
0


I 0



−


I

0

U0


V T
0 T T0

−

V0

T0

U0


I 0



=


U0(Ã− AX −BC̃) + (Ã− AX −BC̃)TUT

0 U0(B̃ −BD̃)

(B̃ −BD̃)TUT
0 0

−

I

0

U0


V T
0 T T0

−

V0

T0

U
T
0


I 0

+


I

0

 (Z −X)P


V T
0 T T0

+


V0

T0

P (Z −X)


I 0



+


−XB

0

 (B̃ −BD̃)TUT
0


I 0

+


I

0

U0(B̃ −BD̃)


−BTX 0
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The entire term (1,1) of the BMI is thus
U0(Ã− AX −BC̃) + (Ã− AX −BC̃)TUT

0 C̃T + U0(B̃ −BD̃)

C̃ + (B̃ −BD̃)TUT
0 D̃ + D̃T



−


I

0

U0


V T
0 T T0

−

V0

T0

U
T
0


I 0



+


I

0

 (Z −X)P


V T
0 T T0

+


V0

T0

P (Z −X)


I 0



+


−XB

0




(B̃ −BD̃)TUT
0 D̃T

+


U0(B̃ −BD̃)

D̃



−BTX 0
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where we notice that the first line is linear, while the second and third lines are

bilinear. The overall matrix inequality is therefore

0 >



U0(Ã− AX −BC̃ − V T
0 ) + (Ã− AX −BC̃ − V0)TUT

0 ∗ ∗ ∗

C̃ + (B̃ −BD̃ − T T0 )TUT
0 D̃ + D̃T ∗ ∗

−UT
0 0 −W−1

3 ∗

Ã− AX −BC̃ − V T
0 B̃ −BD̃ − T T0 0 −W3



+



−XB

0

0

0





U0(B̃ −BD̃)

D̃

0

B̃ −BD̃



T

+



U0(B̃ −BD̃)

D̃

0

B̃ −BD̃





−XB

0

0

0



T

+



V0P

T0P

P

0





Z −X

0

0

0



T

+



Z −X

0

0

0





V0P

T0P

P

0



T
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So the BMI is conservatively satisfied by the following inequality

0 >



 U0(Ã−AX −BC̃ − V T
0 )

+(Ã−AX −BC̃ − V0)
TUT

0

 ∗ ∗ ∗

C̃ + (B̃ −BD̃ − TT
0 )TUT

0 D̃ + D̃T ∗ ∗

−UT
0 0 −W−1

3 ∗

Ã−AX −BC̃ − V T
0 B̃ −BD̃ − TT

0 0 −W3



(7.38)

+ G0





U0(B̃ −BD̃)

D̃

0

B̃ −BD̃


,



−XB

0

0

0




+ G0





V0P

T0P

P

0


,



Z −X

0

0

0





+



(X −X0)B

0

0

0


W4



(X −X0)B

0

0

0



T

+



U0(B̃ −BD̃ − TT
0 )

D̃ − D̃0

0

B̃ −BD̃ − TT
0


W−1

4



U0(B̃ −BD̃ − TT
0 )

D̃ − D̃0

0

B̃ −BD̃ − TT
0



T

+



(Z −X)− (Z0 −X0)

0

0

0


W5



(Z −X)− (Z0 −X0)

0

0

0



T

+



V0(P − P0)

T0(P − P0)

(P − P0)

0


W−1

5



V0(P − P0)

T0(P − P0)

(P − P0)

0



T

Derivation of αk, βk, γk values in (5.17)

We assume our optimization cost fits the exponential curve:

γ̂(i) = γk
(
(1− αk) + αke

−βk(i−k)
)

Where k is the present point of the iteration, i is an iteration time index for our

curve, and αk, βk, γk are the variables we wish to find. We compute a Least Squares

Solution

(7.39) gk =

∫ ∞
−∞

(γk−p − γ̂k−p)2

Our new index for γ̂ is (k − p) instead of i. This alters γ̂(i) to:
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γ̂(k − p) = γk
(
(1− αk) + αke

−βk(k−p−k)
)

= γk
(
(1− αk) + αke

βkp
)

Taking the partial of gk with respect to αk and βk, the following two partial deriva-

tives must be minimized. We also redefine γ̄k−p =
γk−p

γk
.

(7.40)
δgk
δαk

= 2

∫ ∞
−∞

(γk−p − γ̂k−p)
δγ̂k
δαk

= 2
∫∞
−∞(γk−p − γ̂k−p)(−γk + γke

βkp)

= 2
∫∞
−∞(γk−p − γk

(
(1− αk) + αke

βkp
)
)(−γk + γke

βkp)

= 2
∫∞
−∞(γ̄k−p −

(
(1− αk) + αke

βkp
)
)(−1 + eβkp)

And our second partial derivative:

(7.41)
δgk
δβk

= 2

∫ ∞
−∞

(γk−p − γ̂k−p)
δγ̂k
δβk

= 2
∫∞
−∞(γk−p − γk

(
(1− αk) + αke

βkp
)
)(γkαkpe

βkp)

= 2
∫∞
−∞(γ̄k−p −

(
(1− αk) + αke

βkp
)
)αkpe

βkp

We would like to solve for αk in terms of βk in both equations. In δgk
δαk

, it can be

shown:

∫∞
−∞(1− γ̄k−p)(1− eβkp) =

[ ∫∞
−∞(1− eβkp)2

]
αk

(7.42) ⇒ αk =

[ ∫ ∞
−∞

(1− eβkp)2
]−1 ∫ ∞

−∞
(1− γ̄k−p)(1− eβkp)

In the same respect, solving αk in terms of βk in δgk
δαk

can be computed as:

(7.43)

∫ ∞
−∞

(1− γ̄k−p)peβkp =

[ ∫ ∞
−∞

(1− eβkp)peβkp
]
αk

Subbing in 7.42 into 7.43, we come to the equation:
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∫∞
−∞(1−γ̄k−p)peβkp =

[ ∫∞
−∞(1−eβkp)peβkp

][ ∫∞
−∞(1−eβkp)2

]−1 ∫∞
−∞(1−γ̄k−p)(1−eβkp)

Or

(7.44)

0 =

[ ∫ ∞
−∞

(1−eβkp)peβkp
][ ∫ ∞

−∞
(1−eβkp)2

]−1 ∫ ∞
−∞

(1−γ̄k−p)(1−eβkp)−
∫ ∞
−∞

(1−γ̄k−p)peβkp

Redefining θ = e−βk , the above equation can be simplified to:

(7.45)

0 =

[ ∫ ∞
−∞

(1−θ−p)pθ−p
][ ∫ ∞

−∞
(1−θ−p)2

]−1 ∫ ∞
−∞

(1−γ̄k−p)(1−θ−p)−
∫ ∞
−∞

(1−γ̄k−p)pθ−p

(7.46) ⇒ αk =

[ ∫ ∞
−∞

(1− θ−p)2
]−1 ∫ ∞

−∞
(1− γ̄k−p)(1− θ−p)

Brune Synthesis

When considering the practicality of a passive controller, one must consider the

hardware specifications associated with installation. A passive configuration which

creates extremely complicated network realizations proves problematic for a number

of reasons. A complicated network is difficult to install and proves challenging to

alter if the parameters of the network or disturbance change. Additionally, with so

many mechanical components (springs, masses, inertial elements, levers), complete

accuracy cannot be guaranteed. There will be rounding errors, errors in installation

and construction, and others which will all prove the network realization suboptimal.

These errors, while small for individual components, compound when many passive

components are used.

Consider a passive controller which is realized via a strictly positive real (SPR)

transfer function More specifically, the transfer function for an optimal passive con-

troller where the performance output is the relative displacement and the control
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force with a coefficient of one is considered, the passive controller in Figure 4.2c.

Since the controller is assumed to be the same order of the plant, this translates to

an eighth order transfer function. Additionally, since the controller is passive, there is

guaranteed to be a set of mechanical components which can realize the passive trans-

fer function [15]. In order to realize the network, one such decomposition method

(Brune Synthesis [11]) is utilized. Once the impedance transfer function has been

completely decomposed, the transfer function can be realized via positive inductors,

resistors, capacitors, and transformers. This translates to springs, dampers, inerters,

and levers, respectively, in a mechanical context. Shown in the coming section is

an explanation of Brune Synthesis and the steps required to decompose a transfer

function and an explination fo the resulting realization from the transfer function in

Figure 4.2c.

Table 7.1: Electrical-Mechanical Relationship Between Components

Mechanical Comp. Force Relationship Current Relationship Electrical Comp.

Spring dF
dt = k(v2 − v1) di

dt = 1
L (v2 − v1) Inductor

Inerter F = bd(v2−v1)dt i = C d(v2−v1)
dt Capacitor

Damper F = c(v2 − v1) i = 1
R (v2 − v1) Resistor

Step 1: Remove Minimum Resistance

This ensures that the cycle starts with as a minimum function. To complete this,

the minimum of the real part of the Nyquist plot is subtracted from the transfer

function, i.e,

(7.47) Z1(s) = Z(s)−R1

This step creates a resistor in series with Z1(s) of value R1 = min(Re(Z(jω)). At

this point, a minimum positive real function Z1(s) is obtained.
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Z2(s)

L1

Z1(s)

(a) Brune Synthesis after Step 2

Z3(s)

L1

Z1(s)
L2

C2

(b) Brune Synthesis after Step 3

Figure 7.1: Progression of Electrical Setup after Step 2 of Brune Synthesis

Step 2: Remove Minimum Inductance

To remove the minimum inductance from the system, first ω1 be the frequency such

that Re(Z(jω) = 0, i.e., the network is purely reactive. Then, define X1 such that

(7.48) Z1(jω1) = X1(jω1) = jX1

This is now removed from the system via:

(7.49) Z2(s) = Z1(s)− L1s, L1 =
X1

ω1

There will additionally be a case when X1 = 0, in which L1 = 0 and this step can

be skipped. This step will introduce zeros at z = ±jω1 to Z2(s), which must be

removed in the next step.

Step 3: Removal of Imaginary Zeros

Due to step 2, there will now be new zeros introduced at some point along the

imaginary axis z = ±jω1. To remove these zeros, consider the three cases:
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Z4(s)

L1 L3

Z1(s)
L2

C2

Figure 7.2: Brune Synthesis after Step 4

Case 1: ω1 = 0: In this case, one zero will be created at z = 0. In this case,

the admittance Y2(s) will be of the form:

(7.50) Y1(s) =
1

Z1(s)
=
bns

n + bn−1s
n−1 + · · ·+ b1s+ b0

ānsn + ān−1sn−1 + · · ·+ ā1s

and the Inductance term:

(7.51) L2 =
b0
ā1

will reduce the order of the network via

(7.52) Y2(s) = Y1(s)−
L2

s

At this point, the Brune process terminates and the Brune cycle starts up at Step 1.

Case 2: ω1 =finite number: In this case, two zeros are created at z = ±jω1.

To remove these, an shunt element composed of an inductor and a capacitor in se-

ries is introduced. In the network, this consists of a constant K1 such that (given

Y2(s) = 1/Z2(s))

(7.53) Y3(s) = Y2(s)−
2K1s

s2 + ω2
1

From this, the shunt element inductor (L2 = 1/2K1) and capacitor (C2 = 2K1/ω
2
1)

can be created, as shown in Figure [fig]. To compute the gain K1, consider the
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following reformulation of Y1(s). Since it is known that ±jω is a pole of Y1(s), it can

be written:

(7.54) Y2(s) =
1

s2 + ω2
1

N

D

and therefore

(7.55) Y3(s) =
1

s2 + ω2
1

(
N − 2DK1s

D

)
It is not hard to see that ideally K1 would be chosen such that s2 + ω2

1 is a factor

of N − 2DK1s. To achieve this, one can do long division with s2 + ω2
1 as the divisor

and N − 2DK1s as the dividend. With this done, there will be a remainder which

will be some function of K1, and can be set equal to zero to solve for the gain K1.

Now, we have some network Y2(s) which is not proper, since two poles have

been removed with only one added. Therefore, the last step is to introduce another

inductor L3 = −L1/(1 + 2K1L1) such that

(7.56) 1/Y3(s) = Z3(s) = sL3 + Z4(s)

At this point, we now have a proper, positive real system Z3(s) and the Brune cycle

can start up again.

Case 3: ω1 = ∞: For this case, the goal of the Brune process (to create a zero

at z =∞) has already been completed. Therefore, the Brune’s process would termi-

nate here and the Brune cycle would start up at Step 1.

Step 4: Introduction of Transformer

In the above cases, either L1 < 0 or L3 < 0. What this translates to is a sys-

tem that cannot be realized with mechanical components, since a negative spring is
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Z2(s)Z(s)

C2

Lp Ls

M

M

K

Figure 7.3: Relationship between Transformer and Lever

not physically possible. To alleviate this with electrical components, a transformer

is introduced. The mechanical equivalent of a transformer is a lever system, e.g., the

system shown in Figure [fig]. These would have to implemented wherever a trans-

former would be introduced. In the diagram, Lp > 0, Ls > 0,M are picked such

that

(7.57) M = L2,
M2

LpLs
= 1

For this reason, Brune synthesis may be suboptimal for a mechanical realization.

The lever system would complicate the realization and make it much more difficult

to realize.

Resulting Realization

Brune synthesis was run on the transfer function created in Figure 4.2c. In this

example, three full cycles of Brune Synthesis were run, with two capacitors being

added into the mix. Due to negative inductance terms, the electrical implementa-

tion shown in Figure 7.4a had to be altered to the transformer implementation in

Figure 7.4b. To be more precise, the realization required three transformers and five

capacitors to realize the passive transfer function. This translates to three levers

(see Figure 7.3 for a comparison between a transformer and a lever) and five inertial
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(b) Transformer in Brune Cycle

Figure 7.4: Example Brune Cycle Converted to Transformer

elements to realize the transfer function to be realized in a mechanical context.
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