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ABSTRACT 

Thin film chalcogenide solar cells have been utilized in a broad range of application for 

their tunable direct bandgap and high efficiency. In this work, we performed a novel fabrication 

and multiple high-resolution characterizations of Cu2ZnSnSe4(CZTSe) solar cells, which is 

believed to be a better candidate compared to well-developed CuInxGa(1-x)Se2(CIGS)for its 

earth-abundant contents. The fabrication is based on nanoparticle precursor production by 

liquid-phase pulsed laser ablation, electrophoretic deposition of precursor thin film under 

ambient condition, and selenization.  Such non-vacuum fabrication has the advantage of low 

cost and minimum impact on the environment.  

By studying the CZTSe and CIGS fabricated in the above methods using techniques 

including Raman integrated scanning probe microscope, electron holography, scanning 

transmission electron microscopy and in-situ transmission electron microscopy. We discovered 

the origin of the performance limit of the CZTSe compared to CIGS as well as the defect of our 

non-vacuum fabrication methods. The presented results, including the characterization 

methods, create a novel way to correlate the solar cell performance with the microstructure in a 

nanometer scale. It opens up the possibility for developing high performance solar cell devices 

from the prospective of nanostructure and defect engineering. 
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Chapter 1 

Introduction 

 1.1 Thin film solar cells from earth abundant materials 

The energy production industry is facing challenges brought by the increasing risk of global 

climate change.  Emissions of CO2, generated during combustion of fossil fuels such as coal, oil, 

and natural gas, need to be reduced, which means that current sources of energy need to be 

replaced by carbon-free energy sources. Current world energy consumption is 18 terawatts (TW), 

and by the end of 2050 it is expected to reach 30 TW.  To maintain a CO2 concentration below 

450 ppm, the maximum allowable contribution of fossil fuel power should not exceed 8 TW.  

Carbon-free energy sources will thus have to provide 22 TW by 2050 if this target concentration 

of CO2 is to be attained.[1]  

Solar power is the most abundant renewable energy source on Earth, supplying the amount 

of energy equivalent to annual human consumption in just one hour radiation.[2]  The solar energy 

reaching the Earth’s surface per year (3.85 YJ)[3] is approximately twice the accumulation of all 

Earth's non-renewable energy resources can provide.[4] However, compared to its enormous 

capacity, solar energy is currently a “niche” renewable source that remains a minor share in the 

world’s energy supply map, mainly through the form of light-to-electricity conversion in solar cells.  

The obstacles hindering the extensive use of solar energy include the lack of a sustainable and 

high-throughput photovoltaic (PV) power generation technology, the high construction cost of PV 

facilities, and the intermittent nature of solar energy which requires matching energy storage 

method.[5]  

Since the development of the first practical silicon (Si) solar cell in the 1950s,[6] extensive efforts 

have been devoted to searching for alternative solar absorbing materials, among which two 

principle materials, CdTe[7, 8] and Cu(In,Ga)Se2(CIGS),[9, 10] have been proposed to be more 

efficient and more cost-effective than Si.  

Due to their direct bandgap that can be optimized to 1.5 eV to match the solar spectrum and 

their high adsorption coefficients (>104 cm-1) and high internal quantum efficiencies,[11] thin film 
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solar cells based on these two materials have a higher  thermodynamic limit of power 

conversion efficiency (PCE) (at about 30%) than Si for single-junction cells, and the absorber 

layer thickness can be controlled to within 1-2 µm, which is thinner than that of Si cells by an order 

of magnitude.[12] PCE of lab-scale CIGS thin film solar cells has reached 20.3% in 2011 

fabricated by vacuum-based deposition.[13-15]  In the meantime, commercialized thin film solar 

panels are generating PV power as much as a few gigawatts per year.[16, 17]   

However, when aiming at a terawatt-scale PV energy production to meet the world’s energy 

demands, the current thin film solar cell technologies are facing crucial challenges, such as the 

high cost of vacuum deposition systems, toxicity of Cd, and the limited global supply and the 

consequent high prices of In, Ga, and Te.  

 In these regards, there is a surge of interest recently in developing Cu2ZnSn(S,Se)4 (CZTS) 

as the light-absorbing material. As the sister chalcopyrite of CIGS, CZTS is ideal in both ecological 

and economical aspects, because all constituent elements are non-toxic, and the precious In and 

Ga are replaced by earth-abundant elements Zn and Sn.   

In order to have significant impact on future energy infrastructure, however, TW-scale deployment 

of photovoltaic technology is needed, which requires a massive amount of raw materials and 

energy[18]. Table 1 shows the limitations and maximum energy production of the three major 

commercialized solar cell technologies. By the year 2100, the combined impact of all three 

technologies could provide no more than 4% of the total energy demand[19]. In practice, the 

combined power production available from PV would be only about 300 GW-peak (GWp) per year, 

which is significantly lower than the 2.4 TWp/year required for 60 TWp steady-state installation. 

Hence, none of the currently commercialized technologies will meet the requirements for TW-

scale deployment, for that the absorbing materials should be of low cost, non-toxic, earth 

abundant while still has competitive energy conversion efficiencies compared to the traditional 

solar cell systems.  

Table 1. Estimated, best-scenario maximum wattages for current commercial solar cell 

technologies based on the reserve of the limiting material in each technology[19] 

Technology Limiting 

material 

Reserve 

(metric ton) 

Maximum 

wattage 

Averaged 

output 

% of 2100 

energy demand 

Wafer-Si Ag 540,000 10.3 TWp 1.03-2.06 TW 3.3 

CdTe Te 24,000 492 GWp 49-98 GW 0.16 

CIGS In 11,000 1.1 TWp 110-220 GW 0.34 
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Thin-film Si is not listed as it competes for In with CIGS and Ag with wafer Si 

Given the TW-scale PV energy production needed to meet the world’s energy demands and 

the consistent pressure to reduce module prices in the future, the current thin film solar cell 

technologies are facing additional crucial challenges, such as high cost of vacuum deposition 

systems, toxicity of Cd, and particularly the significant material constraints of earth-rare elements 

In, Ga, and Te. Consequently, a market shakeout has stricken several thin film PV companies 

since 2009, when the price of Si-based PV modules collapsed due to technology innovation and 

overproduction.  In these regards, surging interest has recently occurred to develop low cost PV 

technologies based on truly earth-abundant materials, such as organic, dye-sensitized, and 

inorganic Cu2ZnSn(S,Se)4 (CZTS).  Due to the similarity in the crystal structures and bonding 

characteristics between CZTS and CIS, the two materials are expected to have similar electronic 

structures, and indeed, they have a similar bandgap of ~1.5 eV and a band-edge absorption 

coefficient of above 104
 cm-1.[20] CZTS is considered promising as a low-cost alternative to CIGS.   

As the sister chalcopyrite of CIGS, CZTS is superior to Si, CdTe and CIGS because it is 

made of low cost, earth abundant elements such as Cu, Zn, Sn, S, and Se. The annual production 

of Cu, Zn, Sn, S, and Se are 17,000, 13,000, 230,000, 70,000, and 2000 metric tons/year, 

respectively. This allows production of CZTS modulus on the order of 1.4 TWp/year, which is 20 

times larger than CIGS, assuming similar PCE. 

 1.2 Background of CZTSe Solar cell 

CZTS is a quaternary compound with the kesterite structure which is derived from the 

chalcogenide zinc blende structure via sequential cation mutations (cross-substitutions).[21]  In 

the zinc blende structure, cations (e.g. Zn) and anions (e.g. S and Se) occupy two interpenetrating 

fcc lattice sites, respectively.  By substituting Zn of group II with Cu of group I and In of group III, 

the structure evolves to the I-III-VI2 chalcopyrite CuIn(S,Se)2 (CIS) structure with unit cell doubled 

along the c-axis.  By further substituting In with ordered Zn of group II and Sn of group VI, it 

evolves to the I2-II-IV-VI4 kesterite CZTS structure. Figure 1 shows the evolutionary relationship 

between the binary ZnS, ternary CuInS2, and quaternary Cu2ZnSnS4.  
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Figure 1 Relationship between binary, ternary, and quaternary semiconductors to produce 

Cu2ZnSnS4, starting from a II–VI parent compound[22]. 

 

By changing the arrangement of Cu and Zn, Cu2ZnSnS4 can form two different structures: 

Stannite and Kesterite. The evolution from Chalcopyrite CuInSe2 to Stannite Cu2ZnSnS4 

involves the Cu-In layer being replaced by an alternation of Cu-Cu and Zn-Sn layers, with two Cu 

atoms located at 2a and 2c position, and the Zn atom located at 2d position; the evolution from 

Chalcopyrite to Kesterite CZTS involves the Cu-In layer being replace by alternating Cu-Zn and 

Cu-Sn layers, with both Cu atoms located at 4d position and the Zn atom located at 2a position. 

In both cases, Sn atom is located at 2b position [23, 24].The two different structures are shown 

in Figure 2. It is still controversial whether CZTS is naturally found in kesterite phase or stannite 

phase. Some suggested that the CZTS is most stable in kesterite[22, 24-29], while other people 

found it to be the opposite case[30, 31]. Nateprove et al. suggested that the partial disorder of Cu 

and Zn in the Cu-Zn layer of the kesterite structure may lead to a crystal symmetry change from 

I4̅ to I4̅2m, which is the same as that of stannite structure. The difficulty to distinguish between 

the kesterite and stannite CZTS using the traditional methods, for example X-ray diffraction, is 

that the structural properties and electronic properties of Cu and Zn ion are very similar. However, 

recent study using neutron diffraction and anomalous diffusion has confirmed that CZTS is more 

stable in the form of kesterite structure[32, 33], and the observation of stannite structure is indeed 

due to partial disorder of Cu and Zn in the Cu-Zn layer[32, 34, 35].  
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Figure 2 Crystal structure of a Stannite CZTSe and a Kesterite CZTSe. 

 

Compared to silicon, metal chalcogenides usually have direct bandgaps and thus exhibit much 

higher light absorption coefficient[36]. In addition, the ability to tune the band gap by metal and/or 

chalcogen substitutions offers the ability to achieve the optimum band gap for the solar 

spectrum[37].  

The Band gap of Cu2ZnSnS4 (CZTS) and Cu2ZnSnSe4(CZTSe) are 1.5 eV and 1.0 eV. When 

doping CZTS with Se, the bandgap can be tuned depending on the concentration of Se. 

Researches has shown that for Cu2ZnSnS4-xSex, the band gap follows the linear rule of doping[37]: 

𝐸𝑔(𝑒𝑉) = −0.5𝑥 +  1.5   

The ability of tuning the band gap gives new approach towards high efficiency. Yang et al. 

reported that a 12.3% efficient CZTSSe has been achieved using gradient S/Se ratio[38].  

Figure 3a. a cold rolled Mo sheet is used as the standard back contact. The p-type CZTSe 

absorber layer with thickness of 2 μm is grown on the Mo film. A thin layer of n-type CdS layer 
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with 50nm thickness is deposited on the CZTSe film. Subsequently, a 50 nm ZnO window layer 

and a 300 nm indium tin oxide (ITO) layer, serving as transparent conductive oxide (TCO), are 

sputtered on top of the CZTSe subsequently. Finally, Ni/Au grid lines are thermally evaporated 

on top of the ITO layer as top contacts. An MgF2 anti-reflection coating is usually deposited on 

top of the cell to capture the incident light more efficiently, but is not used in our devices. 

Since the a CZTS solar cells that has 0.66% PCE has been reported in 1988 by Ito et al.,[39] The 

highest efficiency for CZTS solar cells has reached 12.6% in 2014. [40] 

 

Figure 3 Device structure of CZTSe (a) is a schematic of a CZTSe thin film solar cell device. (b) 

is the CZTSe thin film solar cell array grown on a flexible Mo substrate. 

 1.3 Non-vacuum synthesizing of CZTSe Solar cell devices 

Rapid progress in synthesizing CZTS thin films and fabricating CZTS solar cells has been 

made in the past several years. It is especially interesting to see that, in addition to traditional 

vacuum-based thin film deposition processes such as thermal co-evaporation,[41, 42] co-

sputtering,[43, 44] and hybrid electron beam evaporation,[45] various non-vacuum fabrication 

approaches have been developed, including hydrazine-based solution spin coating,[46-49] 

synthesis of nanocrystals,[50-52] and electroplating[53, 54].  In 2012, PCE of lab-scale CZTS 

solar cells fabricated by solution-based methods has reached the benchmark 11%, undoubtedly 

putting CZTS as a strong competitor to CdTe and CIGS.[49]  The interesting fact that recent 

fabrication of high-efficient CZTS absorber layer does not rely on vacuum deposition suggests a 
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promising possibility of low-cost fabrication technology for high-throughput PV production. These 

progresses have made the newly emerged CZTS solar cell to be included in the famous worldwide 

“Research Cell Efficiency Records” roadmap maintained by the National Renewable Energy 

Laboratory (NREL),[51] and its performance is expected to improve rapidly given the currently 

worldwide intense research effort.  

In contrast to vacuum deposition processes, use of nanoparticle precursors and 

electrophoretic deposition (EPD), developed by our collaborators in IMRA, provides a non-

vacuum technology that is energy efficient while producing minimal material waste.  Colloidal 

nanoparticles of metallic Cu, Zn, Sn or their alloys are synthesized with liquid phase pulsed laser 

ablation in appropriate solvents.  This method has proven to be an expedient way of fabricating 

high quality colloidal nanoparticles of many metals and compounds in various solvents.[55]  

Significantly, the nanoparticles are stabilized with electric charge acquired in the laser-induced 

plasma, and thus additional stabilization agents are not needed, thus ensuring a high purity colloid 

into which dopants may precisely be added when desired.  Precursor CuZnSn (CZT) thin films 

are fabricated using EPD.[56]  The deposition is facilitated by the electro-kinetic mobility acquired 

by the electrically charged nanoparticles under an external electric field applied in the solvent.  

The particular advantage of EPD is the high deposition rate, in the micron/min range.  CZTS or 

CZTSe films are obtained following standard sulfurization or selenization procedures, respectively.  

Using this unique approach, our preliminary studies at IMRA have demonstrated that CZTS solar 

cells may be fabricated on flexible substrates that have 4.8% efficiency (Fig. 2c).  

 This unique method for fabricating CZTS solar cells has the particular advantage of fast 

processing due to the non-vacuum synthesis of high purity nanoparticles and high-speed 

deposition of precursor thin films. Fabrication of lab scale cells can be performed in about 1 day, 

which is 2-3 times faster than vacuum deposition and chemical synthesis methods.  This will 

significantly reduce the screening time needed for identification of critical process parameters.  

We anticipate that the quality of CZTS films and related devices will be improved by optimizing 

the composition, especially the Cu/(Zn+Sn) and the Zn/Sn ratios and the quality of the interface 

between CZTS and the Mo substrates or by mixing Se with S, which is generally accepted as the 

best way to optimize the optical band gap of CZTS.   
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 1.4 Development of CZTSe solar cells and challenges 

With just a few years of research, IBM’s researchers improved CZTS lab-scale solar cell 

efficiency to the 11% level in 2012.[49] Such unforeseen success has subsequently stimulated 

huge interest and rapid progress in CZTS solar cell processing research.  The best cell efficiency 

for CZTS so far achieved is 12%, by Winkler et al.[57], using hydrazine-processed devices.  It is 

especially interesting to see that, in addition to the traditional vacuum-based thin film deposition 

processes such as thermal co-evaporation,[41, 58, 59] co-sputtering,[43, 44] and hybrid electron 

beam evaporation,[45] various non-vacuum fabrication approaches have been developed to 

fabricate the CZTS converter layers, including hydrazine-based[46-49] or other organic solution 

based[60] spin coating processes, synthesis of nanocrystals,[50-52] and electroplating.[53, 54] 

These non-vacuum approaches have generally demonstrated higher lab-scale PCEs (5%-11%) 

than contemporary vacuum deposition methods.  In addition, these non-vacuum based 

technologies have shown their potential to be applicable to roll-to-roll mass production on light-

weight and/or flexible substrates. The incredible fact that an efficient CZTS converter layer does 

not rely on vacuum-based fabrication has opened up the exciting possibility of realizing a truly 

low-cost and high-throughput thin film PV technology that is competitive with the Si-based 

technology.  This progress has led to the newly emerging CZTS solar cell being included in the 

worldwide “Research Cell Efficiency Records” roadmap maintained by the National Renewable 

Energy Laboratory (NREL),[61] and its performance is expected to improve further, given the 

current worldwide intense research effort. 

However, compared with the encouraging short-term success in CZTS solar cell research, 

fundamental studies on the CZTS material and devices, especially structural and chemical 

characterization at the atomic scale, are severely lacking due to the material complexity.  One of 

the fundamental issues with CZTS is its narrow composition window (<2% deviation) of 

thermodynamic stability,[62, 63] which typically results in a multitude of secondary and ternary 

impurity phases during fabrication,[54, 58, 64] especially when a strict composition control is 

lacking.[58, 65] An even more challenging issue is that of defects in the material, including defect 

formation, properties of intrinsic point defects, defect complexes, grain boundaries and their 

electrical characteristics (often controversial according to theoretical and experimental 

reports).[15, 66-73] There are also device fabrication issues that require knowledge about atomic 

level structure and properties of defects and interfaces, such as the structure, spatial distribution, 

and stability of defects and grain boundaries, their dynamic behaviors under applied field, and the 

effects of residual carbon impurities[51] introduced during many of the non-vacuum coating 
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processes, as well as the formation of voids at the back contact interface during annealing 

treatment.[48]  

Any prediction of the long-term marketability of CZTS PV technology solely based on lab 

success without a complete understanding of the material, the device, and structure-property 

relationships in device fabrication and aging has significant risk.  It is therefore imperative to 

characterize the microstructure and defects of CZTS films for precise understanding and possible 

better material synthesis and property control.  In particular, understanding of the atomic structure 

and local properties of interfaces and defects at the atomic scale will provide extremely important 

insight into the role of defects in device performance, which has been controversial in its sister 

chalcopyrite material CIGS.   

Due to lack of information on defect formation mechanisms and precise control of phase 

separation, synthesis of high quality CZTS film is a complicated task.  Previously, most CZTS 

devices that demonstrate high efficiency were synthesized using non-vacuum deposition 

techniques. These non-vacuum methods are also believed to be more favorable due to the cost 

reduction and better composition control.  Todorov et al. [47] reported 11.1% efficiency CZTSSe 

solar cells using spin coating of precursor ink containing Cu-Sn chalcogenide solution and Zn 

chalcogenide particle suspension followed by a post-coating annealing process to remove the 

excess binding agent.  This was recently improved to 12% by engineering the thickness of top 

coatings to enhance short-wavelength absorption[57].  However, despite having the highest 

efficiency, this fabrication process includes use of hydrazine (N2H4), which has high reactivity, 

flammability and is hazardous to health. The requirements for handling the precursor materials 

and a laborious fabrication process will hinder the commercialization of this process.  Other 

studies using low-toxicity solutions or nanoparticles have reached efficiencies larger than 8%.  

Guo et al.[74] achieved 8.4% efficient CZTGeS using multinary sulfide nanocrystal inks.  Vacuum 

based techniques such as sputtering and evaporation have made significant progress within the 

last two years.  Chawla et al. reported 9.3% efficient CZTSSe using co-sputtering of compound 

targets[75].  Buffiere et al. reported efficiencies of 9.7% for CZTSe produced by sputtering 

Cu10Sn90, Zn and Cu multilayers[76] and Repins et al. reported to have 9.15% efficiency in CZTSe 

using co-evaporation[77].  

Compared to non-vacuum techniques, sputtering and evaporation usually produce superior 

film qualities. Non-vacuum methods usually include post-annealing of precursor ink or solution 

which can leave voids and residual binding agent near interface of film and back contact which 

can significantly reduce the adhesion and impede hole collection.  It is clear that many synthesis 
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techniques are under active development.  Before one can compare technologies and predict the 

marketability of CZTS thin film PVs, it is necessary to completely understand the material and 

properties, optimize and regulate the fabrication process, and improve the device reliability.  
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Chapter 2 

Transmission Electron Microscopy (TEM) and Scanning Probe Microscopy(SPM) on solar 

cells 

 2.1  Preparation of solar cell TEM specimen using different techniques 

The sample preparation is the key to high quality TEM imaging. In order to be electron 

transparent, the sample needs be less that 100nm in the beam direction. And for high resolution 

imaging this value needs to be even smaller. Additionally, the surface must be smooth, and free 

of contamination such as adsorbed organics, water, solvents, or similar substances.  

A few methods have been developed to prepare a high-quality TEM specimen and they 

have become more specialized and sophisticated[78-80]. In this work, the CZTSe TEM specimen 

are prepared in three different methods: hand polishing, particle dispensing, and focused ion 

beam (FIB).  

  2.1.1  Sample preparation using hand polishing technique 

The most commonly used technique of ceramic materials is the traditional hand polishing 

technique. this method involves the film being glued to a sacrificial silicon, mounted to a tripod 

polisher and hand polished to less than 1μm. After that the film will be iron milled by PIPS until 

the desired thickness is reached. The ion milling step in Gatan PIPSII removes most contaminants 

and provides a very thin and smooth surface. However, a thin amorphous layer of ion beam 

induced damage can be introduced on the surface of the sample. In the case of CZTSe device, a 

layer of MoSe2 is formed between the CZTSe and the Mo substrate during the selenization 

process and thus makes the adhesion between the film and the substrate very week. To prevent 

the delamination during the hand polishing and ion milling, the film was lift out and laminated 

between two sacrificial Si wafers. The advantage of this method is that it allows one to prepare 

samples with high quality, low contamination, and low cost. However it usually consumes a large 

amount of sample to prepare one TEM specimen and the area of interest can’t be controlled for 

anisotropic films. 
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  2.1.2  Sample preparation using powder dispensing technique 

 For in-situ measurements, especially the ones that involves electrical measurements, the 

absence of the substrate in the hand polishing methods makes it difficult to form a close loop for 

that the film is stand-alone and the glue and the Si wafer are all non-conductive. An easier way 

to do is to disperse the CZTSe crystals inside a solvent and transfer them on to a Cu half grid. 

During this process, a certain amount of crystals will be sit on the edge of the Cu grid, thus the 

probe, sample and the Cu grid can form a close loop for the in-situ electrical measurements. 

 However, for the particle methods, there is no control over the orientation, grain size and 

thickness. Besides, since the concentration of the particles needs to be high enough for them to 

be found at the edge of the Cu half grid, the in-situ experiment will be difficult to interpret when 

you have a group of randomly distributed particles around the area of interest. 

  2.1.3  Sample preparation using FIB 

 FIB method, on the other hand, has more control over the specimen size and orientation. 

One can select the region of interest and lift out a FIB sample with the direction well defined. The 

thickness is also more uniform.  

When preparing sample using FIB, a focused Ga ion beam is used to for both etching and 

deposition/welding purposes. A specimen of 15μm×3μm×5μm was cut by the ion beam. A probe 

is then used to transfer and the specimen to a Φ3 lift-out grid. After being welded to the grid using 

the ion beam induced Pt deposition, the specimen is thinned and polished by the ion beam until 

electron transparent. Figure 4 shows the SEM and STEM imaging of sample preparation using 

FIB in different stages. The issue with the FIB method however, is that the beam damage during 

the thinning process as well as the contamination of gallium on the surface of the sample. The e-

beam/ion beam induced damage usually forms amorphous region at the surface of the sample. 

And will form shunting paths when combined with Ga contamination. Thus to make a good FIB 

sample that is suitable for in-situ electrical measurement, the sample needs to be carefully 

cleaned after FIB using other techniques such as Nanomill ion polisher.  
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Figure 4 Process of TEM sample preparation using FIB. (a) shows the SEM imaging of a slice of 

CZTSe sample being welded to a probe before lift-out. (b) shows a SEM imaging of the sample 

being welded to the TEM lift-out grid, and the center being thinned down. (c) is a zoomed-in view 

of the center region in (b), and (d) is the STEM BF imaging of the region in (c). 

 2.2 Scanning Transmission Electron Microscopy (STEM) and X-ray Energy 

Dispersive Spectroscopy (EDS) 

 To study the atomic-scale mechanism of the CZTSe solar cell, advance aberration-

corrected(Cs-corrected) STEM imaging with sub-angstrom resolution is required. The traditional 

high resolution TEM (HRTEM) imaging which is also known as phase-contrast imaging, doesn’t 

generally reveal the real atomic structure because the phase contrast imaging is complicated to 

interpret. Furthermore, the phase contrast imaging is highly sensitive to dynamic effects such as 

the sample thickness variation, tilting, and orientation. Compared to HRTEM, STEM is much more 

straight forward to use when studying the CZTSe solar cells for the imaging is much easier to 

analyses and its ability to acquire multiple analytical spectroscopies simultaneously.  
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In STEM mode, a converged beam is used as a probe to scan on the sample. This process is 

much like that of a conventional SEM, only that STEM uses much higher beam energy. When 

combined with the condenser lens aberration corrector. The probe size will be small enough for 

atomic resolution imaging. Furthermore, unlike conventional SEM, STEM not only collect 

secondary electron beam, but also transmitted and scattered beams. Besides the bright field 

imaging, the scattered transmission electrons are collected by a ring-shaped detector. Depending 

on the annular angle, one can acquire high-angle annular dark field (HAADF) imaging, annular 

dark field (ADF) imaging, and annular bright field imaging (ABF). The HAADF imaging is the most 

commonly used technique in STEM for that the intensity contrast (C) of the HAADF imaging is 

proportional to the Z-contrast factor (Z1.7) where Z is the atomic number of the element[81]. In the 

CZTSe systems, heavy atoms such as Sn will have a much brighter contrast and can be easily 

distinguished.  

 

Figure 5 Atomic resolution imaging if CZTSe. (a) is a STEM HAADF image of a CZTSe single 

crystal at [100] zone axis. (b) is an enlarged field in (a); (c) is a FFT filtered image of (b); (d) is the 

model of the corresponding structure, and (e) is the simulation of the HAADF imaging of the 

structure in (d) using the QSTEM software. 

 One advantage of using the STEM mode is that one can collect several types of data 

simultaneously during a single acquisition such as secondary electron imaging (SEI), x-ray energy 

dispersive spectroscopy (EDS) mapping, and electron energy loss spectroscopy(EELS) mapping. 

The major techniques that are used in this work were STEM HAADF imaging, BF imaging and 

EDS mapping.  



15 

 

EDS spectroscopy in TEM is a powerful characterization method so study the chemical 

composition variation of materials. In TEM, the electrons that occupies the inner shells are ejected 

by interacting with highly accelerated electron beams. As an electron is excited, an electron hole 

forms at its position and will soon be fill by an electron that occupies a high, outer energy shell. 

During this process, the difference between the outer and inner energy shell will be emitted in the 

form of a characteristic x-ray photon. Depending on the position of the hole and the electron that 

fills it, multiple characteristic x-rays may be generated from a single atom. The emitted x-ray 

photons are collected by the EDS detector and a spectrum of intensity versus x-ray energy is 

acquired. 

 

Figure 6 EDS mapping of CZTSe particles.(a) HAADF imaging, (b) BF imaging, (c) SEI imaging, 

(d)-(i) EDS mapping can be acquired in STEM simultaneously.  
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 2.3 TEM imaging and Off-axis electron holography 

 In the TEM mode, a parallel electron beam is used to pass the specimen and form phase 

contrast imaging. When the objective aperture is inserted, one can also acquire diffraction 

contrast imaging. It is also capable of doing selected area electron diffraction (SAED) that 

contains the crystallography information.  

Another commonly used imaging method is called the diffraction-contrast imaging, also known as 

“dark-field/bright-field” imaging. Compared to the normal TEM imaging, for example phase 

contrast imaging, where the image contrast comes from the interference between the transmitted 

and diffracted electron wave, the contrast in the diffraction-contrast imaging comes from a certain 

amount of diffracted electron beam that is chosen by the aperture at the back focal plane. When 

the incident electron beam exit from the sample, a fair amount of beam is diffracted and form 

diffraction spot on the back focal plane. Each diffraction spot consists of the electrons that are 

diffracted by a specific plane, which means that when selecting a diffraction spot with the objective 

aperture located at the back focal plane, the final image will highlight the region that contains the 

information of the plane that corresponds to the diffraction spot. This technique allows one to 

highlight structures such as adjacent grains sharing low Σ twin boundaries, which is usually hard 

to be seen using regular imaging methods. In addition, diffraction contrast imaging also highlights 

small precipitations and dislocations, which are commonly found in thin film CZTS solar cell 

materials. 

 The off-axis electron holography is commonly used for mapping the potential distribution 

at nanoscale. Hence it can play an important role in characterization of electrical properties in the 

CZTSe solar cell system. When doing off-axis electron holography, an interference pattern is 

formed at the image plane by superimposing the exit-plan waves(EPW) with a reference wave 

that passes through vacuum.  Such interference can be achieved using a Möllenstedt biprism[82]. 

A Möllenstedt biprism is a positively charged filament that is located below the specimen. When 

the electron beam passes through this plan, the two parts of the beam are deflected towards each 

other and form a hologram at the region of interference. The image wave img(r⃑) at the image 

plane may be expressed by: 

𝑖𝑚𝑔(𝑟) = 𝐹𝑇−1[𝐹𝑇[𝑜𝑏𝑗(𝑟)]𝑊𝑇𝐹(�⃗�) = 𝐴(𝑟) 𝑒𝑥𝑝(𝑖𝜙(𝑟)), 

Where FT and FT-1
 are Fourier and inverse Fourier transformation, WTF is the wave transfer 

function, and A and 𝜙(𝑟) are amplitude and phase of img(r⃑). The detector on the image plane, 
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however, can only record the beam intensity as the function of the amplitude part of the image 

wave: 

𝐼(𝑟) = |𝑖𝑚𝑔(𝑟)|2 = 𝐴2(𝑟). 

Therefore, in conventional TEM, a considerable information regarding the phase information of 

the image wave is lost. For example, in medium-resolution imaging scale, the object phase shift 

caused by magnetic or electrical field variation of dopant, grain boundaries or other structure in 

semiconductors are virtually invisible to the conventional imaging techniques.[83, 84] The 

development of electron holography enables the ability to record both phase 𝜙(𝑟) and amplitude 

𝐴(𝑟). This is achieved by recording the interference of the image wave and a coherent wave.  The 

interference pattern is called hologram and contains the information of both 𝜙(𝑟) and 𝐴(𝑟). This 

idea was proposed by Gabor in 1948[85], and is realized in TEM by Möllenstedt et al. in 1956 

using the technique called off-axis electron holography[82].  

 

Figure 7 A schematic of the setup of a Möllenstedt biprism inside a TEM. 
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The biprism system consists of two parts: a positively charged conductive filament and a pair of 

grounded electrodes. Because of the positive voltage being applied to the filament, it has the 

ability to split the wave front of an incoming electron wave into two coherent partial waves and 

deflect them towards each other. The two partial waves are then superimposed at the imaging 

plan to form the hologram (Figure 7). The intensity distribution of the hologram is: 

𝐼ℎ𝑜𝑙𝑜(𝑟) = 1 + 𝐼𝑒𝑙𝑎𝑠𝑡(𝑟) + 𝐼𝑖𝑛𝑒𝑙𝑎𝑠𝑡(𝑟) + 2𝜇𝐴(𝑟) 𝑐𝑜𝑠(2𝜋�⃗�𝑐𝑟 + 𝜙 + 𝛾(𝑟)), 

where �⃗�𝑐 ≈ 𝑘0𝛽  is the carrier spatial frequency of the interference fringes, and 𝜇 is the fringe 

contrast. 𝐼𝑒𝑙𝑎𝑠𝑡(𝑟) and 𝐼𝑖𝑛𝑒𝑙𝑎𝑠𝑡(𝑟) are the intensity caused by elastically and inelastically scattered 

electrons. The phase shift 𝛾(𝑟) consists distortions caused by the instrument and can thus be 

corrected by acquire a hologram of vacuum region under the same condition: 

𝐼𝑣𝑎𝑐𝑢𝑢𝑚(𝑟) = 2(1 + 𝜇 𝑐𝑜𝑠(2𝜋�⃗�𝑐𝑟 + 𝛾(𝑟))). 

The phase 𝜙(𝑟) and amplitude 𝐴(𝑟) can be derived from the above two holograms by the follow 

procedure. The Fourier transformation of the hologram 𝐼ℎ𝑜𝑙𝑜(𝑟) is the complex form: 

𝐹𝑇{𝐼ℎ𝑜𝑙𝑜(𝑟)} = 𝐹𝑇{1 + 𝐴2(𝑟)} + 𝜇𝐹𝑇{𝐴(𝑟)𝑒𝑖𝜙(𝑟)}⨂𝛿(�⃗� − �⃗�𝑐) + 𝜇𝐹𝑇{𝐴(𝑟)𝑒−𝑖𝜙(𝑟)}⨂𝛿(�⃗� + �⃗�𝑐)

                             𝐶𝑒𝑛𝑡𝑒𝑟𝑏𝑎𝑛𝑑                        𝑆𝑖𝑑𝑒𝑏𝑎𝑛𝑑 + 1                          𝑆𝑖𝑑𝑒𝑏𝑎𝑛𝑑 − 1                  
  

The centerband contains the information of the conventional TEM imaging, and the two sidebands 

represents the complex diffraction pattern and its complex conjugate. By centering one of the 

sideband (for example sideband +1), filtering the centerband information, and performing an 

inverse Fourier transformation of this sideband, the reconstructed image will be: 

𝑖𝑚𝑔𝑟𝑒𝑐(𝑟) = 𝜇 𝐴(𝑟)𝑒𝑖𝜙(𝑟), 

Where the amplitude 𝐴(𝑟) and phase 𝜙(𝑟) are the real and imaginary part of the reconstructed 

image. Off-axis holography has two key parameters: the fringe spacing 𝑠 and hologram width 𝑤ℎ𝑜𝑙. 

The 𝑠 and 𝑤ℎ𝑜𝑙 is defined by the geometric position of the biprism in the path of the beam: 

𝑠 =
𝑎 + 𝑏

2𝑘0𝑎𝛾
, 

and 

𝑤ℎ𝑜𝑙 = 2𝑏𝛾 − 2𝑟𝑓

𝑎 + 𝑏

𝑎
, 
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where 𝑘0 is the nominal wavenumber. 𝛾 = 𝛾0𝑈𝑓 is the deflection angle that is proportional to the 

biprism voltage 𝑈𝑓. 𝑟𝑓 is the radius of the biprism filament. 𝑎 is the distance between the biprism 

and the virtual source, and b is the distance between the filament and the first image plane. 

Because of the nature of the hologram, the area that is suitable for the off-axis electron holography 

needs to be adjacent to the vacuum where the reference wave passes. Hence the 𝑤ℎ𝑜𝑙 needs to 

be in the same scale of the feature that is characterized in the holography experiment. It is clear 

that the 𝑤ℎ𝑜𝑙 can be directly increased by increasing the biprism voltage 𝑈𝑓, but in the same time 

𝑠 will also decrease, which eventually will become less than the resolution of the CCD and lose 

contrast because of the coherence loss. Hence special lens condition is needed to lower the first 

image plane and higher the virtual electron source, so that both 𝑤ℎ𝑜𝑙 and 𝑠 can be improved.  

With the objective lens turned on, one can achieve higher magnification of the sample, however 

the whol of the hologram will only be in the range of tens of nanometers. In order to achieve a 

maximum whol for the solar cell application, we set the current of the objective lens to zero and 

turn on the objective mini-lens (Holo-LB mode in ARM300F). By using this condition, we can 

adjust the 𝑤ℎ𝑜𝑙 from 510 nm to 764 nm and s from 2nm to 1.26 nm by tuning the Bias voltage on 

the biprism from 125 V to 170 V. Using such condition, the focus of the sample is adjusted by the 

objective mini-lens (T-OM). The lack of magnification in this mode can be compensated by the 4k 

by 4k resolution Gatan Oneview CCD camera. Figure 8 illustrates the process of extracting phase 

information from a hologram of a BFO/TSO multi-domain thin film sample.  

One of the important application of off-axis holography is to quantitatively measure the 

electrostatic potential distribution of a specimen. The electrostatic potential is constituted by 

several sources: potential from the atoms, local compositional variations, change of bonds and 

strain of the lattice, doping potentials, contact potentials, defects, Schottky effect, and external 

biasing. The contribution of the atioms in a solid material is called mean inner potential (𝑉𝑀𝐼𝑃). 

The origin of the  𝑉𝑀𝐼𝑃 is the superposition of atomic potentials and charge distribution caused by 

the bonds. The 𝑉𝑀𝐼𝑃 can be expressed as the following approximation:[86] 

𝑉(𝑟) =
𝑍𝑒2

4𝜋휀0𝑟
𝑒𝑥𝑝|−𝑏𝑟|, 

where 𝑍 is the atomic number, 𝑒 is the electron charge, 휀0 is the dielectric constant in the vacuum, 

𝑟 is the distance from the nucleus, and 𝑒𝑥𝑝|−𝑏𝑟| is the screening of the nucleus by the electrons. 

The 𝑉𝑀𝐼𝑃 for silicon is roughly 12 V. [87] 
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In the absence of strong effects of dynamical electron diffraction, and the phase object 

approximation (POA) holds, the phase component is directly related to the electrostatic potential: 

𝑉(𝑟) =
𝜙(𝑟)

𝜎𝑡
, 

where 𝑡 is the thickness of the sample that is related to the inelastic mean free path of the sample. 

And 𝜎 is an interaction constant that is 0.00729/Vnm for electrons accelerated to 200 keV. In 

order to measure the weaker potential change, for example, the built-in potentials of a p-n junction, 

the sample must be sufficiently thick to distinguish the built-in potential from the inner potential of 

the material. In this case, the object must be oriented in such way that the dynamic scattering 

conditions are eliminated so that the POA still holds.[88, 89] 
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Figure 8 Extraction of phase information from holography. (a) is a holography of a BFO/TSO film 

with multi 109 domains. (b) is the FFT of the holography. (c) is the phase information after doing 

i-FFT of one of the side bands in (b). (d) is the schematic of the structure in (a). 

 2.4 Combining SPM and Raman spectroscopy 

The properties of photovoltaic materials depend sensitively on microstructure and 

composition.  However, few methods of analysis allow direct correlation between microscopic 

details while simultaneously acquiring spatially resolved chemical data.  The recent development 

of instruments combining scanning probe microscopy with chemically sensitive spectroscopies 
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such as Raman provides a novel way to access such information.  We have developed methods 

for coupled scanning probe measurements, such as atomic force microscopy (AFM), conductive 

AFM, Kelvin probe microscopy, photocurrent mapping etc., for structural and electronic property 

measurements with simultaneous spatially-resolved Raman mapping to capture chemical 

information.  

Scanning probe technology has matured considerably over the last few years and offers 

many mechanisms for analyzing the properties of surfaces.  For photovoltaic materials, it is 

possible to map a localized photocurrent under illumination, allowing surface or cross-sectional 

structures to be correlated with local photocurrent generation. Such measurements give insight 

into structure versus electronic properties, but cannot give any information about local chemistry, 

which has important effects on efficiency.  The combination of scanning probe with Raman 

spectroscopy would allow chemistry and property measurements to be correlated at the same 

scale. 

Raman spectroscopy is a powerful method to study small structural and compositional 

differences of material under ambient condition. Particularly, it is very sensitive to variation of the 

lattice parameter and crystal symmetry caused by doping and/or defects.  

In Raman spectroscopy, a high intensity monochromatic light source, typically a laser, is used 

to illuminate a material, and the scattered photons that interact inelastically with the phonons of 

the material are detected.  The energy shift from the incident wavelength carries information on 

the low-frequency phonon modes in a system[90].  For crystalline materials, this energy shift is 

very sensitive to bonding, and so gives direct chemical information that can be used to determine 

crystal structure and compositions as well as small changes in the crystal lattice due to phase 

transitions, impurities, doping, or strain.   

Using high-precision piezo scanners, a sample can be scanned in raster fashion to produce 

a spectral map of the surface. If such a scanning system is coupled with an AFM, simultaneous 

surface, electronic, optoelectronic, and spectroscopic measurements can be gathered.  

Scanning probe microscopies are generally capable of sub-nanometer resolutions.  However, 

the spatial resolution of optical spectroscopy is generally diffraction limited, on the order of the 

wavelength of visible light.  While the laser illumination itself is helpful, allowing nanoscale 

photocurrent measurements under the laser, spatial resolution is on the order of a few hundred 

nanometers.  In some cases, the resolution can be improved using plasmon resonances in metal 

nanoparticles, as in surface-enhanced Raman (SERS), or in combination with an SPM, spatial 
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resolution on the order of ~30 nm have been achieved using tip-enhanced Raman spectroscopy 

(TERS).  Coupled with correlated SPM measurements, this allows chemistry (bonding) and 

microstructure to be mapped at comparable length scales.   

 2.5 In-situ TEM characterization on solar cells  

There has been interest in real time observation of physics phenomena under microscopic scale 

since the development of electron microscopy. because these in-situ experiments usually provide 

information that is directly related to the true nature of a physics event. In the transmission electron 

microscope, such phenomenon can be examined on the scale of atomic level. Over the years, 

many in-situ experimental setup has been developed to allow variables, such as gas environment, 

temperature, electrical biasing, and mechanical force, to be introduced and controlled in real time. 

Most in-situ specimen holders are built with singular functionality. However, the demand to push 

to incorporate multiple functions into a single holder has grown recently, for that most events are 

affected by multiple variables. It is also worth noticing that most of the conventionally available 

holders only have single-tilt capability, meaning that the ability to achieve high resolution imaging 

on these holders are limited.  

There are several approaches for the in-situ experiment that involves electrical measurement. 

The easiest and most common way is to deposit electrodes on the samples and wire them to the 

electrical feeds before putting the specimen holder into the TEM. This enables capacity typed of 

electrical field input and is suitable for experiments that needs uniform electrical field. However, 

as they are usually being deposited by FIB or sputtering, these electrodes usually cover a large 

area that loses the ability to control local electrical biasing/measurement. However, as the 

electrical measurement component consists only a few wires, other input such as optical 

illumination can be easily integrated on to the holder and enable multi-functionality[88].  Another 

method is to perform the biasing/measurement using a probe that can be manipulated to make 

contact with a specific point on the sample. Many commercially available holders use this concept, 

including Hummingbird Nano-Manipulator Holder[91], Hysitron PI 95 TEM PicoIndenter[92], and 

NanoFactory holder[93]. As the manipulation system takes a significant amount of the space, 

these holders usually only have singular functionality and single-tilt feature. The third approach is 

to use chip-based Microelectromechanical systems (MEMS). These designs miniaturize the 

electrical components and integrate them on to a single-use silicon based chip that has an 

electron transparent SiN window for observation. The advantages about these design is that 

different combinations of the functionalities can be customized for the experiments as long as 
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they are compatible with the electrical contact layout of the holder. For example, Hummingbird 

Scientific provides more than 60 varieties of MEMS chips to support a wide range of applications, 

such as combination of electrochemistry or multiple contacts biasing. However, such systems are 

limited by the type of the samples that can be used. It is very difficult to mount a thin film sample 

for that the SiN window is preferable for the loading of powder and 2-D materials. Additionally, 

while the MEMS chips provide compact multifunctionality, it limits the ability for dynamic methods 

such as manipulation of probes and illumination. As a result, these MEMS holders are not suitable 

for thin film characterizations.  

For in-situ characterization of solar cell devices in TEM, one needs a in-situ holder that allows the 

combination of photovoltaic measurement and high resolution imaging. This means that the 

specimen holder needs to have a nano-manipulation system for probing, an optical system for 

photo illumination and spectroscopy, and a double-tilt system for the optimal resolution. In addition, 

the holder should be compatible with the Φ3 TEM grid/half grid for the conventional hand polished 

samples and FIB samples. The combination of probing and optical input will enable not only 

photovoltaic experiments but also in-situ characterization of photocatalysis, 

Cathodoluminescence of semiconductors, and in-situ holography measurement for LED, Solar 

cells and other light sensitive measurements. For these reasons, our design of customized holder 

uses a manipulation system instead of a MEMS system to realize electrical measurements. The 

first challenges for such approach is to fit a complete manipulation component, a fiber optic 

component, and a double tilting component into a single specimen rod, while the front part can 

still fit in the polepiece gap of the TEM. The actual polepiece geometry is proprietary information, 

but generally, the point-to-point resolution decreases as the polepiece gap increases. For ultra-

high-resolution polepiece, the gap is too small for most in-situ holder to fit in. However, with the 

introduction of aberration corrector, ultra-high resolution such as 0.1nm point-to-point in TEM and 

82pm in STEM HAADF can be achieved with even the wider analytical polepiece in JEOL JEM-

ARM300F Grand ARM TEM. Given such advantage on the spacious polepiece gap, we can 

integrate the three components that we need into a single holder. 

The second challenge is the insulation between the electrical component and the TEM rod. In in-

situ TEM experiments, the sample must be float with respect to rod because the potential between 

the rod and the goniometer is used to determine whether the rod is fully inserted in place.  In the 

same time, the sample stage must be conductive so that the localized charging effect from the 

electron beam is minimized. Conventional in-situ holders usually use a metal cladded insulator, 

such as a silver printed circuit ceramic board for NanoFactory holder or a metal cladded ceramic 
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board for Hummingbird nano-manipulator holder. And these boards are clamped by an insulation 

fixture such as PEEK or epoxy. As for the electrical connection, NanoFactory soldered the wires 

on the circuit board while Hummingbird use six metal screws as both electrical contacts and 

mechanical fasteners. The NanoFactory design has a lower resistivity because of the direct 

soldering, however the electron beam induced current (EBIC) onto the entire board will be 

collected and thus the noise level is high. In the Hummingbird design the noise from the EBIC is 

minimized by connect the sample to the back plate and drain the front plate, however the contact 

resistance is too high for low signal measurements. In our design, we need to make sure that the 

sample is well insulated with respect to the holder while still maintain double tilt function and high 

sensitivity.  

The third challenge is the vacuum sealing of the three components. For JEOL microscopes, the 

column pressure is usually less that 2*10^-5 Pa for best performance. Any leak during the in-situ 

experiment can cause the gun valve to be shut down to protect the gun chamber. In the 

NanoFacoty holder, they used a special vibrational mode for the coarse motion thus the holder is 

sealed with no moving part inside the holder. For the Hummingbird holder a bellow is used to 

allow the manipulation component to move in x, y and z direction while still maintains the sealing 

against the environment. For the NanoFactory holder, although the sealing mechanism is straight 

forward, the special coarse motion is somewhat unpredictable and the contact resistance between 

the tip holder and the piezo tube is large. For the Hummingbird holder, the bellow is robust enough 

to seal the holder, however the high spring constant will cause the tip to drift after the tip is 

displaced by the piezo tube, and the tip range of motion is limited too. In our design, we need to 

make sure that the three components are well sealed and the holder provides enough space for 

the manipulation system to move freely. 

Before this, we have used a customized Nanofactory single tilt holder to do the probing and 

electrical measurement. Figure 9c shows the design of the stick-slip motion. The cylinder labeled 

3 is the piezo tube; The part 3a is the ceramic ball mounted on the piezo tube; part 4 is the probe 

holder and 4’ are six fingers that grabs on the ceramic ball. By mounting a pair of LEDs on the 

sample cartridge of the holder, we have done some preliminary data showing the capability of 

doing photovoltaic measurement( Figure 9b). However, the current Nanofactory holder has a few 

limitations: First, the tilting mechanism is not available because the sample cartridge is a cladded 

circuit board. Without the double tilt function, the holder is unable to do high resolution TEM for 

the zone axis can’t be adjusted; The mounting of the sample is also not designed for the Φ3 TEM 

grid because it only has a metal tubing for inserting a probe. We must mount a copper rod onto 
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the Φ3 grid in order to use the holder; last but not the least, the two LEDs are not strong enough 

for the illumination on the sample, yet it generate localized heat to cause serious thermal drifting 

because the sample cartridge is made of a ceramic circuit board; The Nanofactory used a 

vibrational stick-slip motion for the probe to move in coarse motion mode, and despite the idea of 

enabling both coarse and fine motion modes using the same component, the friction between the 

probe holder and the piezo motor must be precisely controlled to ensure a stable motion. This 

requires that the six fingers on the probe holder that grab on the conductively coated ceramic ball, 

which is mounted on the piezo motor, being bent in a way that each finger has the exact amount 

of force that is applied to the ceramic ball. Failure of doing that will result in the probe moving in 

unpredictable direction, being affected by the gravity, or not moving at all. Un fortunately, the 

fingers are easily bent, damaged, and even broken, during the loading and unloading of the probe 

because one must take the entire probe holder assembly on and off the ceramic ball to exchange 

probes. As the Nanofactory went out of business a few years ago, there is no more supply for not 

only the probe holder, but the entire setting for the in-situ experiment. And since the finger on the 

probe holder is only .006” in diameter and require special cold work, we need to develop a holder 

with not the same functionality but more. And that is the origin of this project. The schematic of 

our approach to develop a holder with double-tilting, probing and illumination is shown in Figure 

10. In this design, the electron beam is able to project a high resolution imaging for that the sample 

zone axis can be aligned by the double-tilting stage; a probe can approach to the area of interest 

and apply a bias; the fiber optic can illuminate the sample so that the photovoltaic measurement 

can be performed. Such design gives a unique combination of methods to characterize nanoscale 

defects such as small phase segregation inside the solar cell and the grain boundaries for 

polycrystalline thin films. 
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Figure 9 Nanofactory holder design (a) is a conceptual illustration of the Nanofactory single tilt 

holder. (b) is the modified Nanofactory single tilt holder with integrated LEDs and a standard Φ3 

TEM grid mounted on the sample cartridge. (c) is an illustration of the detailed design for the stick-

slip motion[94]. 

In the new design, we added a double tilt function to the sample stage so that the HRTEM 

and atomic resolution STEM can be done on the thin film samples; we also replaced the stick-slip 

motion with a “wobble stick” component where the coarse motion is controlled by the linear stage 

that is mounted on the back of the holder; last but not the least, we replaced the LEDs with a 

focusable Φ=1mm fiber optics so that the fiber optics can be coupled with lasers of various 

wavelength and energy depending on the experiment. However, by introducing the new 

mechanism, there is now three components: double tilt stage, wobble stick, and fiber optics, that 

need to be individually sealed while still maintain free motion. This has been proven to be a huge 

challenge in the past 3 years of development. Thus, we have chosen to break the holder into two: 

one is the double tilt holder with the fiber optics, and the other is the double tilt holder with the 

STM probing mechanism. So far, we have developed and tested the functionality of both holders. 

Using the optical holder, we can both do the Cathodoluminescence(CL) spectroscopy 

measurement as well as electron holography with illumination; For the STM holder we can 

perform STM mapping, conductivity measurement and indentation. Both holder demonstrate 

excellent sealing and stability. The next step will be combining the two holders into one.  
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Figure 10 A schematic showing the study of electrical/optical properties of a cross-sectional TEM 

specimen using an in situ electrical/optical holder. 
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Chapter 3 

Fabrication of high performance CZTSe solar cell devices 

 3.1 Precursor Film synthesized by Liquid-Phase Pulsed Laser Ablation (LP-PLA) 

and Electrophoretic Deposition (EPD) 

The pulsed laser ablation at the solid-liquid interface was developed in 1987 where 

metastable iron oxide phases were synthesized by ablating a Fe target in water by a pulsed 

laser[95]. This method is known as Liquid-Phase Pulsed Laser Ablation (LP-PLA). The laser that 

we use here is a high-energy femtosecond pulsed laser with 1040 nm wavelength, 600 fs pulse 

duration, 10 μJ pulse energy, and 500 kHz pulse repetition rate. The laser beam is directed via 

an automated mirror scanner, and focused through a 170 mm focal lens on the surface of an alloy 

target submerged at approximately 5 mm beneath acetone. During the LP-PLA, a high-density 

plasma plume generates from the target when a laser pulse irradiates the interface between the 

solid target and the confining liquid through the liquid. The laser induced plasma will then be 

quenched by the liquid medium and forms nanoparticles (NPs). This process of laser interaction 

with the target is similar for both laser ablation in a vacuum, such as pulsed laser deposition (PLD), 

and ablation at the solid-liquid interface. Both processes produce plasma that enables high 

efficient electron-ion recombination. In the first case the plasma expands freely into the vacuum, 

while in the second case it is confined by liquid. Such environment enables the formation of novel 

and stable material by creating a localized high pressure and temperature for the plasma.  Figure 

11 shows a schematic of formation of Cu-Zn-Sn colloid by LP-PLA and TEM images of the 

precursor CZT nanoparticles.  

During the EPD Process, the charged CZT nanoparticles are migrated toward the electrode 

(substrate) under the applied electric field. The kinetics of the EPD process is first explained by 

Hamaker[96]: 

𝑤 = ∫ 𝜇 ⋅ 𝐸 ⋅ 𝐴 ⋅ 𝐶 ⋅ 𝑑𝑡
𝑡2

𝑡1
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Where the deposit yield (𝑤) is related to the electric field strength (𝐸), the electrophoretic mobility 

(𝜇), the surface area of the electrode (𝐴), and the particle mass concentration in the suspension 

(𝐶).  

This equation is improved that the deposition weight(w), the weight of charged particles deposited 

per unit area of electrode in the initial period, is described by the following equation[97, 98]: 

𝑤 =
2

3
𝐶 ⋅ 휀0 ⋅ 휀𝑟 ⋅ 휁 ⋅ (

1

휂
) ⋅ (

𝐸

𝐿
) ⋅ 𝑡 

Where 𝐶 is the concentration of the particle, ε0 is the permittivity of vacuum, εr is the relative 

permittivity of the solvent, 휁 is the zeta potential of the particles, 휂 is the viscosity of the solvent, 

𝐸 is the applied field, 𝐸 is the distance between the electrodes, and t is the deposition time. The 

above equation is called Hamaker’s law. For a fixed particle-solvent system, the factor that can 

be adjusted for optimum condition would be the electric field E/L and time 𝑡. 

 

Figure 11 Cu-Zn-Sn colloid precursor (a) A schematic of formation of Cu-Zn-Sn colloid by 

LP-PLA. (b) A photo of the as-ablated Colloid. (c) A TEM imaging of the precursor nanoparticles 

and (d) its SAED ring pattern. (e) A HRTEM imaging of a Cu6Sn5 nanoparticle and (f) its SAED 

pattern. 
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For the best result, the applied electric field at the surface of the substrate should overcome 

the repulsive forces between the nanoparticles so that the deposition process can occur; The 

nanoparticles should also have enough kinetic energy to effectively migrate to the electrode from 

the solvent; more importantly, the deposition should take place at the negative electrode (cathodic 

EPD) to prevent oxidation at the anode. However, the Zeta potential for CZT particle is negative, 

thus needs to be reversed to enable cathodic EPD. In the previous study of CIGS films, we found 

that a low concentration of the nitrate salts with trivalent cations such as 𝐼𝑛3+  or 𝐺𝑎3+  can 

effectively reverse the Zeta potential. Such alteration of surface charge is caused by the physical 

adsorption of the high valence heavy cations on the surface of the nanoparticle. This process has 

been proved to be also effective on switching the Zeta potential of the CZT colloid to enable the 

cathodic EPD. In the EPD process for the CZT particles, an electric field of 150 V/cm is applied 

on the 20 mm×30 mm Mo and Pt electrodes at 10 mm apart. The deposition rate is around 

1.5 μm/min. 10 μM of In(NO3)3 is added to the colloid before deposition to reverse the 휁. Figure 

12 shows the schematic of the EPD process and the SEM imaging of the as-grown precursor film. 

 

Figure 12 Precursor film fabricated using EPD(a) A schematic of forming the precursor film 

by EPD (b) and (c) are SEM images of a top view and gross-sectional view of a precursor film. 

After the EPD process, the precursor film consists of densely packed nanoparticles with 

diverse sizes (Fig. 1a). This structure allows the Se vapor to penetrate the precursor film through 

the interstitials of the nanoparticles stack, which contributes to the fast and uniform annealing 

process. However, it can also cause problems such as inhomogeneity and pin holes. The cause 

of inhomogeneity can be linked to the CZT alloy target composition and the selenization process 

of CZT nanoparticles. The final composition will be different from precursor depending on the 

synthesis method and other factors.  For example, the target used for LP-PLA consists of Cu5Zn8, 

Cu6Sn5 and Sn to achieve the Cu/(Zn+Sn) ratio of 0.9 and Zn/Sn ratio of 1.2 at a macroscopic 
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level, which most high efficiency CZTS cells have in common. The EDS data indicated that the 

actual Cu/(Zn+Sn) ratio of the target is 0.82 and the Zn/Sn ratio is 1.2. Surface roughness of the 

alloy target may affect the ablation speed of different metal phases resulting in composition 

variation of colloidal suspension. SAED ring pattern indicated that these nanoparticles have the 

same phases as the target (Figure 11c, d). But the SAED pattern of an individual particle shows 

that it only consists one of the three phases (Figure 11e, f). Hence it is likely for a large precursor 

particle to create a local composition variation and lead to a non-uniform precursor film. The 

different deposition speed of each alloy nanoparticle may also contribute to the composition 

variation with respect the depth of the film. Due to the rapid annealing and the instability of the 

CZTSe phase, it is difficult for the selenization process to homogenize the film before the 

formation of secondary phases start to take place. The formation of highly volatile SnSe may also 

cause the composition to change.  

 3.2 Forming CZTSe polycrystalline thin film using selenization process  

After the precursor film is formed by EPD, they are then placed in a graphite box (Figure 13Figure 

2b) along with the Se shots. The graphite box consists of three parts: Top and bottom enclosures, 

and an intermediate layer. The Se are placed on the intermediate layer while the precursor films 

are placed on the bottom enclosure. During the selenization process, the graphite box assembly 

is placed in a sealed quartz furnace tube (Figure 13a). The tube will be vacuumed and purged by 

argon several times to remove any residue oxygen. 1 atm of argon will be introduced to the tube 

and the tube will undergo a fast annealing in 540 °C for 10 minutes. This process is called the 

selenization process. During this process, the Se shots will be vaporized, pass through the 

intermediate graphite layer and react with the precursor film. The final product will be 

polycrystalline CZTSe film and a layer of MoSe2 between the CZTSe and the Mo substrate. Figure 

13c and d show the cross-sectional SEM imaging of a film before and after selenization. Note that 

the CZTSe film in Figure 13d has been lift out and the layer beneath the CZTSe grains is MoSe2. 

Molybdenum (Mo) has been widely used as the back contact for CIGS solar cells. It is stable at 

high process temperature and doesn’t alloy with Cu and other metals under high temperature, 

strong bonding with soda lime glass (SLG) supporting substrate and CIGS film, and low-

resistance ohmic contact with CIGS[99-106]. However, during the selenization process, an 

intermediate layer of MoSe2 can be formed between CZTSe and Mo substrate. In CIGS, a thin 

layer of MoSe2 can be beneficial because of it has low bandgap and is in ohmic contact with 

CIGS and Mo[106-108]. The best performing cell of 12.6 efficiency has a 85 nm ± 30 nm thick 

MoSe2 layer[40]. However, for the case of CZTS, the high Se vapor pressure and the instability 
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of CZTS film under high temperature will cause the rapid growth of the MoSe2 layer. At the 

interface between CZTSe and Mo under the selenization temperature of 540 °C, the 

decomposition of CZTSe follows the reaction: [109, 110] 

2𝐶𝑢2𝑍𝑛𝑆𝑛𝑆𝑒4 ↔ 2𝐶𝑢2𝑆𝑒 + 2𝑍𝑛𝑆𝑒 + 2𝑆𝑛𝑆𝑒 + 2𝑆𝑒(𝑔) 

 

 

Figure 13 CZTSe film after selenization (a) A furnace with precursor film sealed inside a quartz 

tube. (b) a graphite box with 3 types of intermediate layers to control the reaction with Se vapor 

and the film. (c) A cross sectional SEM imaging of a precursor CZT film and (d) a CZTSe film after 

selenization. 

At the CZTSe/Mo interface, Mo reacts with Se to generate MoSe2 according to the following 

reaction: 

𝑀𝑜 + 2𝑆𝑒 → 𝑀𝑜𝑆𝑒2 

Combining above reactions, we have the reaction that describes the formation of MoSe2 at the 

CZTSe/Mo interface during annealing/selenization: 

2𝐶𝑢2𝑍𝑛𝑆𝑛𝑆𝑒4 + 𝑀𝑜 → 2𝐶𝑢2𝑆𝑒 + 2𝑍𝑛𝑆𝑒 + 2𝑆𝑛𝑆𝑒 + 𝑀𝑜𝑆𝑒2 
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The free energy change of above reaction is -100 kJ at 550 °C, which indicate that the formation 

of MoSe2 and the decomposition of CZTSe is thermodynamically favorable at the interface. This 

explains that for the final product of CZTSe film, there is usually a second layer of finer CZTSe 

grains between the layer of coarser CZTSe grain and MoSe2. After the decomposition of CZTSe, 

the volatile SnSe will likely to escape from the film and move the equilibrium to the right. Hence 

excessive Se and SnSe that are introduced in the environment is expected to suppress the 

decomposition of CZTSe. However in reality, when we investigate the cross sectional CZTSe 

samples that are annealed in different Se partial pressure, we found that the excessive Se mostly 

increased the thickness of the MoSe2 layer instead of stabilizing the CZTSe. As can be seen from 

the Figure 14, the thickness of the MoSe2 was studied for samples that are selenized with 

standard amount of Se (1.5 Se pellets per sample), 4 times the amount of Se (6 Se pellets per 

sample), and 8 times the amount of Se (12 Se pellets per sample). The plot in Figure 14 indicates 

that the thickness of the MoSe2 in proportional to logarithm of the Se concentration. Such result 

agrees with that, kinetically, the formation reaction rate of MoSe2 is much faster than that of 

selenization of CZT precursor film. Given the short annealing time of 10 minutes under 540 °C, 

the Se source that is required to complete the selenization process is consumed by the reaction 

of forming the MoSe2. Hence the double layer structure is inevitable regardless of the 

concentration of Se. The formation of a thick layer of MoSe2 can potentially reduce Voc, Jsc and 

FF in the CZTSe devices, the poor adhesion of CZTSe/MoSe2 and MoSe2/Mo interfaces also 

impair the structural stability of the device and thus reduce the efficiencies. 
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Figure 14 Cross sectional SEM imaging of CZTSe film after selenization with (a) 1.5 Se shots per 

film, (b) 6 shots per film, and (c) 12 shots per film. (d) is the plot of the MoSe2 thickness versus 

the Se concentration. 

 3.3 Non-homogeneity in CZTSe thin film and device characterization   

So far, we have achieved a maximum of 4.77% energy conversion efficiency on a CZTSe cell 

with a total area of 0.085 cm2, and 4.20% on a cell with the area of 0.177 cm2. The first cell 

comes from a 3mm by 3mm CZTSe cell array and the top electrode is colloidal Ag. The second 

cell comes from a 3mm by 6mm CZTSe cell array and the top electrode is thermal evaporated 

Au. The sample of the two cell arrays are indicated in Figure 15. Although the best efficiency 

found on the two types of cell configuration are close, the high efficiency (>3%) cells are much 

rarer in the 3mm by 6mm cells. This suggested that the inhomogeneity in the CZTSe cells that 

we fabricated is quite pronounce.  Figure 16 shows the distribution of cell efficiency of a typical 

3mm by 3mm cell arrays. The mean efficiency for this cell is 2.15% and the standard deviation is 

1.17%. As can be seen from the efficiency mapping in Figure 16b, the variation of the efficiency 

is not completely random. Instead, the highest efficient cells are found at the bottom left region 

and the efficiency gradually decreases as the cell is further away from it. And the lowest efficient 
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ones are found at the top right corner, which are the furthest from the best efficient ones. Clearly, 

the efficiency is related to the local structure variation during the fabrication process where the 

microstructure in the bottom left corner is different than that in the top right corner. 

 

Figure 15 Best performance CZTSe cells: To the left is a CZTSe solar cell array with Ag top 

electrodes and average cell area of 0.09 cm2. To the right is a CZTSe solar cell array with thermal 

evaporated Au electrodes and the average cell area is 0.18 cm2. 

 

 

Figure 16 Efficiency distribution within a cell array (a) is a 5 by 7 CZTSe cell array with Mo sheet 

substrate. (b) is the map of measured efficiencies of the cell array in (a). (c) is the histogram of 

(b). 
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 Furthermore, as we chose different design of graphite box during the selenization, we found that 

this variation may be due to the gradient of Se vapor concentration. Figure 13b shows three 

different design for the intermediate layer of the graphite box. The three pits on each intermediate 

layer are for holding the Se pellets, and the patterned holes surrounding them are the preferred 

path for the Se vapor to reach the sample sitting beneath the intermediate layers. The sample in 

Figure 15  is selenized in the top design in Figure 13b. we noticed that the closer the cell is to the 

Se source, the higher the efficiency will be. Figure 17 is a sample that has been selenized in the 

second design of graphite box, where the square holes are replaced by an array of round holes 

with Φ=1/8”. This time we can see the pattern of the holes on the graphite box being reflected on 

the sample. And the result shows that the efficiency near these patterns are usually higher than 

that inside or far from the pattern. The SEM imaging confirms that the region with high efficiencies 

has much larger grains and less gaps between them. Figure 18 is another sample that is selenized 

using the third design, where the holes are replaced with an array of smaller sized ones. And the 

result in consistent with the previous design. 

 

 

Figure 17 Efficiency influenced by geometry of the graphite box. (a) is two CZTSe films sit inside 

the graphite box after selenization. (b) is the efficiency mapping of the device made from the right 

film in (a), which is highlighted in red box. (c), (d), and (e) are top visual SEM imaging of the region 

out of, near, and inside of the ring pattern marked in white circles in (a) and (b). 
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Figure 18 CZTSe grain size influenced by geometry of the graphite box. (a) is a CZTSe film that 

is selenized using the graphite box design of a different graphite box design. (b) is the schematics 

of the ring pattern in (a). (c), (d) and (e) are top visual imaging of the region that inside of, out of, 

and near rings. 

During the selenization process, the region that is too close to the source may be affected by the 

liquid form of the Se vapor in the heating process, when the selenization temperature hasn’t fully 

reached. In this case, the excessive amount of Se liquid/vapor at low temperature can result in a 

complete selenization but the liquid Se can hinder the process of grain growth as it fills the gap 

between the grains. This is the reason why directly beneath the hole patterns the grain size is 

usually small. When the temperature of 540 ℃ is reached, a Se vapor partial pressure gradient is 

formed where right below the hole patterns the concentration of Se is the most because these 

holes act as nozzles for the Se vapor to pass. The region right next to them will have higher Se 

concentrations, and hence improve the selenization process. The region that is far from the Se 

source will have much lower concentration and thus will undergo an incomplete selenization. As 

a result, the region that has more complete selenization will have a larger and denser CZTSe 

grains, and thus will have better efficiency; the region that has less complete selenization will 

have either smaller grain sizes or more gaps, and will have less efficiency.  
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To study the origin for such variation of the performance of the CZTSe solar cells fabricated using 

LP-PLA and EPD, we studied the microstructures and the electrical properties of the CZTSe 

devices with different efficiencies. Figure 19 shows planner SEM and cross sectional TEM 

imaging for 2 different efficiencies. Sample 1 has an average grain size of 1μm and an efficiency 

of 4.77% while sample 2 has an average grain size of 300 nm and an efficiency of 2.20%. 

According to the J-V curves (Figure 19e), sample 1 and 2 have similar VOC values (0.315V and 

0.325V). They also have similar long wavelength “absorption” edges (Figure 19f). Such similar 

behaviors indicate that the bandgaps of the two samples are close to each other. They also have 

similar but low values of RSh (463Ω and 424Ω). Such low shunting resistances are determined by 

the defective device structure. The quality of the EPD grown precursor film under non-vacuum 

condition can cause pinholes to form near the back interface during the selenization process, 

which leads to loose adhesion and creates shunting paths that can result in reduced shunting 

resistances for both samples. However, unlike VOC and RSh, the differences of JSC and RS between 

the two samples are more pronounced. Sample 1 has a JSC value of 34.7 mA/cm2 and a RS value 

of 41Ω, while for sample 2 these values are 21.0 mA/cm2 and 118Ω. The EQE data (Figure 19f) 

also shows an overall reduction of quantum efficiency for sample 2, especially at the long 

wavelength region. The loss of photocurrent in sample 2, which has a smaller average grain size, 

can be explained by the effect of horizontal GBs. Generally, the GBs are full of defects and 

dangling bonds that can be modeled as thin amorphous layers that have a larger bandgap than 

crystalline CZTSe. The Fermi level is thus pinned near the midgap at GBs and forms a barrier to 

prevent carriers from traversing GBs.[111] The density of such barriers is higher if the grain size 

of the polycrystalline CZTSe films is smaller, such as in sample 2. This results in an increased 

value of serial resistance and a reduction of photo current density, which agrees with our 

experimental results. Therefore, for the CZTSe system, a device with grain sizes that are too 

small will have a significant number of GBs spreading across the film (horizontal GB), creating 

more barriers against the transportation of the carriers. This double-layer property can also be 

seen in the CIGS device fabricated using the same method. Figure 20 shows the STEM cross-

sectional images of CZTSe and CIGS device fabricated by the nanoparticle selenization method. 

To study the origin of such inhomogeneity on grain size, we first acquired EDS spectra of two 

CZTSe films with distinct average grain sizes( Figure 21). The result shows that the O 

concentration is significantly higher for the film having smaller grain compared to the one with 

larger grains. The excessive oxygen is likely to be introduced before or during the selenization 

process. It will be difficult for CZTSe to grow if the precursor nanoparticle is partially oxidized 

since the O is much more electronegative than Se. In Figure 22, we found that the oxygen Kα 
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peak (0.525 keV) is observed at the edge of a CZT precursor nanoparticle. In Figure 23 we found 

that for the same batch of precursors, the thickness of oxide layers is similar regardless of particle 

sizes. This means that for smaller particles the ratio of oxide shell is higher than larger particles. 

During the EPD process, smaller particles usually has higher mobility and are more likely to be 

found at the bottom of the film, which result in a higher oxygen concentration near the substrate. 

During the selenization process the formation of MoSe2 can also consume a large amount of Se 

so that the Se vapor pressure is significantly lower at the interface than the surface. As a result, 

the precursor film will not fully transform into large CZTSe near the interface. Instead, they will 

form a layer of fine grains (Figure 24), increase Rs and reduce the cell efficiency. Since the LP-

PLA uses acetone as solvent, the oxygen must have been introduced when the precursor film is 

transferred to the furnace. A better way to solve this problem is to place the precursor film in an 

inert environment during the transfer such as a glovebox. By reducing the exposure to air, the 

precursor nanoparticles will have much thinner oxide layer and will be much easier for Se vapor 

to selenize. 
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Figure 19 Efficiency influenced by grain size (a)(c) Planer SEM images and (b)(d) cross-sectional 

STEM ABF images of CZTSe sample 1 and 2, respectively, as well as (e) their J-V curves and (f) 

EQE spectra.  
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Figure 20 Double layer structures in CZTSe and CIGS. (a) and (b) are the TEM cross-sectional imaging of 

CZTSe and CIGS devices fabricated using the LP-PLA and EPD process. 
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Figure 21 SEM-EDS spectroscopy of CZTSe with different average grain sizes. (a) and (b) are 

SEM SEI images of CZTSe with large and small average grain sizes. (c) and (d) are EDS 

elemental weight distribution of different elements. 
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Figure 22 EDS point spectra on a precursor nanoparticle. (a) and (b) are TEM BF imaging of the 

precursor nanoparticles. (c) and (d) are EDS spectra of the center and edge region of the 

particle in (b) 
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Figure 23 TEM BF images of partially oxidized precursor nanoparticles of different sizes. 

 

Figure 24 Schematic of the selenization process. (a) is before selenization. Different colored 

spheres represent precursor nanoparticles with different phases. (b) is after selenization. 

Colored crystals are secondary phases. 
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Chapter 4 

Impurity Phases in CZTSe thin film solar cells 

 4.1 Non-stoichiometry and point defect in CZTSe 

Figure 5(a) shows a HAADF image of a CZTSe single crystal with zone axis of [100]. As can 

be seen from the HAADF image and the simulation in Figure 5, we can confirm that the final phase 

is the kesterite CZTSe. In this image, the brightest atom is Sn, which has an atomic number of 

Z=50. The four less bright atoms around the Sn are Se, which has an atomic number of Z=34. 

The eight dimmest atoms are Cu and Zn, and their atomic numbers are 29 and 30. Since the Z of 

Cu and Zn are so close so that they can’t be distinguished by the Z-contrast image. However, 

certain population of point defects are expected to be responsible for the non-stoichiometry of the 

CZTSe. 

Most high efficiency CZTS cells have compositions around Cu/(Zn+Sn) = 0.9 and Zn/Sn = 

1.25, which are Cu-poor and Zn-rich.  First principles calculations show that the intrinsic point 

defects in Cu-poor CIS thin films are copper vacancies (𝑉𝐶𝑢
− ), which can electrically passivate the 

primary donor antisites of 𝐼𝑛𝐶𝑢
2+  by forming stable neutral defect complexes of (𝐼𝑛𝐶𝑢

2+ + 2𝑉𝐶𝑢
− ), 

leaving no deep-gap levels in the electronic structure.  Therefore, despite the large population (~1 

at.%) of intrinsic point defects in Cu-poor CIS films, the films perform satisfactorily for photovoltaic 

applications[112, 113].  The addition of Ga is beneficial, increasing the band gap by about 0.2 eV 

in Cu(In1-xGax)Se2 (CIGS) films with x≤0.3.  Higher Ga concentrations introduce deep level point 

defects of 𝐺𝑎𝐶𝑢
2+ and reduce the stability of the passive defect complexes.[114, 115]   

Theoretical studies have also suggested non-classical benign effects of extended defects, 

especially grain boundaries in polycrystalline CIGS.  Although still under debate, first principles 

modeling suggests that grain boundaries in polycrystalline CIGS may act as hole barriers (and 

electron sinks) under Na doping to prevent electron-hole recombination,[116] or they may act as 

charge-neutral defects, electrically inactive for  carrier transport.[116-119]  Such benign grain 

boundary behavior is contrary to classic grain boundary theory, but it is supported by experimental 

observations in CIGS films using scanning Kelvin probe microscopy,[118, 120-123] Auger 
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electron spectroscopy,[124] and current imaging tunneling spectroscopy.[125]  This grain 

boundary behavior provides a reasonable explanation for the high performance of fine-grained 

polycrystalline CIGS solar cells.[126]  Even so, a few reports studying grain boundary-

dependence of solar cell output parameters point out that the influence of grain boundaries can 

still be destructive to device performance when neutral grain boundaries are located within the 

depletion region and are parallel to the junction direction.[127, 128] 

Compared to CIGS, CZTS has not received as extensive research regarding its defect formation 

mechanisms and structure-property relationships.  Notably, the quaternary compound nature of 

CZTS allows for more possible permutations of point defect complexes than the ternary nature of 

CIGS (where Ga is isoelectric to In).  A theoretical study by Raulot et al.[71] suggests that the 

deeper-level acceptor antisite 𝐶𝑢𝑍𝑛
−  in CZTS has lower formation energy than 𝑉𝐶𝑢

− .  In the past few 

years, there have been controversial reports on whether 𝑉𝐶𝑢
−  or 𝐶𝑢𝑍𝑛

−  is the dominant intrinsic 

defect in CZTS under Cu-poor and Zn-rich conditions.[15, 68, 69, 73]  Despite the uncertainty in 

identifying dominant defects, it is generally agreed that the point defects in CZTS are at deeper 

levels (near mid gap) than in CIGS.  Therefore, it is suggested that the increased disorder in CZTS 

results in increased non-radiative recombination at grain boundaries that harm device 

performance.[15, 67]   

The point defects and the non-stoichiometry of the CZTSe may also result in a change of the 

CZTSe crystal structure. In general, it is widely accepted that the I2-II-IV-VI4 compounds are most 

stable in kesterite structure, however, some found that stannite structure can also be detected for 

monocrystalline CZTSe[31]. Nateprove et al. determined using X-ray diffraction that the most 

stable structure of CZTSe should be in the space group of I4̅2m, which means that it is evolved 

from either structure with copper and zinc atoms statistically occupy the same position with the 

equal probability[129]. This work is confirmed by Schorr et al. that partial disorder of Zn and Cu 

in kesterite structure is observed through neutron scattering[130]. Such disorder of Cu and Zn will 

transform the symmetry of kesterite from I4̅ to a disordered I4̅2m which is the same space group 

as stannite structure. There are still debating on whether the CZTSe exhibits kesterite structure, 

stannite structure, or a mixture of both.  

Recent studies have observed a change of symmetry in the CZTS system from ordered 

kesterite (I4̅) to disordered stannite (I4̅2m) if the material is Cu-poor.  In Raman spectroscopy, 

this appears as a peak shift from 337cm-1 for the I4̅ symmetery to 331cm-1 for the I4̅2m structure 

[131]. Figure 25 shows a CZTSe main peak position mapping of a 50 by 50 μm top area. The blue 
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region (region 1) has peak position around 192 cm-1, which represents the disordered I4̅2m 

structure, while the red region (region 2) has peak position around 198 cm-1, which corresponds 

to ordered I4̅ symmetery. Because in the Cu-poor condition the high population of VCu
- and ZnCu

+ 

can generate a slight widening of the peak. Hence in our CZTSe samples, there is a coexistence 

of ordered kesterite structure and disordered kesterite/stannite structure. And such variation may 

be caused by the local Cu concentration variation. The inhomogeneity in composition can cause 

the Cu content to vary throughout the film. In general, a Cu-poor environment is preferred for the 

formation of [VCu
− + ZnCu

+].[72] The Cu-rich environment can reduce the hole barrier so that the 

enhanced collection of carriers near GBs will be overcome by recombination. These Cu-rich GBs 

can reduce the VOC[132] and may be the main cause of low cell efficiency. Raman mapping can 

be used to study the variation of the Cu content along the film. 

 

 

Figure 25 Symmetry mapping by Raman spectroscopy. (a) A map of the CZTSe primary peak 

position over a region of 50 by 50 μm. The red area shows a shift to the left corresponding to Cu-

rich kesterite with the I4  ̅structure. The blue region indicated the Cu-poor I4 2̅m 

  

 4.2 Phase segregation in CZTSe  

The more the elements are in a compound, the more degrees of freedom of chemical composition 

and structure it will have. It is much more complicated to synthesize the quaternary CZTSe solar 
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cell absorber than binary compound such as CdTe, or ternary compound such as CIS. It is 

extremely important to control the composition of the elements during the synthesizing process 

to avoid the generation of binary or ternary secondary phases. In CZTSe system, there are four 

elements that can be combined to form a lot of secondary phases such as CuSe, Cu2Se, ZnSe, 

SnSe, and Cu2SnSe3. As can be seen from the phase diagram, the window is quite narrow to 

form the stoichiometric CZTSe, and any change of the composition or growth environment can 

lead to the shift of the equilibrium state and the formation of these secondary phases. In practice, 

it is found to be extremely difficult to synthesize single-phase CZTSe, and they only exist in small 

quantities. The tolerability of component deviation is 1-2% for stannite CZTSe below 550 °C, and 

that range of chalcopyrite is around 4%[133, 134].  

 

Figure 26 Schematic of the thin film Cu2S-ZnS-SnS2 ternary phase diagram at 325 °C deposition 

temperature. The crystal structures of CZTS and the observed secondary phases are also 

presented, with unit cells represented by dashed lines. In the schematic of Cu2SnS3, the cation 

sublattice is randomized with respect to Cu and Sn occupancy[135]. 

It is worth noticing that, most of the CZTS(Se) cells that exhibit maximum efficiencies are obtained 

in Cu-poor and Zn-rich condition, where Cu/(Zn+Sn) = 0.8 and Zn/Sn = 1.22, while the cells that 

have the composition deviated from these two values tends to have lower efficiencies[136]. For a 

Cu-poor and Zn-rich condition, first-principles studies has confirmed that the stable regions of 
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CZTSe in the chemical potential phase diagram are even smaller than that of Cu-rich scenario, 

and secondary phases such as ZnSe is likely to form in a Cu-poor condition[136]. The formation 

of ZnSe secondary phase in CZTSe has been observed commonly[137, 138]. They have a 

bandgap around 2.7 eV and is usually non-conductive and does not affect the shunting resistance, 

however forming a large layer of ZnSe inside the CZTSe may lead to in increment of series 

resistance[137, 139]. Other impurities such as SnSe, CuSe, or Cu2SnSe3 are more effective 

reducing the shunting resistance and the open-circuit voltage, leading to a low efficient device[34]. 

Figure 26 shows the ternary phase diagram of SnS2-Cu2S-ZnS and the atomic structure of 

different secondary phases. And Table 2 shows bandgaps of most common secondary phases in 

CZTS(e) system. 

Table 2 Most common secondary phases in the Cu- Zn-Sn-S/Se system[34, 140] 

Compound 
Bandgap 

(eV) 
References Compound 

Bandgap 

(eV) 
References 

Cu2ZnSnS4 1.5 [34] Cu2ZnSnSe4 1.0 [34] 

Cu2SnS3  0.9 [141] Cu2SnSe3  0.8 [142] 

ZnS 3.7 [143] ZnSe 2.7 [143] 

SnS2 ~ 2.5 [144] SnSe2 1.0–1.6 [145] 

SnS 1.0 indirect, 

1.3 direct 

[146, 147] SnSe 1.3 [148] 

Cu2S 1.2 [149] Cu2Se 1.2 [150] 

To spatially resolve the secondary phases that may form after the selenization process, we 

performed Raman spectra mapping on our top view samples. Figure 27 shows the Raman 

mapping study of two different secondary phases on the same 10μm by 20μm area of a top view 

CZTSe sample. Figure 27a and b are the mappings of the relative intensity of a ZnSe 250 cm-1 

peak and a CuSe 263 cm-1 peak. In these two mappings, brighter regions have higher peak values. 

Hence, the two highlighted spots (marked as 1 and 2) indicate that ZnSe and CuSe precipitates 

are present in these regions. The three Raman spectra in Figure 27c represent three different 
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points of the film. Among these spectra, the two peaks at 172 and 195 cm-1 belong to CZTSe, and 

they can be observed throughout the entire region of the film. The second spectrum, taken at 

point 1 in Figure 27a, shows an additional peak at 263 cm-1. This peak belongs to CuSe, a 

degenerate semiconductor, one of the major secondary phases that can hinder cell performance. 

CuSe can be observed both on top and bottom surfaces of the film, indicating that the formation 

of CuSe during selenization can not only occur at the top surface but also at the interface between 

the CZTSe film and the Mo substrate. Unlike material forming on the top surface, which can be 

etched away using KCN, CuSe at the bottom surface will remain inside the film even after the 

etching process. These regions can form shunting paths that reduce the fill factor of the cell. They 

can also increase recombination at rear surface and thus lower the EQE at long wavelength. The 

third spectrum has a peak at 250 cm-1. It belongs to ZnSe and can also be found inside the film. 

Due to the large bandgap of ZnSe compared to CZTSe, it will create an inactive region that doesn’t 

respond to illumination from the solar spectrum, leading to a reduction of the total effective area 

of the device.   

 

Figure 27 Secondary phases detected by Raman spectroscopy. Raman spectra mapping of the 

(a) CuSe (263 cm-1) peak and (b) ZnSe (250 cm-1) peak from the same region. (c) Raman 

spectra of a pure CZTSe phase region and 2 spots with secondary phases located in (a) and (b). 

During the selenization process, the volatile SnSe phase will escape from the film, leaving the 

excessive Cu and Zn to form CuSe and ZnSe. Once the CuSe has formed, the saturated Se vapor 

will then react with CuSe to form Cu2Se, whose melting temperature is close to the annealing 

temperature. These Cu2Se will be extracted to the surface and form large liquid droplets at the 
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surface of the CZTSe, resulting a gradient of Cu concentration across the film. These Cu2Se 

precipitates that form on the top surface of the CZTSe can be etched away by KCN solution, thus 

will have little impact on the cell efficiency. Figure 28 shows that the CuSe2 (small particles on 

the surface of CZTSe grains) has been removed after being submerged in a KCN solution for one 

minute. However, with the Cu being driven to the surface, a concentration gradient has formed. 

The deeper inside the film the lower the Cu concentration will be. And such deficiency of Cu leads 

to a formation of ZnSe inside the CZTSe grain. Since ZnSe has very similar crystal structure to 

that of CZTSe and the lattice constant is closely matched, the mobility of the ZnSe precipitate are 

much lower that of the Cu2Se. Once the ZnSe forms a contentious layer inside the CZTSe film, it 

will settle down and block the penetration of Se vapor and result in a layer of incomplete selenized 

CZTSe beneath the ZnSe layer. Figure 29 shows a typical structure of a CZTSe device with 

double layer configuration. Most of the cells with such configuration leads to very low efficiencies 

(<1%) because the ZnSe layer act as a barrier to the hole collection, and the bottom layer is not 

completed transformed into CZTSe.  

 

Figure 28 Removal of CuSe by KCN etching. SEM top view imaging of a CZTSe film (a) before 

and (b) after being etched by KCN. 

Furthermore, the band mismatch at the interface of the CZTSe and the isolated ZnSe particles 

that forms within them can also trap electrons towards their interface. Figure 30shows the mean 

inner potential(MIP) mapping and the EDS mapping of a CZTSe/CdS/ZnO/ITO device. The region 

within ZnSe precipitates has a reduced inner potential, indicating a high conductive band offset 
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to the surrounding CZTSe. At the interface, The CZTSe also shows increased potential, which 

corresponding a band distortion at the interface where the electrons are trapped. Since the ZnSe 

has similar structures to CZTSe, these precipitates usually form inside the CZTSe. These 

precipitates provide a generous amount of ZnSe/CZTSe interface to trap the electrons and thus 

are responsible for the total reduction of the efficiency of the CZTSe solar cell systems. When 

under illumination, additional electron-hole pair is created and is separated by the depletion field 

at the junction. For a ZnSe imbedded in the CZTSe, the electrons will be driven towards the 

interface and being trapped in the triangle well while the holes will move freely into the CZTSe 

matrix. As a result, the Fermi energy level near the interface will be shifted and the built-in potential 

will be reduced by the localized free electrons. When this region is illuminated for a period of time 

that is long enough for the triangle well to be filled up by the free electrons, the newly created 

electrons will then be able to escape from the interface of ZnSe and CZTSe and move into the 

CZTSe matrix. However, as the presence of recombination sites caused by the defects at the 

interface, a generous amount of free electron carriers is consumed here thus the total efficiency 

of the solar cell will be hindered. This effect can be observed by the electron holography since 

the conductive band structure is related to the electron potential mapping. Figure 31 shows the 

potential mapping of a ZnSe precipitates that is embedded inside the CZTSe matrix with and 

without illumination. As can be seen from the mapping, there is a potential barrier at the interface 

that represents a triangle potential well. This barrier is reduced as the area undergoes illumination, 
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which means that this region is being filled by the free electrons. The reason that this barrier is 

not completed overcome is due to the recombination that takes place simultaneously.  

 

Figure 29 EDS mapping of CZTSe that exhibit double-layer structure. (a) A STEM HAADF imaging 

of a CZTSe device that shows double layer structure. (b) is the EDS line profile marked by the 

arrow in (a). (c)-(e) are the Cu, Zn and Se mapping of a same region in (a). 
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Figure 30 Combined EDS and holography on a CZTSe film with ZnSe impurity phase. (a) A STEM 

ABF imaging of a CZTSe device prepared by FIB. (b) is calculated inner potential mapping (CIP) 

of (a). (c)-(f) are EDS element mapping of Cu, Zn, Sn, and Se in (a). 

 

Figure 31 in-situ holography mapping with optical illumination on a ZnSe imbedded in CZTSe. (a) 

and (b) are the potential mapping around a ZnSe precipitate imbedded in a CZTSe matrix with 

illumination off and on. (c) and (d) are the band diagram of the corresponding situation in (a) and 

(b). (e) is the potential line profile across the arrow marked in (a) and (b). The CZTSe matrix is 

used as a zero-potential reference.  
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Figure 32 phase mapping around a biased W tip (a) a hologramof a W tip in the vacuum. (b) to 

(d) are phase mapping of the tip under 5, 10 and 20 V biasing. 
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Figure 33 in-situ Joule heating of the CZTSe sample under 5V biasing. (a) is the TEM image 

before re-solidification and (b) is the TEM image after the re-solidification 
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Figure 34 EDS mapping of re-solidified CZTSe crystals. (a) is the TEM BF imaging of a CZTSe 

device that is partially re-solidified. (b) is the HAADF imaging of the region highlighted in (a). (c) 

to (f) are EDS elemental mapping of the region in (b). 
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Figure 35 EDS mapping of CIGS. (a) is a HAADF imaging of CIGS device prepared in FIB. (b) 

to (d) are EDS elemental mapping of Cu, In and Se of the region in (a). 

 4.3 Other impurities in CZTSe 

In addition to the phase segregation inside the CZTSe film, we also observed carbon residues 

that tapped inside of the CZTSe grain. Figure 36 shows the HAADF imaging and the EDS 

mapping of a carbon particle found inside a CZTSe grain. The carbon particles are likely being 

introduced during the LP-PLA process while the target is submerged in acetone. After the EPD 

process, most of the acetone are evaporated and escapes from the precursor film. However, there 

are still some residues being trapped between the precursor nanoparticles, which later form 

carbon clusters during the selenization process. These carbon impurities are commonly found 

inside the CZTSe grains, and they can form electrically “dead” zone since they don’t produce any 

free carriers. Figure 36g shows a 3d plotting of potential mapping near a carbon particle. As can 

be seen from the mapping, there is no significant potential change on neither side at the interface, 

suggesting a pure ohmic contact between CZTSe and C. However, the residual carbon particles 

can potentially contribute to the large population of defects within the CZTSe grains.  As can be 
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seen from the Figure 36b, the carbon particle forms a shell that coats the surface of the CZTSe. 

The empty core of the carbon precipitate is likely to be caused by the decomposition of acetone 

when the precursor nanoparticles are selenized. These voids create a generous amount of free 

CZTSe surfaces, which are responsible for not only the point defects such as vacancies and anti-

sites, but perhaps also extensive ones such as dislocations, twin boundaries, and stacking faults. 

Figure 37 shows the region in CZTSe where dislocations, twin boundaries and stacking faults are 

found in the region with densely populated carbon precipitations. These extensive defects can act 

as recombination center and hence hinder the performance of the CZTSe solar cells. 

 

Figure 36 Combined EDS and holography on a carbon impurity phase in CZTSe. (a) STEM bright 

field imaging of a carbon particle imbedded in the CZTSe. (b) to (f) are elemental EDS mapping 

of C, Cu, Zn, Sn, Se of the region in (a). (g) is a 3D plot of potential mapping near the same 

particle in (a). 
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Figure 37 Defects found near carbon impurities in CZTSe. (a) is a TEM bright field imaging of a 

CZTSe grain. (b) is an HRTEM image of a dislocation found in (a). (c) and (d) are HAADF imaging 

of precipitates that are found at the twin boundaries and stacking faults. 

Besides the carbon impurities, we found that the oxidation of the CZT precursor may also affect 

the final product of CZTSe. As can be observed from Figure 14, Figure 17, Figure 18,Figure 19 

and Figure 29, most of the CZTSe films exhibit a double-layer structure: a layer of fine grains of 

CZTSe mixed with precursor nanoparticles and secondary phases are found in between the large 

CZTSe grains and the substrate. Figure 6 and Figure 38 are EDS elemental mappings of two 

clusters of fine grains that are scraped from the substrate and dispensed on the carbon film. Both 

regions exhibit high oxygen signal covering the surface of the particles. In addition, the highlighted 

region in Figure 38 shows four spherical particles that has strong Cu and O signals, and lack of 

Zn, Sn, or Se signals. The formation of such layer can be explained by the irreversible reaction to 

form MoSe2 hat take place at the interface of CZTSe and Mo. The precursor film is exposed to 

the atmosphere for a short period of time before entering the selenization process. Such exposure 

will result the nanoparticles being oxidized, and the smaller the particle is, the higher the 

volumetric ratio of the oxide shell will be. Before these precursor nanoparticles become selenized, 

they undergo a reversible reaction where oxygen is substituted by selenium: 
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2𝑀𝑂 + 2𝑆𝑒 ↔ 2𝑀𝑆𝑒 + 𝑂2      𝑀: 𝐶𝑢, 𝑍𝑛, 𝑆𝑛 

This product on the right-hand side is extremely difficult to produce because the electronegativity 

of O (3.44) is much larger than that of Se (2.55). Hence high temperature and excessive Se 

environment is important for the formation of O2. However, at the interface of precursor film and 

Mo substrate, the majority of Se vapor is consumed by Mo and form irreversible product of MoSe2. 

Hence the oxide layer of the precursor particles will be maintained and the core will be slowly 

selenized as the Se diffuses and reacts with the metal inside the precursor particles. The final 

product will be a selenide-oxide core-shell structure that will not sinter and form larger CZTSe 

grains. 

 

Figure 38 EDS mapping of CZTSe fine particles. (a) An HAADF imaging of a cluster of CZTSe 

crystals that is scrapped from the device. (b) to (f) are elemental EDS mapping of Cu, Zn, O, Sn 

and Se. The highlighted region are four un selenized Cu nanoparticles.  

Figure 21 shows the EDS mapping of the CZTSe films with two distinct grain sizes. It is apparent 

that the region with smaller grain sizes exhibit higher oxygen content. Similarly, the precursor 

particles will also stop growing when additional oxygen is introduced into the furnace. This usually 

occurs then the furnace tube is not properly sealed or the graphite box has been left in the ambient 

environment for too long. The oxygen in the selenization process will compete with the selenium 

vapor so that the precursor particles will be oxidized instead of selenized and form large crystals. 
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One way to avoid this is to keep the furnace tube pressurized with argon so that the oxygen can’t 

flow in through the leaking point. In addition, the graphite box should also be stored in a vacuum 

chamber for the oxygen to be degassed.  
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Chapter 5 

Grain Boundaries in CZTSe 

 5.1 Electrical benign grain boundaries in CZTSe and CIGS 

Local variation of Cu content can result in different electrical properties of the GBs. Figure 

39 is a dark current mapping of a 10 by 10 μm region on a top CZTSe film on Mo substrate. With 

a positive sample bias voltage of 1 V, a brighter area in the spreading resistance image represents 

a higher conductivity.  From Figure 39b, despite the uniform conductivity within the GBs, higher 

conductivity regions are found mostly near the GBs. This indicates that the carrier concentrations 

are increased near these GBs. Figure 40 shows an optoelectrical analysis of a CZTSe device 

using C-AFM mapping. A defocused 532 nm continuous wave laser with total power of 1 mW was 

used as illumination surrounding the conductive diamond coated AFM tip to excite photocurrent. 

In Figure 6b, the zero current regions are replaced by the grey scale topography. Under zero bias, 

a photocurrent of as high as 350 pA can be detected near some of the GBs. This result clearly 

indicates that for CZTSe devices, the carrier collection is enhanced at these GBs. However, for 

the rest of the GBs, no photocurrent is collected near them, suggesting recombination-dominant 

behavior of these GBs. The classic Seto model[151] of polycrystalline Si and simulations[128] of 

CIS and CGS solar cell systems predict a down shift of both valance and conduction band energy 

for columnar GBs. In the CGS system, a reduced VBM of as high as 0.55V can occur under Cu 

poor conditions[152]. The electrons are attracted towards the reconstructed GB cores and start 

accumulating near them to form depletion regions. These depletion regions, or even inverted 

regions, are responsible of high carrier concentration and high conductivity near the GBs. The 

origin of this phenomenon is that the polarization at the cation-terminated (112) surface can cause 

Cu-vacancy surface reconstruction, reduce the p-d repulsion and lower the VBM.[116, 152] This 

will drive the Cu ion at GBs towards the grain interiors (GIs) so that the GBs are occupied by VCu
-, 

and the less the symmetry at the GBs, the larger the offset will be.[153]   

 Such enhanced carrier collection near these GBs is reported to be the major cause of the 

benign effect of GBs for CIGS.[124, 154, 155] It is therefore likely for the CZTSe system,
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 belonging to the same chalcopyrite family as CIGS, to have a similar effect of enhanced carrier 

collection near those GBs.   

 

 

Figure 39 C-AFM mapping on a CZTSe film with 1V bias. a) An AFM surface topography of a 

polycrystalline CZTSe film in contact mode. b) The current mapping of the same region under +1 

V bias. c) The 3d model of the superimposed mapping of a) and b). d) The line profile of the 

height-current relationship in the region marked in blue line in a), b) and c). 
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Figure 40 C-AFM mapping on a CZTSe device with illumination and zero bias(a) AFM topography 

of the top surface of a CZTSe device. (b) Zero biased photocurrent mapping, under illumination 

of a defocused 532 nm contentious wave laser with total power of 1mW. The photocurrent 

mapping is superimposed on the topography in (a) to illustrate the correlation between the position 

of the photo current and that of the GBs. 
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 5.2 Asymmetrical Grain Boundary behavior of CZTSe crystals 

However, the electrical benign GB model of CIGS may not complete agree with that of CZTS 

system because the best lab cell efficiency of CZTSSe is only about 60% of that of CIGS. As we 

measured the electrical conductivity near the GBs of the CZTSe thin films using c-AFM, we 

noticed that the conductivity of the region near one side of a GB is always significantly higher than 

the other (Figure 39). In another word, only one side of the GB agrees with the electrical benign 

model of CIGS, while the other side has much less conductivity to contribute to the minority carrier 

collection.  Such asymmetrical behavior near the boundary is very common in the CZTSe system 

thus can be the reason why CZTSSe shows a lower energy conversion efficiency compared to 

the CIGS system. Such asymmetrical behavior does not only occur near the grain boundaries, 

but can also be found in a much broader scope. Figure 41 shows c-AFM mapping of 2 different 

surfaces of the CZTSe film. Figure 41a shows a region with highly ordered crystal facets. The 

results indicate that the high conductive regions no longer occur at the grain boundaries, but can 

be found at the entire surface of certain facets. Although extremely rare are these regions, they 

are mainly found in cells with high efficiencies. These surfaces are most likely to be the cation 

terminated (112) surfaces and such phenomenon agrees well with the band model of the CZTSe 

system. Figure 41c, which shows a region with less perfect facet configuration, doesn’t have as 

pronounced facet dependent conductivity change as region a, and the more conductive region 

occurs mostly at the GBs. These regions are more commonly found in our CZTSe films. To study 

this facet dependent asymmetrical electrical properties of CZTSe, we mapped the inner potential 

of some of the twin boundaries using the off-axis electron holography. Figure 42 shows a 

holography across one asymmetrical GB in CZTSe. As can be seen from Figure 42c, the potential 

of one side is significantly higher than the other side, meaning the conduction band minimum 

(CBM) across the GB is also asymmetrical. The higher the potential is, the lower the CBM will be, 

thus the carrier concentration and conductivity are also higher. Figure 43 shows in-situ biasing 

through the CZTSe device that generates joule heating that degenerates the CZTSe crystals. As 

the GBs are more conductive, the current density the went through these GBs will be much higher 

thus they start degenerating first (Figure 43b, e). The grain interior will be heated up and 

degenerate in a later stage (Figure 43c, f). during the investigation of these GBs we found that 

they also exhibit asymmetrical Cu concentration (Figure 44).  
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Figure 41 Two region in CZTSe that exhibit different electrical behaviors. (a) AFM topography of 

a CZTSe film region with ordered facet configuration. (b) is the c-AFM mapping of the region in 

(a). (c) AFM topography of a CZTSe film region without ordered facet configuration (d) c-AFM of 

the region in (c). 
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Figure 42 Off-axis holography of an asymmetrical GB in CZTSe. (a) to (c) are holography, 

phase and CIP mapping of the same GB. (d) is the CIP line profile of the highlighted region in 

(c). 
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Figure 43 in-situ biasing of CZTSe device. (a) to (c) are TEM BF images of different stages 

during the in-situ biasing of CZTSe. (d) to (f) are enlarged TEM BF images of the highlighted 

region in (a). 

 

Figure 44 EDS line scanning of an asymmetrical GB in CZTSe. (a) is the STEM HAADF imaging 

of a GB in CZTSe. (b) is the EDS line profile of Cu, Zn, Sn and Se across the GB indicated in (a). 

Figure 45 shows the cross-sectional CIP imaging of the CZTSe/CdS/ZnO/ITO device prepared 

by FIB. The CIP mapping located 2 parallel GBs at the top left region, which was then indexed by 
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HRTEM and FFT pattern. Note that both GBs are twin boundaries, and due to the orientation of 

this 3 grains, the HRTEM of region I and II are taken from different zone axis to review the change 

of crystal orientation across the GB. From the CIP mapping one can see that the overall CIP of 

grain 1 is about 4 V higher than the CIP of grain 2, and this value between grain 2 and 3 is about 

1 V. For the interface between grain 2 and grain 3 (Region II), one can also observe a potential 

change near the GB. In region I the potential change of the two grain interior agrees with the c-

AFM data in figure X where one side of the grain surface is significantly more conductive than the 

other side. In region II, there is a potential barrier located at the GB, and the potential of grain 3 

gradually increases as it reaches the GB. This case agrees with the c-AFM data in figure X that 

most of the conductive region are found near GBs and one side of GB is always more conductive 

than the other side.  

 

Figure 45 Potential mapping across two twin boundaries. (a) TEM imaging of a cross-sectional 

CZTSe device prepared by FIB. (b) is the CIP mapping of the region marked in (a), (c) is the 

schematics of the structure in (b). (d) is the potential line profile of Region I and II across the GBs. 

The grain 3 is used as a reference for zero potential. 
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 5.3 Cation terminated (112) planes in CZTSe and their contribution to band 

distortion near GBs 

Such different potential profiles can also be explained by the electrical benign (112) surface 

of CZTSe. When taking electron holography of a CZTSe TEM sample with grain surfaces 

perpendicular to the beam direction belonging to different plane families, the entire grain may 

have different potentials. Figure 46 shows the crystal orientation of the 3 grains in the same region 

of Figure 45. Grain 1 has a (112) plane that is perpendicular to the beam direction, while for grain 

2 and grain 3 these are both (100) planes. Since only grain 1 has a (112) plan that is perpendicular 

to the beam direction, we observed a potential increment for the entire grain.  On the other hand, 

since the planes that are perpendicular to the beam direction are from the same family, we 

observed that grain 2 and 3 have the same potential at the grain interiors, and the potential offset 

only occur at the GB.  

For the cation terminated (112) surfaces, the conduction band minimum will shift downward 

if the surface is Cu-rich. It helps attracting electrons but creates recombination center at the same 

time. The valance band maximum will shift downward for (112) surface if it’s Cu-poor, and GBs 

that contain such Cu-poor (112) surface is preferred because it repulses holes[156]. For the anion 

terminated (112̅̅ ̅̅ ̅) surfaces, the VBM and CBM offset can be neglectable and therefore these 

surfaces make little contribution to the carrier collection. When the (112) plane forms at the 

surface of the CZTSe crystal, the entire facet will be conductive; When the (112) plane forms at 

the GB, the GB will become conductive at the side that contains the (112) plane. In the first case, 

only when the (112) plane that forms at the interface of CZTSe/CdS can electrons be collected. 

When the (112) plane forms at the bottom electrode, the trapped electrons will recombine with 

the nearby holes. In the second case, only vertical GBs that connect to the CdS can contribute to 

the collection of electron; when horizontal GBs are formed, the electrons that are attracted to them 

will never reach the CdS before recombination. This asymmetrical behavior doesn’t only apply to 

the twin boundaries. In the case of random GBs, the phenomenon is the same. Figure 47 is a 

potential mapping across a random boundary. As can be seen from the line profile, the potential 

change of the two grains is also 5 V, which agrees with the case I in Figure 45. Figure 48 shows 

the potential mapping of random GBs between 4 grains. From the potential mapping, we can see 

clearly the co-existence of the 2 types of GBs. Grain 1 has a (112) facing to Grain 2; Grain 4 has 

a (112) facing to the vacuum; Grain 3 and 4 don’t have significant change of potential, hence their 

(112) plane should be orthogonal to the beam direction. The nature of such asymmetrical behave 
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might due to the preferential growth of the (112) planes. In kesterite systems, the selenium 

terminated (112̅̅ ̅̅ ̅) surface has the lowest surface free energy because each Se atom only have 

one dangling bond that is orthogonal to the surface. When exposed in air, these bonds can easily 

bind with H+
 in the atmosphere and become stable; for the cation terminated (112) surface, the 

surface free energy is much higher because in order to bind with O2-, certain surface 

reconstruction is needed. On the other hand, cation terminated (001) surface may also be stable 

because oxygen can bind with the two adjacent cations alone [1-10] direction with minimal bond 

distortion. Such energy variation of the bond distortion for different facets may result in variation 

of the electrical properties for CZTSe solar cells. However, the details about the surface 

reconstruction and its relation to the electrical properties are beyond the scope of this article. 

Further study is needed.  

 

 

Figure 46 Crystal orientation relationship of a CZTSe grain that has two twin boundaries (a) A 

TEM image of a cross-sectional CZTSe device prepared by FIB. (b) is a dark field image that 

highlighted grain 2 and 3; the model and the diffraction pattern of grain 1 is shown to the right. (c) 

is a dark field image that highlighted grain 2; the model and the diffraction pattern of grain 2 is 

shown to the right. (d) is a dark field image that highlighted grain 1 and 2; the model and the 

diffraction pattern of grain 3 is shown to the right. The Cu, Zn, Sn and Se atoms are colored in 

yellow, red, green and blue. 

 



74 

 

 

 

Figure 47 Potential mapping across a random boundary. (a) a TEM bright field imaging of a cross 

sectional CZTSe film prepared by FIB. (b) is a Potential mapping of the highlighted region in (a). 

(c) is a potential line profile that is highlighted in (b). 
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Figure 48 Potential mapping at a junction of four grains. (a) is a TEM bright field imaging of a 

different region from a FIB prepared CZTSe. (b) is a schematic of the highlighted region in (a). 

The yellow region indicates the presence of (112) surfaces. (c) is a 3D plot of the potential 

mapping in the same region. 
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Figure 49 Schematics of the electrical model of CZTSe. (a) A schematic of a cross-sectional 

CZTSe device with 3 grains. Grain 1 has a (112) facet facing to CdS layer; Grain 2 and 3 have 

their (112) facet facing toward Grain 1. (b) is the potential change across the 3 grains. 

 5.4 Comparison between the GBs in CIGS and CZTSe 

At the grain boundary core, these is a potential well between both CIGS and CZTSe. Compared 

to the simulation that has been done by Schmid[84], the potential well depth for a Σ 3 twin grain 

boundary, a Σ9 grain boundary and a random boundary is -0.2V, -0.68V and -2.3V. Compared to 

this result, the measured potential well at the GB between grain 2 and 3 in Figure 45 is about -

0.6V; The potential well at the random GB in Figure 47 is about -2.5V. Both experimental results 

agree well with the case in CIGS, meaning that the grain boundary that exhibits lower symmetry 

involves a more distinct change in composition than that with a higher symmetry. The free energy 
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of a Σ3 GB should be close to that of the perfect lattice because only the rotation of the bond 

between cations and selenium ion is present. While for the Σ9 GBs, at least some bonds across 

the GB must be distorted so that the free energy is increased. This is hence the driving force for 

the local change in composition at the GBs, and such effect will be maximized for a random 

boundary. In addition to the elemental reconstruction at the random GB core, the discontinuity of 

the GB may also contribute to the high potential barrier. Figure 50 shows a random boundary 

across two CZTSe grains. There is clearly a intergranular gap around 5 nm between the two 

grains, while general GB is around 5 Å. Hence for such types of grain boundaries, the potential 

barriers are mainly caused by the physical discontinuity across the grain. This intergranular 

boundary between the two grains can also introduce artifacts in the electron holography when it 

is on edge: The density of this gap is so low that the potential will drop down to close to vacuum 

across it. When the gap is inclined, such barrier will be insignificant because the low-density 

region will be overcome by the thickness of the specimen along the beam-direction (usually more 

than 100nm). The cause of this gap is likely due to the selenization process, where the 

selenization and sintering happen simultaneously. During the selenization process, the 

coexistence of Se vapor, Se liquid, CuSe2 and the rest of the precursor nanoparticles can form a 

complex gas-liquid-solid reaction. At the initial stage of the growth of the CZTSe, they are 

imbedded within the precursor nanoparticles. As they grow larger and absorb nearby precursors, 

the gradually form (112) facets which has the lowest surface energies. When two of the grains 

make contact, they may rotate and align these boundaries if the mobilities of the grains are high. 

They can also grow together and form a larger grain which consists of twin boundaries and carbon 

impurities. When the metal precursor is depleted during the grain growth, a sintering process will 

then dominate the dynamic process during the selenization. During the sintering process, the 

grains will continue align their intergranular boundaries which is driven by the free energy at the 

interface. Therefore, after the selenization process, most of the random GBs are straight and 

show preferred orientation. When the selenization process is completed and sample is exposed 

to the atmosphere, the dangling bonds at these intergranular boundaries as well as the surfaces 

will then bond with H+ and O2- from the water and oxygen in the surrounding environment and 

stabilize. If there is a leaking during the selenization process, the precursor will form oxidize layer 

and the selenization process is interrupted because the oxygen will compete with selenium and 

the result will be a film with very fine CZTSe crystals. Therefore, with a significant amount of the 

grain boundaries being like the one in Figure 50, the electrical benign effect mainly come from 

the two adjacent grain interiors. Unlike CIGS that has symmetrical electrical properties at the GB, 

the electrical benign GBs in CZTSe usually only consists of one (112) surface which is preferred 
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for the electron collection. The large gap at these intergranular boundaries will prevent the 

electrons on the other side from being collected by this region. Hence the efficiencies for these 

grain boundaries will be reduced by 50%. Furthermore, if the (112) surface is facing the CdS, the 

(112̅̅ ̅̅ ̅) will face the bottom electrode, and the (112) surface will help separate electrons into the 

top electrode. On the other hand, if the (112) surface is facing the bottom electrode, these 

electrons will be trapped at the interface and never be collected by the top electrode. As a result, 

this asymmetrical surface electrical property may be the reason why the best lab cell efficiency of 

CZTSe is only about half of that of the CIGS solar cells. 

 

Figure 50 A intergranular boundary found between two grains. (a) STEM bright field and (b) 

HAADF imaging of a cross sectional CZTSe sample prepared by FIB. (c) is the line profile across 

the GB in (a). 

Chapter 6 

Development specimen holders for in-situ TEM characterizations 

The design goal for these holders was to enable optical measurement and illumination in the first 

holder, and in-situ electrical measurement on standard TEM samples in the second holder. 

Additionally, since many of the materials of interest are in the form of cross-sectional single-crystal 

thin films, the holders must be double-tilt to allow accurate alignment of the zone axis for imaging. 

None of the commercially available holders match the capabilities specified for these designs. 
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 6.1 TEM holder with optical fiber 

The conventional CL holder that Gatan supplies is a single-tilt holder with two single-mode fiber 

optics and two mirrors to collect the optical signals. The holder has a tight space and there is no 

way to add electrical components. A commercial fiber-based optical holder was previously 

available from NanoFactory[157]. However, the probe’s coarse motion is based on the concept 

of vibrational stick-slip motion and thus is very unpredictable.  

For standard Cathodoluminescence (CL) spectroscopy, the light is emitted from the region that is 

irradiated by the electron beam. For simplification, it can be considered a point source. One of 

the biggest challenge is to collect as many of the emitted light as possible and couple them into 

the fiber optics. For the 1mm fiber optics that we choose for the holder, a maximum of 24.8 degree 

of acceptance angle can be achieved. This requires either the fiber optics being close enough to 

the sample, or coupled with additional optical elements. By using the lens system, the focal point 

can be adjusted on the sample so that the total amount of signal to be collected is maximized. 

The objective lens increases the acceptance angle for the fiber and helps capture the photons 

reflected by the mirror. The large diameter of the fiber optics can have a high acceptance angle. 

However, compared to using a thinner fiber, the light will be much less collimated when they enter 

a waveguide that has a larger cross sectional area, as they come from a much more diverted 

angle, resulting a loss of photon both during the transportation inside the waveguide. To avoid 

such type of signal loss, the total length of fiber optics should be minimized. Another factor that 

can impede the signal collection comes from the obstruction between the fibers, lenses, and patch 

cable connections. These loses of signal mainly come from the reflection when the light enters a 

media, which may be compensated by using optics that have anti-reflection coatings. But still, the 

best way to avoid such loss is to simplify the light path by reducing the total amount of the optical 

components or to project the collimated signal through free space. Another critical component for 

the CL spectroscopy is the spectrometer. There are three major categories of detectors that can 

be used, including photomultiplier tubes (PMTs), avalanche photodiodes (APDs), and charge-

coupled devices (CCDs). APDs and PMTs are much more sensitive than CCDs, however they 

can only measure the intensity of all light hitting them at the same time, thus a turret of diffraction 

grating is needed to separate the light with different wavelength. This process increases the total 

form factor of the device and also significantly increases the acquisition time for a single spectrum. 

For CCDs, although the signal to noise ratio is smaller, the pixelated detector can acquire the 

entire spectrum at the same time. Hence for our application that require both portability and time 

resolution, an Ocean Optics QE Pro spectrometer was chosen for this application ( Figure 51a). 
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By following the above criteria, we built an optical holder that has the following specifications. 

The double-tilt stage can be adjusted by the push rod that is located on the back panel of the 

holder, and the material that we use to connect the push rod and the sample stage is a super 

elastic wire made of NiTi alloy (Nitinol). The Nitinol wire is light, passive, highly elastic, and 

resistive to abrasion. 

The optical component is made with a 1mm fiber optics that is sealed inside a 3/32” brass tubing 

with Torr Seal epoxy. The front part of the tubing has a 3-80 thread for mounting additional optics 

such as a GRIN lens for coupling the light, an objective lens, and a mirror for better collection 

angle. On the back of the holder there is a knob to adjust the distance between the fiber optics 

and the sample stage. Such setup allows one to retract the fiber during the loading/unloading of 

the sample and adjust the focus of the light during the experiment to have the optimal signal 

strength.  

Figure 51(a) shows the setup for a CL measurement. On the back of the holder we used a 

compact CCD spectrometer from Ocean Optics. The holder and the spectrometer are coupled 

with SMA connectors. We have tested Gd2O2S: Tb(P43), Y2SiO5: Ce(P47), and Y+O3: Eu(P56) 

phosphor powder samples to test our CL signal. Figure 51(b) is the TEM image of P47 samples. 

Figure 10(c) shows the spectra of the three samples. The average size of these samples are 

around 3μm. And the acquisition time is 1s. The signal is strong enough for the powder of this 

size range, but is too weak for the actual TEM samples that are usually less than 100 nm. To 

improve the signal count, the holder should be coupled with PMT which has a better sensitivity. 

The acquisition time should be longer and the new design of mirror should be introduced to 

increase the collection angle.  
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Figure 51 Setup of CL measurement using the optical holder. (a) The optical holder is connected 

to the JEOL JEM2010 and an ocean optics spectrometer for the cathodoluminecence 

measurement. (b) is the TEM image of the P47 powder. (c) is the CL spectra of P47, P43 and 

P46 measured by the optical holder. 

 

In the preliminary stage of developing the holder, we have attempted to add optical illumination 

to the NanoFactory holder by adding two LED’s on the tip of the holder (Figure 9b), which provided 

about 24 mcd of blue light. During the preliminary testing, we have found a few limitations of such 

setup: The sensitivity of electrical measurement is only at nA level, which is too low for in-situ 

electrical experiments for ceramic materials; the illumination intensity is too low; the wavelength 

of the illumination can’t be adjusted; and the thermal drifting takes place when the LED heated up 

the local region of the holder. Hence a better design is needed to solve these problems. For the 
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new design, the LED light source is replaced by the fiber optics. By using the fiber optics as the 

light source, the wavelength can be easily adjusted by coupling different light source to the holder. 

This enables the experiment that require measuring optical responses to different materials that 

have various band gap and absorption spectrum. The intensity of the light can also be adjusted 

by change the input power of the light source. In the case that requires strong illuminations, a 

high-power laser can be used. For the thermal drifting issue, the use of fiber optics removes the 

heat source during the generation of light from inside the holder to the outside environment so 

that there is no local heat source on the holder. In addition, the tip of the holder is entirely made 

of brass and aluminum that when compared with the metal cladded ceramic board, has much 

higher thermal conductivity. The heat that is caused by the localized illumination can be easily 

drained and the holder can become thermally stable in a short period of time. By using the fiber 

optics, the light can also be focused onto a specific region, which can have a more efficient 

illumination condition than LEDs. The use of fiber optics also provides the possibility of measuring 

PL/Raman signal by illuminating a laser with specific wavelength. By using a 1x2 fiber optic 

coupler and placing appropriate edge/notch filters between the spectrometer and the fiber, one 

can perfume in-situ Raman measurements, and electron-beam driven or photosensitive reactions 

can be characterized in real time. 

The modifications to the NanoFactory holder and preliminary data can be found in Dr. Jokisaari’s 

thesis[158]. The sample was a p-i-n GaAs solar cell and it shows a weak but notable response. 

And for the new design of the optical holder, we acquired the hologram around a ZnSe precipitate 

that is found in a CZTSe grain. The potential mapping was extracted with light on and off so that 

the potential change at the interface can be compared. 

Figure 52 shows a setup for the illumination experiment. Instead of the spectrometer, the holder 

is coupled with a 50mw 405nm laser. The front side of the fiber optics is coated with a clear epoxy 

to diffuse the light for more uniform illumination. The sample stage is slightly tilted so that the fiber 

optics can illuminate the entire sample surface. Figure 31 shows the CIP mapping of a ZnSe 

particle imbedded inside the CZTSe. The potential change at the interface has dropped from 1.2 

V to 0.6 V when the illumination is turned on, which indicates that the ZnSe/CZTSe interface has 

attracted the excited electron and holes and thus such defect serves as recombination sites to 

reduce the efficiency of the device. It is worth note that due to the incoherence of the coupling 

between the holder, the fiber optic patch cable, and the laser, the total energy loss is significant. 

A more powerful laser and better coupling is needed to increase the illumination current density. 

Besides the methods of increasing the source, one can also improve the illumination density by 
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adding optics in the front in order to focus the light. The best way of doing that is to mount a 

gradient index (GRIN) optics. A GRIN optics is a type of optics that has a gradient refractive index 

alone the axial direction. The index is the highest in the center and it decreases as the radial 

distance increases. The ability of grin lenses to have flat surfaces drastically simplifies the design 

at the front of the fiber optics since it can be directly mounted on or fused to the front end of the 

optical fiber to produce collimated output. In the current version of our design, we used a collet to 

clamp a Φ=1mm GRIN lens on to the front end of the fiber optics assembly using the 3-80 thread 

on the exterior of the brass casing of the fiber. In combine with the front optics, the laser can be 

focus on different area of the sample by adjusting the knob located at the back of the holder. Such 

design doesn’t require any adhesives or any permanent mounting methods such as fusing, so 

that the front optics can be taken off or swapped with other optics depending on the requirement 

of the illumination. For the CL spectroscopy use, the GRIN lens and its collet can be swapped 

with a polished aluminum mirror to increase the total collection angle of the CL signals.  

In conclusion, our optical holder has several unique capabilities. The double-tilt stage is designed 

to fit the UHR pole-piece gap for JEOL microscopes. This allows the sample’s zone axis to be 

aligned with the electron beam so that the atomically resolved imaging can be achieved when the 

in-situ experiment such as CL measurement or optical excitation is performed. In many optical 

holders, the fiber is placed very close to the sample so that the amount of light that is directly 

coupled to the fiber is maximized. Such design usually limits the double-tilt function of the holder. 

In our design, the optical lenses and mirror components increases the collection angle so that the 

fiber optics can be placed away from the double-tilt stage, the position of the fiber optic is also 

adjustable so that the signal can be maximized. Such design allows multiple characterization 

methods such as in-situ CL spectroscopy, Raman spectroscopy and holography under 

illumination. 
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Figure 52 Optical holder with different attachments. (a) The optical holder is connected to a laser 

for the illumination measurement. (b) is a close look of the sample stage region with an illuminated 

fiber optics. (c) is a close look of the sample stage region with the fiber optics coupled with a 

polished aluminum mirror and an objective lens (mounted at the position with brass set screws 

on the mirror). 

 6.2 TEM holder with nanomanipulation and electrical measurement  

 

The STM holder contains 3 separate subsystems, a mechanical coarse approach system, a piezo 

scanner for the fine motion/scanning, and a biasing/sensing component. The mechanical coarse 

motion uses a “wobble stick” design, where the entire tip assembly is assembled inside a brass 
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tube that serves as a wobble stick. The wobble stick passes through an o-ring seal in the front 

part of the holder that serves as both a vacuum seal and a pivot point. The coarse tip motion is 

controlled by the mini linear stage that mounts on the back of the holder. When the stage moves 

to y+/z+ direction, the tip will be deflected towards y-/z- direction; when the stage moves along 

the x direction, the wobble stick will slide along the o-ring seal and move to the same direction. 

The differential adjuster screw allows has a 25 μm/rev resolution. When combined the reduction 

of the motion by having a pivot point at the o-ring seal, the coarse motion resolution can achieve 

10 nm in y/z direction and 150 nm in x direction. Figure 53 shows the 3D design and the photo of 

the STM holder. As can be seen from Figure 53d, seven electrical wires, including five controlling 

the piezo tube and a twist pair of biasing/sensing cables pass through the 1/8” brass tubing, and 

are individually sealed at a specially designed feedthrough with vacuum epoxy. The feedthrough 

component is sealed by o-ring against the wobble stick so that the entire interior of the wobble 

stick is under vacuum when the holder is inserted into the TEM. Such back sealing mechanism 

ensures the best insulation across the seven wires and provide possibility of modifying and 

repairing the electronic components. The time required for the holder to be pumped down to 10-5 

torr is also significantly shorter compared to the design that pumps the entire interior of the holder. 

However, since the wires that we used is not vacuum compatible, the holder will slowly degas if 

left in the ambient condition for too long. Thus we made a pump station to keep the holder in 

vacuum when not in use. At the current stage, the coarse motion is adjusted by the three 

differential screws on the linear stage.  

The fine motion drive is a PZT piezo tube allowing sub-nanometer spatial resolutions for 

positioning and STM scanning within the TEM. The scan tube is mounted on an insulating base 

which connects it to the mechanical coarse motion system. The scan tube has four quartered 

electrodes and a center electrode, and can be driven by any available SPM scan controller. In 

this work, the scanner was connected to a Nanosis SPM scan control system from SPECS. This 

allows both fine positioning and STM scanning to be carried out. The scan tip is mounted in a 

copper cap, insulated from the piezo scan tube. The tip voltage and stage sense wires are carried 

by twisted pair shielded wire that is completely separated from the piezo drive electrics in order 

to prevent crosstalk between the scan and bias voltages. In order to effectively image single-

crystal film specimens, a double-tilt holder is required. The tilt-stage is also actuated by a 

mechanical mechanism constructed in the same manner as the coarse-motion approach system. 

It should be noted that the majority 89 of in-situ holders are single-tilt, and therefore unsuitable or 

difficult to use for high resolution imaging of thin film specimens which constitute the majority of 
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electronic materials samples. The double-tilt system is driven by a rod arrangement mounted to 

another spring-loaded micrometer at the rear of the specimen rod. The fine motion is controlled 

by a 1/8” by 1/2” PZT tube. The exterior gold contact has been divided into 4 quadrants. These 

quadrants correspond to bending the PZT tube to x+, x-. y+ and y- directions. The travel range of 

the fine motion is about 5 μm in y and z direction and 500 nm in x direction. Since the travel range 

of the fine motion is larger than the resolution of the coarse resolution, the tip can reach to any 

coordinate with the combination of the two systems. When performing the coarse motion by hands, 

however, some vibration is introduced to the tip through the screw. Such vibration makes the z-

motion unstable because the resolution of the tip moving along x-y plane is about ten times higher 

than that along z-direction. One way to increase the stability of the coarse motion along z-direction 

is to increase the diameter of the knob. In doing so the torque that is applied to the screw is better 

controlled. Another way is to combine these knobs with piezo stacks. The combination of the 

micrometer and a piezo stack can achieve a much finer travel resolution in a larger scope. With 

the Thorlab PE4 adjuster, one can achieve 4mm travel of coarse motion using a 0.01” pitch 

leadscrew, and 15μm total travel of intermediate motion using the piezo stack. The introduction 

of a piezo stack fills the gap between the coarse and fine motion along the z-direction and hence 

makes the tip adjustment much easier.  

The holder is compatible with the Nanosis SPM controller. When controlled by this controller, the 

holder can perform high sensitivity current measurement down to 10-11 A. Given such sensitivity, 

the holder is equipped with an automatic approaching mechanism that is controlled by the 

tunneling current feedback. When the tip is moved within the range of the piezo motor range, the 

system will expand the piezo tube when the tunneling current is low, meaning that the tip is still 

far from the sample; when the tunneling current exceeds a certain threshold, the piezo tube will 

contract to bring the current down, meaning that the tip has reached the sample. 
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Figure 53 Design of the nano-manipulation holder. (a) The 3D modeling of the STM holder. (b) 

and (c) is the 3D modeling and the photo of a zoomed in sample stage region. (d) is the sealing 

design of the interior of the tip enclosure. (e) is the photo of the linear stage and the back of the 

tip enclosure. 

Figure 54 shows an STM mapping over a notch on the edge of a Cu film. The topography 

information was calculated by recording the voltage applied to the piezo tube during the scanning 

process as the tip maintains the tunneling current of 100 nA. Using such technique, one can 

measure the film thickness by scanning the tip in the z direction, approach to the area of interest 

without the risk of touching/damaging the film, and perform current mapping on a smooth region 

by turning the feedback off. 
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Figure 54 STM performed by the nano-manipulation holder. TEM imaging of the scanning 

tunneling mapping of a W tip on the edge of a Cu film at (a) t=0s and (b) t=24s. (c) is the 

topography from the scanning superimposed on the TEM image. 
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