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Abstract 
 
 

This dissertation aims to develop a droplet-based artificial cell system using cell-free 

extracts of Xenopus laevis eggs and understand mitotic oscillations with the proposed system. 

Single-cell analysis is pivotal to deciphering complex phenomena such as cellular heterogeneity, 

bistable switches, and oscillations, where a population ensemble cannot represent the individual 

behaviors. Despite having unique advantages of manipulation and characterization of biochemical 

networks, bulk cell-free systems lack the essential single-cell information to understand out-of-

steady-state dynamics including cell cycles.  

In this dissertation, we present a novel artificial single-cell system for the study of mitotic 

dynamics by encapsulating Xenopus egg extracts in water-in-oil micro-emulsions. The artificial 

cells are different from real cells, i.e., their surface is formed by surfactant oil instead of the cell 

membrane. These “cells”, adjustable in sizes and periods, encapsulate cycling cytoplasmic extracts 

that can sustain mitotic oscillations for over 30 cycles. The artificial cells function in forms from 

the simplest cytoplasmic-only oscillators to the more complicated ones involving demembranated 

sperm chromatin that can reconstitute downstream mitotic events. The dynamic activities of cell 

cycle clock can be detected by fluorescent reporters such as cyclin B1-YFP and securin-mCherry. 

This innate flexibility makes it key to studying cell cycle clock tunability and stochasticity. Our 

experimental results indicate that the mitotic oscillators generated by our system are effectively 

tunable in frequency with cyclin B1 mRNAs and the dynamic behavior of single droplet oscillators 

is size-dependent.  
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We also establish a stochastic model that highlights energy supply as an essential regulator 

of cell cycles. Moreover, the model explains experimental observations including the increase of 

baseline and amplitude of cyclin B1 time course. This dissertation study demonstrates a simple, 

powerful, and likely generalizable strategy of integrating single-cell approaches into conventional 

in vitro systems to study complex clock functions.
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CHAPTER I   Introduction 
 
 

The design and construction of synthetic circuits to perform robust self-sustained 

oscillations in both live cells1-7 and cell-free systems8-11 has led to much excitement, but remains 

challenging. Compared to in vivo systems, circuits reconstituted in vitro contain a minimal set of 

well-defined recombinant molecules whose stoichiometry and interactions are manipulatable, and 

are thus more amenable to systematic design, quantitative analysis, and model predictions. These 

advantages have enabled fundamental understanding of not only de novo designed oscillators 

based on genetic networks10 and organic chemical reactions11, but also natural oscillators such as 

circadian clocks8,12 and cell cycles, which are otherwise difficult to dissect in intact organisms. 

There is great interest in engineering genetic circuits to simulate diverse synthetic oscillators, such 

as circadian clocks and cell cycle clocks. This dissertation presents a novel platform to reproduce 

in vitro mitotic oscillators that is applicable to the study of cell cycle clock.  

 

1.1 Synthetic oscillator 

	
Synthetic oscillators provide important insight into design principles for biological 

oscillators. One defining goal of synthetic biology has been to construct gene-regulatory networks 

based on the “design criterion” proposed by computational modeling3,13-17 to develop a deep 

understanding of biological design principles underlying the regulatory mechanism. In living cells, 

the interactions between biomolecules can form biochemical circuits and carry out various 
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essential functions including amplification, integration and information storage18. To investigate 

the regulation mechanisms of these biochemical circuits, Elowitz and Leibler1 built a periodic 

oscillating network in Escherichia coli by proper design and construction of a synthetic network 

using existing biological components. The engineered oscillator opened a new path to the 

engineering of cellular behaviors and a better understanding of intracellular networks. More 

recently, Stricker et al. proposed another synthetic oscillator in Escherichia coli, which is fast, 

robust and tunable with oscillation periods19. The oscillator has been used to study how the 

robustness of these clocks is varied by the interaction noise between biological components and 

the stochasticity of their gene expression.  

The synthetic network is a powerful tool to study the biological pathways and has potential 

applications in genomics, gene and cell therapy, and nanotechnology14. However, one weakness 

of these synthetic networks is that they reside in living cells and the dynamic behaviors of the 

synthetic oscillators cannot be well characterized due to the complex environment of growing and 

dividing cells. To overcome this obstacle, cell-free systems have been used to construct synthetic 

oscillators20,21.  

In this dissertation, we focus on mitotic oscillators, one of the most widely studied synthetic 

oscillators. It is important to understand the functions of mitotic oscillators. During the past few 

decades, people have made great efforts to finding therapeutic methods to inhibit cell cycle clocks 

and limit the growth of tumor cells22,23. These therapeutic methods include inhibiting mitosis by 

targeting microtubules and mitotic kinases, and inhibiting Cdk1 to impair the entry into cell 

cycle23-26. To investigate better therapeutic strategies to control tumor cell growth, it is crucial to 

understand the design principles and tunability of cell cycle clocks.  
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1.2 Molecular networks that drive the early embryonic cell cycles 

	
The cell cycle clock is driven by an autonomous biochemical oscillator and the core of the 

oscillator is a negative feedback loop that includes the cyclin B-cyclin dependent kinase 1 (Cdk1) 

and anaphase-promoting complex (APC/C) (Figure 1.1). Here, cyclin B is a mitotic cyclin27, Cdk1 

is a protein functioning as a serine/threonine kinase, and APC/C is an E3 ubiquitin ligase targeting 

cell cycle proteins for degradation28. Cyclin B proteins bind to Cdk1, forming cyclin B-Cdk1 

complex. This Cdk1 system has interlinked double-positive and double-negative feedback loops, 

involving the protein kinases Wee1 and Myt1, and the phosphatases Cdc25. Hereby, both Wee1 

and Myt1 are protein kinases that inhibit Cdk1 by phosphorylating it on two sites, Tyr15 and 

Thr1429. Cdc25 refers to cell division cycle 25, a phosphatase that activates Cdk1 by 

dephosphorylating inhibitory residues on Cdk130. Cyclin B-Cdk1 activates its activating 

phosphatase Cdk25 and forms a double-positive feedback loop. Meanwhile, activated cyclin B-

Cdk1 inhibits inhibitory kinases Wee1 and Myt1, forming a double-negative feedback loop. The 

double-negative feedback loop functions equivalently to a double-positive feedback loop31. The 

double-positive and double-negative feedback loops collectively function as a bistable trigger32,33. 

Compromising this bistable trigger suppresses cell cycle oscillations, indicating that positive 

feedback can accelerate cell cycle clock34. The E3 ubiquitin ligase APC/C is also activated by 

active cyclin B-Cdk1 complex, but the mechanism is still not well understood35. Active APC/C 

polyubiquitylates the mitotic cyclin, tagging them for degradation by the proteasome. Therefore, 

cyclin B-Cdk1 complex is inactivated by active APC/C, forming a negative feedback loop. In 

summary, activation of Cdk1 drives the cell cycle into mitosis, while the activation of APC/C 

drives the cell back out of mitosis36.  
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Figure 1.1 Schematic view of the cell cycle circuit centered on cyclin B1-Cdk1 complex37. Cyclin B-
Cdk1 complex activates its own activator, phosphatase Cdc25, forming a positive feedback loop, and 
inhibits its own inhibitor, kinase Wee1, forming a double-negative feedback loop. Additionally, cyclin 
B-Cdk1 activates the E3 ubiquitin ligase APC/C, which targets securin and cyclin B for degradation 
and completes a core negative feedback loop.  

 

Cytoplasmic extracts predominantly from Xenopus eggs38 have made major contributions 

to the initial discovery and characterization of the central cell-cycle regulators including the protein 

complex cyclin B1-Cdk139-41 and the anaphase-promoting complex or cyclosome (APC/C) 42, as 

well as downstream mitotic events of spindle assembly and chromosome segregation 43. Moreover, 

detailed dissections of the regulatory circuits in these extracts revealed the architecture of 

interlinked positive and negative feedbacks33,34,37,44-50. Such interlinked feedback loops are also 

found in many other biological oscillators12,51-53, suggesting its importance to essential clock 

functions such as robustness and tunability31. Yang et al. pointed out that the negative feedback 

loop forming by cyclin B-Cdk1 and APC/C functions as a time-delayed and ultrasensitive switch 

in the Xenopus laevis embryonic mitotic oscillator46. Computational modeling demonstrates how 
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such a time-delayed, digital switch generates robust and periodic cell cycle oscillations. These 

studies stimulated major interests in characterization of clock functions at the single cell level, for 

which an experimental platform is still lacking. We will discuss cell-free systems that have great 

potentials for the study of cell cycle clock functions in the following section.  

 

1.3 Cell-free systems 

	
A cell-free system is an in vitro tool used to study biochemical reactions that happen within 

cells while it minimizes the complex interactions in a whole cell54. Cellular components can be 

isolated by ultracentrifugation to study the molecular machinery in a simplified reaction 

environment55. Previous studies have used eukaryotic and prokaryotic cells to create cell-free 

systems56. Prokaryotic cell-free systems such as E. coli extracts57-61 and archaeal cell extracts62-64 

are widely used for large-scale synthesis, industrial production of antibody-drug conjugates, and 

incorporation of non-canonical amino acids59-61. The prokaryotic cell extracts are cost-efficient 

and have high protein yield. However, these extracts have limited post-translational modifications 

and no endogenous membrane structures for membrane protein synthesis56. There are various well-

developed eukaryotic cell-free systems like protozoan extract65-68, yeast extract54,69-73, wheat germ 

extract59,74-76, insect cell extract77-79, Xenopus laevis extract37,43,80-82, and mammalian cell extract83-

85. Eukaryotic cell-free systems have increased in popularity because there is growing interest in 

human and mammalian proteins and the post-translational modifications86,87, and they can be 

applied to study protein-protein interactions88-90. Cell cycle dynamic events that happen within 

cells can be simulated in the extracts of eggs or oocytes in vitro. Cell-free systems to study cell 

cycle clock have been well established in the eggs or oocytes of Xenopus laevis37,91, and 
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Drosophila melanogaster 92,93. We will discuss Drosophila extract and Xenopus laevis extract, 

which are the two widely used cell-free systems for study of cell cycle clock.  

 

1.3.1 Drosophila extract system 

	
Telley et al. developed a protocol for preparing extracts from individual Drosophila 

syncytial embryos that can reconstitute repeated mitotic nuclear divisions94. Individual 

preblastoderm embryos at a well-defined developmental stage were used to generate single 

Drosophila embryo extracts. The generated extracts support repeated nuclear cycling with typical 

in vivo characteristics 93 and currently represent the only experimental ex vivo system with this 

property.  

 

 
Figure 1.2 Schematic representation of the extraction procedure94. A fraction of the cytoplasm and 
nuclei is sucked into the pipette and ejected as droplets on the glass surface. 

 

This extract overcomes the difficulty of imaging early nuclear divisions, because they can 

be observed in volumes that are much smaller than the entire embryo. Another advantage is that 

genetic manipulations are easily performed using well-established methods of Drosophila 
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genetics95. This assay enables a unique combination of genetic, biochemical, optical and 

mechanical manipulations of the mitotic machinery as shown in Figure 1.2. The single Drosophila 

embryo extract has been demonstrated to be a powerful tool for studying the transitions of the cell 

division machinery in the absence of a cell membrane. Drosophila extracts have been applied to 

the confocal fluorescence microscopy imaging of repeated nuclear divisions and of the distribution 

of nuclei within the cytoplasmic space, and encapsulation of dividing nuclei in micro-chambers to 

probe spatial constrains94.  

However, we did not use Drosophila extracts for this dissertation study because the egg 

volume of Drosophila is much smaller compared to Xenopus eggs. Furthermore, there is no well-

developed protocol yet for nuclear-free Drosophila cytoplasm, which is not suitable for the study 

of cell cycle clock dynamics without reconstitution of downstream mitotic events.   

 

1.3.2 Xenopus laevis extract system 

	
Another well-established in vitro system for the study of cell cycle clock is Xenopus laevis 

extract system. Cytoplasmic extracts prepared from Xenopus laevis eggs keep most of the 

biological properties and represent one of the most predominant models of cell cycle studies38,43. 

Cell components may vary in different batches of Xenopus laevis extracts, which may affect cell 

cycle clocks. To avoid batch variance, we analyzed experimental results from the same batch of 

extracts. Xenopus laevis extract system stands out for the biochemical study of cell cycles given 

the large volume of oocytes and capability of reconstituting rapid checkpoint-free mitotic 

events38,43. This system allows initial discovery and mechanistic characterization of essential cell-

cycle regulators like maturation-promoting factor (MPF) as well as downstream mitotic processes 

including spindle assembly and chromosome segregation33,34,38,39,43,47,48,93,94,96,97. 
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Formation of the mitotic spindle, which serves to segregate sister chromatids during cell 

division, is a highly complex process and understanding its mechanisms has been a major focus in 

cell biology for many years. Hannak et al. provided three types of protocols43 as shown in Figure 

1.3 to prepare metaphase-arrested extracts and in vitro assays to examine the following pathways 

of spindle assembly: 1) adding sperm nuclei to meiotic extracts to support half-spindles and bipolar 

spindle formations; 2) adding sperm nuclei to extracts that proceed through interphase and 

assemble spindles that undergo anaphase and chromosome segregation; and 3) forming spindle 

around chromatin-coated beads. The main contribution of their work is to provide assays to use 

Xenopous laevis egg extract system to study mitotic spindle assembly. Although cytoplasmic 

extract from the eggs of Xenopus has become a standard for microscopy-based analysis of spindle 

assembly and microtubule dynamics43, repeated cycles of nuclear division and spindle assembly 

and disassembly reactions have not been reported. We will discuss how to optimize Xenopus laevis 

cycling extract system and make it capable of reconstituting multiple mitotic oscillations for 

further study of the dynamics of cell cycle clock in Chapter II.    
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Figure 1.3 Schematic representation of CSF extract preparation and spindle-assembly reactions43. (1) 
Eggs are packed and crushed. (2) CSF reaction. (3) Cycled spindle reaction and anaphase 
chromosome segregation. (4) Bead spindle reaction. 
 

1.4 In vitro compartmentalization of cell cycle oscillators 

	
The Xenopus laevis egg extracts have been used for the studies of the regulation of cell 

cycle clock34,37,46,91 based on bulk measurements. However, conventional bulk reaction assays 

have a major disadvantage that real cell dimensions cannot be mimicked. Moreover, bulk 

measurements of dynamic events are inefficient due to limited number of oscillations. For instance, 

Pomerening et al. presented up to three in vitro oscillations using cycling Xenopus extracts in 

200534 and Chang et al. increased the number of cycles to six by loading bulk cycling extracts into 

one-dimensional Teflon coated tubes in 201337. The number of detected oscillations is still limited, 

which may be caused by the averaging effect in bulk reaction environment. Moreover, the dynamic 
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measurement of single cells is missing because bulk measurement may not reflect the truth of 

localized oscillations at different sites.  

Recently, cell-free micro-reactors to study cell cycles have been built by creating cell-like 

compartments in vitro. Good et al. developed a system to encapsulate cytostatic factor-arrested 

(CSF)38,98 Xenopus laevis cytoplasmic extracts into a size-defined cell-like compartments and 

elucidate how spindle size is modulated by the volume of cytoplasmic99. Xenopus extracts were 

compartmentalized in cell-like droplets by using microfluidic systems as shown in Figure 1.4A. 

Their main conclusion is that the length and width of metaphase spindle become smaller when 

droplet dimension decreases (Figure 1.4B). This high-throughput approach provides a platform to 

generate cell-like and isolated droplets. However, this in vitro system is not proper for the study 

of cell cycle dynamic events because CSF cytoplasmic Xenopus laevis extracts were encapsulated 

in droplets. CSF extracts are arrested at metaphase of meiosis II by the action of cytostatic factor38, 

unless the extracts are supplied with calcium to inactivate CSF. The CSF extracts can be used for 

spindle assembly and chromosome replication100 studies but are not proper for dynamic study of 

long-term oscillations.	 

 

Figure 1.4 In vitro compartmentalization of mitotic spindles81. A. In vitro system to create 
microdroplets, encapsulated with Xenopus laevis egg extracts that are capable of mitotic spindle 
assembly. B. Mitotic spindles scale with droplet dimensions. The scale bars are 20 µm.  

A B
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To study cell cycle clocks, it is necessary to develop a cell-like and high-throughput tool 

that simultaneously allows visualization and detection of individual artificial cell behaviors. Such 

tools can facilitate deep understanding of complex developmental processes101. This dissertation 

study focuses on the development of high-throughput in vitro system to generate cell cycle 

oscillators and demonstrating its application to the study of cell cycle clock. We will discuss the 

development of artificial cell system including how to establish an artificial cell system and design 

fluorescent reporters to detect the activity of cell cycle clock in Chapter II. We will demonstrate 

that our system is tunable and can be applied to the tunability study of cell cycle clock by 

quantitative data analysis in Chapter III. In Chapter IV, a stochastic model will be established to 

analyze the energy dependence of dynamic behaviors of artificial cells. Chapter II, Chapter III and 

Chapter IV have been submitted for peer review.
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CHAPTER II   Development of Artificial Cell System to 
Reconstitute Mitotic Events 

	
	
2.1 Introduction 

	
Both in vivo and in vitro methods including experimental animals, dissected tissue and cell 

cultures have been used to study human diseases and complex system biological questions102. In 

vitro and in vivo experiments have their own advantages and disadvantages. Specifically, in vivo 

testing is more reliable and precise than in vitro testing103, but it has drawbacks such as it is 

expensive and time-consuming. Furthermore, existing in vivo models are often difficult to probe 

complex developmental processes104-106. Meanwhile, in vitro experiments have fewer restrictions 

than in vivo experiments because in vivo deals with live animals or tissues while in vitro does not. 

Moreover, in vitro systems reduce the complexity of the reaction environment and it is easy to 

perform biochemical manipulations. Even though it is extremely difficult for in vitro systems to 

reproduce dynamic behaviors of living cells in vitro, it is more time-efficient once assays are well 

developed.  

In 1989, Murray and Kirschner proposed an in vitro system to study cell cycle clock, of 

which the extracts can perform two cell cycles107. The cytoplasmic extracts prepared from 

activated Xenopus laevis eggs are called cycling extracts, which have been proven powerful to 

study cell cycle regulations38. Cycling extracts have also been widely applied to mimic and 

investigate diverse cell cycle events such as chromosome morphology changes, nuclear envelope 
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breakdown and reformation107,108, DNA replication109,110, spindle assembly and microtubule 

dynamics111,112, and the budding and fusion of carrier vesicles involved in membrane transport80,113. 

However, for most in vitro reconstitutions using Xenopus cycling extracts, oscillations are 

generated in well-mixed bulk solutions and exhibit only three to six cycles before damping out34,114, 

making it difficult to study cell cycle dynamics. Additionally, these bulk reactions lack the 

similarity to the actual cell dimensions and the ability to mimic the spatial organization achieved 

by functional compartmentalization in real cells. 

Therefore, an in vitro compartmentalized and well-controlled biochemical reaction system 

is significant to study dynamics of molecular systems and biochemical oscillators115-120. To study 

cell cycle dynamics with real cell dimensions, we developed an artificial mitotic oscillation system 

by encapsulating reaction mixtures containing freshly prepared cycling Xenopus egg cytoplasm38 

in cell-like micro-emulsions of varying sizes, with radii ranging from 20 µm to 500 µm. The 

droplets were loaded on a Teflon-coated chamber and recorded using long-term time-lapse 

fluorescence microscopy.	These droplet-based cells have undamped self-sustained oscillations for 

days, offering significant gains in the high-throughput and long-term tracking of dynamic activities, 

which outperform the current existing in vivo and in vitro systems.  

Fluorescent reporters have become a precise and noninvasive method for real-time tracking 

of oscillator activities in living cells121,122 and in vitro systems97,99. To track mitotic oscillations, 

we developed multiple reporters to label different cell components and encapsulated reporters into 

droplets to detect the activities of cell cycles. The developed fluorescent reporters indicate the 

interphase and mitosis cell-cycle phases in the proposed artificial cell system. The time courses of 

fluorescence intensity of each droplet were analyzed to obtain information of period, amplitude, 

number of cycles and droplet size, etc. The continuous output of fluorescence signal from reporters 
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allowed us to measure the cell cycle dynamic events and explore the relationship between the cell 

divisions quantitatively. 

 

2.2 Materials and methods 

2.2.1 Artificial cell system development 

2.2.1.1 Cycling Xenopus extracts preparation 

We optimized Murray’s protocol38 for the cycling Xenopus extract preparation, including 

1) egg activation method: eggs were activated with calcium ionophore A23187 (200 ng/µL) rather 

than electric shock; 2) egg crushing method: we used snap-cap LDPE tubes instead of Eppendorf 

tubes; 3) extract separation method: instead of isolating cytoplasm by syringes, which may 

decrease extract activity because of shear force, we cut the tubes to get extracts; 4) buffer removal: 

to preserve extract activity, we avoided the use of silicone oil Versilube F-50 during the buffer 

removal step.  

Three mature female Xenopus laevis were injected with 66 IU pregnant mare serum 

gonadotropin (PMSG) ten days before laying eggs. These Xenopus frogs were injected with 500 

IU human chorionic gonadotropin (HCG) to induce egg laying 18 hours before the preparation of 

cycling extracts. Before the extract preparation, frogs were held with back against hand palm to 

settle them down. The dorsal side was massaged and gentle pressure was applied to induce egg 

laying within 5 minutes. Eggs were squeezed into 100 mL petri dishes containing 0.2 X MMR 

buffer and inspected under an Olympus SZ61 Stereo Microscope. The batches of eggs that had 

unclear boundaries between animal and vegetal poles, irregular white spots on top of animal poles, 

or the eggs had strings were discarded. These frogs were not used for egg laying again until three 

months later.  
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The batch of eggs presenting a homogeneous population of oocytes with a clearly 

differentiated animal and vegetal poles was chosen and transferred into a 500 mL beaker. Excess 

0.2X MMR buffer was poured out and 250 mL of 2 g / 100 mL cysteine (pH=7.7) in 1X extract 

buffer was added to eggs gently. The eggs were shaken vigorously by hand and the jelly coats of 

eggs were removed over three washes with cysteine buffer for three minutes. Eggs were then 

washed with 1L 0.2X MMR solution over four washes. Meanwhile, eggs that turned white were 

discarded using a plastic transfer pipette. The MMR buffer was then poured out and eggs were 

supplied with 200 mL 0.1 µg/mL calcium ionophore A23187 solution in 0.2X MMR buffer for 

activation. A wide opening side of glass pipette was used to stir the eggs gently for three minutes 

and calcium ionophore solution was then removed. Activation efficiency was checked after eggs 

settled down at the bottom of the beaker. For those well-activated eggs, we can observe a 

contraction of animal pole toward the white spot on the top of eggs, resulting in 25% of the animal 

pole and 75% of the vegetal pole. Most of the healthy eggs rotated with their animal poles up and 

vegetal poles down. The overall activation efficiency can be estimated from the percentage of eggs 

with vegetal side down.  

 

 
Figure 2.1 Xenopus extract preparation. Xenopus eggs were freshly collected from a female frog.  The 
collected eggs were packed through low-speed centrifugation and crushed by high-speed 
centrifugation.  
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The activated eggs were then washed twice with 50 mL of 1X extract buffer supplemented 

with protease inhibitors (10µg/mL of leupeptin, pepstatin, and chymostatin). Eggs were carefully 

transferred to a 0.4 mL snap-cap E&K tube and then packed using Fisher Scientific accuSpin Micro 

17R Microcentrifuge, at 200 x g for 60 seconds, and then 600 x g for 30 seconds. To reduce the 

dilution of extracts, extra buffer on the top of eggs was removed using a glass Pasteur pipette and 

the tube was tilted to help remove buffer as much as possible. Eggs were crushed at 15,000 x g for 

ten minutes at 4 °C in Beckman Microfuge E. Tubes were cut to get the cycling extracts in the 

middle layer. The crude cytoplasm was expelled into new ultracentrifuge tubes, and supplemented 

with protease inhibitors. It was then spun at 15,000 x g at 4° C for five minutes.  

 

2.2.1.2 Droplet generation and imaging 

Freshly prepared extracts were kept on ice while being supplied with demembranated 

sperm chromatin (250 per µL of extract), 10 µM GFP-NLS, 10 ng/µL securin-mCherry mRNAs, 

and cyclin B1-YFP mRNAs (ranging from 0 to 10 ng/µL). The extracts were mixed with 2% 

Perfluoropolyether-poly (ethylene glycol) (PFPE-PEG) surfactant oil to generate droplets. 

The microfluidic technique is commonly used for size-controllable formation of 

droplets81,123-125. However, microfluidic devices have a low throughput for the generation of 

droplets with various sizes, and they are not suitable for real-time imaging of in vitro oscillations. 

Considering these drawbacks, we applied a simple vortexing method117 to create droplets with a 

broad cell size distribution to study the effect of molecule partition into various volumes on the 

dynamic behaviors of cell-like droplet micro-reactors.  Specifically, we used Fisher Scientific 

Vortex Mixer to mix 20 µL cycling extracts supplied with multiple biochemical molecules and 

200 µL 2% PFPE-PEG surfactant oil at a speed of level ten for three seconds (Figure 2.2). By 
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adjusting the vibration speed and ratio between aqueous and oil phase, we can obtain droplets of 

various sizes, ranging from 20 µm to 500 µm. In summary, our system is a high-throughput system 

to generate thousands of droplets with various cell sizes within three seconds. It has a great 

potential to study the effect of compartmentalization into small volumes on cell cycle oscillation 

behaviors.  

 

 
 
Figure 2.2 Cycling Xenopus extracts were supplemented with various combinations of recombinant 
proteins, mRNAs, and demembranated sperm DNAs, which were encapsulated in 2% PFPE-PEG oil 
micro-emulsions.  

 

 

Based on the previous study37, in vitro cell cycle oscillators can reconstitute up to six cell 

cycles, which are not suitable for the study of cell cycle dynamic process. To preserve the extract 

activity of artificial cells and detect dynamic events of multiple cell cycles (more than ten cycles), 

three different sample loading methods were tested. More detailed description of each method is 

listed as below. 
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Method 1) 3D glass chamber sealed with epoxy 

We loaded micro droplets encapsulated with demembranated sperm DNA, GFP-NLS 

proteins, and securin-mCherry mRNAs into three-dimensional glass chambers assembled by glass 

microscope slide, cover slip, and double-sided tapes. Figure 2.3 shows the detailed process of how 

to assemble the glass chambers. Droplets were flowed into these glass chambers and chambers 

were then sealed with epoxy to prevent evaporation of surfactant oil and fusion of droplets during 

the overnight imaging on a fluorescence microscope.  

 

 

Figure 2.3 Cover slip, double sided tapes and glass microscope slide were assembled to make multiple 
three-dimensional sample loading chambers.  
 
 
 

Method 2) 1D Teflon tubes immersed in mineral oil 

Chang and Ferrell97 proposed to load extracts into one-dimensional Cole-Parmer Teflon 

tubes which were submerged in mineral oil. Teflon coating provides a hydrophobic environment 

which stabilizes droplets and the mineral oil allows air permeation. Inspired by their loading 

method, our artificial cells were loaded into one-dimensional Teflon coated tubes. Teflon tubes 
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were cut into sections with length of 4 mm and then imaged by a time-lapse epifluorescence 

microscope.   

 
 
Method 3) 3D Teflon-coated glass chambers immersed in mineral oil 

To develop a high-throughput system and generate artificial cells with real cell dimensions, 

we optimized our three-dimensional glass chamber loading method by coating with Teflon and 

immersing into mineral oil instead of sealing with epoxy. VitroCom miniature hollow glass tubes 

with height of 100 µm were cut into pieces with length of 4 mm. A heating block was heated to 

95℃ in a Fisher Scientific Isotemp Digital Incubator and then it was placed into a Bel-art F42025-

0000 Polycarbonate Vacuum Desiccator with white polypropylene bottom. To stabilize droplets 

and create a hydrophobic environment, a 1.5 mL Eppendorf tube containing 30 µL Trichloro 

(1H,1H,2H,2H-perfluorooctyl) silane were placed in the heating block. The cut glass tubes were 

kept in the vacuum desiccator for overnight incubation.  

 

 
 
Figure 2.4 Droplets were loaded into a Teflon-coated tube and then imaged on a fluorescence 
microscope. The scale bar is 100 µm. 

 

Droplets were then loaded into Teflon-coated tubes (Figure 2.4). Imaging of droplets was 

conducted on an Olympus FV1200 confocal microscope under MATL mode (multiple area time 

lapse) and an Olympus IX83 microscope equipped with a motorized x-y stage. Time-lapse images 
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were recorded in the bright field and multiple fluorescence channels every six to nine minutes for 

up to four days.  

 

2.2.2 Development of reporters for cell cycle clock detection 

	
We developed multiple fluorescent reporters for the detection of cell cycle dynamics and 

subsequent quantitative analysis. The constructed cyclin B1-YFP and securin-mCherry reporters 

provide direct measurement of cyclin B1 and APC/C activities, respectively. Demembranated 

Xenopus Laevis sperm chromatin43,97,99,126,127 and purified green fluorescent protein (GFP)-nuclear 

localization signal (NLS) protein are added to the extracts as reporters of nuclear morphology97. 

With Hoechst dye, chromosome condensation and separation process can be tracked and 

studied128-132.  

 

2.2.2.1 Securin-mCherry and cyclin B1-YFP mRNAs 

Securin, which is a substrate protein of anaphase-promoting complex (APC/C) can be used 

to monitor APC/C activities in real time96,133-135. To capture the activity of APC/C, we designed a 

fluorescent plasmid securin-mCherry and then transcribed securin-mCherry DNA into mRNA 

which was added to our cell-free system. The new plasmid was constructed using Gibson 

Assembly method136-139, which is an isothermal reaction to assemble DNA molecules with 

overlapping regions through a 5’ exonuclease, a DNA polymerase, and a DNA ligase. More 

specifically, three fragments including a backbone, securin, and mCherry were prepared through 

polymerase chain reaction (PCR) and gel purification140,141. The concentrations of fragments were 

measured through Nano Drop. 100 ng of backbones with securin and mCherry inserts were 



	21	

combined at an equal molecular ratio, and deionized water was added to adjust the total volume of 

reaction to 5 µL.  

6 mL of 5X isothermal assembly reaction buffer was prepared with 3 mL 1M Tris-HCl 

(pH=7.5), 300 µL 1M MgCl2, 600 µL 10 mM dNTP, 300 µL 1M DTT, 1.5 g PEG-8000, and 20 

mg NAD136. The combined fragments were added to 15 µL 1X isothermal assembly reaction 

aliquot. The PCR reaction tube was incubated at 50 °C for 15 minutes. Agarose gel electrophoresis 

was performed to verify the binding efficiency of these fragments. The constructed plasmid was 

then purified and 1 µL of the Gibson Assembly product was transformed into E. coli cells142. The 

constructed securin-mCherry plasmid map is shown in Figure 2.5. 

 

 
 
Figure 2.5 The plasmid map of securin-mCherry. The securin-mCherry construct has a pMTB2 
backbone that is resistant to ampicillin. There is a BamHI enzyme digestion site before securin, a 
BspEI site between securin and mCherry sequences, and an AgeI after mCherry sequence.  
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The fluorescent proteins expressed from cyclin B1-YFP mRNAs can be used to detect the 

real-time expression and degradation of cyclin B. The cyclin B1-YFP constructs we used were 

provided by Ferrell’s lab. The plasmids of cyclin B1-YFP were purified using the QIAprep Spin 

Miniprep Kit. The cyclin B1-YFP and securin-mCherry plasmids were then transcribed into 

mRNAs using mMESSAGE mMACHINE™ SP6 Transcription Kit.  

 

2.2.2.2 Demembranated Xenopus laevis sperm DNA 

Chromosome DNA is required to reconstitute mitotic events including chromosome 

condensation and decondensation. To prepare demembranated sperm DNA, Xenopus laevis testes 

were dissected from a male Xenopus frog143,144 and rinsed three times in cold 1X MMR solution 

(0.5 M NaCl, 0.2 M KCl, 0.1 M MgCl2, 0.2 M CaCl2, 0.1 M Hepes, 0.05 M EDTA). Excess blood 

and fat were removed from the testes and then washed twice in cold nuclear preparation buffer (2 

M sucrose, 1 M pH=7.4 Hepes, 0.5 M pH=8.0 EDTA, 10 mM sperdidine trihydrochloride, 4 mM 

spermine tetrahydrochloride). Nuclear preparation buffer (NPB) was removed and testes were cut 

into pieces using sharp dissecting scissors. The testes were then added into 8 mL cold NPB for 

further breakdown. Nylon mesh fabrics were used to filter the testes. The collected sperms were 

spun down at 3000 rpm for ten minutes at 4 °C.  

The sperm cells were supplied with 1 mL NPB and 50 µL of 10 mg/mL lysolecithin and 

incubated at room temperature for demembranation. The demembranated sperms were then 

washed with cold NPB and BSA solution for three times. The density of sperm DNAs was 

measured with a hemocytometer and the final concentration is 6.18x106 cells/mL. The sperm 

DNAs were then frozen in 5 µL aliquots in liquid nitrogen and stored at -80 °C.  
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2.2.2.3 GFP-NLS protein 

For the extracts at interphase, the sperm chromatin forms nuclei and the nuclear envelope 

is reformed with nuclear pores145 that import the GFP-NLS protein, which express bright green 

fluorescence signal. As the cell cycle progresses and the extract enters mitosis, the nuclear 

envelopes break down and GFP-NLS quickly disperses97,146-150. Subsequently, green fluorescence 

signal from GFP-NLS protein will disappear. Thus, the GFP-NLS enables the indication of nuclear 

envelope breakdown and reformation151.  

To obtain GFP-NLS proteins, the GST-tagged GFP-NLS plasmids were transformed into 

E. coli competent cells (BL21, DE3)97. The cells were first incubated without antibiotics for one 

hour and then spread on a LB agarose plate with ampicillin. The plate was incubated at 37 °C for 

14 to 18 hours to grow cells in single colonies, which were picked and inoculated into 4 mL LB 

media with ampicillin. The cells were shaken at 37 °C for 12 hours before inoculation into YT 

media (16g Bacto-tryptone, 10g Bacto-yeast extract, 5g NaCl) with ampicillin. The YT media was 

then heated to 37 °C and shaken for 2 hours to increase cell density.  

Cell optical density (OD) was measured every 30 minutes and 0.1 mM IPTG was added 

into cells to induce GFP-NLS protein expression once the OD value reached 0.1. The cells were 

then shaken at 18 °C overnight with aeration to reduce cell growth rate while allows better protein 

expression and synthesis. The cells were spun down at 15,000 rpm under 4 °C for five minutes. 

The cells were then resuspended in 1 mL PBS buffer (supplied with 20 µL 50 ng/mL lysozyme, 

2.5 µL 0.2 M PMSF, 0.33 µL 10 mg/mL mixer of protease inhibitors, and 0.2 µL 0.5 M EDTA) 

and incubated at 4°C for 20 minutes.  

To break down cells and release expressed GFP-NLS proteins, we sonicated cells on ice 

with close monitoring of the temperature of cells. The broken cells were then removed by 
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centrifugation. To extract and purify GFP-NLS proteins, GE Healthcare Glutathione Sepharose 

4B beads were used to combine proteins. The beads were then washed with PBS buffer and 

incubated for four hours at 4 °C with inversion. The beads were spun down and supplemented with 

wash solution (25 mM pH=7.5 Tris base, 500 mM NaCl, and 5 mM DTT), and then incubated in 

elution buffer (50 mM pH=8.8 Tris-HCl, 20 mM reduced glutathione, and 5 mM DTT) with 

rotation at 4 °C. The concentration of collected proteins was measured by running a Coomassie 

blue gel. The proteins were then further eluted using PD-10 columns through buffer exchange.  

 
 
2.2.2.4 H2B-eBFP plasmid 

DAPI and Hoechst are two widely used nuclear and chromosome counterstains. DAPI 

emits blue fluorescence and binds to the adenine-thymine (A-T) regions of chromosome 

DNA152,153, forming a stable complex which fluoresces 20 times brighter than DAPI alone without 

binding to DNA. Similarly, Hoechst is a cell-permeable DNA stain that also emits blue 

fluorescence. Hoechst binds into the minor groove of DNA and gives distinct fluorescence 

emission spectra152,154. Due to the toxicity of DAPI, it is mainly used for fixed cell samples. To 

test if DAPI is applicable to our system, extracts in the left tube were supplied with DAPI while 

the other two tubes were not. We also used Hoechst dye to stain chromosome DNA. However, the 

number of cycles is still quite limited. The experimental results will be discussed in Section 2.3. 

To reduce the toxicity induced by the fluorescent reporters of chromosome morphology, 

we reconstructed H2B-eBFP plasmid with His-tag for future protein purification purpose. Hereby, 

H2B histones are basic nuclear proteins that are involved in the nucleosome structures. A forward 

primer with coding sequence of His-tag was designed and PCR was performed to insert the His-

tag sequence into our H2B-eBFP plasmid (Figure 2.6).  



	25	

 

 

Figure 2.6 Construct of His-tagged H2B-eBFP plasmid. 
 

 

2.3 Results and discussion 

2.3.1 Comparison of three loading methods 

The activities of extracts of three loading methods were different. For loading method 1, 

there was no droplet with ten oscillations or more using the glass chamber loading method. This 

observation is consistent based on the four replicates on different batches of Xenopus extracts. The 

droplet with most oscillations of method 1 over the four replicates is shown in Figure 2.7 and 

Figure 2.8. Even though the mitotic events can be successfully reconstituted, only five oscillations 

were observed in the example droplet. Figure 2.8 indicates that the securin-mCherry mRNA 

expression was slow and there was only one oscillation from the fluorescence signal. Therefore, 
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the activities of extracts were not well preserved compared to the oscillation behavior in Chang 

and Ferrell’s work97, which may due to the hydrophilicity of glass tubes, making droplets unstable, 

and oxygen depletion caused by epoxy sealing.  

Figure 2.7 Nuclear envelope reformations and breakdowns in droplets. A. Cycling Xenopus extracts 
were supplemented with demembraned sperm DNAs and GFP-NLS proteins, which were 
encapsulated in 2% PFPE-PEG oil micro-emulsions.  The scale bar is 50 µm. B. Cell cycle periods 
were indicated by the process of nuclear envelope breakdowns and reformations.	
 

 
Figure 2.8 Nuclear envelopes were reformed in droplets and only one oscillation was observed from 
the fluorescence signal of expressed securin-mCherry proteins in the example droplet. 

A B
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Compared to loading method 1, securin-mCherry mRNAs were successfully expressed into 

proteins using method 2 (Figure 2.9), while droplets loaded into 3-dimensional glass chambers had 

much lower level of mRNA expression (Figure 2.8). Figure 2.10 shows that droplets had seven to 

eleven oscillations as indicated in the securin-mCherry channel. The results shown in Figure 2.9 

and 2.10 are reproducible in four replicates. As discussed above, droplets loaded into one-

dimensional Teflon tubes (method 2) have more oscillations compared to the ones loaded into 

three-dimensional glass chambers that are sealed with epoxy (method 1). We can conclude that 

one-dimensional Teflon tubes can better preserve extract activity.  

 

Figure 2.9 Extract activity of droplets loaded in 1D Teflon tubes that were immersed in mineral oil. 
Cycling Xenopus extracts were supplemented with securin-mCherry mRNAs, which were 
encapsulated in 2% PFPE-PEG oil micro-emulsions. A. Droplet images under the bright field. B. 
Securin-mCherry fluorescence signal expression in multiple droplets.  

 

 

 

 

A B 
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Figure 2.10 The cell cycle oscillations were measured through securin-mCherry channel in four 
different example droplets. The oscillations had increasing baseline and amplitude.  

 

 

However, the one-dimensional Teflon coated tubes are not suitable for our system because 

the optical transparency of Teflon decreases as the film thickness increases, making it more 

difficult for imaging and image analysis. Moreover, the loading capacity of Teflon tubes is limited, 

resulting in a low throughput of droplets for further analysis. Although droplets loaded into the 
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one-dimensional Teflon tubes performed multiple cycles, the droplets were squeezed into 

elongated shape, which do not represent the real cell dimension and shape. Thus, method 2 is not 

reliable to mimic the real cell cycle oscillations. 

For loading method 3, the droplet with most mitotic oscillations had 32 undamped 

oscillations over more than 100 hours, as indicated by Figure 2.11. More detailed statistical 

analysis is shown in Figure 2.12B, indicating that minimal number of cycles is three while the 

maximum is 32. The number of cycles for droplets within 1st quartile and 3rd quartile ranges from 

12 to 20. Generating a population of droplets that have more than ten oscillations is validated in 

three replicates. The in vitro oscillation activity is significantly improved compared to the above 

two loading methods. The activity of cell cycle oscillators in our system also outperforms the 

previous studies34,97. Therefore, the three-dimensional glass chambers coated with Teflon is a 

proper loading method that can preserve extract oscillation ability for a long period. We used this 

method to load droplets for our artificial cell system.  

 

 
Figure 2.11 The fluorescent image and time course of securin-mCherry. A. The fluorescent image of 
securin-mCherry in droplets. The scale bar is 100 µm. One example (inside the white dotted framed 
square) is selected for time course analysis in B. B. The time course of securin-mCherry fluorescence 
intensity of the selected droplet, indicating 32 undamped oscillations over a course of 100 hours. 
 

B A 
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2.3.2 Detection of cell cycle events by fluorescent reporters 

	
To test the functionality of securin-mCherry and cyclin B1-YFP mRNAs, we mixed them 

with cycling Xenopus extracts and encapsulated into droplets. As shown in Figure 2.12A, the 

securin-mCherry and cyclin B1-YFP mRNAs were expressed into functional fluorescent proteins 

successfully. The number of cycles for droplets with different concentrations of cyclin B1-YFP is 

shown in Figure 2.12B. For the first group without cyclin B1-YFP, the median oscillation number 

is 17 and the maximum is 32. The 1st quartile and 3rd quartile of cycle number are 12 and 20, 

respectively. It indicates that the activities of extracts were well preserved and the number of 

oscillations was significantly improved compared to previous studies. More details about image 

processing and statistical analysis will be discussed in Chapter III.  

 
Figure 2.12 A. Fluorescent images of cyclin B1-YFP and securin-mCherry in droplets. B. Number of 
cycles for droplets with various concentrations of cyclin B1-YFP mRNAs.  

A 

B 
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The mitotic downstream events including nuclear morphology changes and nuclear 

envelope breakdowns and reformations were detected by GFP-NLS proteins and Hoechst dye. As 

shown in the Figure 2.13 A, our expressed and purified GFP-NLS proteins were functional and 

capable of indicating nuclear envelope formation. Figure 2.13 B shows that demembranated sperm 

chromatin and Hoechst dye can be used for nuclear envelope reformation and detecting cell cycle 

clock behaviors.  

 

 

Figure 2.13 Detection of chromosome and nuclear envelope. A. The nuclear envelope breakdowns 
and reformations were detected by GFP-NLS protein. B. The morphology changes of chromosome 
were indicated by Hoechst dye. 

 

To test the toxicity of DAPI, the cycling extracts in the left tube were supplied with DAPI 

while the others were not (Figure 2.14). The extracts in the left tube died out after 180 minutes 

while the extracts in the other tubes were still oscillating. Complete nuclear envelopes were 

actively reformed in the middle tube, indicating extracts entered interphase. Meanwhile, the 

nuclear envelopes broke down and the extracts entered mitosis in the right tube after 180 minutes. 

A B 
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Thus, DAPI cannot be used for tacking dynamic changes of chromosome morphology in our 

cycling extract system.  

 

Figure 2.14 Fluorescent images of GFP-NLS channel. Extracts supplied with GFP-NLS protein and 
demembranated sperm DNA were loaded in one-dimensional Teflon tubes. The extracts in the left 
tube were supplied with DAPI while the others were not. The shown images were taken at 0 min and 
180 min, respectively.  
 

We then designed H2B-eBFP plasmids to detect morphology of DNA with reduced toxicity. 

Constructed plasmids were successfully obtained under various PCR annealing temperatures. As 

shown in Figure 2.15, the yield of products was highest under 70 ℃. Our future research plan is 

to express and purify H2B-eBFP proteins from our designed plasmids. The purified proteins can 

be applied in our artificial cell system for the detection of nuclear morphology. H2B-eBFP fusion 

proteins incorporate into nucleosomes and do not affect cell cycle progression. Moreover, its 

fluorescence color is blue, which is compatible to simultaneous fluorescence imaging for multiple 

cell cycle events. 
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Figure 2.15 The gel image of reconstructed H2B-eBFP plasmids under four different PCR annealing 
temperatures (66	°C, 68	°C, 70	°C, 72	°C).  

 

 

2.3.3 Reconstitution of mitotic events 

To examine the oscillation ability of our mitotic system, we added demembranated sperm 

chromatin, purified green fluorescent protein-nuclear localization signal (GFP-NLS), securin-

mCherry mRNA and Hoechst 33342 dyes to the cytoplasmic extracts. Our experimental results 

shown in Figure 2.16 demonstrate an artificial mitotic cell which is capable of reconstructing at 

least three mitotic processes in parallel that alternate between interphase and mitosis. The results 

above are reproducible in three replicates. The autonomous alternation of distinct cell-cycle phases 

is driven by a self-sustained oscillator, the activity of which is indicated by the periodic degradation 

of an anaphase substrate of APC/C, securin-mCherry. In interphase, the presence of sperm 
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chromosomal DNA, labeled by Hoechst, initiated the self-assembly of a nucleus, upon which GFP-

NLS proteins are imported through the reassembled nuclear pores155. The spatial distributions of 

Hoechst and GFP-NLS thus coincide for an interphase nucleus. As the artificial cell enters mitosis, 

the chromosome condenses, resulting a tighter distribution of Hoechst, while the nuclear envelope 

breaks down and GFP-NLS proteins quickly disperse into a uniform distribution in the whole 

droplet.  

Figure 2.16 The detection of cell cycles using fluorescent reporters. Snapshots of a droplet were taken 
periodically both in fluorescence channels (top three rows) and the bright field (the last row). The 
cyclic progression of the cell cycle clock and its downstream mitotic processes are simultaneously 
tracked by multiple fluorescent reporters. The clock regulator APC/C activity is reported by its 
substrate securin-mCherry, chromosomal morphology changes by the Hoechst stains, and nuclear 
envelope breakdowns and reformations by GFP-NLS. Nuclear envelopes (highlighted by red arrows) 
are also detectable in the bright field images, matching the localization of GFP-NLS indicated nuclei. 
The scale bar is 30 µm. 
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The time courses for these mitotic processes were analyzed (Figure 2.17), indicating that 

the chromosome condensations and nuclear envelop breakdowns happened before the securin 

degradation in each cycle. These experimental results are validated by three replicates, showing 

that our droplet system successfully reconstitutes mitotic oscillators that can reliably drive the 

periodic progression of downstream events as what occurs in vivo. 

 

 

	
Figure 2.17 Multi-channel measurements for the droplet shown in Figure 2.16. The nucleus area 
(green circle) is calculated from the area of the nuclear envelope indicated by GFP-NLS, noting that 
the areas of the green circles are also scaled with the real areas calculated for the nuclei. The DNA 
area curve (blue line) shows the chromosome area identified by Hoechst 33342 dye. The chromosome 
condensation happens almost at the same time as the nuclear envelope breaks down (black dashed 
line). The red dashed line represents the intensity of securin-mCherry over time, suggesting that 
degradation of the APC/C substrate happens after nuclear envelope breakdown (NEB) consistently 
at each cycle. 
 
 
 

In this section, we presented a high-throughput system that has a great potential for the 

study of tunability of the cell cycle clock. The preparation of cycling Xenopus extracts was 
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optimized to improve the oscillation ability of our mitotic oscillators. After comparing three 

loading methods, we proposed an approach to load droplets using three-dimensional glass 

chambers coated with Teflon. Moreover, our system enables simultaneous detections and 

measurements of multiple fluorescent reporters. To avoid any interference from the complicated 

nuclear dynamics, we reconstituted a minimal mitotic cycle system without sperm chromatin, 

which formed no nuclei. This simple and cytoplasmic-only oscillator produces undamped and self-

sustained oscillations up to 32 cycles, significantly better than many existing synthetic oscillators. 

The results presented in this dissertation are reproducible in multiple replicates as discussed in 

different sections. Each replicate was conducted using different batches of Xenopus eggs to test 

the same experimental conditions.  

 

2.4 Conclusion 

Cell-free extracts have been powerful tools for the quantitative study of cell cycle processes 

including spindle assembly, chromosome segregation, and biochemical activities of essential cell-

cycle regulators38,43. With the advantage of easy biochemical manipulations, extracts can be used 

to address mechanistic and biochemical questions that are difficult to assess using living cells. The 

Xenopus laevis egg extract is widely used to study the cell cycle in vitro such as nucleus formation 

and spindle assembly. The most significant advantages of Xenopus laevis eggs are the large volume 

of the oocytes and fast and synchronized cell cycles38, which provide a concentrated cytoplasm for 

us to perform biochemical manipulations and reconstitute cellular events. 

The cell cycle is driven by a protein circuit which is centered on Cdk1 and APC. 

Biochemical clocks can be measured by various fluorescent reporters as we discussed in this 

chapter including cyclin B1-YFP and securin-mCherry mRNAs. Demembranated Xenopus sperm 
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DNA and GFP-NLS can reveal the chromosome morphology, and indicate the nuclear envelope 

breakdown and reformation process. The signal of these reporters can be detected by fluorescence 

microscopes, from which we can quantitatively characterize cell cycle clock behaviors and study 

cell cycle regulations. We then applied these cell cycle clock reporters to our designed droplet 

system. 

Robust and reliable spatial organization of the 3D environment in embryos is difficult to 

achieve105,106. Hereby, we described a highly interdisciplinary and novel strategy to reconstitute 

subcellular events with natural or synthetic components. By combining the cycling Xenopus laevis 

extract system in artificial cells with high-resolution fluorescence imaging, we proposed an 

approach to reconstituting the self-assembly process in mitotic oscillations and revealing the 

dynamic events in cell cycle clocks. This artificial cell system generates artificial cells at multi-

scales and allows visualization and analysis of individual artificial cell behaviors. Our approach 

can reconstitute mitotic events and reproduce up to 32 undamped self-sustained cell cycles. 

Furthermore, we can study cell cycle dynamic events such as the tunability of oscillators using this 

artificial cell system.  
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CHAPTER III   Applying the Artificial Cell System to the Study of 
Tunability of Cell Cycles  

	
	
3.1 Introduction 

Tunability widely exists in biological clocks and it is important for oscillators such cardiac 

impulses156, neural spikes157,158, and cell cycle oscillators159,160. However, previous studies on cell 

cycle tunability heavily rely on computational work and there is no experimental system to analyze 

tunability yet. An experimental system that is tunable and compatible for easy biochemical 

manipulation is of great importance to the field of system biology. Hereby, we will demonstrate 

that our artificial cell system developed in Chapter II can be applied for the study of tunability of 

cell cycles.  

The Xenopus laevis extract has been one of the most widely used model systems to study 

the regulation and tunability of cell cycle oscillators49,80,91,97,111,161. The cell cycle clock is a protein 

circuit that is centered on the cyclin B-Cdk1 complex. If Cdk1 is active, Cdc25 will be activated, 

forming a double-positive feedback loop between Cdc25 and Cdk1. Meanwhile active Cdk1 

inhibits its own inhibitor Wee1, forming a double-negative feedback loop47,48,96. Previous studies 

have shown that the double-positive and double-negative feedback loops constitute a bistable 

trigger33,161, which is critical for the tunability and robustness of cell cycle oscillators34,159. 

Our droplet-based artificial cell system has a great potential to study mitotic oscillations. 

By tuning the input level of cyclin B1 mRNA and droplet size, our artificial oscillators are tunable 

as the oscillation period can be modulated. A/B testing162,163 is a two-sample hypothesis testing 
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method to compare two versions of a single variable by testing a subject’s response. A/B testing 

was applied in our experimental design: the control experiments were launched to assess the 

impact of multiple factors, i.e., the dynamics of cell cycle clocks were simultaneously measured 

on the same batch of cycling Xenopus extracts with and without cyclin B1 mRNAs or 

demembranated sperm chromatin. Cell cycle behaviors were quantitatively measured by image 

processing and statistical analysis.  

Hypothesis tests164-168 were conducted to verify our experimental observations of the 

tenability of cell cycle clocks. If the p-value is lower than predefined significance level (usually 

5%), then the null hypothesis is rejected165,167,169-171, vice versa. Moreover, linear regression was 

applied to perform predictive data analysis172,173. A linear relationship between oscillator period 

and other predictors such as droplet radius, cyclin B1 mRNA was established to quantitatively 

predict oscillator behaviors.  

 

3.2 Materials and methods  

3.2.1 Experimental section 

Cycling Xenopus extracts were freshly prepared as described in Section 2.2.1.1. The 

cycling extracts were collected in a 1.5 mL Eppendorf tube and kept on ice while supplied with 10 

ng/µL recombinant mRNAs of securin-mCherry and cyclin B1-YFP (ranging from 0 to 10 ng/µL). 

Extracts were gently mixed and then supplemented with surfactant oil 2% PFPE-PEG to generate 

droplets. Detailed experimental methods of droplet generation and imaging were illustrated in 

Section 2.2.1.2. Droplets were segmented and tracked using Imaris 8.1.2. We analyzed droplets 

without demembranated sperm chromatin because nuclear breakdowns and formations induced by 
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sperm chromatin consume energy and may affect the dynamic behaviors of mitotic oscillators. The 

energy effect on cell cycle clocks will be further discussed in Chapter IV. 

 

	
3.2.2 Artificial cell segmentation and tracking using Imaris 

We used Imaris to analyze the droplet videos. Droplets were segmented and tracked under 

the bright field channel. After each frame was segmented, the segments were tracked between 

adjacent frames using the autoregressive motion algorithm. Some tracks were wrongly generated 

because the intensity of the bright field in the gaps between droplets was comparable to the 

intensity in a droplet. These tracks were removed manually. Statistics involving useful information 

for each track over time were exported from Imaris, including mean intensities of the channels, the 

standard deviations of the intensities of the channels, and the area of droplets. The volume of a 

droplet was calculated using the formula proposed by a previous study99.  

 

3.2.3 Noise removal and peak/trough selection 

The mean intensity was noisy and made it difficult for subsequent analysis. The whole 

imaging area had similar levels of fluctuation for each frame, which was caused by instrument 

error. Thus, we subtracted background intensity from the measured intensity of our droplets for 

each time frame to eliminate the noise. 

For period calculation, a peak/trough finding algorithm provided by Matlab 2014b was 

used to automatically detect peaks and troughs over the signal of mean intensity for cyclin B1-

YFP and securin-mCherry. To make sure the behaviors of oscillators were accurately detected, we 

went through each droplet and made manual corrections.    
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3.3 Results and discussion  

3.3.1 Image analysis  

The oscillations indicated by securin-mCherry before and after noise removal is shown in 

Figure 3.1. Peaks and troughs became more pronounced after removing noise, especially for the 

first two oscillations, indicating that noise removal can help extract valuable statistical information 

for further analysis.  

An example of a good peak/trough selection is shown in Figure 3.2.  The sharp peak that 

reaches an intensity above 180 was due to a piece of debris with bright fluorescence, and the true 

peak, which is the bump slightly to the right, was manually selected. To guarantee the accuracy of 

our subsequent analysis, we did manual corrections to find out the right peak and trough positions. 

An example of the corrected result is shown in Figure 3.2.  

 

 
Figure 3.1 Cell cycles measured by securin-mCherry fluorescence signal. The left panel is the 
oscillation curve of segmentation and tracking before background noise removal. The right panel 
indicates the oscillation curve after noise removal. 
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Figure 3.2 Peak and trough selection after manual correction. 

 

	
3.3.2 Statistical analysis of the droplet size and cyclin B effects on oscillators 

To modulate the speed of the oscillations, we supplied the system with various 

concentrations of cyclin B1-YFP mRNAs, which function both as a reporter of APC/C activity 

and an activator of Cdk1. As shown in the Figure 3.3, cyclin B1-YFP and securin-mCherry 

mRNAs exhibit highly correlated signals from three replicates, suggesting that both are reliable 

reporters for the oscillator activity.  

Temporal study of cyclin B and securin is critical to understand the requirement of the 

onset of anaphase174,175. We measured both fluorescence time courses of cyclin B1 and securin as 

shown in Figure 3.3. The plot shows the quantitative analysis of the temporal dependence of 

securin-mCherry and cyclin B1-YFP oscillations. Their fluorescence time courses demonstrate 

that the degradations of securin and cyclin B1 are very similar to each other. Although their 
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temporal dependence is not the focus of this dissertation study, our system can be extended for this 

study in the future. 

 

 
Figure 3.3 The cell cycle measurements by securin-mCherry and cyclin B1-YFP. The simultaneous 
measurements of fluorescence intensities of securin-mCherry (upper) and cyclin B1-YFP (lower) 
within the same droplet, show sustained oscillations for 58 hours. The series of mCherry and YFP 
images correspond to selected peaks and troughs in the time courses of fluorescence intensities. The 
two channels have coincident peaks and troughs for all cycles, suggesting that they both are reliable 
reporters for the cell cycle oscillators. 
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3.3.2.1 The behavior of the single droplet oscillator is size-dependent 

This proposed cell-free system provides high flexibility in analyzing droplets with radii 

ranging from 20 µm to 500 µm, enabling characterization of size-dependent behaviors of cell 

cycles. At the scale of a cell, stochastic partitioning of key biomolecules with low concentrations 

may introduce variability in the initial conditions for oscillators, resulting in diverse dynamical 

behaviors. Although the stochastic phenomenon has been studied extensively in genetic 

expressions, studying an out-of-steady-state system is still challenging in living organisms due to 

the low throughput and complications from cell growth, divisions, and other complex cellular 

environments. These limitations can be overcome by reconstituting cell-scale in vitro oscillators 

in the absence of cell growth and divisions. Parallel tracking of droplets also enables data 

generation for statistical analysis. As shown in Figure 3.4, the colored areas represent droplets 

ranging from 25 percentiles to 75 percentiles. The equivalent diameter is defined as the cubic root 

of the volume of a droplet. Figures 3.4A shows that smaller droplets (equivalent radius < 50 µm) 

lead to slower oscillations and a larger variance of the periods, consistent with the size effect 

reported on an in vitro transcriptional oscillator 117. As displayed in Figure 3.4B, droplets with 

larger equivalent diameter have more oscillations and increased variance of the number of cycles. 

The results are reproducible in three replicates. Size dependence of mitotic oscillations will be 

further discussed in Section 3.3.3.  
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Figure 3.4 Droplet size effect on cell cycle clocks. A. Size effect on cell cycle period. B. Size effect on 
the number of oscillations. 

 

 

3.3.2.2 The oscillator is effectively tunable in frequency with cyclin B1 mRNAs 

As the concentration of cyclin B1-YFP mRNAs added to the system increased, we 

observed a decrease in the average period (Figure 3.5A), which demonstrates that a higher 

concentration of input cyclin B1 mRNA speeds up the oscillations. Meanwhile, the average 

number of cycles (Figure 3.5B) reduces as cyclin B1 concentration increases. Similar experimental 

phenomena were observed in three replicates. The extracts are eventually arrested at a mitotic 

phase in the presence of high concentrations of cyclin B1. Here, droplets of various sizes were 

collected for the analysis shown in Figure 3.5. To validate the effect of cyclin B1 mRNA on cell 

cycle behavior, more analysis will be shown later in Section 3.3.3. 

 

A B 



	46	

 

 
Figure 3.5 The oscillator is tunable in frequency (A) and number of cycles (B) as a function of the 
concentration of cyclin B1 mRNAs. Cyclin B1 not only functions as a substrate of APC/C but also 
binds to Cdk1 for its activation, functioning as an input of the cell cycle clock. The red dashed line 
connects medians at different conditions. The error bars indicate median absolute deviations (MAD). 

 

 

3.3.3 Hypothesis test on droplet size effect 

3.3.3.1 Normality test 

To further investigate the size effect on cell cycle clock behaviors, we analyzed droplets of 

various sizes without any Xenopus sperm DNA and external cyclin B1 mRNA using Matlab. The 

cell cycle periods were calculated based on the oscillation periods from securin-mCherry 

fluorescence signal and we used the average period of all cycles for each droplet. Droplets were 

grouped into 15 groups based on their sizes, and the distribution of droplet size is shown in Figure 

3.6. We can see that droplet radius ranges from 0 to 140 µm.  

 
 

A B 
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Figure 3.6 Histogram of droplet radius, which shows the distribution of droplet radius across the 
dataset. 

 

A normality test was performed using the Kolmogorov-Smirnov test176-178 (“kstest” 

function in Matlab). Its null hypothesis is that data points come from a standard normal distribution 

and alternative hypothesis is that data points do not come from such a distribution. Our data did 

not pass the normality test, suggesting that our data samples probability do not come from a 

standard normal distribution.  

 

3.3.3.2 Kruskal-Wallis test 

Analysis of variance (ANOVA) is a collection of statistical models that are used to analyze 

the differences among group means and variations. However, ANOVA has an assumption that 

samples come from a normal distribution. Since our data points are not normally distributed, the 

chance of a false positive result will increase if data is analyzed with ANOVA. Therefore, we used 
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the Kruskal-Wallis test179,180, which is a non-parametric method to test if samples come from the 

same distribution. The null hypothesis is that the medians of all groups are equal and the alternative 

hypothesis is that at least one median is different from the others.  

 

Table 3.1 Kruskal-Wallis ANOVA table for all 15 groups 

Source SS df MS Chi-sq Prob>Chi-sq 

Groups 174863.70 14 12490.30 15.71 0.33 

Error 3877320.30 350 11078.10 -- -- 

Total 4052184.00 364 -- -- -- 

 

Specifically, we used the Kruskal-Wallis test to compare all the droplets in the 15 different 

size groups and the p-value is 0.33 (Table 3.1), indicating that droplet size does not affect cell 

cycle period significantly overall. However, Figure 3.7D shows that the cell cycle period is size 

dependent when the droplet size is small. To investigate the turning point at which the droplet size 

no longer affects cell cycle clock significantly, more Kruskal-Wallis tests were performed on 

droplets from the first six, seven, and eight size groups, where droplets were grouped based on 

radii from small to large. 
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Figure 3.7 Boxplots of the average cell cycle periods for droplets of different size groups. The 
analysis of the first 6, 7, 8, and all 15 size groups are shown in panel A, B, C, D.  
	
	
	

Table 3.2 Kruskal-Wallis ANOVA table for the first six groups 

Source SS df MS Chi-sq Prob>Chi-sq 

Groups 90585.10 5 18117.01 12.04 0.03 

Error 2159352.90 294 7344.74 -- -- 

Total 2249938.00 299 -- -- -- 

A B 

C D 
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Table 3.3 Kruskal-Wallis ANOVA table for the first seven groups 

Source SS df MS Chi-sq Prob>Chi-sq 

Groups 111122.00 6 18520.30 13.06 0.04 

Error 2593958.00 312 8314.00 -- -- 

Total 2705080.00 318 -- -- -- 

	
	
	

Table 3.4 Kruskal-Wallis ANOVA table for the first eight groups 

Source SS df MS Chi-sq Prob>Chi-sq 

Groups 122622.50 7 17517.50 13.39 0.06 

Error 2899367.00 323 8976.40 -- -- 

Total 3021989.50 330 -- -- -- 

	
 

As listed in Table 3.2-3.4, the p-values of the first 6, 7, and 8 groups are 0.03, 0.04, and 

0.06, respectively. Since the p-value of the first 8 groups is 0.06, which exceeds 0.05, we can 

conclude that starting from the 8th group, droplet size does not have a significant effect on the cell 

cycle period. The 8th droplet size group ranges from 65.24 µm to 74.02 µm. Therefore, the cell 

cycle behavior is significantly size dependent when droplet size is smaller than 65 µm.  
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3.3.4 Hypothesis test on cyclin B effect  

3.3.4.1 Normality test  

To study the cyclin B effect on cell cycle clocks, we need to use droplets of similar sizes 

and different concentrations of external cyclin B1 mRNA. To eliminate the size dependence, we 

selected droplets that had a radius larger than 65 µm based on the analysis in Section 3.3.3. A 

normality test was performed on droplets with various concentrations (0, 3, 5, 8, 10 ng/µL) of 

external cyclin B1 mRNA and the test results are shown in Table 3.5. All groups passed the 

normality test. Here, we only considered droplets without any sperm DNA. Later, we will test 

whether adding Xenopus sperm DNA or not affects oscillations in Section 3.3.5.  

 

Table 3.5 Normality test for droplets with different cyclin B1 mRNA concentrations 

[Cyclin B1] (ng/µL) 0 3 5 8 10 

Normality test 0 0 0 0 0 

p-value 0.26 0.93 0.73 0.76 0.08 

Number of droplets 46 40 14 31 45 

 

	
3.3.4.2 ANOVA test  

Since all groups of droplets passed the normality test, the ANOVA was applied to compare 

the average cell cycle periods among various groups. From the ANOVA results (Figure 3.8) and 

the p-value (3.19e-69) shown in Table 3.6, we can conclude that cyclin B1 concentration has a 

significant effect on cell cycle behaviors.  



	52	

 

 
Figure 3.8 Boxplot of the average cell cycle periods for droplets with various concentrations of 
cyclin B1 mRNAs at 0, 3, 5, 8, 10 ng/µL.  
	

Table 3.6 ANOVA table for the five groups with different cyclin B1 mRNA concentrations 

Source SS df MS F Prob>F 

Groups 137632.70 4 34408.20 241.63 3.19e-69 

Error 24350.00 171 142.40 -- -- 

Total 161982.70 175 -- -- -- 

	
	
	
3.3.5 Hypothesis test on Xenopus sperm DNA effect  

When droplets were supplied with sperm DNA, they had different dynamic behaviors in 

our experiments. As shown in Figure 3.9, the average oscillation periods of droplets with and 

without sperm DNA vary significantly, and adding sperm DNA can slow down the oscillation 
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speed. This result is reproduced in three replicates. To perform confirmatory data analysis on the 

effect of sperm DNA, we applied hypothesis tests. None of the droplets for the test were applied 

with external cyclin B1 and only droplets with radii greater than 65 µm were considered to avoid 

size dependence. 

 
Figure 3.9 Orange and green boxes represent the average cycle periods of the droplets with and 
without sperm DNA, respectively. Data was collected from three groups of the droplets without 
sperm DNA and two groups with sperm DNA.  
 

3.3.5.1 Normality test  

We applied the normality test for two groups of droplets seprately. As listed in Table 3.7, 

both groups passed the test, which indicates that they are eligible for the two-sample t-test. 

Table 3.7 Normality test for droplets with or without sperm DNA 

 Normal test result p-value Number of droplets 

Without sperm DNA 0 0.26 46 

With sperm DNA 0 0.98 21 
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3.3.5.2 Two-sample t-test  

To determine if the means of two droplet groups are equal, one of the most commonly used 

hypothesis tests is the two-sample t-test. The null hypothesis is that two means are equal and 

alternative hypothesis is that the means are different.  

 

Table 3.8 Two-sample t-test result 

p-value Confidence interval T statistic df sd 

2.18e-24 [-115.55, -90.07] -16.11 65 24.23 

 

Since the p-value from the t-test is 2.18e-24 as shown in Table 3.8, we can conclude that 

the means of two droplet groups with or without sperm DNA are significantly different. The 

influence of applying sperm DNA to extract is statistically significant on the period of cell cycle 

oscillations.  

 

3.3.6 Linear regression to predict cell cycle period 

3.3.6.1 Understanding data and variables graphically 

Linear regression is widely used to predict the value of a response using the information of 

one or multiple predictors and build a linear relationship between predictors and the response. To 

reveal the relationship between cell cycle clock behaviors and multiple potential predictors such 

as number of cycles, droplet radius, adding sperm DNA or not, and external cyclin B1 mRNA 

concentration, 2254 droplets were used for analysis. First, graphical analysis and correlation study 

were performed to analyze and understand variables. Boxplots (Figure 3.10) were used to check 
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for outliers. Droplets that exceeded the 1.5 times interquartile range (IQR) were considered as 

outliers. 

 
 
Figure 3.10 Outlier detection for multiple variables. A. Average period. B. Number of cycles. C. Radii 
of droplets. D. Concentration of cyclin B1 mRNAs.  

 

 

Figure 3.11 Density plot of average cell cycle periods 
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C D 

Av
er
ag
e	
pe

rio
d	
(m

in
)	

Nu
m
be

r	o
f	c
yc
le
s	

Dr
op

le
t	r
ad

iu
s	

(µ
m
)	 Cy
cl
in
	B
1	
m
RN

A	
co
nc
en

tr
at
io
n	
(n
g/
µl
)	



	56	

Density plot of the response (Figure 3.11) was used to check if the distribution is close to 

normality. We can see that the distribution of the response variable (average cell cycle period) is 

skewed. Moreover, the normality test indicates that the outcome is not normally distributed.  

Correlation between predicators was applied to statistically measure the level of 

collinearity between every pairs of predicators. A high positive correlation close to 1 means that 

the two predictors are highly correlated. If the correlation between two variables is close to -1, 

then the variables have a strong negative correlation. A value close to 0 suggests that the variables 

have a relatively weak relationship between each other.  

 

 

 
Figure 3.12 Correlation matrix between multiple variables including number of cycle, droplet radius, 
sperm DNA and concentration of cyclin B1 mRNAs.  
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The correlation matrix (Figure 3.12) shows that sperm DNA (XS) and cyclin B1 mRNA 

concentration are negatively correlated, which is mainly induced by manual factor since sperm 

DNA was only added to extract without any external cyclin B1 mRNA. The concentration of 

externally added cyclin B1 mRNAs and number of cell cycles also have a strong negative 

correlation which is corresponded to the results shown in Figure 3.5B.  

 

3.3.6.2 Building a linear regression model 

In this section, we built a linear regression model to analyze how the factors affect the cell 

cycle period quantitatively from a statistical perspective. To simplify the complexity of modeling, 

we only took measurable variables into consideration including droplet radius, adding sperm DNA 

or not, and the concentration of cyclin B1 mRNA. The number of cycles was not involved here 

because it was not statistically significant for the prediction of cycle period in our initial model (p-

value=0.91). The summary of our proposed model is listed in the Table 3.9. We can see that all 

the variables have small p-values which indicate that they are highly related to the cell cycle period.  

 

Table 3.9 Coefficient table for linear regression model  

 

 

 

 Estimate  Std. error t value Pr (>|t|) R2 

(Intercept) 125.43       0.72 173.20    <2e-16 0.80 

Radius -1.07     0.66   -1.61     0.11       

Sperm DNA  111.69      2.18   51.17   <2e-16  

[CyclinB1 mRNA] -27.05      0.75 -35.94    <2e-16  
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Specifically, the equation of our model is: 

 

Average cell cycle period  

=125.43-1.07 * Radius+111.70* I (sperm DNA is applied)-27.05 * [cyclin B1 mRNA], 

 

where I (sperm DNA is applied) is an indicator function. If sperm DNA is added, I (sperm DNA 

is applied) equals 1, and 0 otherwise.  

The R squared value is 0.80 which is higher than 0.70, indicating that the linear regression 

model was well fitted. This model indicates that larger droplet radius leads to longer cycle period, 

adding sperm DNA increases cycle period, and higher concentration of external cyclin B1 mRNA 

speeds up the oscillations. These conclusions are prospective and consistent with our experimental 

observations.  

 

3.4 Conclusion 

The cell cycle clock oscillations were quantitatively measured by fluorescence intensity 

changes of various reporters including securin-mCherry and cyclin B1 mRNAs. Droplets were 

successfully segmented and tracked using Imaris. We normalized the fluorescence intensity in 

droplets with the intensity time trace of background, and the signal to noise of the oscillations of 

cell cycle clocks was greatly improved. Our initial statistical analysis indicates that the oscillators 

may be tunable in frequency with cyclin B1-YFP mRNAs and the behavior of single droplet 

oscillators is size dependent.  

To further investigate the tunabililty of cell cycle clock, we performed several hypothesis 

tests on size of droplets, concentration of external cyclin B1 mRNAs, and sperm DNA effects on 



	59	

cycle periods. The test results suggest that the behavior of single droplet oscillators with a radius 

smaller than 65 µm is significantly size dependent and smaller droplets have longer cycle periods. 

Moreover, inducing more cyclin B1 mRNAs into our droplet system can accelerate oscillations 

while adding sperm DNA can slow down oscillations. We also fitted a linear regression model to 

predict average oscillation period using predictors including droplet radius, adding sperm DNA or 

not and concentration of cyclin B1 mRNAs. The R squared value exceeds 0.70, indicating our 

model was well fitted. To summarize, the artificial single cell oscillators are tunable by changing 

the level of input cyclin B1 mRNAs, size of droplets, and inducing sperm DNA.  

This chapter shows that the mitotic oscillators created by our artificial cell system are 

tunable, demonstrating that this system is amenable to study the dynamic behaviors of cell cycle 

oscillators. The proposed system can be used for high-throughput, quantitative manipulation and 

analysis of both cytoplasmic and nuclear processes. Given cell cycles share common topologies 

with many biological oscillators, the system may be valuable to investigate fundamental principles 

of oscillator theory.  
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CHAPTER IV   Applying the Artificial Cell System to the Study of 
Energy Dependence of Cell Cycles  

 

	
4.1 Introduction 

Mathematical modeling has been used to reveal the principles underlying cell cycle 

behaviors82,159. The first ordinary differential equation (ODE) models for Xenopus laevis 

embryonic cell cycles were established in previous studies49,181,182. More complicated models have 

been proposed to describe the embryonic cell cycle oscillations31,34,183,184, but some parameters of 

these complex models47,48,96 are not measurable in the experiments. Recently, Yang et al46 and Tsai 

et al91 proposed simple two-ODE models with fewer parameters, while still capturing the general 

property of the feedback loops. As discussed in Chapter III, we observed increasing amplitude, 

baseline, and period over time indicated by both securin-mCherry and cyclin B1-YFP reporters. 

However, existing cell cycle models cannot explain the above experimental observations.  

	
Energy supply is important for cell cycle oscillations because cell cycle keeps consuming 

energy185-187. Unlike intact embryos, cell-free extracts lack yolk as an energy source and sufficient 

mitochondria for energy regeneration. Thus, the effect of energy consumption on the dynamic 

behaviors of mitotic oscillators is significant188,189 and worth discussion. We postulated that energy 

is an important regulator for a droplet system with limited amount of energy source. To gain insight 

into our experimental observations and better understand the in vitro oscillator system, we built a 

stochastic model to simulate how energy consumption plays a role in the oscillation behaviors. 
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The positive circuits regulating cyclin B-Cdk1 activation through Wee1 and Cdc25 play an 

important role in the bistability transition of mitotic oscillators. Therefore, we mainly considered 

energy effect in three key reactions: Wee1 inactivation, Cdc25 activation and cyclin B-Cdk1 

complex inactivation190. The energy depletion model was based on a well-established cell-cycle 

model46,191 modified by introducing ATP into all phosphorylation reactions. This modeling work 

was in collaboration with Zhengda Li and Xuwen Liu.  

The energy dependence of cell cycle clocks suggested by our stochastic two-ODE model 

can be validated by varying energy level for different groups of droplets generated by our artificial 

cell system. To monitor energy changes, real-time ATP measurement assay needs to be applied to 

our cell-free system. The relationship between energy and cell cycle clock behaviors can be 

characterized by performing quantitative analysis of droplets encapsulated with different 

concentrations of energy solution.  

	
	
4.2 Materials and methods 

Matlab R2016b (Mathworks Inc.) was used to solve the ODE models numerically. Model 

parameters are listed in Table 4.1. A stochastic two-ODE model from Yang and Ferrell’s work46 

was adapted and our two-ODE model was converted to the corresponding chemical master 

equations (Kampen’s work192). Gillespie algorithm193 was applied to carry out numerical 

stochastic simulations.  

	
4.3 Computational modeling 

4.3.1 A two-ODE model of the embryonic cell cycle 

Here we first constructed a simple two-ODE model. The first ODE equation describes the 

synthesis and degradation of total cyclin B 46,191: 
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𝑑
𝑑𝑡

𝐶𝑦𝑐𝑙𝑖𝑛𝐵 = 𝑘,- − 𝑘/01∗ 𝐶𝑦𝑐𝑙𝑖𝑛𝐵 = 𝑘,- − 𝑎456 +
𝑏456 𝐶𝑑𝑘1: ;<=>

𝐶𝑑𝑘1: ;<=> + 𝐸𝐶50456
;<=> 𝐶𝑦𝑐𝑙𝑖𝑛𝐵 																													𝐸𝑞. 1 

 

In Eq. 1, 𝐶𝑑𝑘1:  refers to the concentration of active cyclin B-Cdk1 complex. Here, we 

assumed that cyclin B is synthesized at a constant rate. 𝐸𝐶50456
;<=>	is a bifurcation parameter for 

various assumed Hill exponents 𝑛E. The degradation rate is in the form of Hill Function96 with 

exponent of 17. Since the concentration of Cdk1 is much higher than the maximum concentration 

of cyclin B194 and the binding affinity of cyclin B to Cdk1 is high195, we assumed that cyclin B 

binds to Cdk1 as soon as cyclin B is translated by mRNAs. 

To further simplify the model, we assumed that the cyclin B-Cdk1 complex is activated by 

CAK (Cdk1-activating Kinase) as soon as it forms, thus the synthesis of cyclin B leads to active 

Cdk1. Through double-positive and double-negative feedbacks, active cyclin B-Cdk1 can be 

inactivated by Wee1 and reactivated by Cdc25. The overall ODE equation for Cdk1 is: 

 
𝑑
𝑑𝑡

𝐶𝑑𝑘1: = 𝑘,- + 𝑘F/GHI∗ [𝐶𝑑𝑐25 − 𝑃𝑖] 𝐶𝑦𝑐𝑙𝑖𝑛𝐵 − 𝐶𝑑𝑘1: − 𝑘N00O
∗ [𝑊𝑒𝑒1] 𝐶𝑑𝑘1: − 𝑘456[𝐶𝑑𝑘1:]

= 𝑘,- + 𝑎R4SHI +
𝑏R4SHI 𝐶𝑑𝑘1: ;T<UVW

𝐶𝑑𝑘1: ;T<UVW + 𝐸𝐶50R4SHI
;T<UVW ( 𝐶𝑦𝑐𝑙𝑖𝑛𝐵 − [𝐶𝑑𝑘1:]) − (𝑎Z55O

+
𝑏Z55O𝐸𝐶50Z55O

;[==\

𝐶𝑑𝑘1: ;[==\ + 𝐸𝐶50Z55O
;[==\)[𝐶𝑑𝑘1:] − (𝑎456

+
𝑏456 𝐶𝑑𝑘1: ;<=>

𝐶𝑑𝑘1: ;<=> + 𝐸𝐶50456
;<=>)[𝐶𝑑𝑘1:]																																																																																																				𝐸𝑞. 2 

 

In Eq. 2, [𝑊𝑒𝑒1]	stands for the concentration of active Wee1, while [𝐶𝑑𝑐25 − 𝑃𝑖] stands 

for the concentration of active Cdc25-Pi. The Hill exponent of 𝑛Z55O is 3.5 and 𝑛R4SHI is 11, tested 

by previous studies48,96. The nullclines of Cyclin B and Cdk1 satisfy the following equations: 

𝑑
𝑑𝑡

𝐶𝑦𝑐𝑙𝑖𝑛𝐵 = 0,
𝑑
𝑑𝑡

𝐶𝑑𝑘1: = 0 

Here,	 𝐶𝑦𝑐𝑙𝑖𝑛𝐵  and 𝐶𝑑𝑘1:  refer to the concentrations of cyclin B and active cyclin B1-Cdk1 

complex. It should be noticed that when using Hill function to describe the regulation effect, the 
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assumption of fast reaction and steady state approximation are applied. In the cell cycle networks, 

the activation of Cdk1 is co-regulated by a double-positive feedback through a phosphatase Cdc25 

and a double-negative feedback though a kinase Wee1. The balance between Wee1 and Cdc25 

activity is crucial for the transition of cell cycle status during early embryo development91. We 

defined the balance between Wee1 and Cdc25 by the ratio 𝑅 = _[==\[Z55O]
_T<UVW[R4SHI]

.	Oscillation behaviors 

vary as the ratio R changes. To simply describe the changes of R, another parameter r was 

introduced91. The second ODE equation is shown as below: 

 

𝑑
𝑑𝑡

𝐶𝑑𝑘1: = 𝑘,- +
1
𝑟
𝑎R4SHI +

𝑏R4SHI 𝐶𝑑𝑘1: ;T<UVW

𝐶𝑑𝑘1: ;T<UVW + 𝐸𝐶50R4SHI
;T<UVW 𝐶𝑦𝑐𝑙𝑖𝑛𝐵 − 𝐶𝑑𝑘1:

− 𝑟 𝑎Z55O +
𝑏Z55O𝐸𝐶50Z55O

;[==\

𝐶𝑑𝑘1: ;[==\ + 𝐸𝐶50Z55O
;[==\ 𝐶𝑑𝑘1:

− 𝑎456 +
𝑏456 𝐶𝑑𝑘1: ;<=>

𝐶𝑑𝑘1: ;<=> + 𝐸𝐶50456
;<=> 𝐶𝑑𝑘1: 																																																																																		𝐸𝑞. 3 

 
 
The parameter values for the model are listed in Table 4.1. 
 

Table 4.1 List of the values for model parameters 
 

ksy 1 nM/min 
awee1 0.08 nM/min 
bwee1 0.40 nM/min 
nwee1 3.50 

EC50wee1 35 nM 
acdc25 0.16 nM/min 
bcdc25 0.80 nM/min 
ncdc25 11 

EC50cdc25 30 nM 
adeg 0.01 nM/min 
bdeg 0.04 nM/min 
ndeg 17 

EC50deg 32 nM 
	
	



	64	

4.3.2 A stochastic two-ODE model of the embryonic cell cycles 

In droplets that have small volumes and contain small numbers of molecules, the stochastic 

nature of the underlying biochemical reactions must be considered. We adapted a stochastic two-

ODE model46, and converted our two-ODE model to the corresponding chemical master 

equations192 and carried out numerical simulations using the Gillespie algorithm193. The reaction 

rates and molecular stoichiometry are shown in Table 4.2. < 𝐶𝑑𝑘1: >  means the molecule 

number of active cyclin B-Cdk1 and < 𝐶𝑑𝑘1d > refers to the molecule number of inactive cyclin 

B-Cdk1. We followed the parameters in Yang and Ferrell’s work46, transforming the unit from 

concentration to molecular number.  

 

 
Table 4.2 Reaction rates and stoichiometry of the stochastic two-ODE model 

 

Reaction Rate Stoichiometry 

Active Cdk1 
Synthesis 𝜌O = 𝑘,- < 𝐶𝑑𝑘1: >=< 𝐶𝑑𝑘1: > +1 

Active Cdk1 
to Inactive 
Cdk1 

𝜌H = 𝑟 𝑎Z55O +
f[==\gRIh[==\

i[==\

jR4_Okli[==\mgRIh[==\
i[==\  < 𝐶𝑑𝑘1: > 

< 𝐶𝑑𝑘1: >=< 𝐶𝑑𝑘1: > −1 
 
< 𝐶𝑑𝑘1d >=< 𝐶𝑑𝑘1d > +1 

Inactive Cdk1 
to Active 
Cdk1 

𝜌n =
O
o
𝑎R4SHI +

fT<UVWjR4_OkliT<UVW

jR4_OkliT<UVWmgRIhT<UVW
iT<UVW  < 𝐶𝑑𝑘1d > 

< 𝐶𝑑𝑘1: >=< 𝐶𝑑𝑘1: > +1 
 
< 𝐶𝑑𝑘1d >=< 𝐶𝑑𝑘1d > −1 

Active Cdk1 
Degradation 𝜌p = 𝑎456 +

f<=>jR4_Okl
i<=>

jR4_Okl
i<=>mgRIh<=>

i<=>  < 𝐶𝑑𝑘1: > < 𝐶𝑑𝑘1: >=< 𝐶𝑑𝑘1: > −1 

Inactive Cdk1 
Degradation 𝜌I = 𝑎456 +

f<=>jR4_Okl
i<=>

jR4_Okl
i<=>mgRIh<=>

i<=>  < 𝐶𝑑𝑘1d > < 𝐶𝑑𝑘1d >=< 𝐶𝑑𝑘1d > −1 



	65	

4.3.3 A stochastic two-ODE model of the embryonic cell cycles including energy effect 

In our in vitro cell-free system, the energy supplying system is not as efficient as in 

embryonic cells, which makes energy critical for our mitotic oscillators. To improve the model’s 

prediction ability, energy dependence was considered in our optimized model. In mitotic 

oscillators, energy plays a key role in three important reactions including Wee1 inactivation, 

Cdc25 activation, and cyclin B-Cdk1 complex inactivation (Figure 4.1). To further investigate the 

tunability of cell cycle oscillators and explain our observations of increased baseline, amplitude, 

and period, we built a stochastic two-ODE model of the embryonic cell cycles including energy 

dependence. 

 

 
Figure 4.1 Schematic view of the cyclin B-Cdk1 oscillation system. Note that ATP is taken into 
consideration. Activated molecules are marked in red, inactivated molecules in green and ATP or Pi 
in yellow. Black lines indicate reactions and blue dotted lines phosphorylations.  
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In this model, we focused on three reactions that involve ATP: Wee1 inactivation, Cdc25 

activation, and cyclin B-Cdk1 inactivation190. To explore how energy consumption could affect 

the oscillations, we took ATP into account for phosphorylation and dephosphorylation of Wee1 

190, such that: 

𝑊𝑒𝑒1 + 𝐴𝑇𝑃«𝑊𝑒𝑒1 − 𝑃𝑖 + 𝐴𝐷𝑃																																																																																																						𝐸𝑞. 4  

 

We assumed that Wee1 is in equilibrium with the activity of Cdk1 due to fast reactions 

between Cdk1 and Wee1. Let’s denote the reaction coefficients for Wee1 phosphorylation as 

𝑘OZ55O  and that for Wee1-Pi dephosphorylation as 𝑘HZ55O , along with the steady-state 

approximation, we have: 

 

𝑘OZ55O 𝑊𝑒𝑒1 𝐴𝑇𝑃 = 𝑘HZ55O 𝑊𝑒𝑒1 − 𝑃𝑖 𝐴𝐷𝑃 = 𝑘HZ55O 𝑊𝑒𝑒1uvu − 𝑊𝑒𝑒1 1 − [𝐴𝑇𝑃] 																							𝐸𝑞. 5 

 

Notice when writing the equation above, we normalized	 𝐴𝑇𝑃 + [𝐴𝐷𝑃], and we did not consider 

AMP in this system. 𝐴𝑇𝑃  refers to the ratio of  [xyz]
xyz m[x{z]

 . For the initial model not including 

ATP, we have the equation: 

 

𝐾Z55O 𝑊𝑒𝑒1h = 𝑎Z55O + 𝑏Z55O
𝐸𝐶50Z55O;Z55O

𝐸𝐶50Z55O;Z55O+< 𝐶𝑑𝑘1: >;Z55O 																																																																													𝐸𝑞. 6 

 

[𝑊𝑒𝑒1h] refers to the Wee1 concentration in the original model, and [𝑊𝑒𝑒1uvu] refers to the total 

Wee1 concentration. Whether considering ATP or not, we assumed that 𝐾Z55O and 𝑊𝑒𝑒1uvu  

remain the same. Thus, from Eq.5-6, we can deduce that: 
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𝐾Z55O 𝑊𝑒𝑒1 = 𝑎Z55O +
𝑏Z55O𝐸𝐶50Z55O;Z55O

< 𝐶𝑑𝑘1: >;Z55O+ 𝐸𝐶50R4SHI;R4SHI
1 − 𝐴𝑇𝑃

𝐴𝑇𝑃 1 − 2 𝑊𝑒𝑒1h
𝑊𝑒𝑒1uvu

+ 𝑊𝑒𝑒1h
𝑊𝑒𝑒1uvu

												𝐸𝑞. 7 

Then, considering ATP as a substrate for the cyclinB-Cdk1 inactivation reaction, we can 

deduce the reaction rate 𝜌H: 

 

𝜌H = 2 𝐴𝑇𝑃 < 𝐶𝑑𝑘1: > 𝑘∗Z55O 𝑊𝑒𝑒1

= 2 𝐴𝑇𝑃 < 𝐶𝑑𝑘1: > 𝑎𝑊𝑒𝑒1 +
𝑏𝑊𝑒𝑒1𝐸𝐶50𝑊𝑒𝑒1

𝑛𝑊𝑒𝑒1

< 𝐶𝑑𝑘1𝑎 >
𝑛𝑊𝑒𝑒1+ 𝐸𝐶50𝑊𝑒𝑒1

𝑛𝑊𝑒𝑒1

1 − 𝐴𝑇𝑃

𝐴𝑇𝑃 1 − 2 𝑊𝑒𝑒1h
𝑊𝑒𝑒1uvu

+ 𝑊𝑒𝑒1h
𝑊𝑒𝑒1uvu

													𝐸𝑞. 8 

 

When 𝐴𝑇𝑃d;ud:� = 0.5, our model with energy dependence switches back to the original 

model. When deducing the new reaction rate, we need to multiply a coefficient of [xyz]
h.I

. Similarly, 

we can deduce the reaction rate for the cyclinB-Cdk1 activation: 

	
𝜌n =< 𝐶𝑑𝑘1d > 𝑘∗R4SHI 𝐶𝑑𝑐25 − 𝑃𝑖
=

< 𝐶𝑑𝑘1d > 𝑎R4SHI +
𝑏R4SHI < 𝐶𝑑𝑘1: >;T<UVW

< 𝐶𝑑𝑘1: >;T<UVW+ 𝐸𝐶50R4SHI
;T<UVW

𝐴𝑇𝑃

1 − 𝐶𝑑𝑐25 − 𝑃𝑖h
𝐶𝑑𝑐25uvu

+ 2 𝐶𝑑𝑐25 − 𝑃𝑖h
𝐶𝑑𝑐25uvu

− 1 𝐴𝑇𝑃
																		𝐸𝑞. 9 

 
 

Note that the Wee1 activation form is dephosphorylation form and the Cdc25 activation 

form is phosphorylation form. Given our new reaction rates for cyclin B-Cdk1 activation and 

inactivation, we need to obtain the function Z55O�
Z55O���

 and [R4SHI�zd�]
[R4SHI���]

, which is, the ratio of activated 

Wee1 and the ratio of activated Cdc25-Pi in the initial model. According to the previous work196, 

and combining the steady state approximation, we have: 
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0 =
𝑑
𝑑𝑡

𝑊𝑒𝑒1 − 𝑃𝑖 =
𝑘5 𝐶𝑑𝑘1: 𝑊𝑒𝑒1uvu − 𝑊𝑒𝑒1 − 𝑃𝑖

𝐾5 + 𝑊𝑒𝑒1uvu − 𝑊𝑒𝑒1 − 𝑃𝑖
−
𝑘� 𝑃𝑃𝑎𝑠𝑒 𝑊𝑒𝑒1 − 𝑃𝑖

𝐾� + 𝑊𝑒𝑒1 − 𝑃𝑖
																												𝐸𝑞. 10 

 

0 =
𝑑
𝑑𝑡

𝑊𝑒𝑒1 − 𝑃𝑖 =
𝑘: 𝐶𝑑𝑘1: 𝐶𝑑𝑐25uvu − 𝐶𝑑𝑐25 − 𝑃𝑖

𝐾: + 𝐶𝑑𝑐25uvu − 𝐶𝑑𝑐25 − 𝑃𝑖
−
𝑘f 𝑃𝑃𝑎𝑠𝑒 𝐶𝑑𝑐25 − 𝑃𝑖

𝐾f + 𝐶𝑑𝑐25 − 𝑃𝑖
																								𝐸𝑞. 11 

 

We extracted the explicit expressions of Z55O�
Z55O���

 and [R4SHI�zd�]
[R4SHI���]

 as a function of  

[R4_Ok]
[R-S�d;��R4_O���]

= [R4_Ok]
R4_Ok m[R4_O�]

. By substituting these two explicit expressions into Eq.8 and 

Eq.9, we obtained the final reaction rates including the effect of ATP. 

Eq.9 shows that as [ATP] decreases, 𝜌H gets larger, indicating that the activity of [Wee1] 

increases and it becomes easier for active cyclin B-Cdk1 to be inactivated. In contrast, as more 

[ATP] is consumed, 𝜌n becomes smaller, meaning that the decreasing activity of [Cdc25-P] and 

that it gets more difficult for inactive cyclin B-Cdk1 to be activated. Considering all above, we can 

conclude that as [ATP] decreases, the ratio of double-negative and double-positive feedbacks 𝑅 =

_[==\[Z55O]
_T<UVW[R4SHI]

 increases. 

We have the updated reaction rates summarized in Table 4.3. Here the [wee1]0 and [cdc25-

Pi]0 represent the steady-state concentration of active Wee1 and Cdc25 when ATP is not 

considered in reaction. The ratios of the steady-state to total concentrations of Wee1 and Cdc25 

can be calculated as a function of active Cdk1 using the parameters of Yang and Ferrell’s work49.  
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Table 4.3 Reaction rates in the model considering ATP 
  

 

 

4.4 Results and discussion 

4.4.1 Simulation modeling 

In our proposed model, as oscillation happened, we assumed that if [ATP] decreases, it 

leads to the increasing of the double-negative and double-positive feedbacks ratio 𝑅 =

_[==\[Z55O]
_T<UVW[R4SHI]

, and then results in the climbing baseline and the rising amplitude. Assuming [ATP] 

linearly decreases, we can simulate the time trace shown in Figure 4.2. ATP-dependent 

phosphorylation of Cdc25 and Wee1 can decrease R by activating Cdc25 and inhibiting Wee1 

simultaneously, resulting in a high dependence of R on the ATP concentration (Figure 4.3). 

 

Reaction Rate 

Active Cdk1 
Synthesis 𝜌O = 𝑘,- 

Active Cdk1 to 
Inactive Cdk1 

𝜌H = 2 𝐴𝑇𝑃 < 𝐶𝑑𝑘1: > 𝑎Z55O +
f[==\gRIh[==\

i[==\

jR4_Okli[==\mgRIh[==\
i[==\  

O� xyz

xyz O�V [==\�
[==\���

m [==\�
[==\���

 

Inactive Cdk1 to 
Active Cdk1 

𝜌n =< 𝐶𝑑𝑘1d > 𝑎R4SHI +
fT<UVWjR4_OkliT<UVW

jR4_OkliT<UVWmgRIhT<UVW
iT<UVW  

xyz

O� T<UVW����
T<UVW���

m(H T<UVW����
T<UVW���

�O)[xyz]
 

Active Cdk1 
Degradation 𝜌p = 𝑎456 +

f<=>jR4_Okl
i<=>

jR4_Okl
i<=>mgRIh<=>

i<=>  < 𝐶𝑑𝑘1: > 

Inactive Cdk1 
Degradation 

𝜌I = 𝑎456 +
f<=>jR4_Okl

i<=>

jR4_Okl
i<=>mgRIh<=>

i<=>  < 𝐶𝑑𝑘1d > 
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Figure 4.2 Time series of total cyclin B molecules from the model without ATP (top panel, blue line) 
and with ATP (bottom panel, red line). 

 

 
Figure 4.3 Relationship between ATP percentage and R value (ratio of Wee1 activity to Cdc25 
activity), showing that decrease of ATP concentration leads to a higher R value. Two inserts represent 
the dynamics of R value over time when the ATP percentage [ATP]/([ATP]+[ADP]) is set as 0.2 (left) 
and 0.5 (right). 
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Using this model, we further investigated the relationship between ATP and the oscillation 

behaviors. In Figure 4.4, the phase plot of the two-ODE model shows that at a low r (e.g. 0.5), the 

system stays in a stable steady-state with low cyclin B concentration; and at a high r (e.g. 2.5), the 

oscillation is arrested in a stable steady-state with high cyclin B concentration. At an intermediate 

value, increasing R produces oscillations of increasing amplitude, baseline, and period (Figure 4.4 

and 4.5). Assuming the available ATP concentration decreases over time, we can reproduce the 

experimentally observed increment of amplitude, baseline, and period of the cyclin B time courses 

(Figure 4.5). 

 

 
Figure 4.4 Phase plots of the two-ODE model. Parameters for the cyclin B nullcline (yellow) and the 
Cdk1 nullclines with a variety of values of r were chosen based on previous works33,161. Two sample 
traces of cycle oscillations were plotted for r=0.8 (blue) and r=1.5 (red), showing that a larger r value 
leads to a higher amplitude and baseline. In addition, r=0.5 (gray) generated a low stable steady-state 
of cyclin B, while r=2.5 (black) a high stable steady-state of cyclin B. These stable steady-states were 
indicated by the intersections of the nullclines.  
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Figure 4.5 shows that when r increases, the baseline, amplitude, and period increase. The 

reason is that changing the ratio of positive to negative feedback affects the shape of Cdk1 nullcline, 

and thus affects the crossing points of Cdk1 nullcline and cyclin B nullcline. Our experimental 

data also shows that the amplitudes and baselines significantly increase, which indicates a rising 

ratio r over time.  

 
Figure 4.5 Relationship between the oscillation baseline and amplitude values and ATP concentration 
(positively correlated with r). Error bars indicate the ranges of three replicates. Inserts show two 
example time courses of total cyclin B with different r values. 
 

The cell cycle period and number of cycles follow the same trend when modulated by 

cyclin B1 mRNAs, resulting in a lifespan of the oscillatory system sensitive to cyclin B1 mRNA 

concentration. It suggests that the synthesis rate of cyclin B increases as more cyclin B1 mRNAs 

are added into our system. Thus, the ATP consumption rate increases. Simulated results of this 

modified model are shown in Figure 4.6. Assuming ATP consumption rate increases linearly with 

cyclin B synthesis rate, the number of oscillations and average periods of oscillations decrease as 
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the synthesis rate of cyclin B increases. This model can also predict the trend that as droplet 

diameter increases, the average period decreases while the number of oscillations increases (Figure 

4.7).  

 

 
Figure 4.6 The period and number of oscillations decrease with an increasing cyclin B synthesis rate. 
Error bars indicate the ranges of 50 replicates. 

 

 

 
The results in Figure 4.6 and 4.7 show the similar tunability of cell cycle clocks by cyclin 

B1 mRNAs and droplet radius as in our experimental observations. Both experiments and 

mathematical modeling suggest that droplets with smaller radii tend to have slower oscillations 

and fewer number of cycles. Furthermore, increasing the concentration of input cyclin B1 mRNA 

accelerates oscillations but has fewer number of cycles. 
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Figure 4.7 Effects of reaction volume on number of oscillations and period, showing that the average 
number of oscillations increases with droplet diameter while the average oscillation period decreases. 
The error bars indicate the ranges of 50 replicates. 
 

 

4.4.2 Future experiments 

From the above results and discussion, our proposed energy depletion model indicates that 

energy plays a key role in the regulation of mitotic oscillations. This is reasonable since energy 

supply is crucial for reactions in cell-free systems. Unstable energy source may result in short 

reaction duration. Therefore, energy in our cell-free system is one of the biggest challenges to 

sustain long-term and undamped mitotic oscillations. For future research study of validating the 

interesting findings regarding energy dependence of cell cycles from our established stochastic 

model, it is necessary to introduce an energy regeneration system to our artificial cells.  
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Mitochondria generate most of the ATP, the source of energy197 in Xenopus eggs and they 

can be spun down at 10,000 x g for ten minutes. As mentioned in Section 2.2.1.1, Xenopus eggs 

are crushed at the speed of 15,000 x g to obtain cycling cytoplasmic extracts. Thus, most of the 

mitochondria are removed from our extracts during the preparation step. As a result, the artificial 

cells generated using our proposed system does not have enough energy supply. For Murray’s 

protocol38, cycling extracts are supplied with energy mix solution (7.5 mM creatine phosphate, 

1mM pH=7.4 ATP, 0.1 mM pH=7.7 EGTA, 1mM MgCl2), which cannot reproduce ATP as an 

energy supply for mitotic oscillations. As shown in Figure 4.8, creatine kinase catalyzes the 

conversion of creatine which is a reversible reaction, to produce creatine phosphate and ADP198. 

Creatine phosphate, in the presence of ADP, also creates creatine and ATP. Inspired by these, we 

can adapt this reaction to the energy mix solution proposed by Murray. In addition to chemicals in 

the Murray’s energy mix solution, 50 µg/mL creatine kinase can be added to create a reaction 

system, which can generate ATP.  

 

 

Figure 4.8. Enzyme reaction catalyzed by creatine kinase that convert creatine phosphate to creatine, 
while generating ATP.  

  

For future research to further investigate how energy regulates cell cycles empirically, we 

can apply ATP measurement assay to our artificial cell system. Dynamics of mitotic oscillators 

can be monitored while tuning energy level for the characterization of relationship between cell 

cycles and energy. The parameters involved in our stochastic model such as the initial energy level 
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and energy consumption rate can be obtained from experiments. We expect that droplets with 

higher energy level display faster and more oscillations that last for longer period compared to the 

droplets with less energy supply. Moreover, it is highly likely that less energy supply accelerates 

the increase of baseline, amplitude and period.  

 

4.5 Conclusion 

Our energy depletion model suggests an interesting mechanism to modulate oscillations 

with a single control parameter R that depends on the energy-tunable balance of double-negative 

and double-positive feedback loops. Our modeling results simulated the increasing baseline and 

amplitude, and increasing oscillation period as shown in our experimental observations. The 

simulation results also indicate the tunability of cell cycle clocks by tuning radii of droplets and 

concentration of cyclin B1 mRNA. Similar to the experimental results, increasing the 

concentration of cyclin B1 mRNAs speeds up oscillations and decreases the number of oscillations. 

Considering that the rapid, non-stopping cell divisions of an early embryo requires a large amount 

of energy, this energy-dependent control may function as a “checkpoint” to arrest cell cycles if R 

becomes too large. For future research study, we can control and monitor the concentration of ATP 

to validate our findings on the energy depletion model.  
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Chapter V    Conclusion and Outlook 
 
 
5.1 Conclusion 

This dissertation proposed an artificial mitotic oscillation system, which is an in vitro 

system that can create cell-scale micro-emulsions with various sizes containing Xenopus laevis 

egg cytoplasm. These droplet-based cells are stable for days and keep oscillating for dozens of 

cycles, offering large gains in high-throughput and long-term tracking of dynamical activities in 

individual droplets. In this system, we successfully reconstituted a series of mitotic events 

including chromosome condensation, nuclear envelope breakdown and destruction of anaphase 

substrates such as the securin and cyclin B1 proteins. The oscillation profiles of the system such 

as period and number of cycles can be reliably regulated by the amount of cyclin B1 mRNAs or 

droplet sizes. Additionally, we found that energy may be a critical factor for cell cycle behaviors. 

The knowledge presented in this dissertation demonstrates that this high-throughput single-cell 

approach is simple and powerful to study complex clock functions.  

In Chapter II, we described how to develop the cell-scale artificial cell system and multiple 

fluorescent reporters. To create a cell-scale mitotic cycle system, we used a simple vortexing 

method to encapsulate Xenopus cytoplasm into micro-droplets with radii ranging from 20 µm to 

500 µm. Compared to previous studies, the oscillation activity of cycling extracts is significantly 

improved by increasing experimental time efficiency of extract preparation and optimizing sample 

loading method. To test if our in vitro mitotic oscillation system is functional or not, 
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demembranated sperm chromatin, GFP-NLS proteins, and Hoechst 33342 were prepared and 

applied to the extracts. The results demonstrate that the artificial cells are capable of reconstructing 

mitotic events and oscillating between interphase and mitosis. To quantitatively characterize cell 

cycle clock dynamic behaviors, we designed and obtained fluorescent reporters including cyclin 

B1-YFP and securin-mCherry mRNAs. The fluorescence time courses of these reporters were 

analyzed and the results show that our system successfully reconstitutes mitotic oscillators of Cdk1 

and APC/C, which can drive the periodic mitotic oscillations and a series of downstream events 

including nuclear envelope breakdown and reformation, and chromosome morphology change. 

In Chapter III, we demonstrated that our droplet-based artificial cell system has a potential 

to study cell cycle clock, especially the tunability of mitotic oscillators. The dynamic behaviors of 

cell cycle clock were quantitatively measured by fluorescent reporter we discussed in Chapter II. 

The initial statistical analysis shows that the mitotic oscillators are tunable by varying input cyclin 

B1 mRNAs and droplet radius. Hypothesis tests were performed to further investigate the 

tunability of mitotic clock. The results indicate that the behavior of a droplet is highly size 

dependent if it has a radius smaller than 65 µm, and the smaller droplets tend to have longer 

oscillation periods, which may be caused by partition noise. When droplet radius is too small, there 

is a higher probability that the droplet may not encapsulate some essential biological molecules 

for mitotic oscillations. Therefore, smaller droplets tend to have longer oscillation periods. 

Moreover, our study suggests that increasing input cyclin B1 mRNA concentration can accelerate 

oscillations, while adding demembranated sperm chromatin can slow down oscillations. We 

speculate that higher cyclin B1 mRNA concentration can activate Cdk1 more efficiently, thus the 

cell cycle oscillators are capable to drive faster periodic progression of multiple mitotic events. 

Nuclear envelope can reform after adding demembranated sperm chromatin to cycling extracts, 
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which will consume energy. Therefore, cell cycle is slowed down after applying demembranated 

sperm chromatin according to the study in Chapter IV. 

In Chapter IV, we highlighted the energy dependence of cell cycle clock. The oscillator in 

our system has an increasing amplitude and period over time, which cannot be explained using 

existing models. We hypothesized that the oscillations eventually stop likely because of energy 

depletion. A stochastic two-ODE model concerning the ratio of negative feedback and positive 

feedback was built to explain our observations of oscillations including increasing baseline, 

amplitude, and energy consumption rate effect on number of cycles. By modifying current models 

with energy dependence, the simulation results show similar predictions on dynamic behaviors as 

experimental observations.  

One major limitation for most in vitro reconstitutions up to date is that oscillations are 

generated in well-mixed bulk solutions, which tend to produce quickly damped oscillations. 

Additionally, these bulk reactions lack the similarity to the actual cell dimensions and the ability 

of mimicking spatial organization achieved by functional compartmentalization in real cells. These 

limitations make it impossible to retrieve the cellular heterogeneity to investigate important and 

challenging questions, such as stochasticity and tunability of an oscillator. Our artificial cell system 

has overcome these limitations and enables tunable mitotic oscillations, which has a potential for 

the study of clock functions.  

However, the system still has several drawbacks that can be improved in future research. 

First, the in vitro system lacks real-time measurements of ATP, thus we cannot quantify the effect 

of ATP on the dynamic behavior of cell cycle clock. Therefore, the parameters involved in the 

model such as initial ATP level, ATP consumption rate, cannot be determined or estimated by 

experimental measurements. To optimize our model and increase the predictability of oscillator 
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behaviors, we can develop a new assay to monitor ATP/ADP levels and fit model using 

experimental data to better forecast cell cycle clock behaviors.  For future research, ATP/ADP 

ratio assay199,200 can be combined with our artificial cell system to have a better understanding on 

energy effect. Another limitation is that the concentration of mRNAs in each droplet cannot be 

detected. The measurement of cell cycle clock activity relies on the fluorescence signal of 

expressed proteins from securin-mCherry and cyclin B1-YFP mRNAs. This problem can be solved 

by developing MS2 protein201 and use it for detection of mRNA, such as cyclin B1 mRNA in 

artificial cells. The technique has been used to detect appearance of RNAs at the transcription site 

and observe the changes in RNA number in cytoplasm202,203. Finally, one more limitation is that 

the droplet radius is not uniformly controlled. We used a simple vortexing method to generate 

droplets with various sizes because we are interested in the study of the size dependence.  

For future research on the study of the tunability of cell cycle clock excluding the droplet 

size effect, it will be more efficient if we use microfluidic device to generate artificial cells with 

similar sizes because image analysis on sorting droplets by size is less efficient and more 

complicated. We tested a microfluidic device to study how well it controls droplet size. The top 

view of the design of the microfluidic device is shown in Figure 5.1A. Xenopus cycling extracts 

was flowed at speed of 1 µL/min and surfactant oil (2% PFPE-PEG) was flowed at speed of 15 

µL/min (Figure 5.1B). Surfactant oil and Xenopus cycling extracts went through oil inlet and 

aqueous inlet, respectively. The generated artificial cells were collected from the outlet. The 

junction width of microfluidic device is 80 µm and thus the diameter of generated droplets is about 

80 µm (Figure 5.1C).  
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Figure 5.1 A. Top view of the design of microfluidic device B. Cell cycle oscillator components were 
encapsulated within micro-emulsion droplets. C. Droplets with uniform size were generated. 
 

As shown in Figure 5.1C, we know that microfluidic device can be used for making 

uniform-sized artificial cells, which help exclude the size effect on cell cycle oscillation behaviors 

for the study of dynamic events. However, using microfluidic device to generate droplet can take 

one to two hours, which is not time efficient. Therefore, the first few cycles happening within 

droplets cannot be detected due to the complicated experimental process of microfluidic chamber. 

For future research that need to eliminate size effect, the microfluidic device method can be 
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optimized including preserving extract activity by coating microfluidic chamber and inlet tubing 

with Teflon, and improving time efficiency.  

 

5.2 Outlook 

The research study proposed in this dissertation can be extended further in broader 

applications. Some ideas for possible future research directions are: 

 

1. In Chapter III, we’ve demonstrated that our system is a powerful for the study of tunability of 

cell cycles. Our results indicate that cell cycle is tunable by varying input cyclin B1 mRNA and 

droplet size. In the future, further investigation on cell cycle functions such as tunability and 

robustness can be carried out using our artificial cell system. Tunability and robustness are two 

common properties for many existing biological oscillators such as heartbeats and cell cycles, 

which are crucial for constructing stable oscillations that are resistant to external noise. 

Nevertheless, previous studies were carried out through computational studies and there is no 

reported experimental system to conduct direct manipulations and measurement on tunability and 

robustness of an oscillator. Using our droplet-based artificial cell system, we can further 

investigate the tunability and robustness of cell cycle clock. For instance, tunability can be studied 

by varying the concentrations of key components of mitotic oscillators and artificial cell incubation 

temperatures. To further understand robustness of cell cycle, we can dissect the double-negative 

feedback loop of Wee1 by applying Wee1 inhibitors.  

 

2. The temporal relationship between the activation of cyclin B-Cdk1 complex and its nuclear 

import remains not well understood. It is important to learn when and how the cyclin B-Cdk1 is 

activated because it is the center of cell cycle oscillators which drives the substantial mitotic events. 
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The high-throughput artificial cell system proposed in this dissertation can be applied to address 

this problem. As we discussed in Chapter II, the cell cycle clock activity was quantitatively 

measured by cyclin B1-YFP and securin-mCherry reporters in our system. These are indirect 

detection of Cdk1 and APC/C activity, thus we lack the information regarding the time delay 

between the activation of Cdk1 inactivation and cyclin B protein degradation. Moreover, the 

localization of cyclin B and Cdk1 are still unknown because we measured the bulk intensity from 

various reporter. For a further study in understanding the role of cyclin B-Cdk1 kinase, when and 

how rapidly the complex is activated, the time and spatial information can be provided by 

integrating our droplet-based artificial cell system with the Förster Resonance Energy Transfer 

(FRET) sensor for the activity of Cdk1204, where the donor and acceptor fluorescent proteins are 

connected by a phosphorylation site that is specific for cyclin B and Cdk1.  

 

3. There is increasing interest in the regulation of cell cycle clocks on spindle assembly procedure. 

However, there is no effective in vitro oscillating platforms to study the dynamics of mitotic 

spindles. To study whether mitotic spindle assembly procedure is flexible and scalable by tuning 

frequency of cell cycle clocks, we can encapsulate tubulin protein with rhodamine fluorescence 

signal to monitor microtubule dynamics in our artificial cells using our cell-like droplet system. 

To investigate if downstream events can regulate cell cycle clock, we can use laser ablation to cut 

spindles or apply mechanical force to interrupt the assembly of spindles.  

 

4.  Cell sorting and separation become a critical step for biotechnology, cellular biology, and 

clinical applications. Microfluidics is one of the commonly used techniques to isolate multiple cell 

types from a mixed biological sample due to its advantages including the ability to process samples 
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with minor sample volume required, faster reaction time and easy temperature control, etc. By 

combining our cycling Xenopus extract artificial cells with microfluidic chambers to sort and 

separate cells by size and protein expression level205,206, this new platform has numerous 

advantages such as reducing the required amount of sample, and simplifying the complicated 

manipulations and image analysis commonly associated with cell sorting. Therefore, we can 

enhance the capability of experimental processing and offer a platform that is easy for 

simultaneous manipulations of multiple experimental conditions and stochastic analysis.  

 

5. Our system is applicable to construct gene-regulatory networks and study the dynamics of 

synthetic gene oscillators. Using the high-throughput platform, we can create single artificial cells 

encapsulated with the designed circuit and our sample loading method should well preserve the 

oscillating activity. To develop deeper understanding of design principles of synthetic gene 

oscillators, the oscillators can be tuned by varying levels of inducers, temperature and media 

source.  

 

5.3 Summary 

In summary, the research reported in this dissertation made important contributions in the 

following two aspects. First, this dissertation proposes a powerful and simple method to 

reconstitute a cytoplasmic-only biochemical oscillator that contains only essential clock 

components centering on cyclin B-Cdk1 and its repressor the E3 ubiquitin ligase APC/C. This 

minimal oscillator, independent of any nuclear components, performs undamped and self-

sustained oscillations, significantly better than many existing synthetic oscillators. We designed 

multiple fluorescent reporters to measure cell cycle clock quantitatively and studied the tunability 
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of cell cycle clock. This droplet system provides a platform to manipulate artificial cells in a rapid 

fashion. Second, our system provides an experimental platform to study clock properties of 

tunability and stochasticity. The generalizable system provides important insights for the future in 

vitro system design for quantitative characterization of clock functions and the study of clock 

design principles underlying regulatory mechanisms.  
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