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Abstract 

 

Ultrafast two-dimensional infrared (2D-IR) spectroscopy is used in this work to 

study the vibrational dynamics of a series of biomimetic catalysts. We set out to investigate 

the vibrational dynamics of catalytic compounds in systems directly relevant to molecular 

reactivity, specifically reactive oxidation states, catalytically relevant self-isomerizations, 

dendritically-induced nano-confinement, and excitonic coherence transfer. For most of 

the work performed for this thesis we used diiron hexacarbonyl small-molecule mimics of 

the [FeFe]-hydrogenase enzyme’s active site. 

 The vibrational dynamics of [(1,1’-bis(diphenylphosphino)ferrocene)chromium-

(CO)4] (DPPFCr) in its neutral, closed-shell state were compared to the vibrational 

dynamics of DPPFCr as a cation radical. This comparison is possible because molecular 

oxidation does not significantly change the vibrational displacements of the carbonyl 

modes, which are studied here. Molecular oxidation induces an acceleration of the 

vibrational relaxation of the carbonyl modes but does not significantly affect the spectral 

diffusion dynamics of the carbonyl groups. We attribute this to an idiosyncrasy of the non-

interacting solvent used for the experiment, CH2Cl2, which was chosen specifically for the 

weak nature of its solvent-solute interactions. 

 Unexpectedly pronounced and slow spectral diffusion in the carbonyl modes of 

(µ-pdt)[Fe(CO)3]2 (pdt = 1,3-propanedithiolate) was observed in alkane solvents. The 

contribution of solvent-solute interactions in alkane solvents to spectral diffusion is 

expected to be minimal, and we related the spectral diffusion to fluctuations of the 

carbonyl potential induced by a catalytically-relevant mode of molecular fluxionality in (µ-

pdt)[Fe(CO)3]2. Comparison with a different diiron hexacarbonyl compound, (µ-

edt)[Fe(CO)3]2 (edt = 1,2-ethanedithiolate), effectively ruled out isomerization of the 

bridging organic disulfide group, and a Boltzmann distribution of states derived from 

electronic structure calculations supported our hypothesis by suggesting that a significant 
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distribution of molecular conformations were present in at room temperature. Other 

fluxional organometallic complexes M3(CO)12 (M=Ru, Os) displayed similar spectral 

diffusion. This is the first use of spectral diffusion to study molecular conformational 

flexibility. We also observed an unexpected dependence of the rate of intracarbonyl IVR 

on the chain length of the alkane solvent. 

 Nano-confinement has been reported on several occasions to favorably modulate 

the reactivity of diiron hexacarbonyl compounds, and dendritic assemblies with diiron 

hexacarbonyl cores were synthesized and the vibrational dynamics of the carbonyl groups 

were compared to the vibrational dynamics of carbonyls on similar diiron hexacarbonyl 

compounds without dendritic groups. Slower IVR and an additional timescale of spectral 

diffusion were observed in dendritic assemblies, which are hypothesized to reflect nano-

modulation of the carbonyl group’s first solvation shell by the dendritic groups.  

 Three diiron hexacarbonyl compounds with differing bridging disulfide groups 

(edt, pdt, and o-xylyldithiolate) are found to display unusual modulations of cross peak 

intensity which have previously been identified as spectral signatures of vibrational 

coherence transfer. Specific modulations of cross peak amplitude are observed in all three 

compounds, suggesting that certain coherence transfer events are common in diiron 

hexacarbonyl compounds, and an oscillatory frequency resulting from coherence transfer 

between bright and dark vibrational modes is identified.  
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Chapter 1 

Introduction 

 

1.1 Introduction 

Traditional chemical catalysis employs relatively small compounds to accelerate the 

kinetics of chemical reactions. Living organisms perform the same function using enzymes, 

complex macromolecules which are often catalytically superior to comparable small-

molecule catalysts. The catalytic superiority of enzymes over small-molecule catalysts is 

due to a number of reasons, including the restriction of solvent-access to the active site, 

lowered reorganizational energy barriers, and fine-tuning of the enzyme scaffold to 

participate in the reaction.1-3 Many chemists have attempted to optimize the performance 

of small-molecule catalysts by incorporating elements of these biochemical factors into 

their catalyst design. Such research is known as biomimetic chemistry, and biomimetic 

design has been repeatedly shown to modulate and enhance the reactivity of small-

molecule systems.4-10  

Some good examples of biomimetic design include creating restrictive nano-

environments for the catalysts to mimic the solvent restriction of a protein scaffold and 

modeling small molecule catalysts directly after enzyme active sites. Designing nano-

confining environments for small-molecule active sites has become a central theme in 

biomimetic chemistry, and molecular confinement has been clearly shown to modulate the 

reactivity of chemical systems ranging from cyclodextrins to dendrimers.5, 8, 11 Imitation of 

enzyme active sites has also been attempted, and one of the best examples of active-site 

mimicry in biomimetic chemistry is the work to replicate the chemical reactivity of the 

bacterial hydrogenase enzyme.7, 12 In the hydrogenase enzyme chemical reactivity has been 

directly linked to a mode of ligand fluxionality, and biomimetic small-molecule catalysts 

inspired by the hydrogenase enzyme active site have shown a similar dependence of 



 

 

2 

 

reaction rate on the dynamic fluxionality of the carbonyl ligands. In many respects the 

hydrogenase enzyme and small molecule mimics of the hydrogenase enzyme active site are 

excellent examples of the role of nano-environmental constraint and ligand fluxionality in 

chemical reactivity. 

 Enzymes are large and complex macromolecules, and modifying small-molecule 

catalysts to incorporate the physical and chemical factors which contribute to the reactivity 

of an enzyme requires some understanding of the dynamical contributions of the enzyme 

scaffold to the overall reaction. One method for catalyst optimization is the empirical 

strategy of iteratively identifying and building upon whatever modifications are successful. 

A different approach is to identify the chemical and physical factors which directly 

contribute to chemical reactivity so that they may subsequently be incorporated into a 

small-molecule’s design. In this work we adopt the latter approach and use two-

dimensional infrared spectroscopy (2D-IR) to probe the dynamics of biomimetic small 

molecules and characterize key dynamical features which contribute to chemical reactivity, 

focusing primarily upon the role of conformational flexibility, redox processes, steric 

constraint on the nano-environment, and the presence of quantum coherences.  

 

1.2 Hydrogenase enzyme and Active-Site Mimics 

 To clearly introduce the hydrogenase enzyme, its relevance must first be explained. 

Modern industrial production of molecular hydrogen is typically performed using a process 

known as steam reformation.15 In this reaction natural gas or some other hydrocarbon is 

mixed with superheated steam and substantial amounts of H2 and CO2 are formed. CO2 

is a greenhouse gas, and it has been clearly implicated as a primary contributing factor to 

anthropogenic climate change.16-17 An alternate method for the industrial production of 

hydrogen gas, one which does not create greenhouse gases as a byproduct, would be a 

notable achievement in the movement towards a sustainable and environmentally-

conscious global economy.  

A number of alternative methods for hydrogen production have been proposed, 

including electrolytic and photochemical water-splitting. Electrolytic water splitting occurs 

when a current is applied to an electrode submerged in an aqueous solution, splitting the 
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water into molecular dihydrogen and dioxygen. Photochemical hydrogen production refers 

to the photochemically-driven splitting of water into hydrogen and oxygen gas by a 

molecular catalyst. Both of these methods catalyze the transformation of one of the most 

abundant compounds on earth into dihydrogen without the creation of any 

environmentally undesirable byproducts. Unfortunately, both methods also suffer from 

significant drawbacks. Electrochemical water splitting is not as cost-effective as 

hydrocarbon-based methods, and the best catalyst to date is platinum, which is rare and 

expensive.18 Photochemical hydrogen production has been known in principle for some 

time, but the field is not developed enough to rival the mainstream  hydrocarbon-based 

methods.19 

Some natural organisms, however, have solved the problem of hydrogen 

production, and perform the splitting of water and its reformation from hydrogen and 

oxygen using hydrogenase enzymes with active sites composed of iron, nickel, or a 

combination of the two.7, 12 Not only do these enzymes employ earth-abundant elements 

in their catalysis, but the enzymes are highly efficient and display high turn-over numbers. 

Figure 1.1: (A) (µ-pdt)[Fe(CO)3]2 (pdt =1,3-propanedithiolate), an archetypical [FeFe]-hydrogenase 
enzyme active site mimic.  (B) [FeFe]-hydrogenase active site. (C) Molecular geometry of (µ-
pdt)[Fe(CO)3]2  in the transition-state of the turnstile carbonyl isomerization, where the carbonyl 
ligands are rotated ~ 60º from the ground state geometry. Note the similarity of the turnstile 
transition state of (µ-pdt)[Fe(CO)3]2 to the geometry of the hydrogenase enzyme active site, 
especially the exposed iron atom. (D) Diagram of the proposed proton-shuttling mechanism in 
hydrogenase enzyme active site. The direct accessibility of the iron atom is significant to the 
formation of a reactive terminal hydride. 



 

 

4 

 

Unfortunately, they are highly air-sensitive, and this has precluded their active industrial 

application. However, the message of the enzymes is clear: if nature has found a way to 

rapidly and efficiently split water using an iron-based catalyst, it should be possible for an 

artificially-engineered catalyst to do the same. To meet this challenge much effort has been 

invested in attempting to elucidate the exact physical and chemical principles exploited by 

the enzymes, and in attempting to create a robust mimic of the enzyme for industrial 

application. At this time there has been some success in the effort, but the work is 

ongoing.7-8, 10, 20-25  

Though there are many promising variants of the hydrogenase enzymes, we focus 

here upon a specific class of compounds designed to mimic the diiron hydrogenase 

enzyme’s active site. The central chemical motif of these compounds is a diiron 

hexacarbonyl core with bridging sulfide ligands and one of such compound, (µ-

pdt)[Fe(CO)3]2 (pdt =1,3-propanedithiolate), is shown in Figure 1.1A.25 The sulfide groups 

are typically bridged by an organic group which may be altered to modulate the chemical 

reactivity and dynamics of the molecule. Substitution of one or more carbonyl ligands with 

phosphines to electronically enrich the diiron molecular core or with cyanides (to better 

mimic the enzyme active site) is common,26-29 but the hexacarbonyl motif has remained 

widely used in model compouds.   

In 2001 Lyon et. al. studied the rates of ligand substitution reactions in several 

diiron hexacarbonyl compounds and found that the rates of cyanide substitution on the 

diiron core showed a correlation with the activation energy of a turnstile-type rotation of 

the carbonyl groups on each iron atom around the Fe-Fe bond axis. The transition state 

of this isomerization is shown in Figure 1.1C.13 Lyon et. al. proposed that the ligand 

substitution reaction involved nucleophilic attack during the turnstile carbonyl 

isomerization, as shown in Figure 1.2A, and noted a similarity between the geometry of 

the [FeFe]-hydrogenase active site and the geometry of the diiron hexacarbonyl 

compounds in the turnstile isomerization transition state.12-13, 30-32 This similarity is 

illustrated in Figure 1.1, where both the transition state of the turnstile isomerization and 

the active site of hydrogenase enzyme feature a carbonyl group which is at least quasi-

bridging and an exposure of one iron atom beneath the bridging disulfide ligand.  
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Modulation of chemical reactivity by intramolecular fluxionality or molecular 

flexibility is nothing new to organometallic catalysis,33-35 but the biochemical relevance of 

the diiron hexacarbonyl motif has brought the fluxionality of the carbonyl ligands in this 

class of compounds significant attention. Subsequent studies have underscored the 

significance of the turnstile mode of fluxionality to the reaction mechanisms compounds 

with a biomimetic diiron core, including C≡O ligand migration and molecular redox 

chemistry.36-40 The redox processes of biomimetic diiron complexes have been the subject 

of significant investigation due to their perceived potential as hydrogen-activating and 

proton-reducing catalysts. Redox processes in biomimetic diiron complexes are highly 

dependent upon the ligands in the first coordination sphere of the diiron core, but most 

of the proposed mechanisms involve a bridging hydride and a redox-induced re-

organization of the first coordination sphere of the diiron core which often includes a 

turnstile rotation of the non-bridging ligands.14, 41-43 An example of this is shown in Figure 

1.2B, where the mechanism of electrochemical H2 production by (µ-bdt)[Fe(CO)3]2 (bdt 

Figure 1.2: (A) Reaction mechanism proposed by Lyon et. al. for the nucleophilic substitution of CO 
by cyanide in (µ-edt)[Fe(CO)3]2 (edt =1,2-ethanedithiolate). The reaction is initiated by a turnstile-
type isomerization of the carbonyl groups on one iron atom and nucleophilic substitution occurs in 
the transition state of the carbonyl isomerization.13 (B) Reaction mechanism proposed by Felton et. 
al. for the electrochemical production of H2 by (µ-bdt)[Fe(CO)3]2 (bdt =1,2-benzenedithiolate). The 
catalyst is prepared by reduction of (µ-bdt)[Fe(CO)3]2 and a bridging hydride is formed as a key 
intermediate in the catalytic mechanism.14 Both of these mechanisms involve a turnstile-type 
reorganization of the carbonyl groups on one of the iron atoms. 
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= 1,2-benzenedithiolate) is shown. Here molecular reduction breaks one of the bridging 

sulfide bonds and induces a turnstile rotation of the carbonyl groups on one iron, causing 

the formation of a bridging carbonyl group. Additional reduction and protonation of (µ-

bdt)[Fe(CO)3]2 create a bridging hydride which reacts with a proton donor upon additional 

reduction to create H2.14  

While conformational mobility of the first coordination sphere plays a crucial role 

in the reactivity of this class of biomimetic diiron compounds, there are other factors 

which are known to enhance its catalytic efficiency. Modulation of chemical reactivity by 

nanoconfinement has been reported in multiple diiron hexacarbonyl reaction systems, 

including cyclodextrins,44 polymers,21, 45 and dendrimers.22 Darensbourg’s group reported 

a cyclodextrin-diiron hexacarbonyl host-guest complex,46 and subsequent study by Cheng 

et. al showed that the host-guest complex outperformed the unencapsulated guest as a 

photochemical catalyst for the production of H2 in aqueous media.44 Covalent attachment 

of a diiron pentacarbonyl compound to poly(acrylic acid) and simple addition of chitosan 

to a reaction mixture catalyzed by a biomimetic diiron hexacarbonyl led to excellent 

catalytic production of H2.21, 45 Both groups attributed the catalytic performance of their 

system to a polymeric modulation of the catalyst’s nano-environment. Similarly, a poly(aryl 

ether) dendrimer with a biomimetic diiron hexacarbonyl core showed exceptional catalytic 

production of H2 which increased with the generation of the poly(aryl ether) dendrimer, 

suggesting a positive modulation of the catalytic process by the nano-environment induced 

by the dendrimer.22  

Diiron hexacarbonyl mimics of the hydrogenase enzyme active site are thus 

exceptionally promising compounds for biomimetic investigation. They represent a 

catalytically relevant system where the dynamic interplay between ligand fluxionality, 

nanoconfinement, and chemical reactivity is widely recognized, easily tunable, and as-yet 

incompletely understood, and where insight gathered from the small-molecule biomimics 

may be directly compared to the chemical reactivity and dynamics of the hydrogenase 

enzyme active site. Fortuitously, this class of compounds invariable contains carbonyl 
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ligands, whose strong vibrational bands in the mid-IR are ideal probes for spectroscopic 

investigation.  

 

 

1.3 Metal Carbonyls and Two-Dimensional Infrared Spectroscopy 

 All organic and organometallic compounds have vibrational frequencies in the mid-

IR. Most vibrations of organic and organometallic functional groups lie in the frequency 

ranges of 10-1800 cm-1 and 2800-3600 cm-1,47 and the vibrational spectrum of a molecule 

or of a mixture contains rich information on not only what functional groups are 

represented in the sample but also on the molecular environment experienced by those 

functional groups. One chemical group with highly distinct vibrational frequencies is a 

carbon monoxide bonded to a transition metal atom. Such complexes are known as metal 

carbonyls, and their vibrational frequencies lie between 1900-2300 cm-1.48-51 Very few other 

vibrational frequencies lie in this region of the infrared spectrum, which makes metal 

carbonyl vibrations ideal for diagnostic use, since their peaks are rarely convoluted by other 

vibrations and are easy to identify. Carbon monoxide bonds to transition metal atoms in 

two bonding modes. The first is by donating electron density to the metal atom through 

Figure 1.3: (A) (µ-1,3-propanedithiolate)[Fe(CO)3]2, an archetypical [FeFe]-hydrogenase enzyme 
active site mimic.  (B) Infrared spectrum of the carbonyl vibrational modes of (µ-1,3-
propanedithiolate)[Fe(CO)3]2 in hexane, with vibrational frequencies numbered from highest to 
lowest. (C) Atomic displacements for the carbonyl vibrations of the diiron hexacarbonyl molecules 
used in this work. Vibrational modes are numbered from highest to lowest frequency, 
corresponding to the numbering of the spectrum in (B), and are referred to by their numbering 
scheme in the remainder of this work. Mode 6 is not IR active. 
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the carbon’s σ molecular orbital, which is known as σ-donation. The second is by receiving 

electron density from the metal’s d-orbitals into the carbon monoxide’s π*-antibonding 

orbital, which is known as π-backbonding. Both bonding forms occur, but π-backbonding 

has the greatest effect upon the frequency of the carbonyl vibration – increased occupancy 

of the π*-antibonding orbital weakens the carbon-oxygen bond, and red shifts the 

frequency of the corresponding vibration.48-54 This relationship causes changes in the 

electronic structure of the metal or in the bonding mode of the carbonyl to be directly 

reflected in its frequency, which in turn greatly augments the capacity of a carbonyl 

stretch’s use as a diagnostic standard. Metal carbonyl vibrations are convenient for infrared 

spectroscopic study because of the strength of the carbonyl stretching modes. In diiron 

hexacarbonyl mimics of the hydrogenase enzyme active site the carbonyl stretching modes 

form a distinctive pattern in the IR, which is exemplified in Figure 1.2. The highest 

frequency mode corresponds with a completely symmetric vibration in which all six 

carbonyls are equally displaced. The second highest frequency mode corresponds to a 

symmetric stretching of all of the carbonyl groups, but the carbonyl groups attached to 

each Fe atom are displaced out of phase with the carbonyl groups on the other Fe atom 

by π radians. It is on these two vibrational modes that we focus our study; these two modes 

have relatively strong vibrations and are reasonably spectrally isolated even in a wide variety 

of solvents and chemical modifications. The frequencies of the other vibrational modes 

tend to broaden and overlap in all but the most nonpolar solvents, making it difficult to 

analyze them without ambiguity. The strength of the carbonyl vibrations in this class of 

molecule and their relative abundance makes them ideal for use as probes in spectroscopic 

investigations, specifically for nonlinear spectroscopy such as two-dimensional infrared 

spectroscopy (2D-IR).  

 

1.4 Experimental Details and Experimental Observables 

1.4.1 Experimental Set-up.  

Two-dimensional infrared spectroscopy is a nonlinear third-order process where a 

sequence of three experimental pulses interact with the sample to produce a third-order 

response which is Fourier-transformed to create a 2D spectrum. The geometry of our 
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pulse sequence and its time-dependent components are depicted in Figure 1.3. Our 

experimental set-up begins with a regeneratively amplified titanium:sapphire laser system 

which produces experimental pulses of ~ 1 mJ energy and 100 fs bandwidth with a center 

frequency of 800 nm and a 1 kHz repetition rate. A white light continuum is generated 

from a YAG crystal with these pulses, and the white light continuum is mixed with the 

output of the regenerative amplifier on two crystals of β-barium borate (BBO). Although 

only a single BBO would be required for this experimental set-up, the addition of a second 

BBO allows independent tuning of the excitation and detection frequencies for the 

subsequent experiment. The output of each BBO is difference-frequency mixed on a GaSe 

crystal (referred to here as a DFG) to produce experimental pulses centered at 2000 cm-1, 

although the pulse frequencies are adjustable and are typically tuned to the optimal 

frequency for which system is being studied. The output of each DFG is split into two 

pulses, creating four in total. Three of these are overlapped on the sample cell in a box 

geometry, where the pulses are directed onto the sample from three different directions, 

forming together three of the four vertices that would define a square. The fourth pulse is 

directed around the sample for later use as a local oscillator. The three pulses which interact 

with the sample and the time delays after each are traditionally denoted as k1-k3 and t1-t3, 

Figure 1.4: (A) Depiction of the experimental pulse sequence, with pulses k1, k2, and k3, and 
the time intervals between them, t1, t2, and t3. (B) Depiction of the spatial alignment of the three 
pulses in a box geometry and the background-free direction of the signal field. 
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respectively. The first two pulses, k1 and k2, vibrationally excite all of the modes within the 

pulse’s bandwidth, and the third pulse, k3, acts as a detection pulse to generate the signal 

field, which radiates in a background-free direction. The signal field is overlapped with the 

local oscillator and both are upconverted into visible frequencies on a Mg-doped lithium 

niobate crystal (LiNbO3) using a highly chirped pulse from the regenerative amplifier.55 

The upconverted signal field is then steered into the spectrometer and detected on a 1340 

x 100 CCD array which is synchronized to the 1 kHz repetition rate of the laser. To create 

a 2D spectrum the time delay between k1 and k2 is scanned and Fourier transformed to 

generate the excitation axis, and the detection axis is read directly from the spectrometer. 

The time resolution of the 2D experiment is controlled by stepping t2 and measuring a 2D 

spectrum at each desired waiting time. We collect two sets of 2D-IR data, which are 

referred to as “rephasing” and “nonrephasing” spectra. The difference between the two 

sets arises from differing experimental pulse sequences, which are defined as -k1+k2+k3 

and +k1-k2+k3 for the rephasing and nonrephasing pulse sequences, respectively.56 Here 

the first pulse to interact with the sample is swapped in the two sequences while k3 is the 

third pulse to interact with the sample in both the rephasing and nonrephasing sequences. 

The resulting data set consists of a set of time-ordered 2D spectra, and contains a wealth 

of chemical and dynamical information, among which are the timescales of vibrational 

relaxation, energy randomization/IVR, and spectral diffusion, each of which will be 

discussed in detail below. 

1.4.2 Vibrational Relaxation.  

The relaxation of a vibrational mode refers to the time-dependent dissipation of 

the mode’s vibrational energy into that vibration’s bath modes.57-58 These bath modes are 

typically other vibrational modes of the same molecule, solvent modes of comparable 

frequency, or low-frequency phonon modes of the solvent.59-60 A vibration which is 

strongly coupled to its bath modes will typically relax much faster than a similar mode 

which is more weakly coupled to its bath modes, and the relaxation of a vibrational mode 

may in principle contain a significant amount of information regarding the molecule and 

its molecular environment. In practice, this information is often difficult to unambiguously 

interpret due to the large number of contributing factors.60-62 The timescales of vibrational 
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relaxation vary greatly from system to system and may range from several picoseconds63 

to hundreds of picoseconds.64 In most of the systems studied here the vibrational 

relaxation tends to take place of the timescale of 30-80 ps, and the decay of a peak’s 

amplitude is typically well fitted by a sum of two or more exponential decays. In many 

cases one of these decays is significantly faster than the other, and this is considered to 

represent a fast IVR process, while the slower timescale is interpreted as arising from the 

dissipation of the vibrational energy into the bath modes of that vibration.26, 61-62, 65-66  

1.4.3 Cross Peaks and IVR.  

Cross peaks in a 2D spectrum represent vibrational energy which was excited at 

one frequency and detected at another. This typically arises from one of two scenarios. 

The first is a scenario of chemical exchange, where the state of the system and its 

corresponding vibrational structure was altered between the excitation and detection 

pulses.56, 67-68 The second scenario is that of multiple vibrations which share a ground state. 

Where this is the case, cross peaks between such vibrations are observed in the 2D spectra 

and the dynamics of those cross peaks reflect the process of fast energy randomization 

between those vibrational modes after excitation.26, 56, 65, 69-70 While this process is a 

stochastic randomization of vibrational energy and distinct in some ways from the cascade 

of vibrational energy into lower-frequency bath modes which is traditionally referred to as 

IVR, it is in fact part of the initial phase of the IVR process,58 and the two terms are 

sometimes used interchangeably in 2D-IR spectroscopy.65 One common way to extract 

the timescale of this process is to divide the amplitude of the cross peak by the amplitude 

of the diagonal peak at the same detection frequency.65, 71 Since the cross peak represents 

vibrational excitation of the same mode as that on the diagonal, the operation of division 

cancels out all the timescales shared by both peaks and isolates the timescales in which the 

dynamics of the two peaks are different. These timescales are considered to represent the 

dynamics of energy randomization between modes which share a ground state.  

 To illustrate this operation, consider a system of two strongly coupled vibrational 

modes, a and b, where the vibrational relaxation of a may be fit to the sum of two 

exponential functions, one of which decays much faster than the other. The cross peak 

excited at b and detected at a will also be well fit by two exponential functions, one of 
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which is also much faster than the other. The ratio of these two fits is shown in Equation 

1.1, 
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(1.1) 

Where AC and AD are the amplitudes of the cross peak and the diagonal peak, 

respectively, m and p are the time constants of the fast decays of the cross peak and 

diagonal peak, respectively, n is the time constant of the slow decay of both peaks, and a, 

b, c, and d are the respectively amplitudes the those fit components. At a large enough 

waiting time the fast decays will contribute negligibly to the total peak amplitude, leaving 

only the slow decays, as detailed in Equation 1.2, 
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(1.2) 

Thus, the timescale required for the ratio of cross peak and diagonal peak amplitude to 

approach a single consistent value is a measure of the timescale in which the fast decay 

components of both peaks contribute significantly to the amplitude of their respective 

peaks, and in which both fast decay components are differ from each other. This operation 

is exemplified in Figure 1.4, where Figure 1.4a depicts model decays of diagonal and cross 

peak amplitude, and the ratio of the two is shown in Figure 1.4b. In principle, the final 

Figure 1.5: (A) Model peak amplitude decays for a diagonal peak, displaying a biphasic monotonic 
decay of peak amplitude, and a cross peak, displaying an increased in peak amplitude during 
early waiting times followed by a decrease in in peak amplitude. (B) Ratio of the time-dependent 
amplitudes of the diagonal and cross peak. The ratio begins to approach a value of one after ~ 40 
ps, and visual inspection of 3a will show a corresponding similarity of the diagonal and cross peak 
on the same timescale. 
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ratio of the initial amplitudes of the slow decay timescale may contain information relevant 

to the dynamics of the system, and the mechanism of the self-isomerization of Fe(CO)5 

was determined in part through use of this final ratio.71 However, the independent tuning 

of our excitation and detection pulses and their finite spectral bandwidth complicates such 

an analysis, and in this work we limit our focus to the timescale required for the decay of 

the fast components of the vibrational relaxation, which is in principle unaffected by the 

tuning of our experimental set-up.  

In systems where there are multiple vibrational modes which share a ground state 

some of the peaks in a 2D spectrum will oscillate as a function of t2. The positions of peaks 

with oscillations depend upon the experimental pulse sequence: in rephasing spectra 

oscillatory features will occur on the cross peaks, and in nonrephasing spectra oscillatory 

features will be present on diagonal peaks.56, 72 These oscillatory features will be discussed 

in greater detail in Chapter 5. We mention them here simply because in most of our 2D 

data these oscillatory features will be evident at short waiting times, and we emphasize that 

they arise not from experimental noise but from dynamics intrinsic to the vibrational 

system and experimental setup.  

1.4.4 Spectral Diffusion.  

The spectral intensity of a vibrational mode is typically dependent upon its 

transition dipole moment, but the spectral width of the mode arises from two distinct 

physical mechanisms, which are referred to the “homogeneous” and “inhomogeneous” 

broadening of the peak.73 The homogeneous broadening of a spectral peak depends upon 

its dephasing timescale –vibrations with long dephasing timescales give rise to very narrow 

peaks, and vibrations with short dephasing times have much broader peaks. The second 

type of spectral broadening, inhomogeneous broadening, describes peak breadth which 

arises from a distribution of peaks with slightly differing center frequencies, each of which 

with its own homogeneous width. To illustrate this difference, consider a system in which 

the sample has a single vibrational frequency, and exists in a single microstate. This system 

is depicted in Figure 1.5a.  In this scenario the vibration would have no inhomogeneous 

broadening, since only one microstate contributes to the peak, and the width of the peak 

would depend solely on the dephasing time of that microstate. Now consider the same 
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sample in a different system, one in which the sample exists in a number of different 

microstates, each of which slightly affects the frequency of the vibration in a different way. 

This system exhibits both homogeneous and inhomogeneous broadening, and is depicted 

in Figure 1.5b. The vibrational peak associated with this system, while appearing to be a 

single peak, is in fact the sum of the peaks associated with each of the system’s microstates, 

each of which is broadened by its own respective dephasing time. Both broadening 

mechanisms contain different information about the system – the homogeneous 

broadening represents the dephasing time of the vibration, and inhomogeneous 

broadening reflects the inhomogeneity of the system’s microstates.  

Since the inhomogeneous broadening of a system directly reflects the system’s 

microstates, the dynamics associated with the fluctuations of those microstates are 

reflected in the timescale required for the system to sample all of the microstates available 

to it. This process of microstate-sampling is known as “spectral diffusion,” and the 

timescale of a system’s spectral diffusion is given by its frequency-frequency 

autocorrelation function (FFCF).74-75 The FFCF measures the effect of both inter- and 

intra-molecular processes on the system’s frequency, and the timescale of the FFCF will 

reflect, to some degree, the timescale of those dynamical processes. In our experiments we 

Figure 1.6: (A) A single homogeneously broadened peak, corresponding to the spectral response 
of a system with a single microstate. (B) A single inhomogeneously broadened peak, 
corresponding to the spectral response of a system with multiple microstates, each of which with 
a slightly differing frequency. (C) A fluctuation of frequency within the inhomogeneously broadened 
system corresponding to a change in microstate experienced by the sample. The timescale 
required for a system to sample all of its available microstates is described by the frequency-
frequency autocorrelation function (FFCF). 
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do not measure the actual FFCF, but instead what is known as the inhomogeneity index,56, 

75 which is proportional to the normalized FFCF according to Equation 1.3,75 

𝐶(𝑡2) = sin (
𝜋 ∗ 𝐼𝐼(𝑡2)

2
) (1.3) 

Where C(t2) is the frequency-frequency autocorrelation function and II(t2) is the 

inhomogeneity index. The inhomogeneity index is a measurement which requires the 

collection of both rephasing and nonrephasing data sets, because the contribution of 

inhomogeneous broadening to a peak is included in rephasing data sets but is absent from 

nonrephasing data sets. This allows isolation of the dynamical timescale associated with 

the inhomogeneity of sample according to Equation 1.4, 

𝐼𝐼(𝑡2) =
𝑅(𝑡2) − 𝑁𝑅(𝑡2)

𝑅(𝑡2) + 𝑁𝑅(𝑡2)
(1.4) 

Where R(t2) is the amplitude of the peak in the rephasing spectrum, and NR(t2) is the 

amplitude of the same peak in the nonrephasing spectrum. The spectral diffusion of a 

vibrational mode has been linked to many microscopic and macroscopic experimental 

observables, including the viscosity of a series of linear alcohol solutions,76 the response 

of the solvent’s dielectric continuum to photoexcitation of a catalyst,77 the nucleophilicity 

of the solvent,78 and the dynamics of dynamics of constrained and bulk water.63, 79-80  

 

1.5 Outline  

The remainder of this thesis focuses upon investigation of the dynamics of systems 

affected by catalytically relevant phenomena which are ubiquitous in chemistry and vital 

to the reactivity of chemical and biochemical systems. With one exception, explained in its 

own chapter, these investigations will be performed using variants of the diiron 

hexacarbonyl systems described in 1.2. 

 Chapter 2 will describe an investigation of a chemically oxidized system, where a 

comparison is made between the dynamics observed in the oxidized system and same 

system in its unoxidized state. We find that the relaxation of the system’s vibrational modes 

is significantly faster when the system is oxidized and that the rate of energy randomization 

and IVR between the carbonyl stretching modes of the system is correspondingly faster 
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when the system is oxidized than when it is in its neutral state. Interestingly enough, 

although the initial inhomogeneity of the system is noticeably increased by chemical 

oxidation, the timescale of spectral diffusion is relatively unaffected by the oxidation. We 

ascribe this to an idiosyncrasy of the solvent-solute interactions in our system, and note 

similarities observed between the dynamics our system in an oxidized state and those 

previously reported for similar molecules in electronically excited charge-transfer states. 

 Chapter 3 will describe our discovery of significant spectral diffusion in the 

vibrations of a diiron hexacarbonyl variant in a nonpolar alkane solvent. We discuss the 

apparent solvent-insensitivity of the spectral diffusion, and relate the spectral diffusion to 

a catalytically relevant mode of conformational mobility. Although this mode of 

conformational mobility occurs on a timescale inaccessible to our experimental 

methodology, we suggest that the spectral diffusion of our vibrational mode reflects the 

conformational mobility of our sample molecules within their ground-state conformation, 

and discuss other examples of conformationally mobile molecular systems where spectral 

diffusion is apparent in alkane solvents. These experiments represent, to the best of our 

knowledge, the first use of the spectral diffusion observable to report on the 

conformational flexibility of molecular system. 

 Chapter 4 will describe our investigation of the effect of steric bulk on the 

dynamics of a diiron hexacarbonyl variant in polar solvents by encapsulation of the diiron 

hexacarbonyl core within a dendritic assembly. We find significant dynamical changes 

induced in our system by the presence of the dendritic assembly, and discuss the similarity 

in trends we observe to those previously reported in studies of solvent-dependent dendritic 

conformation. This study represents, to the best of our knowledge, the first use 2D-IR to 

study the dynamics of a dendritic assembly.  

 Chapter 5 will describe our investigation into apparent signatures of vibrational 

coherence transfer in several diiron hexacarbonyl variants. Drawing upon previous 

investigations of vibrational coherence transfer in similar systems, we report the 

observation of trends in our data which suggest the presence of specific and unique 

pathways of coherence-coherence and coherence-population transfer in the vibrational 

dynamics of these systems. We discuss these observations in the light of the excitonic 
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nature of these systems, and the relevance of this information to studies of light-harvesting 

supramolecular assemblies in bacteria. 

 Chapter 6, the concluding chapter of this work, will summarize the work described 

here and discuss directions for future research into the central themes of this work. 
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Chapter 2 

Oxidation-State Dependent Vibrational Dynamics Probed with 

2D-IR 

The work presented in this chapter has been published in the following paper: 

Eckert, P. A.; Kubarych, K. J., Oxidation-State-Dependent Vibrational Dynamics Probed 

with 2D-IR. J Phys Chem A 2017, 121, 2896-2902. 

 

2.1 Introduction 

 Although the significant role of the solvent in determining the kinetics and 

thermodynamics of chemical reactions is well known, reaction optimization remains a 

largely empirical process due to the inability to predict solvent effects.1 Ultrafast 

spectroscopy has traditionally addressed this problem by studying the solvation dynamics 

of model dye systems as well as photochemistry and photophysics in a vast array of 

solvents.2-5 Polar solvation is largely dominated by changes in charge density on the solute 

atoms, which induces a solvent response that likely evolves as a reaction proceeds from 

reactants to the transition state and ultimately to the products.3, 6 Despite extensive 

progress in understanding microscopic solvation dynamics and structure, there is currently 

no practical solution to the challenges faced by chemists in, for example, optimizing 

chemical reaction conditions.  

 Though by no means a resolution to the long-standing puzzle of understanding 

solvent dependent chemistry, here we adopt a new strategy that isolates the dynamical 

consequences of making changes in charge distributions without causing substantial 

geometrical distortions. Using two distinct redox states of the same complex, we are able 

to study two different chemical systems whose ground-state electronic structure can be 

chemically altered without changing the molecular geometry. Comparing our results to 
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analogous transient two-dimensional spectroscopy on a different organometallic complex, 

we observe redox state dependent vibrational relaxation and intramolecular vibrational 

redistribution. We not find a significant redox state dependence of the solvation dynamics 

as reported by the spectral diffusion; we speculate that this insensitivity is likely due to an 

idiosyncrasy of the dichloromethane solvent required for the redox chemistry. Previous 

results from Khalil et al.7 and from Massari et al.8-12 have found various dependencies on 

solvent, as well as on ligand substitution. Taken together we expect a more comprehensive 

view to emerge regarding the nature of vibrational and solvation dynamics in transition 

metal complexes. 

 We report a study of the inter- and intramolecular affects induced by oxidation to 

a radical cation using the molecule [1,1’-bis(diphenylphosphino)ferrocene]tetracarbonyl 

chromium (DPPFCr, Fig. 2.1A-C). The DPPF ligand is commonly encountered in 

organometallic catalysis,13-16 and the carbonyl ligands offer a localized probe with a strong 

and background-free transition frequency. DPPFCr is not itself a commonly used catalyst, 

but it offers a good model of a class of common catalysts, and other organometallic DPPF 

complexes have been investigated for use in energy storage.17-18 We find significant 

changes in intramolecular dynamics induced by oxidation to a cation radical state, 

exhibiting similarities and differences when compared to ultrafast studies of electronic 

state dependent spectral dynamics in rhenium bipyridyl CO2 reduction photocatalysts. 

 The role of solvation in modulating or directing chemical reactivity is widely 

appreciated, though often understood largely at the level of empirical correlations. It is still 

a challenge to link fine-grained molecular details of solute-solvent interactions while 

maintaining the utility of essentially continuum, macroscopic properties. Some key 

characteristics, such as polarity, are not even well defined without resorting to some sort 

of internal standard, which is itself a molecule with specific structure and specific 

interactions.19-20 Due to the successful development of spectroscopic probes of solvation 

based on measuring dynamic Stokes shifts, it has become natural to consider polar 

solvation from the perspective of a time-domain relaxation following optical excitation 

that shifts charge density within the solute, eliciting a response from the solvent. The 

optical response in that case remains the transition energy gap between the nonstationary 
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excited electronic state and the ground electronic state, which finds itself in an ever more 

nonequilibrium environment as the solvation proceeds, governed to some extent by the 

excited state solute's charges. The reliance upon electronic transitions necessarily links the 

two surfaces' dynamics, making it difficult to track dynamics on either one independently. 

To the extent that linear response seems to hold in many cases, it would appear that the 

intrinsic equilibrium dynamics of the two electronic states are very similar. 

 The Kubarych group has recently examined the equilibrium solvation dynamics of 

a rhenium(I) transition metal complex that photocatalyzes the reduction of CO2. Using 

transient two-dimensional infrared (2D-IR) spectroscopy, they found the vibrational 

spectral diffusion—a measure largely of solvation dynamics—to be electronic state 

dependent.21 The spectral diffusion of the CO stretch vibrations is roughly three-fold 

slower on the triplet metal-to-ligand charge-transfer (3MLCT) state than it is in the singlet 

ground state. For these measurements they used the solvent tetrahydrofuran (THF), which 

is commonly used in CO2 photocatalysis. They attributed the slowdown in spectral 

diffusion to the substantial reduction in the molecular dipole moment, from 14.1 D in the 

ground state to 5.8 D in the 3MLCT state. Using simple arguments based on dielectric 

friction using the Nee-Zwanzig description, they found a qualitative agreement with 

previous analyses of fluorescence Stokes shift results by Maroncelli et al.2 The decreased 

dipole moment of the excited state leads to a reduced coupling to the solvent dielectric 

continuum, resulting in reduced drag. Reduced friction slows down sampling of available 

microscopic configurations that comprise the inhomogeneously broadened band. To test 

the molecular dipole dependence, they altered the substituents on the aromatic bipyridine 

ligand, but found no change regardless of the electron withdrawing or donating character 

of the substituted functional groups.22 They concluded that the relevant changes in 

electrostatics are those local to the CO ligands, rather than due to charge redistribution on 

the whole complex.  

 In parallel to the Kubarych group’s work on photoinduced intramolecular charge 

transfer, others have been implementing electrochemical cells compatible with ultrafast 

2D-IR spectroscopy.23-24 This is a long-standing goal, and has been solved by two clever 

uses of surfaces, either leveraging the attenuated total reflectance mode common in FTIR 
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spectroscopy, or as a mirror. The conductive surfaces can serve as electrodes to modulate 

the local electric field, enabling oxidation and reduction of surface-bound solutes. In work 

by Hamm et al., CO bound on to a metal surface at different electrochemical potentials 

was found to exhibit a band-center shift, but not a change in line width or in spectral 

diffusion dynamics.24 The lack of a field dependence implies both the solvation dynamics 

and the mapping of local electrostatics to the oscillator's frequency is not significantly 

influenced by the electrochemical potential.  

 Detailed solution-phase investigation of the vibrational changes accompanying a 

change in redox state are complicated by the response of most molecular systems to redox 

events.  Changes in the molecular electronic structure are frequently accompanied by a 

dissociation of the molecule.25-26 Compounds which do not dissociate after a redox event 

often undergo a distortion of their molecular geometry in order to support the new 

molecular charge, and remain highly reactive to other molecular species in their charged 

state.25-26 One example of this such a response to redox events may be found in the class 

of diiron hexacarbonyl compounds discussed in the introduction. The response of diiron 

carbonyl compounds to redox events is highly dependent upon the ligands in the first 

coordination sphere of the diiron core, but most diiron carbonyl compounds undergo 

molecular organization upon both oxidation and reduction.27-29 Since the vibrational 

modes of a molecule are fundamentally dependent upon its geometric and electronic 

structure, a comparison of the molecular vibrations before and after an oxidation or 

reduction is often impossible, if only because the vibrations pre- and post-oxidation differ 

so fundamentally that the concept of a comparison becomes somewhat poorly defined. 

However, in the case of comparable vibrational structure before and after the oxidation 

event, the question of the effect of oxidation upon those vibrations is not only meaningful, 

but also of significant interest due to the ubiquity of oxidation and reduction events in 

chemical reactivity 

 In the present work, we sought to identify a system where we could modulate the 

formal charge of a complex by chemical oxidation or reduction, and compare the spectral 

dynamics of the two oxidation states. Ideally, we would choose a molecule where there are 

only negligible structural changes upon either oxidation or reduction. Indeed, a previous 
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study of metallocarbonyl radicals has been performed, but the radicals in this study were 

created by cleaving a parent piano-stool metal carbonyl dimer complex into two 

monomers, making direct comparison of the vibrational modes between the neutral dimer 

and radical monomers difficult.30 To this end, we investigate DPPFCr, which can be 

oxidized from DPPFCr(0) to DPPFCr(I) using tris-(4-bromphenyl)aminiumyl 

hexachloroantimonate (TBAH). Here we find significant changes in the frequencies of the 

carbonyl bands as well as their line widths, but we do not find a substantial oxidation state 

dependence to the spectral diffusion dynamics. Interestingly, the intramolecular vibrational 

redistribution and vibrational energy relaxation do exhibit significant oxidation state 

dependences, which we are able to rationalize qualitatively by considering the computed 

anharmonic mode couplings. There are several noteworthy similarities between the two 

oxidation states of DPPFCr and the two electronic states of ReCl(CO)3bpy, such as the 

change in dipole moment and the mode-specific frequency shifts due to ligand-specific 

changes in partial charges among the carbonyl units. Nevertheless, we do not recapitulate 

the change in spectral diffusion dynamics, though the solvent we must use, 

dichloromethane, is particularly weakly coordinating (i.e. low donicity), and we have 

previously found donicity to be a key factor determining the time scale for spectral 

diffusion.  

 

2.2 Experimental Procedures 

 All chemical manipulations in this study were performed in a glove box under an 

atmosphere of continuously purged N2, and all compounds used in this study were 

purchased from Sigma Aldrich and used as received, except for the dichloromethane 

solvent, which was kept dry over molecular sieves. 

 The DPPFCr was chemically oxidized according to the procedure outlined by Oh 

et al.31 In the glove box a CH2Cl2 solution of tris(4-bromophenyl)aminiumyl 

hexachloroantimonate (TBAH) was added dropwise to an equimolar CH2Cl2 solution of 

DPPFCr. The mixture was stirred for several minutes and slowly assumed the vibrant 

purple color reported for the oxidized DPPFCr species. To ensure an oxygen-free solution, 
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the sample cell was prepared in the glove box, and taken directly to the 2D-IR experimental 

set-up.  

 The experimental 2D-IR set-up described in Chapter 1.3 was employed in this 

experiment, as was the Jasco 4100 FTIR. 

 Electronic structure calculations were performed using the Gaussian 09 software 

package.32 The functional B3LYP and the an all-electron basis set 6-31G(d,p) were used 

to calculate the geometry and vibrations of DPPFCr in its neutral closed-shell state and in 

its open-shell cation-radical state. All calculations were performed in a vacuum without 

Figure 2.1. (A-C) Schematic representation, DFT-optimized geometry, and space-filling 
representation of DPPFCr. Note that in the space-filling representation the carbonyl groups are 
somewhat enclosed by the four phenyl groups. (D) FTIR spectra of the four carbonyl stretching 
modes of DPPFCr in neutral (top) and oxidized (bottom) electronic states. Note that the x-axes are 
shifted by roughly 100 cm-1 due to the change in electronic structure, and that gaussian fits have 
been added to the spectra to clarify the overlapping vibrational bands. (E) Mode assignments based 
on quantum chemical calculations. This figure was adapted from the journal article in which these 
results were published. 
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implicit solvent. Natural Population Analysis was used to determine the change in atomic 

population caused by molecular oxidation. 

 

2.3 Results 

 The optimized geometry of DPPFCr, geometric displacements associated with 

each vibrational mode, and the FTIR spectra of DPPFCr’s carbonyl vibrations in the 

neutral and cation radical states are shown in Figure 2.1. For the remainder of this work 

DPPFCr in its neutral for will be denoted as “DPPFCr(0)” and in its oxidized form as 

“DPPFCr(I).”  

There are several notable spectral changes associated with the oxidation event, 

particularly a pronounced and non-uniform blue shifting of the carbonyl vibrational modes 

Figure 2.2. A) Normalized peak amplitude of mode 1 in CH2Cl2 for DPPFCr(0) and DPPFCr(I). 
Vibrational lifetimes given by the fits are listed in the figure. B) 2D-IR nonrephasing spectrum of 
mode 1, DPPFCr(I), in CH2Cl2, 3.7 ps after excitation. C) Ratio of the amplitudes of the ( 
ωexcite=mode 2, ωdetect=mode 1) cross peak and the diagonal mode 1 peak in CH2Cl2. The 
timescale for intramolecular vibrational randomization for DPPFCr(0) and DPPFCr(I) are given 
as 11.2±2 ps and 4.6±2 ps, respectively. D) Spectral diffusion data for mode 1 of DPPFCr(0) 
and DPPFCr(I) in CH2Cl2, with the respective time-constants of 2.5±0.7ps and 2.9 ±0.8 ps. This 
figure was adapted from the journal article in which these results were published. 
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upon oxidation. The highest frequency mode, predicted to be a symmetric stretching of all 

four carbonyl ligands, blue shifts by around 60 cm-1, while the second to lowest frequency 

mode in the neutral form blue shifts by roughly 120 cm-1 upon oxidation, and in fact 

switches place in the mode frequency ordering with the vibrational mode which second 

highest in frequency in the neutral form.  

 The vibrational relaxation and spectral diffusion of the highest frequency mode are 

shown in Figure 2.2, along with a 2D spectrum of the highest frequency mode and its cross 

peaks in the oxidized state and the cross peak ratios of the highest frequency mode and 

the second-highest frequency mode in the neutral state. 

 The vibrational relaxation of the highest frequency mode is visibly faster in the 

oxidized state than in the neutral, and a similar change is apparent in the timescale of IVR 

between the modes which are highest and second highest frequency in the neutral state. 

In contrast to this marked change, the spectral diffusion of mode shows a timescale that 

remains relatively unchanged in the oxidized state, although the y-intercept of the function, 

which represents the initial inhomogeneity of the sample, is noticeably higher in the 

oxidized state than in DPPFCr(I) than in DPPFCr(0), which is in good agreement with 

the broadening of the highest frequency mode upon oxidation evident in the FTIR spectra.  

Figure 2.3. Changes in the partial charges on various atoms and groups in DPPFCr(I) as a 
percentage of the DPPFCr(0) charges. All charges become more positive since there is a net loss 
of one electron on the complex. The Cr charge changes the most, followed by the equatorial and 
the axial carbonyls, respectively. The charge decrease of the equatorial carbonyls is probably 
associated with the larger frequency shifts of the mode involving only these carbonyl groups. This 
figure was adapted from the journal article in which these results were published. 
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 Figure 2.3 shows the change in atomic population of each of DPPFCr’s functional 

groups caused by molecular oxidation, as computed with electronic structure methods.  

 As indicated by electronic structure calculations, the molecular oxidation is 

localized on the chromium atom and the carbonyl ligands, of which the equatorial pair is 

most significantly affected. The DPPF ligand is observed to be essentially unaffected by 

the oxidation event, which is in good agreement with our spectroscopic data. 

 

2.4 Discussion 

 The changes observed in the FTIR spectrum of DPPFCr upon chemical oxidation 

are an excellent example of the sensitivity of carbonyl vibrational frequencies to the 

electron density of the metal to which they are bonded. As discussed in 1.2, metal carbonyl 

ligands participate in two bonding modes, but the most spectrally significant of those two 

is π-backbonding, in which electron density from the metal’s d-orbitals is donated into the 

π*-antibonding carbon monoxide molecular orbital.33 When the carbon monoxide group 

bonds to an electron-rich metal center a significant amount of electron density is donated 

to the π*-antibonding orbital, and this weakens the carbon-oxygen bond and causes the 

vibration frequency of the carbon monoxide to red shift.34 The molecular oxidation 

dramatically reduces the electron density of the chromium atom to which the carbonyl 

groups are bonded, and this in turn reduces the electron density available for donation into 

the carbonyl π*-antibonding orbitals, which is reflected in a stronger carbon-oxygen bond 

and a corresponding blue shift in the carbonyl vibrational frequencies. This experimental 

trend is in excellent agreement with the results of our electronic structure calculations, for 

if the molecular oxidation were in fact delocalized over a larger fraction of the molecule 

the corresponding loss of electron density on the chromium would be lower, and the effect 

on the carbonyl vibrational frequencies would be less pronounced. 

 Interestingly, the vibrational band which our calculations attribute to an out-of-

phase stretching of the equatorial carbonyl groups is very affected by the oxidation, blue 

shifting twice as much as the highest frequency mode, broadening dramatically and 

becoming much weaker. Our calculations also predict that the pair of equatorial carbonyls 

is much more affected by the oxidation than the axial pair, and the disproportionate 
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response of this vibration to the redox event provides support for the experimental 

relevance of our electronic structure calculations. Changes in the relative ordering of 

vibrational modes in molecular electronic states have been reported for other metal 

carbonyl complexes.21, 35 

 The data on vibrational relaxation and IVR both display similar trends, and have a 

unifying interpretation. The relaxation of a vibrational mode arises from a cascading 

process of energy transfer to vibrational modes of lower frequency.36-37 Typically the rate 

of energy transfer depends upon the several factors, including the mode coupling and the 

energy difference between the two modes.38-39 Our electronic structure calculations 

indicate that although molecular oxidation does typically affect the frequency of the 

vibrational modes which are un-altered by the redox event, the difference frequency 

between the carbonyl stretching modes and lower frequency modes closest to them in 

frequency is not significantly altered. The faster inter-carbonyl IVR is compatible with the 

hypothesis that the coupling of the carbonyl vibrational modes is significantly increased by 

the redox event, and if the coupling of the carbonyl modes with modes of significantly 

lower frequency were also increased the vibrational relaxation of the carbonyl modes 

would be expected to accelerate, as is experimentally observed.  

 A similar but much more dramatic increase in vibrational relaxation has been 

reported for molecules in 3MLCT electronic excited states. In [Re(CO)3(bipyridine)]Cl the 

vibrational relaxation of the carbonyl stretching modes accelerates ~ 10-fold in the 3MLCT 

state,21, 40 and a comparable acceleration has been reported for 

[Re(phenanthroline)2(NCS)2].41 In both of these compounds electronic excitation is 

followed by the formation of a transient positive charge on the metal atom to which the 

carbonyls and SCN ligands are bound, causing a state similar to that induced by chemical 

oxidation of the DPPFCr. We note that in all three cases, despite the physical differences 

between a charge transfer in an electronic excited state and a molecular oxidation in the 

ground state, the reduction of electron density on the central metal atom is accompanied 

by an acceleration if vibrational relaxation timescales. 

The spectral diffusion of a vibrational mode is caused by fluctuations in a mode’s 

potential due to a number of factors, including electrostatic fluctuations of the local 
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environment.42-44 In polar and interacting solvents, solvent-solute interactions exert a 

noticeable influence on the spectral diffusion of solvent-accessible carbonyl ligands.22, 45 

Since the polarity of a solute is critical in solvation, any change in its dipole moment could 

reasonably be expected to modify the solvent-solute interactions of the system, and thus 

influence the spectral diffusion of the solute’s vibrational modes. Oxidation does induce a 

3-fold change in DPPFCr’s dipole moment, reducing it from 7.5 D to 2.5 D, but the 

timescale of spectral diffusion for the carbonyl ligands is largely unaffected. Recent work 

has shown that the carbonyl ligands in [Re(CO)3(bpy)]Cl derivatives are insensitive to the 

dipole moment of the entire complex, and suggested that the highly localized CO 

stretching modes primarily report the dynamics of the immediately adjacent solvation 

environment.22 In DPPFCr, where the effect of oxidation is localized on the carbonyl 

ligands and the metal to which they are bonded, any change in the solvation environment 

is expected to be greatest in the solvent adjacent to the carbonyl groups. However, the 

experimentally measured timescales of spectral diffusion are very similar for both 

oxidation state.  

We hypothesize that two contributions, steric hindrance and solvent 

nucleophilicity, contribute to the redox state insensitivity of the carbonyl modes of 

DPPFCr. In a set of experiments on derivatives of [Mo(CO)4(phenanthroline)], the 

presence of side groups on the 2 and 9 phenanthroline carbons significantly reduced the 

rate of reactions with acetonitrile, indicating that even slight steric bulk near the metal 

center in the equatorial plane of the complex significantly impedes crucial intermolecular 

interactions.46 In DPPFCr, the equatorial plane on both sides of the metal center is 

occupied by bulky, flexible phenyl rings. These side groups significantly restrict solvent 

accessibility to the metal center. 

The second contributing factor is the donicity of the solvent. The nucleophilicity 

of a solvent is related to a parameter known as the donor number, which is defined as the 

enthalpy of complex formation between SbCl5 and the molecule of interest in a dilute 

solution of dichloroethane.47 A high donor number signifies the presence of strong 

complexation, and a low donor number signifies weak complexation.47 The donor number 

of a solvent has been shown to directly correlate with the timescale of spectral diffusion 
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for carbonyl modes in derivatives of [Re(CO)3(bpy)]Cl. The solvent used in this study, 

dichloromethane, has a donor number of 1 kcal/mol, much lower than the donor numbers 

of other common organic solvents like acetonitrile and THF, which are 14 and 20 

kcal/mol, respectively.48 In light of the low basicity of dichloromethane, the oxidation-

insensitivity of the spectral diffusion timescales in both oxidation states may be a reflection 

of the idiosyncratically non-interacting nature of the solvent. The high reactivity of 

DPPFCr(I) to other polar solvents makes this hypothesis difficult test.  

The overall picture that emerges from our data is that of a strongly metal-centered 

oxidation which does not significantly alter the total molecular geometry, but does induce 

changes in intramolecular vibrational coupling. Metal carbonyls are typically sensitive to 

the local solvation environment, so the insensitivity of the spectral diffusion to the 

oxidation suggests either that the carbonyls are very shielded by the phenyl side groups, or 

that the local solvation environment is insignificantly affected by the oxidation. 

Dichloromethane was chosen as a solvent specifically because it does not react with the 

cation radical generated by the molecular oxidation, so some element of solvent 

insensitivity to the change caused by oxidation is expected.   

Recent studies of electronically excited molecular catalysts provide an interesting 

comparison to our ground electronic state results. In the studies of molecular catalysts, the 

molecule is photoexcited to the first triplet excited state and its vibrational dynamics are 

probed in the excited state and compared to those in the ground state. While in the excited 

state, a triplet metal-to-ligand charge transfer causes the formation of a transient positive 

charge on the metal atom and a corresponding negative charge on the organic ligand. 

Several studies on derivatives of [Re(CO)3(bpy)]Cl and of [Ru(phen)2(NCS)2] report a 

significantly faster vibrational relaxation of the C≡O and NCS ligands in 3MLCT state than 

in the ground electronic state.21, 40-41 The accelerated vibrational relaxation is solvent 

insensitive in the case of [Re(CO)3(bpy)]Cl derivatives, and the effect is attributed to 

enhanced intramolecular vibrational couplings;40, 49 similar solvent studies have not been 

reported for Ru(phen)2(NCS)2. Measurements of spectral diffusion for [Re(CO)3(bpy)]Cl 

have been performed largely in nucleophilic solvents such as THF, acetonitrile and 

DMSO.21-22, 50  
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A comparison of spectral diffusion trends between [Re(CO)3(bpy)]Cl in the 

3MLCT state and DPPFCr(I) is complicated by significant difference in solvent 

nucleophilicities and by the steric hindrance to solvent accessibility in DPPFCr – no similar 

side groups are present in [Re(CO)3(bpy)]Cl. Both DPPFCr and the [Re(CO)3(bpy)]Cl 

derivatives are minimally distorted by, and both show accelerated vibrational relaxation 

upon oxidation and electronic excitation, respectively. The two molecules are chemically 

distinct, but a commonality for both is the reduction of electron density on the transition 

metal to which the carbonyls are bonded. It has been previously suggested that change in 

electron density of the transition metal atom induces electrostatic interactions between the 

oxidized metal center and the carbonyl group which enhance coupling of the low-

frequency metal-carbon and high-frequency C≡O stretches and accelerate the vibrational 

relaxation of the carbonyl stretching modes.41 

 Although oxidation in the ground electronic state and formation of a 3MLCT state 

are very different phenomena, they result in similar changes to the electronic structure. 

Observation of similar trends in IVR and vibrational lifetimes for the carbonyl ligands in 

both states suggests that these aspects of the vibrational dynamics of carbonyl ligands are 

driven largely by intramolecular couplings, which is consistent with standard 

descriptions.51 The absence of oxidation state dependent solvation dynamics, however, is 

unexpected, especially in light of the large molecular dipole moment change. Nevertheless 

we have previously found a lack of dependence on overall molecular dipole moment 

change in the rhenium bipyridyl complexes, though in that study the partial charges on the 

CO ligands were essentially unchanged by chemical substitution. Here, the CO ligands do 

exhibit changes in partial charge, so we might have expected some influence on spectral 

diffusion dynamics. Thus we speculate that the very low donicity of the DCM solvent 

idiosyncratically determines the solvation, and were we able to prepare both stable 

oxidation states in a higher donicity solvent, we would expect a dynamical consequence of 

the oxidation state. This hypothesis will be investigated in future work, and perhaps will 

be accessible using novel spectroelectrochemical approaches.  
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2.5 Conclusion 

We report an investigation of the effects of chemical oxidation of a molecular 

catalyst using 2D-IR spectroscopy. With electronic structure calculations and by 

comparing vibrational modes which are structurally unaltered by the oxidation, we find 

enhanced intramolecular coupling in the cation radical, whereas we see no significant 

change in spectral diffusion dynamics. We hypothesize that the insensitivity of the FFCF 

to molecular oxidation is due to a combination of low solvent nucleophilicity and the steric 

effect of large side-groups, both of which dampen the coupling between the solvent and 

solute. The trends in vibrational lifetime and IVR in the cation radical resemble those 

observed in excited 3MLCT states of other transition metal complexes. This work shows 

how electronic structure changes and charge redistribution initiated by electronic 

absorption can be modeled to some extent using ground state species in conjunction with 

chemical modifications. Using oxidation and reduction to alter solute-solvent coupling will 

likely become a powerful tool for studying structure and dynamics as well as chemical 

reactivity, especially when controlled using electrochemistry rather than relying upon 

chemical redox reactions. 
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Chapter 3 

Dynamic Flexibility of Hydrogenase Active Site Models Studied 

with 2D-IR 

 

The work presented in this chapter has been published in the following papers: 

Eckert, P. A.; Kubarych, K. J., Dynamic Flexibility of Hydrogenase Active Site Models 

Studied with 2D-IR Spectroscopy. J Phys Chem A 2017, 121, 608-615. 

 

3.1 Introduction 

 As discussed in Chapter 1.3, the hydrogenase enzyme represents one of nature’s 

challenges to molecular scientists, the challenge to engineer an efficient catalyst for the 

splitting of water from an earth-abundant and environmentally-benign element. To meet 

this challenge, physical scientists have extensively studied the hydrogenase enzyme and 

small-molecule mimics of its active site in an attempt to elucidate the physical principles 

leverage by the enzyme to achieve its highly effective performance.1-8 A key facet of this 

investigation which remains incomplete is to characterize the minimal aspects of the 

protein matrix needed to enable catalytic activities in mimics that rival the much more 

complicated macromolecular assembly. There seem to be clear structural and energetic 

aspects of the protein environment which govern, for example, redox potentials and the 

proton shuttling mechanism.9-10 Comparing the structures of model complexes with that 

of the natural [FeFe] hydrogenase (FeFe-hyd) active site, it is apparent that the enzyme's 

geometry is considerably distorted from those of the mimics, with a specific exposure of 

one of the iron atoms which is lacking in most of the small-molecule mimics.11 From a 

dynamical perspective, recent studies of natural enzymes have found evidence for ligand 

flexibility at the active site.12 In proposed mechanisms of model complexes, several studies 

have implicated the flexibility of the carbonyl ligands in promoting a reactive transition 
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state conformation, suggesting a role for dynamics in modulating the small-molecule 

reactivity.13-16 The role for dynamical fluctuations is not clear, though several 

macromolecular constructs involving constraints imposed by cyclodextrins, dendrimers 

and polymers have demonstrated increased activity relative to similar compounds lacking 

said constraints.17-19  

 In this chapter, by investigating two related models of the FeFe-hyd active site, we 

address directly the issue of the molecule's flexibility in the absence of a complex 

interacting environment. Using 2D-IR spectroscopy we find a distinctive signature of 

flexibility revealed by significant spectral diffusion dynamics in nonpolar, alkane solvents. 

Thanks to their solubility in alkane solvents, these complexes enable spectral dynamics 

measurements to report on intramolecular structural fluctuations without the 

overwhelming solvation contribution typical in polar solvents.  

 (μ-pdt)[Fe(CO)3]2 (pdt = 1,3-propanedithiolate) (Fig. 1A) is an archetypical FeFe-

hyd small-molecule mimic, one of the first of many small-molecule mimics investigated in 

Figure 3.1: (A) The DFT optimized structure of μ-pdt-[Fe(CO)3]2 is essentially two-fold symmetric 
with respect to the carbonyl ligands. (B) The crystallographic hydrogenase enzyme active site 
reveals an open coordinate site where hydrogen has been shown to bind [PDB: 3C8Y] (C) The 
transition-state (colors) geometry superposed on the (gray) fully optimized structure shows a 
conformation resembling that of the enzyme. (D) A depiction of the pendant amine shuttling a 
proton to iron active site highlights the interrelationship between the bridge and the open 
coordination site. This figure was adapted from the journal article in which these results were 
published. 
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the attempt to replicate the catalytic activity of the enzyme.13 Such mimics have been 

studied extensively spectroscopically. A full review of this literature is beyond the scope of 

this manuscript, but it includes characterization of electronic state relaxation using time-

resolved vibrational spectroscopy,20-21 carbonyl dissociation and geminate rebinding,20-24 

protonation dynamics,6, 25 ground-state vibrational dynamics,6, 22-26 intramolecular 

vibrational energy transfer,27 and electronically induced charge transfer from an 

organometallic photosensitizer.2, 28  

 A comparison of the fully optimized (computational methods are described below) 

configurations of the diiron mimics with the hydrogenase active site reveals a subtle 

difference: the optimized geometries of the mimics typically position the carbonyls of both 

iron centers in the same orientation, resulting in an “eclipsed” geometry when viewed 

along the Fe–Fe bond axis. In contrast, the ligands of the distal iron of the enzyme active 

site are rotated 60° away from the eclipsed configuration, exposing the iron center directly 

beneath the bridging dithiolate ligand (Fig. 1C). It has been suggested that the 

configurational difference between the hydrogenase active site and the small-molecule 

mimics is a dynamic one where the carbonyl ligands on the small-molecule mimics are 

fluxional, switching places on the iron in a concerted “turnstile”-type rotation.13 The 

transition-state geometry of this rotation resembles the geometry of the enzyme active site 

(Fig. 1B).13 This fluxional motion is potentially spectroscopically accessible, and studies 

of carbonyl photodissociation and rebinding to hydrogenase mimics show vibrational peak 

shifts which can be attributed to turnstile-type rotation around the Fe–Fe bond axis while 

the carbonyl rebinds to the metal center.22-23 A similar isomerization was suggested in a 

photochemical investigation of a mimic with a bridging hydride ligand.29 These 

interpretations are facilitated by the fact that photodissociation generates multiple distinct 

isomers in solution with spectral marker bands. It is somewhat more challenging to isolate 

dynamics in stable complexes since fluctuations involve a single species with 

indistinguishable initial and final conformations connected by turnstile-like motion.  

 The precise role of the dithiolate linker in the enzyme active site remains open, but 

electronic structure calculations and synthetic efforts to recreate the enzyme strongly 

support the hypothesized identity of the bridging group as an azadithiolate.9 The pendant 
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amine group of the azadithiolate has been hypothesized to facilitate catalysis by 

transporting protons to and from the exposed iron, as illustrated in Fig. 1D. This 

mechanism assigns the orientation of the ligands in the enzyme active site a key role in the 

catalytic cycle, since an “eclipsed” configuration of the ligands would sterically inhibit 

proton transport via the pendant amine. Experimental and computational studies of active 

site mimics suggest that a rotation of the carbonyl ligands into the transition-state geometry 

is a key step in general reaction mechanisms for this type of molecule regardless of the 

nature of the bridging dithiolate group.14-15, 30-31 Coordination sphere mobility appears to 

be a central factor in reactivity, and the hydrogenase enzyme, by stabilizing the reactive 

60°-rotated geometry, exemplifies a natural exploitation of this dynamic ligand mobility. 

 In light of the structural differences between the enzyme and the mimics, we 

consider two related FeFe-hyd model compounds, differing only in the dithiolate linker, 

to assess the degree to which these compounds are flexible. Ultrafast two-dimensional 

infrared (2D-IR) spectroscopy can uncover molecular flexibility most clearly when the 

spectral dynamics induced by solvation are negligible, which is possible using weakly 

perturbing nonpolar liquids such as alkanes. In nonpolar liquids, frequency fluctuations 

result chiefly from intramolecular distortions that anharmonically couple to the 

spectroscopic vibrational modes. Using 2D-IR to study (μ-edt)[Fe(CO)3]2 and (μ-

pdt)[Fe(CO)3]2, (edt = ethanedithiolate) in alkane solvents, we find a clear signature of 

fluctuations on a picosecond timescale. A potential energy surface derived from quantum 

chemical calculations supports the attribution of the spectral dynamics to turnstile motion 

of the carbonyl ligands. These results demonstrate that dynamical coordination sphere 

mobility is experimentally accessible on the picosecond timescale using ultrafast 2D-IR 

spectroscopy even when the full barrier crossing process is too slow to observe within the 

vibrational lifetime. To further test our hypothesis that the spectral dynamics we observe 

arise from intramolecular dynamical fluctuations we perform similar measurements on a 

series of organometallic compounds known for their conformational mobility, M3(CO)12 

(M = Fe, Ru, Os), and find similar spectral dynamics, supporting our hypothesis. We also 

observe a surprising trend in the intramolecular vibrational redistribution among the 
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carbonyl modes, which exhibits a solvent dependence despite the lack of any solvent 

dependent spectral diffusion or vibrational energy relaxation.  

 

3.2 Experimental Methods 

 All chemical reactions were performed under a nitrogen atmosphere using standard 

Schlenk line techniques. Reagents were ordered from Sigma Aldrich and used as received. 

(µ-pdt)[Fe(CO)3]2 was received as a generous gift from Dr. Nicolai Lehnert and used as 

received. (µ-edt)[Fe(CO)3]2 was prepared according to the literature procedure.13  

 The experimental set-up described in Chapter 1.3 was used here without any 

significant modification.  

 Electronic structure calculations were performed using the Gaussian 09 package.32 

For calculations focused upon (µ-pdt)[Fe(CO)3]2 the BVP86 functional was employed, 

iron atoms were treated with the SDD pseudopotential, and the remaining atoms were 

treated with the all-electron basis set 6-311G(d). For calculations focused on variants of 

[Cr(benzene)(CO)3] (BCT) the BVP86 functional was used and, the chromium atoms were 

treated with an SDD pseudopotential, and the remaining atoms were treated with an all-

electron 6-31G(d,p) basis set. 

 

3.3 Results 

 Figure 3.2a shows the FTIR spectra of (µ-pdt)[Fe(CO)3]2 in n-hexane, n-undecane, 

and n-hexadecane. It is clear that, apart from a slight change in the breadth of the peaks, 

the length of the solvent alkane has little effect upon the vibrational spectrum of the 

molecule. Figure 3.2b shows the structure of (µ-pdt)[Fe(CO)3]2 and uses arrows to 

represent the vibrational displacements associated with mode 2, upon which the current 

work focuses. Figure 3c shows an absolute-value 2D-IR spectrum of the carbonyl 

stretching modes of (µ-pdt)[Fe(CO)3]2. The quantity of peaks contained in the spectrum 

illustrate the richness of the data – in principle, the vibrational lifetimes and spectral 

diffusion timescales for each of the carbonyl stretching modes may be extracted from the 

spectra, as well as the rates of pair-wise IVR for all five bright vibrational modes. However, 

in this work we focus upon mode 2 and its cross peak with mode 3. Further exploration 
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of the cross peaks in the 2D-IR spectra of this class of diiron hexacarbonyl compound is 

reserved for Chapter 5. 

 Figure 3.3a depicts the spectral diffusion of mode 2 in n-hexane, n-undecane, and 

n-hexadecane, offset for clarity of viewing purposes.  We note the presence of pronounced 

oscillatory features in the early waiting time – these are the coherences between mode 2 

and the other bright modes in the spectrum, and are an unavoidable aspect of data 

collected with our experimental set-up. To minimize the effect of these coherent 

oscillatory features we find a moving average of each data series and superpose it on the 

raw data along with the best fit to our data. Each data series is well fit by a single 

exponential decay, and the time constants of each decay are within error and essentially 

indistinguishable.  

 Figure 3.3b shows a comparison of the spectral diffusion of (µ-pdt)[Fe(CO)3]2 and 

(µ-edt)[Fe(CO)3]2 in a solvent of n-undecane. The spectral diffusion of (µ-edt)[Fe(CO)3]2 

is slightly slower than that of (µ-pdt)[Fe(CO)3]2, but the difference is marginal. Figure 3.3c 

shows a comparison of the vibrational lifetimes of mode 2 of (µ-pdt)[Fe(CO)3]2 in n-

Figure 3.2: (A) FTIR of μ-pdt-[Fe(CO)3]2 in hexane, undecane, and hexadecane. The mode 
numbering scheme detailed in Chapter 1.3 is recapitulated here. (B) Absolute value 2D-IR 
rephasing spectrum of μ-pdt-[Fe(CO)3]2 in hexane, tuned to mode 2. The intense cross peaks 
reflect coupling between the carbonyl modes. (C) Structure of (μ-pdt)[Fe(CO)3]2 with arrows 
indicating the out-of-phase symmetric carbonyl displacements of mode 2. This figure was adapted 
from the journal article in which these results were published. 
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hexane, n-undecane, and n-hexadecane, all of which are well fit by a biexponential decay 

model. Although the fast decay component of each data series differ slightly, indicating 

different fast IVR dynamics during the first several picoseconds post-excitation, the slow 

component of the fit is essentially indistinguishable between the three solvents, indicating 

that the overall process of IVR, as reflected by the relaxation of the carbonyl vibration, is 

Figure 3.3: (In all panels, curves are offset for clarity) (A) Frequency-fluctuation correlation 
functions, C(t2), for (μ-pdt)[Fe(CO)3]2 in hexane, undecane, and hexadecane yield essentially 
indistinguishable decay constants. The oscillatory features appearing during the first 15 ps result 
from vibrational coherences among the excited CO modes. The data has been offset for clarity of 
display. (B) A comparison of the FFCFs for (μ-pdt)[Fe(CO)3]2 and (μ-edt)[Fe(CO)3]2 in undecane 
shows a slight slowdown in the case of the edt linker. The data has been offset for clarity of display. 
(C) The nonrephasing signal amplitude obtained by integrating the peak 2 diagonal of (μ-
pdt)[Fe(CO)3]2  in hexane, undecane, and hexadecane shows indistinguishable long-time decays 
due to vibrational energy relaxation. The data have been offset for clarity of display. (D) Ratios of 
crosspeak (ωexcite = 2015 cm-1, ωdetect =  2038 cm-1) and mode 2 amplitudes for (μ-pdt)[Fe(CO)3]2 in 
hexane, undecane, and hexadecane show significant solvent-dependent IVR timescales. The IVR 
timescales depend linearly on solvent carbon chain length: τIVR = n×1.65 ps + 0.92 ps. The data 
have been offset for clarity of display. This figure was adapted from the journal article in which these 
results were published. 
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unaffected by the solvent. Finally, Figure 3.3d shows the cross peak IVR timescales of the 

cross peak excited at mode 3 and detected at mode 2, (ω1 = 2010 cm-1, ω3 = 2038 cm-1) , 

which display an almost linear dependence upon the chain length of the alkane solvent.  

 Figure 3.4 shows the result of a series of electronic structure calculations. The 

molecular geometries of a series of variants of BCT were optimized, and for each the 

hydrogen on the 1, 3, and 5 carbons was replaced with an electron-withdrawing functional 

group. The vibrational frequency of each local carbonyl mode is identical for symmetric 

variants of BCT, and the vibrational frequency of the local carbonyl mode for each 

molecule was plotted against the C≡O bond length of the optimized geometry. The data 

series, shown in Figure 3.4, shows a clear inverse correlation, suggesting that as the C≡O 

bond length of a carbonyl local mode increases its vibrational frequency will undergo a 

corresponding decrease.  

 

3.4 Discussion 

Spectral diffusion is caused by fluctuations in the potential energy surface of a 

vibrational mode.33-34 In polar solvents and complex surroundings, these fluctuations are 

Figure 3.4: Plot of C≡O site energy vs. C≡O bond length in a series of variants of BCT which 
were symmetrically tri-substituted at the 1, 3, and 5 positions. The R groups are labeled on the 

plot. The line of best fit is given by (Site Energy, cm-1) = (-7081 
cm−1

Å
) × (C≡O Bond Length, Å) + 

10280 cm-1. This figure was adapted from the journal article in which these results were 
published. 
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typically caused by variations in the local electrostatic environment and intermolecular 

interactions, of which hydrogen bonding is a common example. We have catalogued the 

spectral diffusion dynamics of several metal carbonyl complexes in various solvents, and 

sometimes find a trend that can be explained by the solvent's macroscopic dynamical 

properties, such as viscosity. For example, in an alcohol (methanol to 1-hexanol) series we 

found a linear relationship between the timescale of metal carbonyl spectral diffusion and 

solvent viscosity for Mn2(CO)10, CpMn(CO)3, and CpMn(CO)3 complexed to 

cyclodextrin.35-36 In a rhenium photocatalyst, on the other hand, we found a distinct lack 

of viscosity dependence across the solvents THF, DMSO, and acetonitrile, but a clear 

linear correlation with the donor number (i.e. nucleophilicity).37 These kinds of 

intermolecular origins for spectral diffusion are largely absent in alkane solvents because 

they are nonpolar. Interactions with nonpolar liquids are largely collisional, or mediated by 

polarizability, and solvent fluctuations do not induce significant electrostatic fluctuations 

that generally dominate spectral diffusion.37-38 The hypothesis of an intermolecular origin 

for the frequency fluctuations is further weakened by the insensitivity of the spectral 

diffusion timescale to solvent viscosity. Figure 3A shows the FFCF decays of μ-pdt-

[Fe(CO)3]2 in hexane, undecane, and hexadecane, which have viscosities of 0.300, 1.098, 

and 3.03 cP. Though the viscosities and alkane chain lengths of the solvents are appreciably 

different, the timescales of spectral diffusion are indistinguishable. The lack of solvent 

dependence suggests a primarily intramolecular origin for the apparent spectral 

fluctuations. We previously observed a similar intramolecular origin for spectral diffusion 

due to the torsional dynamics of the piano stool complex BCT, which also exhibits solvent-

independent spectral diffusion in alkanes.39  

The complex (μ-pdt)[Fe(CO)3]2 is a flexible molecule, and has two primary modes 

of fluxionality. One type of motion involves the propane linking group “flipping” from 

one side of the molecule to the other along the Fe-Fe bond axis with an activation energy 

of 9.63±0.24 kcal/mol, as determined by Crouthers et. al using temperature-dependent 

NMR.16 The other is a “turnstile”-type rotation of one Fe(CO)3 group roughly around the 

Fe-Fe bond axis, with an activation energy of 9.86±0.24 kcal/mol, based on variable-

temperature NMR measurements.16 Both have similar energy barriers, and both could 
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conceivably induce fluctuations in the carbonyl vibrational mode frequencies. To 

determine whether such a flipping of the propyl linking group contributes to carbonyl 

spectral diffusion, we synthesized (μ-edt)[Fe(CO)3]2, which is a variant with no flexible 

methylene linkage. Spectral diffusion in mode 2 of (μ-edt)[Fe(CO)3]2 is nevertheless 

apparent (Fig. 3B), exhibiting  a spectral diffusion timescale of 13.3±1.3 ps in undecane, 

which is about 30% slower than the timescale of the propyl-linked variant. We note that 

the energy barrier to rotation of the Fe(CO)3 rotor in the ethyl-linked mimic is ~2 kcal/mol 

higher than that of the propyl-linked mimic.40 The slightly longer timescale of spectral 

diffusion in the ethyl-linked mimic thus provides strong indirect support for the hypothesis 

that the spectral diffusion of the carbonyl bands is significantly influenced by twisting 

dynamics of the Fe(CO)3 rotors as well as implying that fluxionality of the propyl linker is 

not primarily responsible for the spectral diffusion. 

Chemical modification of (μ-pdt)[Fe(CO)3]2 to inhibit any turnstile-type rotation is 

substantially more complicated than changing the propyl linker, so to determine the nature 

of the energy barrier to turnstile-type rotation, we turn to computational modeling. We 

performed a relaxed energy scan of the turnstile dihedral with geometry optimization 

starting at the transition state, passing through the optimized geometry, and ending at the 

Figure 3.5: (A) The Boltzmann distribution of torsional angles for (μ-pdt)[Fe(CO)3]2  as a function 
of Fe(CO)3 rotor twist shows significant structural distortion is present at room temperature. (B) 
Boltzmann distribution of conformations as a function of both Fe(CO)3 rotor twists indicate that 
the two angles are correlated. This figure was adapted from the journal article in which these 
results were published. 
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next transition state. All other degrees of freedom were fully optimized. The Boltzmann 

distribution of states can be calculated according to Eq. 3.1, 

𝑃(𝐸) =
𝑒

−𝐸
𝑘𝐵𝑇

∫ 𝑒
−𝐸

𝑘𝐵𝑇𝑑𝐸

(3.1) 

where E is the potential energy of the molecule, P(E) is the probability of occupying state 

E, kB is Boltzmann’s constant, and T is 298 K. The one- and two-dimensional Boltzmann 

distribution of states are shown in Figure 5, where the eclipsed carbonyl configuration is 

denoted as the “reference” configuration. The Boltzmann distribution for (μ-

pdt)[Fe(CO)3]2 (Fig. 5A) has a second moment of almost 20° from the reference “eclipsed” 

configuration, indicating that there is substantial thermal population of many possible 

geometries. At equilibrium, the complex therefore samples among these thermally 

accessible conformations. Although simplistic harmonic frequency calculations cannot 

capture the fluctuations in the CO stretching vibrations as the conformations are sampled, 

it is reasonable to expect that the CO frequencies will change as the ligands fluctuate. 

To determine whether the molecular rotations influence the stretching frequency 

of the carbonyls on (μ-pdt)[Fe(CO)3]2, we considered the C≡O bond length for three 

carbonyls on (μ-pdt)[Fe(CO)3]2. An empirical relationship between bond length and 

vibrational frequency known as Badger’s rule exists for some diatomics,41 and while no 

such simple linear mapping is known for carbonyl ligands, there is typically a direct 

relationship between CO bond lengths and frequencies in metal carbonyls. Carbonyl 

ligands bond to metal atoms by receiving electron density from the metal into π* 

antibonding orbitals, so an elongation or contraction of C≡O bond length during the 

rotation implies a change in the electronic coupling between the carbonyl unit and the 

metal atom, and a corresponding modulation of the vibrational potential energy surface.42-

43  

Structural changes accompanying the rotation to the transition state are depicted 

in Fig. 6. Relative to the optimized, eclipsed structure, the transition state structure shows 

elongation of the rotating carbonyls, and contraction of the non-rotating ligands. As 

expected for back bonding, the Fe-C distance changes are anti-correlated with the CO 
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distance changes. That is, the Fe-C bonds shorten for the rotating ligands, whereas they 

lengthen for the non-rotating ligands. The effect of the rotation is to break the energetic 

symmetry of the CO units. Since there is a general rule for metal carbonyls that shorter 

CO distances indicate higher frequencies, the non-rotating COs are expected to blue shift, 

whereas the rotating COs red shift with respect to the reference optimized geometry.  

Although we cannot be certain of the extent of the frequency shifts, we can 

compare with model compounds where we alter the metal-carbonyl bonding remotely by 

modulating the electron withdrawing nature of an aromatic ligand without causing 

qualitative changes to the metal carbonyl structure. An ideal possibility for such analysis is 

BCT, which can be substituted with electron-donating and electron-withdrawing organic 

groups on the benzene ring to modulate the electron density of the chromium atom. This 

modulation was performed for several variants of BCT, and the tricarbonyl site was 

modeled as a vibrational aggregate. Vibrational energies for the C≡O local modes, 

corresponding to aggregate site energies, were found by preparing the three-site 

Hamiltonian presented in Equation 3.2, 

𝐻 = (

𝑠 𝑗 𝑗
𝑗 𝑠 𝑗
𝑗 𝑗 𝑠

) (3.2) 

where the site energy of each carbonyl is represented with an s on the diagonal of the 

matrix, and each site coupling is represented by an off-diagonal j, since each site is identical 

Figure 3.6: (left) The fully optimized structure with bond distances depicted in units of Å; Fe-C 
are in yellow and C-O are in white. (right) The twisted transition state structure showing the 
changes in the bond distances relative to the optimized geometry (twisted – optimized). This 
figure was adapted from the journal article in which these results were published. 
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due to the symmetry of the molecule. For such systems the Hamiltonian is analytically 

soluble, with eigenvalues given by Equations 3.3-3.4, 

𝜖1,2 =  𝑠 + 𝑗 (3.3) 

𝜖3 = 𝑠 + 2𝑗 (3.4) 

The Hamiltonian given in Equation 3.2 was solved for each variant of BCT, and 

results are shown in Figure 3.4. The carbonyl local mode frequencies blue shift by ~ 7 cm-

1 for each 1 mÅ of bond contraction. Given that in the transition state we find a roughly 

15 cm-1 frequency shift of the modes that resemble 1 and 2 from the optimized geometry, 

we can be confident that partial rotation would produce frequency shifts of several 

wavenumbers. This degree of conformationally-induced inhomogeneous broadening is 

consistent both with our FTIR spectral widths and with the observation of spectral 

diffusion. Based on the potential energy surface shown in Fig. 4, the carbonyls sample 

roughly one-third of the angle space, so we can estimate the range of frequencies to be 

about 5 cm-1, which agrees remarkably well with our observed FTIR line widths. 

Conformational mobility is not uncommon in organometallic complexes, and 

some degree of flexibility is expected for most molecules. If the spectral diffusion observed 

in (μ-pdt)[Fe(CO)3]2 is a reflection of hindered conformational flexibility, similar dynamics 

should be expected to characterize other flexible organometallic complexes. To further 

test the hypothesis that spectral diffusion in alkane solvents may reflect molecular 

flexibility we turn to Ru3(CO)12 and Os3(CO)12. In both of these complexes the metal 

atoms lie on the vertices of an equilateral triangle and four carbonyl groups are bonded to 

each metal atom. Ru3(CO)12 is conformationally mobile and the carbonyl groups on each 

ruthenium atom undergo exchange with an activation energy of ~ 4 kcal/mol,44 which is 

a low enough energy barrier that signatures of the self-isomerization could conceivably be 

accessible on our experimental timescale. The activation energy for similar self-

isomerization in Os3(CO)12, ~ 16 kcal/mol,45 is far too high for any spectral signatures of 

such isomerization to be significant in our experimental timescale. Os3(CO)12 is sparingly 

soluble at best in essentially every solvent we tested, but both compounds are sufficiently 

soluble in alkane solvents for data acquisition using our experimental set-up.  
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The infrared spectra of Ru3(CO)12 and Os3(CO)12 are shown in Figure 3.7a. Both 

compounds are predicted to have 12 carbonyl stretching vibrational modes, but many of 

these vibrations are dark and/or degenerate due to the high degree of molecular symmetry 

in both complexes. The vibrational mode selected for analysis here corresponds in both 

molecules to an out-of-phase stretching of all six apical carbonyl groups, and is the peak 

at in Ru3(CO)12 and at in Os3(CO)12. The spectral diffusion data collected for the 

vibrational modes at 2031 cm-1 in Ru3(CO)12 and at 2036 cm-1 in Os3(CO)12 is shown in 

Figure 3.7b, shifted along y-axis for clarity of viewing. Although the pronounced 

Figure 3.7: (A) Molecular geometry of Ru3(CO)12. Os3(CO)12 has the same molecular structure. (B) 
FTIR spectra of Ru3(CO)12 and Os3(CO)12 in dodecane and heptane, respectively. The vibrational 
bands investigated further are the second-highest frequency band in both spectra, at frequencies 
of 2031 cm-1 in Ru3(CO)12 and 2036 cm-1 in Os3(CO)12. (C) 2D-IR spectrum of Ru3(CO)12 in 
dodecane, with FTIR spectra set across from the excitation and detection axes. (D) Spectral 
diffusion of vibrational bands at frequencies of 2031 cm-1 in Ru3(CO)12 and 2036 cm-1 in Os3(CO)12. 
Although exact fitting is obfuscated by the pronounced vibrational coherences in Os3(CO)12, both 
data series are well fit by an exponential decay with a single time constant of ~ 5 ps. 
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vibrational coherences in Os3(CO)12 obfuscate the early waiting-time data, spectral 

diffusion is evident in both data series, and both of them are well fit by single exponential 

decays on the timescale of ~ 5 ps. The presence of comparable spectral diffusion dynamics 

in Ru3(CO)12 and Os3(CO)12, both of which are known to be conformationally mobile on 

very different timescales, provides support for our hypothesis that the fluctuations of the 

carbonyl potential observed in (μ-pdt)[Fe(CO)3]2 have an intramolecular origins, and are 

reflective of the flexibility of the molecule at room temperature. The comparable timescale 

of spectral diffusion in both the ruthenium and osmium complexes, despite the significant 

difference in the potential energy landscape of the molecular geometry evidenced by the 

much lower barrier to self-isomerization raises the question of how exactly the timescale 

of spectral diffusion may be mapped to the dynamical flexibility of a molecule’s geometry. 

This question is underlined by the case of (μ-pdt)[Fe(CO)3]2 in which the 10 kcal/mol 

barrier to self-isomerization lies between that of Ru3(CO)12 and Os3(CO)12, which are 4 

kcal/mol, and 16 kcal/mol, respectively, even though the timescale of spectral diffusion 

in (μ-pdt)[Fe(CO)3]2, 10 ps, is double that of both the ruthenium and osmium complexes. 

Further investigation toward characterizing the effect of conformational flexibility on the 

frequencies of molecular vibrations is clearly necessary, especially given the potential 

relevance conformational flexibility to molecular reactivity. 

To our knowledge, the only previous measurement of carbonyl ligand spectral 

diffusion on a small-molecule mimic of the [FeFe]-hydrogenase active site was performed 

on (µ-C(CH3)(CH2S)2(CH2S(CH2)2Ph)Fe2(CO)5 in 1,7-heptanediol, and the spectral 

diffusion data was fit to a bi-exponential function with time constants of 3 and 70 ps.26 

Covalently bonding the bridging group to one of the Fe(CO)3 rotors and adding a strongly 

interacting alcohol solvent is expected to have a complex interaction with both the overall 

molecular flexibility and the carbonyl spectral diffusion, which makes a detailed 

comparison to our data somewhat difficult. Moreover, the polar and rather complex 

solvent used in that study would induce significant solvation dynamics as well as 

inhomogeneous broadening, making it difficult to isolate the intramolecular contribution 

to the spectral diffusion. A mimic of the [FeFe]-hydrogenase active site has also been 

incorporated into a metal-organic framework (MOF) and measurements of its spectral 
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diffusion were used to assess the degree of flexibility of the macromolecular assembly.46 

Extremely long spectral diffusion timescales (670 and >2000 ps) were reported for the 

spectral diffusion of the carbonyl ligands in the absence of, and in the presence of, DMF 

solvent. Interestingly, for the reported control study of the small-molecule mimic when 

not incorporated into MOF, the timescale of spectral diffusion was 16±1 ps, which given 

the polar solvent and differing dithiolate linker is consistent with the 13±1 ps time constant 

we find for the edt-linked mimic in undecane.  

A more indirect measurement of the Fe rotor’s flexibility has been reported via 

photo-dissociation of a CO ligand from (μ-pdt)[Fe(CO)2(PMe)]2. Rotation of the ligands 

around the Fe-Fe bond axis appears to be favored during geminate rebinding of the 

dissociated carbonyl to the iron, as evidenced by increased population of the 

thermodynamically unfavored trans-PMe configuration following geminate rebinding.23 

This measurement does require populations of two isomeric forms, the cis and trans 

configurations, to monitor rotation of the Fe(CO)2(PMe) rotor via isomerization. 

The solvent-insensitivity of mode 2’s spectral diffusion suggests that the timescale 

of the Fe(CO)3 rotor’s torsional motion is not substantially influenced by the viscosity of 

the alkane solvent. Vibrational relaxation of mode 2 in the alkane solvent series measured 

using the nonrephasing diagonal peak amplitude is shown in Fig. 3C. In all solvents the 

decay is well fit by the sum of a fast and a slow exponential decay, with a fast timescale of 

roughly 4 ps, and a long time-constant of roughly 60 ps. Though the degree of early-time 

relaxation is solvent-dependent, the long-time vibrational relaxation of mode 2 displays 

the same solvent-insensitivity as the spectral diffusion. However, we find different trends 

in the IVR of (μ-pdt)[Fe(CO)3]2. Figure 3D shows the ratio of the cross peak between 

modes 2 and 3 (ωexcite = 2015 cm-1, ωdetect = 2038 cm-1) and the diagonal peak 

corresponding to mode 2 (2015 cm-1) in the alkane series. The time scale for energy 

randomization between modes 2 and 3 increases monotonically with increasing solvent 

alkane chain length, in contrast to the consistent vibrational relaxation and spectral 

diffusion of mode 2.  

We previously found the experimentally determined rate of IVR between two 

carbonyl modes of Mn2(CO)10 in a series of alcohol solvents to directly correlate with the 
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average number of hydrogen bonds formed between a Mn2(CO)10 molecule and the 

corresponding alcohol solvent in a series of molecular dynamics simulations.47 That study 

attributed the solvent-hindered IVR to a scenario where hydrogen bonding acts to trap 

vibrational energy within specific vibrational modes of the solute. Banno et. al. reported a 

similar dependence of vibrational relaxation upon the carbon number of an alkane solvent 

for W(CO)6, which has a single, triply degenerate carbonyl stretching band. The vibrational 

relaxation of that band was fit to a sum of three exponential decays, and it was found that 

one of timescales increased monotonically with solvent carbon number in a manner quite 

similar to what we report.48 Banno et. al. attribute this to a slow-down of rotational 

diffusion due to increased solvent viscosity.  Though alkanes are much more weakly 

interacting than alcohols, our data suggests that even the weak van der Waals interactions 

and elastic collisions which dominate intermolecular interactions in alkane solvents may 

exert a measurable influence upon the dynamics of intramolecular vibrational energy 

randomization, while still not altering vibrational relaxation or the torsional twisting of the 

Fe(CO)3 rotors. Further study is necessary to elucidate the coupling between IVR and 

intramolecular flexibility and hindered fluxionality. 

 

3.5 Conclusion 

 We report the first 2D-IR investigation of molecular flexibility through the decay 

of a vibration’s spectral inhomogeneity, and we relate this flexibility directly to a 

catalytically-relevant mode of molecular self-isomerization in small-molecule mimics of the 

hydrogenase enzyme active site. We observe similar spectral inhomogeneity decay in other 

organometallic complexes, one of which is known to the conformationally mobile on a 

picosecond timescale, supporting our hypothesis that conformational flexibility may 

indeed induce a significant spectral inhomogeneity and a decay thereof. Further work is 

necessary to determine exactly how the timescale of spectral inhomogeneity decay maps 

to the dynamics associated with the molecular flexibility it reflects. We expect that this 

work will be directly relevant to the study of organometallic molecules and active sites in 

relatively non-polar environments, like those of alkane solvents or of active site pockets in 

proteins and enzymes. We note also a surprising dependence of the timescale of early 
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intercarbonyl IVR processes on the chain-length of the alkane solvent, suggesting a close 

coupling of the solvent to the dynamics of the carbonyl groups which is not reflected in 

the vibrational relaxation or spectral diffusion of the carbonyl vibrations. Further work is 

also required to investigate this highly unexpected result. 
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Chapter 4 

Dendritic Modulation of Vibrational Dynamics in a Biomimetic 

Photocatalyst Studied with 2D-IR 

 

4.1 Introduction 

One of the primary methods of biomimetic chemistry is to incorporate the steric 

bulk and nanoconfinement evident in enzymes into small-molecule catalysts.1-2 Enzymes 

are macromolecular scaffolds built around small active sites, and the enzyme scaffold is 

known to significantly contribute to the reactivity of the active site by isolating it from bulk 

solvent, lowering the reorganizational energy of the active site, modulating the dielectric 

medium of the active site, and actively participating in the catalytic process.3-4 Biomimetic 

attempts to incorporate nanoconfinement into catalyst design have generally followed one 

of two routes – confinement in some form of molecular cage, or incorporation into a 

macromolecular assembly.  

Molecular cages have been extensively studied and tailor-made for a variety of 

applications. Molecular cages are classified according to the freedom of the guest molecule 

to leave the host. Carcerands are molecular complexes in which the guest molecule is 

covalently trapped,5 and hemicarcerands are molecular complexes which permit the entry 

and exit of guest molecules while favoring encapsulation at room temperature. 

Cyclodextrins are excellent examples of biomolecular hemicarcerands, and cyclodextrins 

are well known to provide solubility in aqueous media to otherwise-insoluble compounds 

and to modulate the reactivity of encapsulated compounds.6-7 Other artificial 

hemicarcerands include molecular capsules and calixarene- and resorcinarene-based 

cavitands.8-14 Molecular nano-encapsulation is well known to produce biomimetic 

chemistry that would be otherwise impossible in aqueous media.15-17  
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Molecular incorporation into a polymeric or dendritic assembly is another widely 

used biomimetic strategy. Dendritic assemblies are well known to modulate and sometimes 

enhance the reactivity of organometallic compounds, and a variety of biomimetic 

modulations of chemical reactivity have been reported in dendritic assemblies.18 These 

biomimetic modulations are attributed to several factors, among them the hydrophobic 

effect, increased stability of photocatalysts, and restricted solvent accessibility of the active 

site.19 Small-molecule mimics of the hydrogenase enzyme active site are excellent examples 

of molecular systems which demonstrably benefit from the effects of nano-encapsulation. 

Li et. al. reported that encapsulation in a cyclodextrin increased the yield of a diiron 

hexacarbonyl photocatalyst,20 and encapsulation in a protein hydrogel significantly 

improves the reactivity and longevity of diiron hexacarbonyl compounds.21-22 Covalent 

addition of a diiron hexacarbonyl catalyst to a poly(acrylic acid) polymer has been shown 

to catalyze significant hydrogen production in aqueous media,23 and addition of a chitosan 

polymer to a reaction mixture catalyzed by a diiron hexacarbonyl compound dramatically 

increased the reaction yield and the lifetime of the catalyst.24 In another study a diiron 

hexacarbonyl group was incorporated into a poly(aryl-ether) dendritic assembly and 

proved to be an excellent photocatalyst for the production of H2.25 The group found that 

Figure 4.1: (A) [Fe(µ-S)(CO)3]2, which we use as a reference small-molecule. (B) 
[Fe(dendron)(CO)3]2, where the dendrons are second-generation Frechet-type poly(aryl ether) 
dendrimers 
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the reaction yield increased with increased dendrimer generation and suggested that the 

improved yield was directly due to modulation of the nano-environment by the poly(aryl-

ether) dendrimers. We report here an investigation of the same system using the second-

generation poly(aryl ether) dendrimer and [Fe(µ-S)(CO)3]2 as a reference. Both are shown 

in Figure 4.1. In the remainder of this work we refer to the reference small molecule by its 

formula [Fe(µ-S)(CO)3]2 and to the dendritic complex simply as the dendrimer. We find 

clear spectral signatures of nano-environmental modulation in the carbonyl vibrational 

modes as well as a pronounced and solvent-dependent modulation of the initial phase of 

the IVR process.  

 The conformation of poly(aryl-ether) dendrimers is known to be highly solvent-

dependent, and solvents in dendrimer studies are often ranked by the solubility of the 

dendritic groups in that solvent. A solvent in which the dendritic groups are well solvated 

is classified as a good solvent for that dendritic system, and one in which the dendritic 

groups are only sparingly soluble is classified as a poor solvent for the same dendritic 

system.26-28 The conformation of a dendritic molecule is highly dependent upon its solvent 

– in good solvents, the dendritic groups are well solvated, resulting in a significant increase 

of the complex’s hydrodynamical radius with each dendrimer generation.27 In poorer 

solvents the dendritic groups tend to contract around the molecular core, resulting in only 

a slight increase of the hydrodynamical radius with each dendrimer generation.27 In some 

ways the solvent-dependence of a dendrimer’s conformation is similar to biomolecules 

whose conformational state depends upon the solution’s pH, cosolvents, and other 

factors, and the strong solvent-dependence of the dendrimer’s conformation offers a 

unique experimental variable with which to control the experimental state of the dendritic 

system. By exploiting this conformational solvent dependence we investigate a single 

molecular system over a range of conformations, and by directly comparing the dynamics 

of a diiron hexacarbonyl group encapsulated in a dendritic assembly and the same diiron 

hexacarbonyl group as a small-molecule we are able to directly determine the dynamical 

phenomena associated with the effects of nano-confinement. Our results indicate that 

inclusion into a dendritic system significantly affects the interaction of the carbonyl groups 
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with the immediate solvation shell and reveals solvent-dependent changes in the spectral 

diffusion and vibrational lifetimes of the carbonyl modes.  

 

 

4.2 Experimental Details 

Materials: The dendritic groups were ordered from Angene Limited and used as received. 

The THF used to synthesize the dendrimer was distilled and stored over molecular sieves. 

All other solvents and reagents were ordered from Sigma Aldrich and used as received. All 

reactions and manipulations were performed using standard Schlenk line procedures. 

Synthesis of [Fe(µ-S)(CO)3]2: The synthetic method described by Stanley et. al.29 was 

employed. Briefly, 12 mL of Fe(CO)5 was added to 60 mL of methanol and 35 mL of 

concentrated KOH. The solution was stirred and cooled in an ice bath before 16 g of 

elemental sulfur were added slowly over the course of ~ 10 minutes. The solution was 

stirred for an hour and 140 mL of distilled H2O, 42 g of NH4Cl and 350 mL of hexanes 

were added. The reaction mixture was removed from the ice bath and left to stir for 

overnight. The hexanes layer was separated from the reaction mixture and the reaction 

mixture was extracted with hexanes until the hexane layers remained uncolored. The 

extractions were added to the hexanes initially removed from the reaction mixture, and the 

combined fractions were rotovapped away leaving the reddish-brown crude product. The 

crude product was purified on a silica gel column with hexanes as the eluent. Product 

purity was checked by ensuring that the only carbonyl vibrational frequencies in the 

product matched those reported in the literature. 

Synthesis of dendrimer: The product was synthesized and purified according the 

procedure.25 

Synthesis of [Fe(µ-ethanethiol)(CO)3]2: One gram of Fe2(CO)9 and 0.8 mL of ethanethiol 

were dissolved in benzene and the solution was stirred at room temperature for 12 hours. 

The solvent was rotovapped away to leave a reddish-brown crude product, which was 

purified on a silica gel column using hexanes as the mobile phase and recrystallized from 

petroleum ether. Product purity was verified by comparing the product carbonyl bands 

with those reported in the literature. 
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Experimental Set-up: The experimental set-up described in Chapter 1.4 was used without 

any modification for these experiments.  

 

Figure 4.2: (A) Representative carbonyl vibrational spectra of [Fe(µ-S)(CO)3]2 and the dendrimer 
in DMF. The vibrational frequencies of the dendrimer are uniformly red shifted from the frequencies 
of [Fe(µ-S)(CO)3]2 . (B) 2D-IR spectrum of the dendrimer in DMF, centered on mode 2. (C) 
Carbonyl vibrational spectra of [Fe(µ-S)(CO)3]2 in all of the solvents used in this study. (D) 
Carbonyl vibrational spectra of the dendrimer in all of the solvents used in this study. (E) Carbonyl 
vibrational spectra of [Fe(µ-S)(CO)3]2 in all of the tested solvents, focused on modes 1-2. Note that 
acetone, CHCl3, and CH3CN show almost identical vibrational frequencies for mode 1, which are 
blue shifted from the almost identical vibrational frequencies of mode 1 in toluene, THF, and DMF. 
(F) Carbonyl vibrational spectra of [Fe(µ-S)(CO)3]2 in all of the tested solvents, focused on modes 
1-2. Note that acetone, CHCl3, and CH3CN show almost identical vibrational frequencies for mode 
1, which are blue shifted from the almost identical vibrational frequencies of mode 1 in toluene, 
THF, and DMF. 
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4.3 Results 

 The carbonyl vibrations of [Fe(µ-S)(CO)3]2 and the dendrimer are shown in Figure 

4.2. The addition of the dendritic group to the disulfides causes a slight red shift in the 

carbonyl vibrational frequencies, but the band pattern is unaffected by the organic bridging 

groups. The polar solvent causes modes 3-5 to broaden and overlap significantly in both 

the dendrimer and [Fe(µ-S)(CO)3]2 and we focus our analysis on mode 2, as in Chapter 3.  

 An interesting pattern is observed in the FTIR data shown in Figure 4.2. The 

vibrational frequencies of mode 1 show a distinct solvent dependence in [Fe(µ-S)(CO)3]2, 

where the frequencies of DMF, THF, and toluene are almost identical and red shifted by 

~ 2 cm-1 from the frequencies of acetone, acetonitrile, and chloroform. The same pattern 

is evident in the spectrum of the dendrimer, but in the dendrimer mode 2 displays this 

difference in center frequencies, and it is much less pronounced in mode 1.  

 Figure 4.3a shows the decay of the peak amplitude of mode 2 in the nonrephasing 

data for both the dendrimer and the [Fe(µ-S)(CO)3]2. The color of the data series 

represents the solvent in which the data was collected, and the dendrimer is represented 

by a solid line while [Fe(µ-S)(CO)3]2 is represented by a dashed line. Figure 4.3a illustrates 

that while there is noticeable solvent- and bridging-group-dependent variation in the peak 

Figure 4.3: (A) Decay of mode 2’s nonrephasing peak amplitude for all solvents tested and for 
both the dendrimer and [Fe(µ-S)(CO)3]2. Note that the decay in peak amplitude for both 
compounds in all solvents except CHCl3 are essentially indistinguishable after 60 ps, and in CHCl3 
the vibrational relaxation of both compounds appears to become similar as t2 approaches 80 ps. 
(B) Decay of mode 2’s nonrephasing peak amplitude in THF and acetone, representing solvents 
in which the early-time vibrational relaxation differs and does not differ, respectively, between the 
dendrimer and [Fe(µ-S)(CO)3]2. 
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relaxation at early waiting times, the slower timescale for vibrational relaxation is 

indistinguishable between solvents and between the dendrimer and [Fe(µ-S)(CO)3]2. The 

only significant outlier is the solvent chloroform, and in chloroform only the fast 

component of the vibrational relaxation appears to differ between the dendrimer and 

[Fe(µ-S)(CO)3]2.  

 Figure 4.4 show the decay of the inhomogeneity indices of mode 2 in DMF, 

acetone, and acetonitrile. We select these three solvents to illustrate the three trends 

observed in the inhomogeneity indices of all of the solvents tested in this study. In DMF 

(Figure 4.4a) the inhomogeneity index of [Fe(µ-S)(CO)3]2 is well fit by a single exponential 

decay with a time constant of ~ 3 ps, while in the dendrimer the inhomogeneity index is 

best fit to a biexponential decay. The faster of the two timescales in the decay of the 

inhomogeneity index of the dendrimer is indistinguishable from the single timescale of the 

inhomogeneity index of [Fe(µ-S)(CO)3]2. In acetone (Figure 4.4b) the inhomogeneity 

indices of both the dendrimer and [Fe(µ-S)(CO)3]2 are well fit by biexponential decay 

models, in which the fast timescale of [Fe(µ-S)(CO)3]2 is significantly faster than the fast 

timescale in the dendrimer. Finally, in acetonitrile, both the dendrimer and [Fe(µ-S)(CO)3]2 

show inhomogeneity indices that are well fit by a single exponential decay, and the 

dendrimer’s inhomogeneity index decaying to a static offset. The pattern of inhomogeneity 

indices in toluene is similar to that of DMF, while THF and chloroform match the pattern 

displayed by acetone where both compounds exhibit biexponential decays. Acetonitrile is 

Figure 4.4: (A) Spectral diffusion of mode 2 in acetone. Note that both compounds display a decay 
which is best fit by a biexponential decay. (B) Spectral diffusion of mode 2 in DMF. Note that only 
the dendrimer is best fit with a single exponential decay. (C) Spectral diffusion of mode 2 in CH3CN. 
Note that neither data series are best fit by a biexponential decay on our experimental timescale. 
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the only solvent in which both compounds show only a single decay on our experimental 

timescale. 

 

4.4 Discussion 

 The carbonyl vibrational spectra of [Fe(µ-S)(CO)3]2 and the dendrimer shown in 

Figure 4.2 are very similar in band patter but are noticeably different in frequency, with the 

carbonyl frequencies of the dendrimer being red shifted from the frequencies of [Fe(µ-

S)(CO)3]2. The frequencies of the dendrimer are very similar to the frequencies of (µ-

pdt)[Fe(CO)3]2 and (µ-edt)[Fe(CO)3]2 as reported in Chapter 3, and we attribute this red 

shift in vibrational frequencies to increased electron density of the diiron core of the 

molecule arising from the organic groups bonded to the bridging sulfides. As detailed in 

Chapter 1.4 carbon monoxide bonds to transition metals partially through accepting 

electron density from the metal into the π*-antibonding molecular orbital. An increase in 

the electron density of the transition metal is thus reflected by a weakening of the C≡O 

bond and a red shift of the C≡O vibrational frequency.30 

 We note the presence of a small peak at ~ 2060 cm-1 in several of the solvents, 

specifically toluene, chloroform, and THF. There is no predicted vibrational frequency for 

the dendrimer that corresponds to this peak, and there are several possible origins for it. 

One of these is that the small band at ~ 2060 cm-1 is an impurity from the synthetic process 

which was not completely removed by the purification. If this were the case, it would be 

expected to appear in all of the tested solvents, and it is noticeably absent from several, 

including DMF and CH3CN.  

Another possibility is that this band arises from a different isomeric form of the 

dendrimer. The poly(aryl-ether) dendrimer used in this study exists in two conformations, 

the so-called “equatorial-equatorial” and the “axial-equatorial” isomers, which describe the 

relative orientation of the two dendritic arms and are depicted in Figure 4.5. Roughly 85% 

of the dendritic sample exists in the axial-equatorial conformation.25 To test whether the 

two isomeric forms might have different vibrational frequencies we synthesized [Fe(µ-

ethanethiol)(CO)3]2, which is also known to exist in axial-equatorial and equatorial-

equatorial isomeric forms. Figure 4.5b shows the infrared spectrum of in [Fe(µ-
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ethanethiol)(CO)3]2 hexane. The frequency of mode 2 does not appear to be tangibly 

affected by the isomeric form of the ethanethiol groups, but modes 1 and 3-5 do show 

isomeric frequency differences of several wavenumbers. We find this test to be insightful 

but inconclusive. It does demonstrate that an isomeric frequency difference might account 

for additional peaks in the dendrimer’s vibrational spectrum, but the frequency difference 

of ~ 15 cm-1 between mode 1 and the unidentified peak in the dendrimer’s spectrum is 

much larger than the isomeric difference observed in the spectrum of [Fe(µ-

ethanethiol)(CO)3]2. If the data gathered from [Fe(µ-ethanethiol)(CO)3]2 may be 

extrapolated to the dendrimer, the center frequency of mode 2 is expected to only slightly 

affected by any isomeric effects, and the broadening of modes 3-5 due to solvent polarity 

obscures the presence of any isomerically-induced changes in the frequencies of modes 3-

5. Since in this analysis we focus solely upon mode 2, we find the exact origin of the 

unidentified peak at ~ 2060 cm-1 worthy of further investigation, but not crucial to the 

current discussion. 

The most enigmatic aspect of our FTIR data is the apparent presence of what seem 

to be two distinct solvent-dependent frequencies for mode 1 in [Fe(µ-S)(CO)3]2 and for 

mode 2 in the dendrimer, and that in both cases the same solvents cause a red shift or a 

Figure 4.5: FTIR spectrum of [Fe(µ-ethanethiol)(CO)3]2 in hexanes. The double peak near 2070 
cm-1 is due to a frequency difference of mode 1 in the two isomers, as are the four modes between 
1980-2000 cm-1. The axial-equatorial and equatorial-equatorial conformations are depicted to the 
right. 
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blue shift of the relevant vibrational frequency. The solvents associated with a higher 

frequency for the vibration are CH3CN, acetone, and chloroform, while the solvents 

associated with a lower vibrational frequency are DMF, toluene, and THF. This solvent-

dependence of vibrational frequency does not depend upon the dendrimer, as it is present 

in [Fe(µ-S)(CO)3]2, but in the dendrimer the mode most strongly affected is mode 2, and 

not mode 1. The two groups of solvents defined by our spectra are not similar in polarity, 

donicity, dielectric constant, or viscosity.  For example, DMF, a polar, strongly interacting, 

and protic solvent consistently shifts the vibrational frequency of mode 1 in [Fe(µ-

S)(CO)3]2 and of mode 2 in the dendrimer in a manner more similar to toluene, a nonpolar, 

weakly interacting, aprotic solvent, than to acetone. We do note that CH3CN, acetone, and 

chloroform are uniformly smaller than DMF, toluene, and THF, although whether the 

molecular size of the solvent is in any way significant to the consistent red shifting of the 

relevant frequency is unclear to us.  

Figure 4.6: Molecular conformations for the dendrimer in acetonitrile, acetone, and toluene. 
Acetone and toluene show very similar conformations, but even at the low generation number of 
the dendrimer the conformation in acetonitrile is much more compact than in acetone or toluene. 
This is in good agreement with the previously published work on the conformation of poly(aryl ether) 
dendrimers in good and poor solvents. 
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As discussed in the Chapter 4.1, solvents in dendrimer studies are often classified 

by their capacity to solvate the dendritic groups of the molecule. Solvents in which the 

dendrimer is well solvated are considered to be “good” solvents, and in good solvents the 

dendritic portions of the complex are often extended some distance away from the center 

of the complex.26-27 In contrast to the dendritic conformation in good solvents, solvents 

in which the dendritic groups are only sparingly soluble are considered “poor” solvents, 

and in poor solvents the hydrodynamical radius of the complex is typically smaller than 

the radius of the same complex in a good solvent due to a contraction of dendritic groups 

around the core of the complex. Of the solvents used in this study toluene, DMF, and 

THF are known to be good solvents for poly(aryl-ether) dendrimers, while acetone is 

known to be a “medium” quality solvent and acetonitrile a poor solvent.26-27 To the best 

of our knowledge the solvent quality of chloroform for poly(aryl-ether) dendrimers has 

never been determined. However, in a molecular dynamics study of a poly(aryl ether) 

dendrimer with an [FeS]2 core the dendritic groups were found to extend consistently in 

the explicit chloroform solvent, indicating that chloroform is a reasonably good solvent 

for poly(aryl ether) dendrons.31  

The decay of the inhomogeneity in mode 2 of the dendrimer is significantly 

different from the inhomogeneity decay of mode 2 in [Fe(µ-S)(CO)3]2. The most apparent 

difference is that the dendrimer invariably displays two pronounced timescales for the 

decay of the inhomogeneity index, while in [Fe(µ-S)(CO)3]2 the inhomogeneity index is 

often well fit by a single exponential decay, and when an additional slow timescale is 

present its contribution to the total inhomogeneity is typically minimal in comparison to 

the contribution of the fast timescale. In solvents like DMF and chloroform the slow 

component of the dendrimer’s inhomogeneity index decays significantly on the 

experimental timescale, while in other solvents like toluene the decay of the slow 

component of the spectral inhomogeneity is exceedingly slow. The slow decay of the 

spectral inhomogeneity is especially pronounced in acetonitrile, where the decay of the 

slow phase of the spectral inhomogeneity is so slow that it appears static on our 

experimental timescale. Our experimental set-up limits our t2 measurements to ~ 90 ps, 

and for this reason it is not possible to reliably fit the slow phase of the dendrimer’s 
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inhomogeneity decay. The fast phase of the inhomogeneity decay, however, may be 

extracted from the data. The fast timescales extracted from fitting the decay of mode 2 in 

the dendrimer and in [Fe(µ-S)(CO)3]2 are listed in Table 4.1. We caution that exact fit 

parameters from our biexponential models are less certain than from those from our single 

exponential models due to contribution of the additional timescale. The extracted 

timescale for the fast phase of mode 2’s spectral diffusion in the dendrimer is in good 

agreement with the data, but the confidence interval associated with that timescale is also 

meaningful. 

As listed in Table 4.1, the timescale of the fast phase of the inhomogeneity decay 

of mode 2 in [Fe(µ-S)(CO)3]2 is ~ 3 ps for all of the solvents tested except acetone and 

acetonitrile, where it is ~ 1 ps. For the dendrimer, the timescale of the fast decay of the 

spectral inhomogeneity of mode 2 is less solvent-dependent and is consistently ~ 2.5-3.5 

ps, except in acetonitrile, where it is 2 ps. There are multiple possible interpretations of 

this data. Acetone and acetonitrile are the poorest quality solvents tested, and the 

encapsulation of the diiron hexacarbonyl core by the dendritic arms is expected to be the 

greatest in these two solvents – the two-fold slow-down in the timescale of inhomogeneity 

decay observed between [Fe(µ-S)(CO)3]2 and the dendrimer in acetonitrile and acetone may 

reflect a significant alteration of the carbonyl ligands’ microenvironment due to nano-

encapsulation by the dendritic groups.  

Alternatively, the reduction in solvent-dependence of the fast phase of spectral 

diffusion in the dendrimer suggests a slightly different interpretation, that the poly(aryl-

ether) dendritic groups exert a roughly comparable influence on the dynamics of the 

carbonyl ligands regardless of the solvent in which the dendrimer is solvated. This 

Table 4.1: Fit values for the fast phase of the inhomogeneity decay 
of mode 2 in the dendrimer and [Fe(µ-S)(CO)3]2 and the slow 
phase of spectral diffusion in the dendrimer, listed by solvent 
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interpretation suggests that in the case of [Fe(µ-S)(CO)3]2 whatever solvent-dependent 

interactions make the fast timescale of spectral diffusion in DMF different from the fast 

timescale of spectral diffusion in acetone are modulated by the dendritic assembly. 

These two interpretations are not mutually exclusive, and our experimental data 

does not appear to clearly support one over the other. The molecular similarity of acetone 

and acetonitrile, both of which are small molecules with defining C≡O or C≡N groups, 

does lend some support the hypothesis of some specific and similar set of solvation 

microenvironments in the case of [Fe(µ-S)(CO)3]2. The hypothesis of similar of a similar 

solvation microenvironment in acetonitrile and acetone is supported by the FTIR data in 

which both acetonitrile and acetone caused the frequency of carbonyl vibrational modes 

in [Fe(µ-S)(CO)3]2 and in the dendrimer to blue shift from the vibrational frequencies in 

toluene, THF, and DMF. 

The exceedingly slow decay of the slow phase of spectral inhomogeneity in 

acetonitrile stands apart from all of the other tested solvents. Interestingly, acetonitrile is 

the only decidedly poor solvent for poly(aryl-ether) dendrimers tested in this study. 

Previous studies of poly(aryl-ether) dendrimers in acetonitrile have shown very little 

change in the hydrodynamical radius of the complex with increased dendrimer generation, 

which reflects a strong tendency of pol(aryl-ether) dendrimers to form inwardly-folding 

conformations in acetonitrile.27 The correlation of solvent quality and dendritic 

conformation suggests that the slow phase of inhomogeneity decay observed in all of the 

dendritic samples is due to the dendritic modulations of solvent-carbonyl interactions. In 

all of the good and medium solvents the carbonyl ligands are expected to be at least 

partially solvent-accessible, but the dendritic groups are conformationally mobile at room 

temperature, and the solvation shell immediately adjacent to the dendritic groups will be 

in continual flux as it adjusts to the slow fluctuations of the dendritic groups. We suggest 

that this continuous fluctuation and reorientation of the dendrimer’s immediate solvation 

shell is reflected in the slow decay of the dendrimer’s spectral inhomogeneity which is 

absent in [Fe(µ-S)(CO)3]2.  

The significant slowdown of this dynamical timescale in acetonitrile indicates that 

the carbonyl ligands are either exposed to an environment similar to bulk acetonitrile, 
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where any additional slow phase of spectral decay is so slow as to be imperceptible, that 

the carbonyl ligands are barely exposed to the solvent, or that the solvation dynamics of 

the dendrimer in acetonitrile are much more affected by the dendritic groups than in any 

of the other tested solvents. In light of the previously-discussed proclivity of poly(aryl-

ether) dendrimers to contract upon their molecular core in acetonitrile, we find that the 

second interpretation to be the most probable, and propose that the slow-phase of spectral 

diffusion in acetonitrile does indeed represent a true case of nano-confinement, in contrast 

to the other tested solvents, where the effect of the dendritic assembly is decidedly present 

but the nano-confinement of the carbonyl groups is at most partial. Similar spectral 

diffusion dynamics have been reported from a diiron hexacarbonyl compound covalently 

encapsulated in a metal-organic framework (MOF).32 When the MOF was dry the spectral 

diffusion of the probe’s carbonyl vibrations was fit to a biexponential decay with timescales 

of 7 and ~ 670 ps, while immersion of the MOF in DMF solvent slowed the spectral 

diffusion timescales to 23 and > 2000 ps. The dynamical slowdown was hypothesized 

reflect the slower dynamics of the MOF when the pores were filled with a polar, strongly 

interacting solvent.  The nano-environmental constraint of a MOF’s pores is probably 

much greater than that exerted by the second-generation poly(aryl ether) dendritic groups 

in our experiment, but the qualitative similarity of the MOFs dynamics to what we observe 

in our dendritic sample supports our hypothesis that our data directly reflects at least a 

partial nano-confinement of the diiron hexacarbonyl dendritic core. 

The vibrational relaxation of mode 2, as shown in Figure 4.3, is significantly 

affected both by the solvent and by the presence of a dendritic assembly in early waiting 

times. However, by ~ 40 ps the effect of the solvent and the dendrimer becomes minimal, 

and the slow phase of the vibrational relaxation of the carbonyl groups is uniform with 

one exception, that of chloroform. However, despite the exceptionally slow vibrational 

relaxation of the carbonyl groups in chloroform, the peak traces of the dendrimer and of 

[Fe(µ-S)(CO)3]2 appear to eventually converge in chloroform as they do in the other 

solvents. We suggest that the slow vibrational relaxation in chloroform is simply due to an 

idiosyncrasy of solvent-solute interactions within that system.  
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In all of the tested solvents except for DMF and THF the early vibrational 

relaxation of [Fe(µ-S)(CO)3]2 is much faster than the early vibrational relaxation of the 

dendrimer. An example of this is provided Figure 4.3b, where acetone is used to exemplify 

a solvent in which such a difference is noticeably present, and THF to exemplify a solvent 

in which the same difference is clearly absent. Although the difference in early vibrational 

relaxation between the dendrimer and [Fe(µ-S)(CO)3]2 is not present in all of the tested 

solvents, it does represent a majority of the sampled systems, and merits further 

consideration. 

IVR in small molecules is often modeled using Fermi’s Golden Rule, which is given 

in Equation 4.1: 

𝛤𝑖𝑗 =
2𝜋


|𝑉𝑖𝑗|

2
𝜌𝑗 (4.1) 

where Γij is the probability of a transfer of vibrational energy from state i to state j, Vij is 

the coupling of states i and j, and ρj is the final density of states. In systems as large as the 

dendrimer IVR is probably more dependent upon specific pathways of vibrational energy 

dissipation determined by anharmonic vibrational coupling.33-36   

 In both the dendrimer and [Fe(µ-S)(CO)3]2 the two bridging sulfides are not 

constrained by a bridging group and are free to fluctuate independently of each other. In 

[Fe(µ-S)(CO)3]2 these independent fluctuations are probably insignificant and unlikely to 

distort the square pyramidal coordination sphere of each iron atom, but in the dendrimer 

each bridging sulfide is directly connected to a large and otherwise un-tethered molecular 

group. The square pyramidal geometry of diiron hexacarbonyl core could easily be 

distorted by forces exerted on the sulfides by the dendritic groups. A significant distortion 

of the square pyramidal coordination geometry of the two iron atoms could conceivably 

alter the coupling of the carbonyl vibrations to lower frequency vibrations of the diiron 

hexacarbonyl group, and thus indirectly slow the rate of intramolecular IVR. The two 

solvents in which no difference is observed in the vibrational relaxation of the dendrimer 

and of [Fe(µ-S)(CO)3]2 are THF and DMF, both of which are good solvents in which 

significant conformational distortions of the molecule are unexpected. 
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 Previous work in alkane solvents has shown that the intracarbonyl IVR of (µ-

pdt)[Fe (CO)3]2 is exquisitely sensitive to the chain length of the alkane solvent.37-38 

Although a similar investigation has not been performed for polar solvents (and in fact 

would be almost impossible due to the overlap of modes 3-4 in all polar solvents tested), 

this does strongly suggest that specific solvent-solute interactions might play a prominent 

role in the fast phase of IVR immediately following vibrational excitation, even in non-

polar and non-interacting solvents. As previously discussed, one interpretation of the 

spectral diffusion data is that the presence of the dendritic groups exerts some degree of 

modulation on the solvent-solute interactions of the carbonyl ligands. An alternative 

interpretation of the significant slow-down in early IVR observed in many of the 

dendrimer solutions is that this slow-down arises from the modulation of solvent 

assistance in the IVR process. This hypothesis is also supported by the observation of 

unaffected vibrational relaxation in DMF and THF, in which the dendritic groups are 

expected to be minimally contracted and thus the carbonyl groups are expected to be at 

least somewhat solvent-exposed. A strong solvent-effect in intracarbonyl IVR is not 

unprecedented, as previous work has shown that in alcohol solutions of DMDC, 

specifically ethanol and butanol, the rate of intracarbonyl IVR is strongly influenced by 

specific solvent-solute conformations and interactions.39 

Although additional work is certainly needed to clarify the trends observed in our 

data, especially similar experiments on larger-generation poly(aryl ether) dendrimers, our 

data offers an informative exploration of the dynamical changes associated with 

encapsulation in molecular assembly of moderate size, particularly with respect to solvent-

solute interactions. Unlike small-molecules, which are typically relatively rigid and fully 

solvent-exposed, and unlike the pocket of an enzyme active site, which tend to be 

completely or almost completely shielded from the solvent, our data provides an example 

of a system which flexible enough to be solvent-exposed, but in which the solvent-solute 

interaction is modulated by the conformational mobility of the dendritic assembly. The 

comprehensive picture which emerges from our data is of a conformationally flexible 

molecular assembly, which in most cases modulates but does not significantly inhibit the 

solvent-solute interactions associated with the diiron hexacarbonyl core. This modulation 
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is evident even in our FTIR spectra, where the presence of the dendrimer does not remove 

whatever solvent-solute interactions give rise to a distinct solvent-dependent delineation 

of mode 1’s vibrational frequency, but does cause that delineation to be most apparent in 

mode 2 instead of in mode 1. The presence of a dendrimer also invariably gives rise to an 

additional timescale in the decay of spectral inhomogeneity, which we suggest reflects the 

continuous response of the solvent to the conformational mobility of the dendritic 

assembly. Finally, in poorer solvents for poly(aryl-ether) dendrimers a distinct slowdown 

of the fast intracarbonyl IVR is apparent for the dendrimer, which we are unable to 

unambiguously interpret. 

In acetonitrile, the poorest solvent for poly(aryl-ether) dendrimers, a massive 

slowdown in what we interpret to be the slow response of the solvent to the 

conformational mobility of the dendritic groups is observed. We suggest that this is a 

directly reflects the folding of the dendritic groups around the diiron hexacarbonyl core, 

and thus that measurements of spectral diffusion may be directly used to probe the solvent-

dependent conformation of a macromolecular sample.  

 

4.5 Conclusion 

 The work in detailed in this chapter represents the first 2D-IR study of a dendritic 

assembly, in which the vibrational dynamics of the dendrimer’s diiron hexacarbonyl core 

are directly compared to a small-molecule version of the same molecular unit. The testing 

of six different solvent systems enabled us to identify an unusual solvent-dependence of 

the vibrational frequency of one vibrational mode in the reference small molecule and 

another in vibrational mode in the dendrimer. We find that the presence of a dendritic 

assembly often, but not always, significantly slows the initial IVR of the carbonyl groups, 

although whether this is due primarily to inter- or intra-molecular processes remains 

unclear. The fast phase of the decay of the carbonyl groups’ spectral inhomogeneity in the 

dendritic molecule seems to be modulated to a roughly uniform timescale of 2.5 ps, and 

an additional timescale of spectral diffusion absent in the reference small molecule reveals 

clear signatures of slow solvent fluctuations in response to the conformational fluctuations 

of the poly(aryl ether) dendritic assemblies. This conformational flexibility is more similar 
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to that of a large biomolecule than to a more rigid small molecule, but the size and steric 

effect of the dendrimer are small enough to retain many similarities to the small molecules, 

including the solvent-accessibility of the molecule’s active site. Further work should focus 

on larger-generation poly(aryl ether) dendrimers, where a change in the visible spectrum 

of a poly(aryl ether) monodendron was reported between the third and fourth generation, 

suggesting the onset of a globular and back-folding conformation.28 A similar transition 

has been suggested from NMR work on poly(aryl ether) dendritic complexes.40 

Examination of these larger systems will test the trends we report here from smaller-

generation dendrimers, and advance the understanding of the ultrafast dynamics induced 

by conformationally-dynamic nanoconfinement. 
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Chapter 5 

Vibrational Coherence Transfer in a Class of Excitonic 

Biomimetic Catalysts Studied with 2D-IR Spectroscopy 

 

5.1 Introduction 

One of the most pressing and controversial current political issues is the dilemma 

posed by climate change. Greenhouse gas emissions, which underlie the energy-production 

processes of modern society, have been clearly implicated in a number of undesirable 

environmental phenomena, including atmospheric warming and ocean acidification.1-2 The 

global economy is heavily dependent upon the energy harvested by processes which 

generate these greenhouse gas emissions, and another different form of energy harvesting 

is necessary. Solar power offers a promising alternative to fossil fuels; the sun is a powerful, 

continuously renewable energy source, and solar energy needs only to be harvested. 

Unfortunately, this is easier said than done. Commercial solar panels are only ~ 20% 

efficient, and more efficient light harvesting materials are either undeveloped or 

prohibitively expensive.3 A direct comparison of the photosynthetic efficiency of natural 

and artificial systems is somewhat complicated,4 but physical scientists look to natural light-

harvesting systems for inspiration in the design of artificial light-harvesting systems.5 One 

key to efficient harvesting of solar energy in biological systems may involve the presence 

and longevity of specific superpositions of quantum states in photosynthetic assemblies. 

Biological light-harvesting systems are typically excitonic systems in which 

photoexcitation induces a delocalized electronic excited state within the assembly, which 

is subsequently transferred elsewhere as part of the light-harvesting process.6-9 The physics 

of such excitonic systems have been extensively investigated, and a wide range of 

molecular and supramolecular systems are modeled as excitons.10-13 The simplicity of the 
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exciton model allows the physical characteristics of molecular systems as disparate as 

small-molecule metal carbonyl complexes and supramolecular light-harvesting assemblies 

to be modeled using essentially the same Hamiltonian,14 and makes experimental data from 

one excitonic system relevant to any other, regardless of other molecular differences.  

It is widely known that vibrational coherences may play a significant role in the 

reactivity and charge transfer processes of a variety of molecular systems,15-23 but in 2007 

the subject received renewed attention when Engel et. al. reported the observation of long-

lived oscillatory features in the 2D electronic spectra of the Fenna-Matthews-Olsen (FMO) 

light-harvesting assembly. They interpreted these to be coherences between electronic 

excitonic states, and hypothesized that these coherences enhanced the function of the 

light-harvesting assembly by effectively computing the optimum pathway for charge 

transfer within the assembly.24 Since then occurrence and role of coherences in 

biomolecular light-harvesting have been the subject of intense research and discussion.25-

28 While it seems to be generally accepted that unusually long-lived oscillatory features do 

indeed occur in the 2D electronic spectra of the FMO assembly, Photosystem II, and other 

biomolecular light-harvesting complexes, the nature, longevity, and relevance of these 

coherences to photosynthetic function remains uncertain.28-31 If vibronic or electronic 

coherences are instrumental in the biomolecular light-harvesting then biomimetic design 

to incorporate similar coherences in artificial light-harvesting devices may significantly 

increase the capacity of modern solar arrays. The key challenge is then to ascertain whether 

vibronic coherences do significantly participate in the light-harvesting process, and to 

determine the physical and molecular design necessary to reproduce such coherences in 

an artificial system. 

We report here the observation of what appear to be spectral signatures of 

vibrational coherence transfer in the 2D infrared (2D-IR) spectra of several biomimetic 

diiron hexacarbonyl compounds. The signatures of vibrational coherence transfer which 

we report appear to indicate that diiron hexacarbonyl compounds are predisposed to 

coherence-coherence and coherence-population transfers similar to the quantum transport 

reported in biomolecular light-harvesting assemblies.26 Despite being completely different 

from biomolecular light-harvesting assemblies on a molecular level, moderately-sized 
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metal carbonyl complexes display similar excitonic behavior,14 and our data may shed 

significant light on the question of whether specific physical conditions predispose 

excitonic systems to coherence transfer phenomena. 

Reports of coherence transfer in experimental 2D-IR spectra have been largely 

limited to Rd(CO)2(acetylacetonato) (RDC), a small organometallic complex with two 

strong carbonyl vibrations. In 2004 Khalil et al. suggested that two of the peaks in RDC’s 

2D-IR spectrum were due to coherence transfer.32 This was later disputed by Marroux et. 

al., who used carefully shaped experimental pulses to demonstrate that intercarbonyl 

coherence transfer is probably negligible in RDC.33 The Wright group has published 

several studies of coherence transfer in RDC using a different set of experimental phase-

matching conditions than Khalil and Marroux.34-35 Nee et. al. observed multiple frequency 

components in the cross peaks of dimanganese dodecacarbonyl (DMDC) and interpreted 

them as signature of vibrational coherence transfer.36 Subsequent modeling of DMDC 

Baiz et. al. using Redfield theory showed that the same cross peak oscillatory features 

occurred when coherence-coherence transfer terms were explicitly included in the model.37 

In continuation of the studies reported by Nee and Baiz we report the observation of 

multiple cross peak oscillatory frequencies in the cross peaks of several diiron 

hexacarbonyl mimics of the [FeFe]-hydrogenase enzyme. We find distinct patterns in the 

data of all three compounds, and propose that both coherence-coherence and coherence-

population transfer contribute to the dynamics in our systems of diiron hexacarbonyls. 

 

5.2 Experimental Methods 

 All synthetic procedures were performed under nitrogen using standard Schlenk-

line procedures. All reagents were ordered from Sigma Aldrich and used as received. 

(µ-1,2-ethanedithiolate)[Fe(CO)3]2: This compound was synthesized according to the 

procedure outlined by Lyon et. al.38 Here, equimolar 1,2-ethanedithiolate and Fe3(CO)12 

were mixed in 40 ml of toluene and the reaction mixture was refluxed for 3 hours. The 

solvent was then removed under vacuum to yield the reddish-brown crude product, which 

was purified on a silica gel column with hexanes as the eluent and recrystallized from a 

saturated hexanes solution. 
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(µ-o-xylyldithiolate)[Fe(CO)3]2: This compound was synthesized according to the 

procedure described by Lyon et al.38 Here, 1.02 g of o-xylyldithiolate and 3.02 of Fe3(CO)12 

were mixed in 250 ml of toluene and refluxed overnight. The solvent was removed under 

vaccum to yield the reddish-brown crude product, which was purified on a silica gel 

column using hexanes as the eluent and subsequently recrystallized from hexanes. 

Synthesis of [Fe(µ-S)(CO)3]2: The synthetic method described by Stanley et. al.39 was 

employed. Briefly, 12 mL of Fe(CO)5 were mixed with 60 mL of methanol and 35 mL of 

concentrated KOH. After cooling the reaction mixture in an ice bath 16 g of elemental 

sulfur were added slowly over the course of ~ 10 minutes. The reaction mixture was stirred 

for an hour and 140 mL of distilled H2O, 42 g of NH4Cl and 350 mL of hexanes were 

added. The reaction was removed from the ice bath and stirred overnight. The layer of 

hexanes was decanted from the reaction mixture and the reaction mixture was extracted 

with hexanes until the extraction layers were uncolored. The extractions were combined 

with the hexanes initially removed from the reaction mixture, and the combined fractions 

were rotovapped away leaving the reddish-brown crude product. The crude product was 

purified on a silica gel column with hexanes as the eluent. 

Data acquisition and processing: All data sets were finely sampled for the first 12 ps of 

waiting time, and sparsely sampled afterward up until ~ 80 ps. To avoid the introduction 

of any artifacts from slow drift of the experimental set-up, waiting time data points were 

collected in randomized order. To create the coherence maps the absolute-value 2D data 

sets were interpolated along t2 to generate evenly spaced data points, and a Fourier 

transformation was performed over t2 axis to yield spectra as a function of ω2. This 

operation yields t2-frequency-dependent peak amplitude in the 2D spectrum and is often 

used in 2D electronic spectroscopy.29, 31 The power spectrum was used to create the 

coherence maps presented in this study.  

 

5.3 Results 

  Three different diiron hexacarbonyl complexes are used in this study, and they are 

shown in Figure 5.1. All three have a diiron hexacarbonyl core, and differ in the bridging 

disulfide group; two are bridged by organic groups, and ethanedithiolate (edt) and an o-
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xylyldithiolate (xyl), respectively, while in the third the disulfides are not bridged by any 

organic group. All data referenced in this study was collected using hexadecane as the 

solvent. The infrared spectra of all three are shown in Figure 5.1.  

As we have previously noted, the CO vibrations of [Fe(µ-S)(CO)3]2 are blue shifted by 

several wavenumbers relative to the vibrations of the edt- and xylyl-bridged compounds.  

This is comparable to the data shown in Chapter 4, and we suggest that the electron density 

of the diiron core is slightly increased by the organic disulfide bridge. The presence of an 

organic bridging group appears to separate the vibrational frequencies of modes 3 and 4 

to varying degrees, and in the disulfide modes 3 and 4 are degenerate.  

 Sample rephasing coherence maps of the edt and xyl compounds are shown in 

Figure 5.2-5.4. To ensure clarity in our discussion of the coherence maps we will refer to 

frequencies of excitation and detection by the corresponding mode number. For example, 

the cross peak at (ω1=mode 1, ω3 = mode 2) will be denoted as (1, 2). Figure 5.2A shows 

the 71-73 cm-1 frequency in the rephasing spectrum of xyl. It occurs only on the (1, 4) cross 

peak and its conjugate, as expected. Figure 5.2B shows the 36-39 cm-1 frequency in 

Figure 5.1: Molecular structures of the three diiron hexacarbonyl compounds tested in this study 
and infrared spectra of their carbonyl stretching vibrations. In [Fe(µ-S)(CO)3]2 the vibrational band 
at ~ 2005 cm-1 arises from two degenerate modes which are not degenerate in either of the other 
compounds. All data was collected in hexadecane solvent. 
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rephasing spectrum of xyl. That frequency is expected for the (1, 2) cross peak and its 

conjugate, but is not expected for the (1, 4) cross peak and its conjugate. Figure 5.2C shows 

the 80-83 cm-1 frequency components of the nonrephasing edt spectrum. The 80-83 cm-1 

Figure 5.2: Spectra shown are coherence maps depicting the intensity of oscillatory features 
during t2 by their frequencies of excitation and detection. (A) 71-73 cm-1 frequency in the 
rephasing spectra of xyl. The difference frequency of mode 1 and mode 4 in xyl is 72 cm -1, and 
a 72 cm-1 oscillatory feature is expected on the (1, 4) cross peak and its conjugate in rephasing 
spectra. (B) 36-39 cm-1 frequency in the rephasing spectra of xyl. The difference frequency of 
mode 1 and mode 2 in xyl is 37 cm-1, and that difference frequency is expected on the (1, 2) 
cross peak and its conjugate in rephasing spectra. A 37 cm-1 frequency is not expected on the 
(1, 4) cross peak or its conjugate. (C) 80-83 cm-1 frequency in the nonrephasing spectra of edt. 
The difference frequency of mode 1 and mode 4 in edt is 82 cm-1, and a 82 cm-1 oscillatory 
feature is expected on the (1, 1) and (4, 4) in nonrephasing spectra. (D) 28-31 cm-1 frequency in 
the nonrephasing spectra of edt. The difference frequency of mode 2 and mode 3 in edt is 30 
cm-1, and that difference frequency is expected on the (2, 2) and (3, 3) peaks in the nonrephasing 
spectra. A 30 cm-1 frequency is not expected on the (2, 3) cross peak. 
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frequency is localized on (1, 1) and (4, 4) diagonal peaks, as expected. Figure 5.2D shows 

the 28-31 cm-1 oscillatory components of the nonrephasing edt spectrum. This frequency 

is expected for the (2, 2) and (3, 3) diagonal peaks, but not for the (1, 4) cross peak.   

Figure 5.3: Spectra shown are coherence maps depicting the intensity of oscillatory features 
during t2 by their frequencies of excitation and detection. All coherence maps are from 
rephrasing spectra. (A) 41-43 cm-1 frequency in edt. The difference frequency of mode 1 and 
mode 2 in edt is 42 cm-1 and the difference of modes 2 and 4 is almost the same. A 42 cm-1 
oscillatory feature is unexpected on the (1, 4) cross peak. (B) 36-39 cm-1 frequency in xyl. The 
difference frequency of mode 1 and mode 2 in xyl is 37 cm-1, and the difference of mode 2 and 
4 is almost the same. A 37 cm-1 frequency is unexpected on the (1, 4) cross peak and its 
conjugate. (C) 36-38 cm-1 frequency in the spectra of S2. The difference frequency of mode 1 
and mode 2 in S2 is 37 cm-1 and the difference of modes 2 and 4 is almost the same. An 
oscillatory frequency of 37 cm-1 is unexpected for the (1, 4) cross peak and its conjugate. (D) 
28-31 cm-1 frequency in the rephasing spectra of edt. The difference frequency of mode 2 and 
mode 3 in edt is 30 cm-1. A 30 cm-1 frequency is unexpected on the (2, 5) cross peak. 
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Figure 5.4: Spectra shown are coherence maps depicting the intensity of oscillatory features 
during t2 by their frequencies of excitation and detection. All data are from nonrephrasing 
spectra. (A) 36-38 cm-1 frequencies in S2. The difference frequency of mode 1 and mode 2 in 
S2 is 37 cm-1 and the difference of modes 2 and 4 is almost the same. A 37 cm-1 oscillatory 
feature is unexpected on any cross peak. (B) 51-53 cm-1 frequency in S2. The difference 
frequency of mode 2 and mode 5 in S2 is 52 cm-1. A 52 cm-1 frequency is unexpected on any 
cross peak. (C) 35-39 cm-1 frequency in the spectra of xyl. The difference frequency of mode 1 
and mode 2 in S2 is ~37 cm-1 and the difference of modes 2 and 4 is almost the same. An 
oscillatory frequency of 37 cm-1 is unexpected on any cross peak. (D) 41-43 cm-1 frequency in 
the spectra of edt. The difference frequency of mode 2 and mode 4 in edt is 42 cm-1. A 42 cm-1 
frequency is unexpected on any cross peak. 
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5.4 Discussion 

 Two-dimensional infrared spectroscopy measures the third-order nonlinear 

response of a sample to a sequence of three field interactions with the sample’s transition 

dipole moments. This response may be written as a four-point correlation function of the 

system’s transition dipole moments µ as in Equation 5.2,40-42 

𝑅𝑖𝑗𝑘𝑙
(3) (𝜏3, 𝜏2, 𝜏1) = (

−𝑖

ħ
)

3

〈[[[µ𝑖(𝜏3 + 𝜏2 + 𝜏1), µ𝑗(𝜏2 + 𝜏1)]µ𝑘(𝜏)] µ𝑙(0)]〉 (5.1) 

Where the indices i, j, k, and l represent the laboratory-frame polarization of the respective 

field and τn represents the time period between field-matter interactions n and n+1. 

Assuming that the vibrational and orientational response of the system are separable, the 

total response of the system may be written as a product of the two, as shown in Equation 

5.3:42 

𝑅𝑖𝑗𝑘𝑙(𝜏3, 𝜏2, 𝜏1) =  ∑ 𝑅𝜈𝜅𝜆𝜒(𝜏3𝜏2𝜏1)𝑌𝑖𝑗𝑘𝑙
𝜈𝜅𝜆𝜒(𝜏3𝜏2𝜏1)

𝜈𝜅𝜆𝜒

(5.2) 

where 𝑅𝜈𝜅𝜆𝜒 is the four-point correlation function of system’s vibrational transition dipole 

moments ν, κ, λ, and χ with the four field-matter interactions, respectively, and 𝑌𝑖𝑗𝑘𝑙
𝜈𝜅𝜆𝜒

 is 

the orientational response function of that correlation function, which accounts for the 

effect of orientational diffusion on the response of vibrational transition dipoles ν, κ, λ, 

and χ to field-matter interactions of i, j, k, and l polarizations, respectively. Note that the 

measured response of the system will include only pathways with nonvanishing 

orientational response functions.   

 By invoking the rotating wave approximation the vibrational response function 

defined in Equation 5.2 may be expressed as 16 individual four-point correlation functions, 

six of which are responses to the rephasing pulse sequence and six of which are responses 

to the nonrephasing pulse sequence.40-41 These four-point correlation functions are often 

represented as Feynman diagrams to illustrate the time-dependent evolution of the 

system’s density matrix, and this sequence of states is often referred to as a Liouville 

pathway.41, 43 The Liouville pathways associated with rephasing and nonrephasing pulse 

sequences are shown in Figure 5.5.  Liouville pathways are read upwards from the bottom, 

with the arrows representing field-matter interactions and the state of the density matrix 



 

 

102 

 

during each waiting written inside the diagram. Solid horizontal lines represent to field-

matter interaction which delineates waiting times, and dashed horizontal lines are used to 

represent the occurrence of a coherence transfer during a waiting time when applicable.  

 The peaks in a 2D-IR spectrum to which pathways with coherences during t2 

contribute are observed to oscillate at the difference frequency of the two vibrations. The 

positions of such peaks vary depending upon the experimental pulse sequence, as is clear 

from Figure 5.3. In a nonrephasing experiment the pathways involving t2 coherences 

contribute to peaks on the diagonal of the spectrum, and thus in a time-resolved 

nonrephasing experiment the nonrephasing peaks are expected to oscillate at the 

difference frequencies of that mode and all the others with which it shares a ground state. 

In a rephasing experiment the pathways involving t2 coherences are contribute to off-

diagonal cross peaks, each of which beats at the difference frequency of its two diagonal 

Figure 5.5: Top) Liouville diagrams associated with the rephasing pulse sequence, Middle) 
Liouville diagrams associated with the nonrephasing pulse sequence, and Bottom) Liouville 
pathways for both pulse sequences with t2 oscillatory features. These pathways, where the system 
evolves in a coherent superposition of states during t2, contribute to cross peaks in rephasing 
spectra, and to diagonal peaks in nonrephasing spectra. 
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peaks. In sum, in nonrephasing experiments the diagonal peaks oscillate at as many 

difference frequencies as there are other vibrational modes, and in rephasing experiments 

each cross peak oscillates at one difference frequency, that of the two modes for which it 

is a cross peak.32, 41 

Several years ago Nee et. al. reported the observation of the cross peak in the 

rephasing 2D-IR spectra of dimanganese dodecacarbonyl’s (DMDC) carbonyl vibrational 

modes.36 This cross peak shows oscillatory features at not one but two frequencies, both 

of which correspond to a difference of vibrational modes within the system. As previously 

discussed, cross peaks in 2D-IR spectra are expected to only oscillate at only one 

frequency, and the presence of a second frequency component is anomalous within the 

usual secular approximation to Redfield theory, which is often used to model 2D-IR 

spectra. The Redfield equation is given in Equation 5.3,  

𝛿

𝛿𝑡
𝜎𝑗𝑘(𝑡) = −𝑖𝜔𝑗𝑘(𝑡)𝜎𝑗𝑘(𝑡) + ∑ 𝛤𝑗𝑘,𝑙𝑚𝜎𝑙𝑚(𝑡)

𝑙𝑚

(5.3) 

where ωjk is the transition frequency between states j and k, σ is the reduced density matrix 

and Γjk,lm is the element of the relaxation superoperator coupling the jk and lm elements of 

the reduced density matrix. Coherence-coherence transfer (Γij,ik) and coherence-population 

transfer (Γij,ii) terms are typically assumed to contribute negligibly to the system’s dynamics 

and are set to zero – this is known as the secular approximation. Nee et. al. suggested to 

that the additional frequency component could arise from vibrational coherence transfer 

during one or more of the experimental waiting times. In a subsequent theoretical study 

Baiz et. al. compared the data reported by Nee. et. al. to 2D-IR spectra of DMDC 

simulated using Redfield theory but including the possibility for nonsecular terms to 

contribute.36 When coherence-coherence coupling terms were included in the Redfield 

model the same cross peak oscillatory features reported by Nee et. al. were observed in the 

simulated 2D spectra, supporting the assignment of multi-frequency cross peak oscillations 

as spectral signatures of coherence transfer.  

Unfortunately, only four of DMDC’s ten carbonyl vibrational modes are IR-active, 

and two of these are degenerate.36 DMDC’s carbonyl vibrational spectrum thus consists 

of only three bands and two difference frequencies. This relative sparsity of IR-active 
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vibrations is sufficient to establish the presence of anomalous cross peak frequency 

components but inadequate to provide any significant insight into the dynamical 

phenomena associated with the vibrational coherence transfer. The diiron hexacarbonyl 

systems which we study here are quite different, with five of their six carbonyl vibrations 

being IR-active and none (in most cases) degenerate.44-45 The relative abundance of 

vibrational bands and difference frequencies in these systems affords a wealth of 

experimental information that would be inaccessible in many of the “benchmark” metal 

carbonyl complexes that are commonly used in 2D-IR spectroscopy, like DMDC or RDC. 

 All three of the compounds tested in this study are generally similar in their 

carbonyl stretching IR spectra, and the vibrational displacements of each mode are 

comparable in all three. The greatest dissimilarity across the data sets is the frequency 

difference of modes 3 and 4. In edt and xyl the frequency difference is great enough to 

delineate between the two, but in the disulfide modes 3 and 4 are degenerate. We note that 

electronic structure calculations indicate the presence of a sixth carbonyl mode, with a 

frequency that is roughly between modes 4 and 5, but predict that this vibration is not IR-

active. We will discuss this dark mode in greater detail below. Each of the tested 

compounds shows a unique set of anomalous frequency components (for example, only 

in edt does the (2, 5) cross peak display anomalous frequency components), but the 

rephasing spectra of all thee tested compounds contain anomalous frequency components 

on the (3, 1) and (4, 1) cross peaks and the (4, 1) excited state absorptions, as well as their 

conjugate cross peaks. These cross peak positions are shown in Figure 5.2B. The 

nonrephasing spectra of all three compounds contain anomalous frequencies at (2, 3) and 

(1, 2) and the conjugate cross peaks. These cross peak positions are shown in Figure 5.2D. 

 Phenomenologically, several patterns appear in all of the molecules we have 

investigated. In our rephasing data anomalous frequencies are invariably associated with 

mode 1, and occur on the cross peaks between mode 1 and modes 3-4. The anomalous 

frequencies associated with these peaks invariably correspond to the frequency difference 

of mode 1 and another carbonyl vibration, except for a frequency of ~ 88 cm-1 which we 

discuss further below. The excited state absorption of the (1, 4) cross peak and its conjugate 

consistently displays a frequency which corresponds to the difference frequency of modes 
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1 and 2. In short, the anomalous frequency components in our rephasing spectra which 

occur in all three compounds invariably occur on cross peaks with mode 1, typically the 

(1, 4) cross peak and its conjugate, and the anomalous frequencies associated with these 

peaks are all difference frequencies associated with mode 1.  

 Our nonrephasing data set displays similar patterns. Here notable oscillatory 

features occur on the cross peaks between modes 1 and 2 and between modes 2 and 3-4. 

These cross peak frequencies always correspond to the difference frequency of the two 

modes which contribute to the cross peak, and no nonrephasing cross peaks are observed 

to oscillate at more than one frequency. Essentially, the nonrephasing cross peak 

oscillatory features are exactly the features expected in a rephasing data set. Unlike the 

rephasing data set, where the anomalous cross peak frequencies are clearly associated with 

mode 1, in our nonrephasing data the anomalous frequencies tend to occur on cross peaks 

associated with mode 2.  

 To further investigate the origin of the anomalous frequency components of the 

cross peaks the orientational contribution to each vibrational response function must be 

considered. To this end, we define the laboratory frame axes as x, y, and z, and the 

molecular frame axes as a, b, and c. The orientation of the molecular frame is given by the 

Euler angles α, β, and γ, as depicted in Figure 5.6 according the convention used by 

Golonzka et. al.42 The orientational response function determines the sequences of field-

matter interactions which contribute to the measured response of the system, as written in 

Equation 5.2, and is defined by Equation 5.3-5.5:42 

𝑌𝑖𝑗𝑘𝑙
𝜈𝜅𝜆𝜒(𝜏3, 𝜏2, 𝜏1) = ∫ 𝑑𝛺3 ∫ 𝑑𝛺2 ∫ 𝑑𝛺1 ∫ 𝑑𝛺0 (µ𝜈 · 𝑖)𝐺(𝛺3, 𝜏3|𝛺2)

⨯ (µ𝜅 · 𝑗)𝐺(𝛺2, 𝜏2|𝛺1)

⨯ (µ𝜆 · 𝑘)𝐺(𝛺1, 𝜏1|𝛺0)(µ𝜒 · 𝑙)𝑃(𝛺0) (5.4)

 

∫ 𝑑𝛺 = ∫ 𝑑𝛼
2𝜋

0

∫ 𝑑𝛾
2𝜋

0

∫ sin 𝜃 𝑑𝜃
𝜋

0

(5.5) 

𝐺(𝛺𝑛, 𝜏𝑛|𝛺𝑛−1) = 8𝜋2 ∑
1

2𝐽 + 1
𝑒(−𝐽(𝐽+1)𝐷𝑜𝑟𝜏𝑛)(𝐷𝐽)𝐾,𝑀(𝛺𝑛)(𝐷𝐽)𝐾,𝑀

∗ (𝛺𝑛+1)

𝐽,𝐾,𝑀

(5.6) 
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where Dor is the molecular orientation diffusion coefficient and DJ are the Wigner 

matrices.46-47 Equations 5.4-5.6 are fundamental descriptions of time-dependent 

orientational diffusion for spherical compounds, and represent a conditional probability 

function for sequential field-matter interactions involving transition dipole moments ν, κ, 

λ, and χ.48  

In the following analysis we adopt the naming convention used by Golonzka et. al. 

for evaluation of Equations 5.4-5.6.42 For a system with two transition dipole moments a 

and b, each oriented along different principal axes of the molecular frame of reference, the 

allowed sequences of field-matter interactions with the two transition dipole moments are 

aaaa, aabb, abab, and abba. Each of our diiron hexacarbonyl variants has five transition 

dipole moments, two pairs of which are parallel, and has at least one transition dipole 

moment oriented along each of the primary axes of the molecular frame. Designating 

modes 1-5 as a-e, respectively, our system has transition dipole moments a || d ⊥ b || 

e ⊥ c. To test the possibility of additional sequences of field-matter interactions 

contributing to the response of our samples we evaluated to the orientational response 

function defined in Equation 5.4 for the sequences abbc, abac, aabc, and baac, where a, 

b, and c are orthogonal. Each of these sequences has a vanishing orientational response 

Figure 5.6: Depiction of the molecular and laboratory frame in which the orientational response is 
calculated. The laboratory frame is defined by axes x, y, and z, and the molecular frame is defined 
by axes a, b, and c. The relative orientation of the two frames of reference is given by the Euler 
angles α, β, and γ. For convenience the molecular transition dipole moments, all of which are 
orthogonal in this work, are taken to lie along each of the molecular axes, and the experimental 
electric fields are polarized along the three laboratory axes. 
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function, showing that sequences of field-matter interactions with transition dipole 

moments oriented along each of the three primary molecular axes do not contribute to the 

measured response of the system. Thus, in our system the sequence of field-matter 

interactions with transition dipole moments abbc does not contribute to the measured 

response of the system, but the sequence abbd might, since parallel transition dipole 

moments of a and d make them interchangeable within the sequence, and abba is an 

allowed sequence of transition dipole moment interactions.  

For a Liouville pathways including a coherence transfer during t1 contribute to two 

different peaks in the spectrum – peaks at the excitation frequencies of the system pre- 

and post-transfer, which are uniformly detected at the single frequency of the system 

during t3. If one of the t1 coherences matches the t3 coherence, one of the two peaks will 

lie on the diagonal of the spectrum at that frequency and the other will lie off the diagonal. 

If the t3 coherence matches none of the t1 coherences, all of the peaks that the pathway 

contributes to will lie off the diagonal of the spectrum. A Liouville pathway with a 

coherence transfer only during t2 will contribute only to one peak, but that peak will 

oscillate at as many difference frequencies as the coherences it exists in during t2. Finally, 

in the case of a coherence transfer during t3, if the transition dipole moments of both the 

initial and final states of the coherence transfer are parallel the spectral response will be 

analogous to that of the t1 coherence, but here the pathway will contribute to peaks with 

multiple detection frequencies but with the same frequency of excitation. In the case of a 

coherence transfer during t3 where the states after and before coherence transfer have 

orthogonal transition dipole moments only one of them will contribute to the system’s 

response function (the other will correspond to a forbidden sequence of field-matter 

interactions), and the pathway will contribute only to one peak on the spectrum.  

 The experimental data and the allowed sequences of transition dipole interactions 

significantly constrain the Liouville pathways which might contribute to our anomalous 

spectral features. For example, there are no significant oscillatory features on any of the 

diagonal peaks in our rephasing spectra, and thus no potential rephasing pathways may 

include the same state during both t1 and t3, as such pathways would contribute to peaks 

which are detected on the diagonal of the spectrum. Our nonrephasing data is less strictly 
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constrained since oscillations of the diagonal peaks are expected in nonrephasing spectra, 

and contributions to the diagonal peaks from coherence transfer pathways would be 

masked by the contributions from pathways without coherence transfer. As such, it is 

relatively straightforward to write a set of potential Liouville pathway for the nonrephasing 

cross peak oscillations, especially since t2 coherence-coherence transfer may be effectively 

ruled out for the cross peak oscillations. Three such Liouville pathways are shown in Figure 

5.7, exemplifying pathways which involve simple coherence transfer, t2 coherence-

population transfer, and t2 population-coherence transfer.  

 Writing a set of Liouville pathways to explain the anomalous oscillatory features of 

our rephasing data is slightly more involved, partially due to a lack of oscillatory features 

on the diagonal of the spectrum. The absence of oscillatory features on the diagonal 

excludes all Liouville pathways in which the system evolves in the same state during t1 and 

t3. Some representative Liouville diagrams are shown in Figure 5.8. The excited-state 

absorption of the (4, 1) cross peak provides an excellent example of the constraints 

Figure 5.7: Potential Liouville pathways for the nonrephasing cross peak oscillations. In the cartoon 
2D spectra orange circles represent peaks to which the Liouville diagrams above the spectra will 
contribute. (A) t1 and t3 coherence transfer. If the two states during t3 have orthogonal transition 
dipole moments only one will contribute to the measured response. (B) Population-to-coherence 
transfer pathway. (C) Coherence-to-population pathway. The spectral features of (B) and (C) are 
comparable. All three of the example Liouville pathways contribute a single oscillatory frequency to 
both a diagonal peak and a cross peak 
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involved in determining potential Liouville pathways to explain the spectral features. To 

write a Liouville pathway which is evolves at mode 4’s frequency during t1, evolves in a 

coherence between modes 1 and 2 during t2, and is detected at frequency of mode 1’s 

excited state absorption, at least three vibrational states must be involved, and only two of 

them may contribute to the sequence of field-matter interactions. A coherence involving 

either mode 2 or mode 4 must therefore be introduced to the diagram through coherence 

transfer. Limiting ourselves to Liouville pathways involving at most one coherence transfer 

per waiting time, we are unable to write any pathways that meet such criteria except for 

one which involves a coherence-coherence transfer during t1 and a coherence-population 

transfer during t2, and which depends upon the parallel nature of mode 1 and mode 4’s 

transition dipole moments for its nonvanishing orientational response. A similar pathway 

may be written for the conjugate peak.  

 Notwithstanding the specificity encountered in writing a suitable Liouville pathway 

for the excited-state absorption of the (4, 1) cross peak, the most puzzling cross peak 

frequency in the rephasing data set an oscillatory feature of ~ 88 cm-1 on the (4, 1) cross 

peak and its conjugate in the disulfide and xyl. Coherence maps for this frequency and 

representative peak amplitude traces and Fourier transforms for one of the involved cross 

peaks are shown in Figure 5.9. There is no corresponding difference frequency in any of 

Figure 5.8: Potential Liouville pathways for three of the anomalous rephasing cross peak frequency 
components. (A) Coherence-to-population transfer pathway contributing to the excited-state 
absorption of the (4, 1) and (2, 1) cross peaks which oscillates at the (2, 1) difference frequency. 
(B) Coherence-coherence transfer pathway contributing to the (1, 4) and (1, 5) cross peaks and 
oscillating at the (1, 4) and (1, 5) difference frequencies. (C) Coherence-coherence transfer 
pathway contributing to the (1, 4) cross peak and oscillating at the (1, 4) and (1, 6) difference 
frequencies. 
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the diiron hexacarbonyls tested, and 88 cm-1 is greater than the difference frequency of 

modes 1 and 4 and lesser than the difference frequency of modes 1 and 5. This anomalous 

difference frequency is present in both xyl and the disulfide, which would seem to preclude 

it being an experimental artifact, and there is a sixth carbonyl vibrational mode in the diiron 

hexacarbonyl compounds we test. Electronic structure calculations place its vibrational 

frequency between that of mode 5 and mode 4, with frequency difference from mode 1 

which corresponds well to the oscillatory frequency observed in the cross peak of mode1 

and mode 4. This sixth mode (labeled as mode 6 in Figure 1.1C) is IR-inactive and Raman 

active, and it has been assigned in the resonance Raman spectrum of (µ-edt)[Fe(CO)3]2 

dissolved in CH3CN,44 where its frequency is between the frequencies of modes 4 and 5, 

as predicted by electronic structure calculations. It is impossible to extract the exact 

frequency difference of modes 1 and 6 from the resonance Raman spectrum due to a 

pronounced IR-Raman noncoincidence effect,49-50 but the good correspondence of 

Figure 5.9: (A) Coherence maps of xyl highlighting the 88-89 cm-1 frequency in rephasing data. 
Peak amplitude data for the (4, 1) cross peak and the Fourier transform of the peak amplitude are 
shown, illustrating three frequency components at ~ 38, 73, and 88 cm-1. (B) Coherence maps of 
the disulfide highlighting the 85-87 cm-1 frequency. Peak amplitude data for the (4, 1) cross peak 
and the Fourier transform of the peak amplitude are shown, illustrating three frequency 
components at ~ 38, 78, and 86 cm-1. 
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relative mode ordering reported the experimental literature and predicted by our 

calculations supports our hypothesis that the anomalous frequency of ~ 87 cm-1 observed 

in the disulfide and xyl coes correspond to the difference frequency of modes 1 and 6. To 

the best of our knowledge, this represents the first use of coherence transfer to probe the 

vibrational characteristics and dynamics of dark modes in 2D-IR.  

 Our data represents a formidable challenge to detailed theoretical analysis, in many 

respects due to its clarity and the evident spectral patterns across data sets. It is apparent 

that in the rephasing data most of the unexpected cross peak frequency components arise 

from the manifold of difference frequencies associated with mode 1, and typically occur 

on specific cross peaks, primarily the (4, 1) cross peak and its conjugate. It is equally 

apparent that in the nonrephasing data sets the cross peak oscillations that we attribute to 

coherence transfer typically occur on cross peaks associated with mode 2, and unlike the 

rephasing data, there are no cross peak oscillations in the nonrephasing data sets with more 

than one significant frequency component. It is not immediately clear to us why the (4, 1) 

cross peak should so consistently display signatures of vibrational coherence transfer when 

other cross peaks do not show comparable oscillatory features, or why these anomalous 

frequencies invariably correspond to the difference of mode 1 and another carbonyl 

vibration. It appears that there may be a specific set of molecular conditions which enhance 

the probability of a coherence transfer event, and that at least some of these conditions 

are associated with mode 1 or mode 1’s manifold of difference frequencies. A similar 

pattern is apparent for mode 2 in the nonrephasing spectrum. Why all of the cross peaks 

with multiple oscillatory features occur in rephasing spectra and why all of the cross peaks 

with oscillatory features in nonrephasing spectra are associated with mode 2 is equally 

unclear to us, but the pattern is apparent. 

 We note also that Liouville pathways for many of the anomalous cross peak 

frequencies we observe, in both rephasing and nonrephasing spectra, may be written to 

involve a coherence-population transfer during t2 – indeed, this seems necessary to explain 

the oscillatory features observed on the excited-state absorption of the (4, 1) cross peak. 

Future investigation of the coherence transfer phenomena in this and similar systems may 

garner significant insight in by determining whether coherence-population transfer does 
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significantly contribute the vibrational dynamics of the system, and what, if any, set of 

conditions enhances the occurrence of coherence transfer with the manifold of mode 1. 

 

5.5 Conclusion 

 We report signatures of vibrational coherence transfer in three diiron hexacarbonyl 

mimics of the [FeFe]-hydrogenase enzyme active site. These coherence transfer signatures 

are consistently associated with specific carbonyl vibrational modes and are present in all 

three compounds, suggesting an underlying dependence of coherence transfer upon 

specific vibrational characteristics or molecular topology. To the best of our knowledge, 

this is the first observation of oscillatory features in 2D-IR nonrephasing cross peaks. We 

report also what appears to be coherence transfer between a bright and a dark mode in 

two of the three tested compounds. To the best of our knowledge, this is also the first use 

of coherence transfer phenomena to identify and probe the vibrational dynamics of dark 

modes in 2D-IR. We suggest that these systems provide optimal systems for the 

investigation coherence transfer phenomena in excitonic systems. Our experimental data 

is clear and consistent, and theoretical investigation is necessary to explain the patterns we 

report.  
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Chapter 6 

Conclusion 

 

6.1 Summary 

 The studies detailed in this thesis follow one cohesive theme, an investigation of 

the dynamical processes which contribute to chemical reactivity on an ultrafast timescale 

in biomimetic small-molecule catalysts. To this end we employ two-dimensional infrared 

spectroscopy to probe the picosecond dynamics of metal carbonyl vibrations. With one 

exception our investigation is focused upon small molecule mimics of the [FeFe]-

hydrogenase enzyme active site. We demonstrate that 2D-IR spectroscopy is an excellent 

method for experimental studies of molecular redox events, conformational flexibility, 

steric hindrance, and excitonic vibrational coherence transfer. 

 In the first section of this work we describe our investigation of the effect of 

molecular oxidation on the vibrational dynamics of an organometallic catalyst [(1,1’-

bis(diphenylphosphino)ferrocene)chromium(0)]tetracarbonyl (DPPFCr). DPPFCr is not a 

biomimetic compound but its carbonyl vibrational modes are directly comparable pre- and 

post-oxidation, and its molecular topology is minimally distorted by the redox event. This 

allows us to directly compare the vibrational structure of the compound before and after 

molecular oxidation. We find that the vibrational relaxation of the carbonyl modes is 

accelerated in the oxidized state but that the spectral diffusion of the carbonyl modes is 

not significantly affected. We interpret the comparable dynamics of spectral diffusion in 

both oxidation states to an idiosyncrasy of the experimental solvent. The accelerated 

vibrational relaxation is hypothesized to arise from increased anharmonic coupling of the 

vibrational modes to lower frequency bath modes in the oxidized state, and discuss the 

similarity of our experimental findings to recent investigations of similar organometallic 

complexes in 3MLCT excited states.  
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 In the second chapter of this work we describe our investigation of spectral 

dynamics of (μ-pdt)[Fe(CO)3]2, an archetypical small-molecule mimic of the hydrogenase 

enzyme active site. We report clear solvent-insensitive spectral diffusion of the carbonyl 

vibrations in alkane solvents, and relate this to a known mode of catalytically relevant self-

isomerization in diiron hexacarbonyl small molecules which is hypothesized to contribute 

to the reactivity of the [FeFe]-hydrogenase enzyme. Using electronic structure calculations 

we calculate the Boltzmann distribution of states and show that a range of molecular 

conformations are represented in solution at room temperature. We find a clear correlation 

between CO bond length and carbonyl local mode vibrational frequency in a series of 

chromium tricarbonyl compounds using electronic structure calculations and find a 

striking agreement between our experimental peak widths and the CO bond length 

distribution predicted by our calculated distribution of states. We extend our investigation 

to two other metal carbonyl complexes, M3(CO)12 (M = Ru, Os), and find clear spectral 

diffusion of the carbonyl vibrations in alkane solvents. This study represents the first use 

of spectral diffusion to probe conformational flexibility in molecular compounds. 

 In the third chapter of this work we describe our investigation of the spectral 

dynamics induced by partial nanoconfinement in catalytically relevant dendritic biomimics 

of the [FeFe]-hydrogenase enzyme active site. We incorporate a diiron hexacarbonyl 

compound into a second-generation Frechet-type poly(aryl ether) dendrimer and directly 

compare the vibrational dynamics of the carbonyl ligands in the dendritic compound with 

the vibrational frequencies of the carbonyl ligands in [Fe(μ-S)(CO)3]2, which is analogous 

to the core of the dendritic compound. We report an unusual solvent-dependent partition 

of vibrational frequencies in both the dendrimer and [Fe(μ-S)(CO)3]2 and hypothesize that 

it represents a specific solvent-dependent microenvironment. We find that encapsulation 

in the dendrimer sometimes significantly slows the initial phase of carbonyl vibrational 

relaxation and that the spectral diffusion of the carbonyl ligands in the dendritic assembly 

display an additional slow timescale which is absent in [Fe(μ-S)(CO)3]2. We correlate the 

patterns of spectral diffusion in the dendrimer with previous studies of the solvent-

dependence of the conformation of poly(aryl ether) dendrimers and suggest that the 

spectral diffusion of the carbonyl groups at the core of the dendrimer reflects the 



 

 

121 

 

conformational mobility of the dendritic assembly and represents a case of partial nano-

confinement. 

 In the fourth and last chapter of this work we describe our investigation of 

vibrational coherence transfer in three diiron hexacarbonyl mimics of the [FeFe]-

hydrogenase active site. We find specific oscillatory features in the crosspeaks of our 2D 

spectra for all three compounds which indicate the presence of vibrational coherence 

transfer dynamics in alkane solvents. We also find an anomalous oscillatory feature in the 

spectra of two of the compounds which we hypothesize to reflect coherence transfer 

dynamics involving a carbonyl vibrational mode which is dark in the infrared. This work 

represents the first identification of vibrational coherence transfer using oscillatory 

features in the crosspeaks of nonrephasing 2D-IR spectra, and the first identification of 

coherence transfer to a dark vibrational mode. We discuss our experimental results in the 

context of the investigation of coherence-transfer dynamics in biological light-harvesting 

assemblies and suggest that small-molecule diiron hexacarbonyl compounds provide an 

excellent system for the investigation of excitonic coherence transfer dynamics.  

 

6.2 Outlook 

 Biomimetic catalytic systems are typically designed to incorporate a number of 

factors which are ideal for 2D-IR experiments, including strong vibrational transitions in 

relatively uncongested regions of the infrared spectrum, relative ease of synthetic 

preparation, robust chemical stability under typical experimental conditions, and 

computationally tractable molecular size. In addition to their promise as systems in 2D-IR 

spectroscopy biomimetic catalytic systems are designed to incorporate the physical 

conditions which enhance chemical reactivity in biological systems, including the 

hydrophobic effect, nano-confinement, participation of the first and second coordination 

spheres in the reactivity of the active site, and fine-tuning of the reorganizational energy 

and photochemistry of the system.1-4 We hope that in this thesis we have been able to 

demonstrate the experimental tractability and physical complexity of small- and 

moderately-sized biomimetic catalysts. 
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 The work in this thesis has focused upon the vibrational dynamics of a class of 

compounds incorporating the diiron hexacarbonyl chemical motif. Several other research 

groups have used 2D-IR spectroscopy to probe the vibrational dynamics and 

photochemistry of these compounds,5-6 but the published 2D-IR studies of this class of 

compounds only scratches the surface of the rich chemical dynamics and reactivity that 

has been built into these compounds. Chapter 3 of this work described our identification 

of the conformational flexibility of (μ-pdt)[Fe(CO)3]2. The activation energy of the 

isomerization which facilitates chemical reactivity in (μ-pdt)[Fe(CO)3]2 is ~ 10 kcal/mol, 

too high for the isomerization to be experimentally accessible on our timescale. 

Darensbourg’s group has used steric interactions between the carbonyl groups and the 

disulfide bridging group to significantly lower the activation energy to of this 

isomerization.7 A natural extension of our investigation in Chapter 3 would be to use steric 

interactions with the disulfide bridging group to lower the activation energy until the 

isomerization occurs significantly on the picosecond timescale and characterize the 

isomerization using 2D-IR. In addition to this a wide variety of diiron hexacarbonyl 

photocatalysts have been reported, and the excited state dynamics of these compounds are 

typically tunable through the bridging dithiolate group.8-11 These systems offer ideal 

Figure 6.1: (A) A biomimetic model of the [FeFe]-hydrogenase active site and FeS cluster.  This 
biomimetic compound has been shown to display reversible redox chemistry, redox-dependent 
isomerization, and the formation of metal hydrides, all of which produce marked changes in the 
carbonyl vibrational bands.16 (B) Photosensitized diiron hexacarbonyl catalyst for the formation of 
H2. The small organic photosensitizer makes this system easily tractable for computational studies 
as well as experimental work.11  
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platforms for spectroscopic investigation of the excited-state dynamics of diiron 

hexacarbonyl compounds, and the excited-state dynamics of several diiron hexacarbonyl 

compounds have been reported, although these studies have typically focused upon 

carbonyl dissociation and not upon intramolecular charge transfer from a photosensitizer 

to the diiron hexacarbonyl core.12-15 Figure 6.1 shows two excellent diiron hexacarbonyl 

compounds for future studies. Figure 6.1A shows a system designed by Camara et. al. to 

mimic the active site of the [FeFe]-hydrogenase enzyme which has been demonstrated to 

exhibit a number of biomimetic features, including coordination-sphere reorganization 

after redox events, stable redox chemistry, and protonation to form a metal-hydride 

complex.16 Figure 6.1B shows a diiron hexacarbonyl covalently bonded to small organic 

photosensitizer, which has been shown to catalyze the production of H2.11 

 We have reported the first 2D-IR spectroscopic investigation of a dendritic system, 

but the dendrimer we studied is only second-generation and is relatively small compared 

to other dendritic systems.17-18 A systematic investigation of several sequential dendrimer 

generations in the system we reported using 2D-IR and molecular dynamics simulations 

would certainly yield valuable insight into the dynamics of nano-confinement in 

dendrimers and other conformationally mobile systems. Studies of the electronic excited 

state may be easily performed in tandem with studies of the electronic ground state, and 

would be insightful in elucidating the effect of conformationally-mobile nano-confinement 

on the photophysics of biomimetic catalysts. To the best of our knowledge no such 

experiments have ever been performed using 2D spectroscopy, despite widely recognized 

examples of the modulating influence of nano-confinement on photochemistry and 

photophysics.18-20  

 Cavitands and hemicarcerands represent another ubiquitous and easily accessible 

form of molecular nano-confinement. Cyclodextrins and cyclodextrin-metal carbonyl 

host-guest complexes have been extensively studied for decades21-22 but to the best of our 

knowledge there has only been one study of a cyclodextrin-encapsulated catalyst using 2D 

methodology, in which a cyclodextrin-(Cp)Cr(CO)3 host-guest complex was investigated 

using 2D-IR in a series of linear alcohols.23 Modern cavitands are widely used and carefully 

tailor-made for specific chemical applications, and not only are cavitand-hosted reactions 
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of significant interest to the catalytic community24-27 but cavitands and carcerands are 

excellent systems for the study of the hydrophobic effect, reorganizational dynamics 

during redox events, and photochemistry and photophysics of nano-confined catalysts.1, 

19, 25, 28-29 In a related vein, Sano et. al. recently reported the creation of an artificial 

photocatalytic enzyme by replacing the heme group of cytochrome c with a diiron 

hexacarbonyl group.30 This artificial enzyme is shown in Figure 6.2. In the presence of a 

Ru-based photosensitizer and a sacrificial proton donor the enzyme showed modest 

production of H2. Work is underway in the Kubarych group to replicate this synthesis and 

use the carbonyl vibrations of the diiron active site to probe the dynamics of the enzyme 

on an ultrafast timescale. 

 The relevance of excitonic coherences to biomolecular assemblies remains 

uncertain,31-33 but vibrationally- and vibronically-modulated chemical reactivity are widely 

known and have received significant recent interest.34-38 The first observation of unusually 

long-lived coherences and the association of those coherences with the light-harvesting 

mechanism occurred using 2D spectroscopy, and 2D electronic spectroscopy has 

remained at the center of the ensuing debate. In Chapter 5 we demonstrated that 2D-IR 

spectroscopy offers an excellent method to investigate excitonic coherence and coherent 

dynamics in small-molecule systems which are easily amenable to explicit quantum-

mechanical and QM/MM modeling. Further extension of this work to include vibronic 

coherence in photoexcited complexes and investigation of vibrational coherences in polar 

Figure 6.2: A modified cytochrome c protein where the heme group has been replaced with a 
biomimetic diiron hexacarbonyl core. This artificial enzyme has been shown to be a modest 
catalyst for the production of H2 in aqueous media.30  
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and interacting solvents may shed further light on coherence transfer dynamics in excitonic 

molecular systems.  

 

References 

1. Bistri, O.; Reinaud, O., Supramolecular control of transition metal complexes in water 

by a hydrophobic cavity: a bio-inspired strategy. Org Biomol Chem 2015, 13, 2849-2865. 

2. Dydio, P.; Reek, J. N. H., Supramolecular control of selectivity in transition-metal 

catalysis through substrate preorganization. Chem Sci 2014, 5, 2135-2145. 

3. Zhao, M.; Wang, H. B.; Ji, L. N.; Mao, Z. W., Insights into Metalloenzyme 

Microenvironments: Biomimetic Metal Complexes with a Functional Second 

Coordination Sphere. Chem Soc Rev 2013, 42, 8360-8375. 

4. Hecht, S.; Frechet, J. M. J., Dendritic Encapsulation of Function: Applying Nature's Site 

Isolation Principle from Biomimetics to Materials Science. Angew Chem Int Edit 2001, 40, 

74-91. 

5. Kaziannis, S.; Wright, J. A.; Candelaresi, M.; Kania, R.; Greetham, G. M.; Parker, A. W.; 

Pickett, C. J.; Hunt, N. T., The role of CN and CO ligands in the vibrational relaxation 

dynamics of model compounds of the [FeFe]-hydrogenase enzyme. Phys Chem Chem Phys 

2011, 13, 10295-10305. 

6. Nishida, J.; Tamimi, A.; Fei, H. H.; Pullen, S.; Ott, S.; Cohen, S. M.; Fayer, M. D., 

Structural dynamics inside a functionalized metal-organic framework probed by ultrafast 

2D IR spectroscopy. P Natl Acad Sci USA 2014, 111, 18442-18447. 

7. Crouthers, D. J.; Denny, J. A.; Bethel, R. D.; Munoz, D. G.; Darensbourg, M. Y., 

Conformational Mobility and Pendent Base Effects on Electrochemistry of Synthetic 

Analogues of the [FeFe]-Hydrogenase Active Site. Organometallics 2014, 33, 4747-4755. 

8. Song, L. C.; Luo, F. X.; Liu, B. B.; Gu, Z. C.; Tan, H., Novel Ruthenium Phthalocyanine-

Containing Model Complex for the Active Site of [FeFe]-Hydrogenases: Synthesis, 



 

 

126 

 

Structural Characterization, and Catalytic H-2 Evolution. Organometallics 2016, 35, 1399-

1408. 

9. Li, X. Q.; Wang, M.; Zhang, S. P.; Pan, J. X.; Na, Y.; Liu, J. H.; Akermark, B.; Sun, L. 

C., Noncovalent assembly of a metalloporphyrin and an iron hydrogenase active-site 

model: Photo-induced electron transfer and hydrogen generation. J Phys Chem B 2008, 112, 

8198-8202. 

10. Poddutoori, P.; Co, D. T.; Samuel, A. P. S.; Kim, C. H.; Vagnini, M. T.; Wasielewski, 

M. R., Photoinitiated multistep charge separation in ferrocene-zinc porphyrin-diiron 

hydrogenase model complex triads. Energ Environ Sci 2011, 4, 2441-2450. 

11. Gao, S.; Huang, S.; Duan, Q.; Hou, J. H.; Jiang, D. Y.; Liang, Q. C.; Zhao, J. X., Iron-

iron hydrogenase active subunit covalently linking to organic chromophore for light-driven 

hydrogen evolution. Int J Hydrogen Energ 2014, 39, 10434-10444. 

12. Mirmohades, M.; Pullen, S.; Stein, M.; Maji, S.; Ott, S.; Hammarstrom, L.; Lomoth, R., 

Direct Observation of Key Catalytic Intermediates in a Photoinduced Proton Reduction 

Cycle with a Diiron Carbonyl Complex. J Am Chem Soc 2014, 136, 17366-17369. 

13. Ridley, A. R.; Stewart, A. I.; Adamczyk, K.; Ghosh, H. N.; Kerkeni, B.; Guo, Z. X.; 

Nibbering, E. T. J.; Pickett, C. J.; Hunt, N. T., Multiple-timescale photoreactivity of a 

model compound related to the active site of [FeFe]-hydrogenase. Inorg Chem 2008, 47, 

7453-7455. 

14. Caplins, B. W.; Lomont, J. P.; Nguyen, S. C.; Harris, C. B., Vibrational Cooling 

Dynamics of a [FeFe]-Hydrogenase Mimic Probed by Time-Resolved Infrared 

Spectroscopy. J Phys Chem A 2014, 118, 11529-11540. 

15. Johnson, M.; Thuman, J.; Letterman, R. G.; Stromberg, C. J.; Webster, C. E.; Heilweil, 

E. J., Time-Resolved Infrared Studies of a Trimethylphosphine Model Derivative of 

[FeFe]-Hydrogenase. J Phys Chem B 2013, 117, 15792-15803. 



 

 

127 

 

16. Camara, J. M.; Rauchfuss, T. B., Combining acid-base, redox and substrate binding 

functionalities to give a complete model for the [FeFe]-hydrogenase. Nat Chem 2012, 4, 

26-30. 

17. Helms, B.; Frechet, J. M. J., The Dendrimer Effect in Homogeneous Catalysis. Adv 

Synth Catal 2006, 348, 1125-1148. 

18. Yu, T. J.; Zeng, Y.; Chen, J. P.; Li, Y. Y.; Yang, G. Q.; Li, Y., Exceptional Dendrimer-

Based Mimics of Diiron Hydrogenase for the Photochemical Production of Hydrogen. 

Angew Chem Int Edit 2013, 52, 5631-5635. 

19. Vallavoju, N.; Sivaguru, J., Supramolecular photocatalysis: combining confinement and 

non-covalent interactions to control light initiated reactions. Chem Soc Rev 2014, 43, 4084-

4101. 

20. Natarajan, B.; Gupta, S.; Ramamurthy, V.; Jayaraman, N., Interfacial Regions 

Governing Internal Cavities of Dendrimers. Studies of Poly(alkyl aryl ether) Dendrimers 

Constituted with Linkers of Varying Alkyl Chain Length. J Org Chem 2011, 76, 4018-4026. 

21. Shimada, M.; Morimoto, Y.; Takahashi, S., Preparation and Properties of Cyclodextrin 

Metal-Carbonyl Inclusion-Compounds. J Organomet Chem 1993, 443, C8-C10. 

22. Song, L. X.; Meng, Q. J.; You, X. Z., Preparation and Properties of Inclusion 

Compound of Cyclopentadienylmanganese Tricarbonyl Complex with a Beta-

Cyclodextrin Dimer. J Organomet Chem 1995, 498, C1-C5. 

23. Osborne, D. G.; King, J. T.; Dunbar, J. A.; White, A. M.; Kubarych, K. J., Ultrafast 

2DIR probe of a host-guest inclusion complex: Structural and dynamical constraints of 

nanoconfinement. J Chem Phys 2013, 138, 144501. 

24. Shi, Q. X.; Mower, M. P.; Blackmond, D. G.; Rebek, J., Water-Soluble Cavitands 

Promote Hydrolyses of Long-Chain Diesters. P Natl Acad Sci USA 2016, 113, 9199-9203. 



 

 

128 

 

25. Wieser, C.; Dieleman, C. B.; Matt, D., Calixarene and Resorcinarene Ligands in 

Transition Metal Chemistry. Coordin Chem Rev 1997, 165, 93-161. 

26. De Rosa, M.; La Manna, P.; Talotta, C.; Soriente, A.; Gaeta, C.; Neri, P., Supramolecular 

Organocatalysis in Water Mediated by Macrocyclic Compounds. Front Chem 2018, 6, 1-16. 

27. La Manna, P.; De Rosa, M.; Talotta, C.; Gaeta, C.; Soriente, A.; Floresta, G.; Rescifina, 

A.; Neri, P., The Hexameric Resorcinarene Capsule as an Artificial Enzyme: Ruling the 

Regio and Stereochemistry of a 1,3-Dipolar Cycloaddition Between Nitrones and 

Unsaturated Aldehydes. Org Chem Front 2018, 5, 827-837. 

28. Natarajan, N.; Brenner, E.; Semeril, D.; Matt, D.; Harrowfield, J., The Use of 

Resorcinarene Cavitands in Metal-Based Catalysis. Eur J Org Chem 2017, 6100-6113. 

29. Zhang, G.; Mastalerz, M., Organic Cage Compounds - from Shape-Persistency to 

Function. Chem Soc Rev 2014, 43, 1934-1947. 

30. Sano, Y.; Onoda, A.; Hayashi, T., A hydrogenase model system based on the sequence 

of cytochrome c: photochemical hydrogen evolution in aqueous media. Chem Commun 

2011, 47, 8229-8231. 

31. Duan, H. G.; Prokhorenko, V. I.; Cogdell, R. J.; Ashraf, K.; Stevens, A. L.; Thorwart, 

M.; Miller, R. J. D., Nature does not rely on long-lived electronic quantum coherence for 

photosynthetic energy transfer. P Natl Acad Sci USA 2017, 114, 8493-8498. 

32. Fuller, F. D.; Pan, J.; Gelzinis, A.; Butkus, V.; Senlik, S. S.; Wilcox, D. E.; Yocum, C. 

F.; Valkunas, L.; Abramavicius, D.; Ogilvie, J. P., Vibronic coherence in oxygenic 

photosynthesis. Nat Chem 2014, 6, 706-711. 

33. Panitchayangkoon, G.; Voronine, D. V.; Abramavicius, D.; Caram, J. R.; Lewis, N. H. 

C.; Mukamel, S.; Engel, G. S., Direct evidence of quantum transport in photosynthetic 

light-harvesting complexes. P Natl Acad Sci USA 2011, 108, 20908-20912. 



 

 

129 

 

34. Chudoba, C.; Riedle, E.; Pfeiffer, M.; Elsaesser, T., Vibrational Coherence in Ultrafast 

Excited State Proton Transfer. Chem Phys Lett 1996, 263, 622-628. 

35. Delor, M.; Archer, S. A.; Keane, T.; Meijer, A. J. H. M.; Sazanovich, I. V.; Greetham, 

G. M.; Towrie, M.; Weinstein, J. A., Directing the path of light-induced electron transfer 

at a molecular fork using vibrational excitation. Nat Chem 2017, 9, 1099-1104. 

36. Delor, M.; Keane, T.; Scattergood, P. A.; Sazanovich, I. V.; Greetham, G. M.; Towrie, 

M.; Meijer, A. J. H. M.; Weinstein, J. A., On the mechanism of vibrational control of light-

induced charge transfer in donor-bridge-acceptor assemblies. Nat Chem 2015, 7, 689-695. 

37. Higashi, M.; Saito, S., Direct Simulation of Excited-State Intramolecular Proton 

Transfer and Vibrational Coherence of 10-Hydroxybenzo[h]quinoline in Solution. J Phys 

Chem Lett 2011, 2, 2366-2371. 

38. Wynne, K.; Reid, G. D.; Hochstrasser, R. M., Vibrational Coherence in Electron 

Transfer: The Tetracyanoethylene-Pyrene Complex. J Chem Phys 1996, 105, 2287. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

130 

 

 

 

 

Appendix 

 

A1: Spectral Diffusion and IVR Data for [Fe(µ-S)(CO)3]2 and the Dendrimer 

 The decay of the inhomogeneity of mode 2 in the dendrimer and in [Fe(µ-S)(CO)3]2 

was different for all of the tested solvents, but several clear patterns were observed in the 

total data set. Interpretations of these patterns are presented in Chapter 4.4, as are 

representative data series for the inhomogeneity decay and decay of the peak amplitude in 

the nonrephasing spectra. We present the rest of the data here. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure A1: Inhomogeneity decay of mode 2 in 
[Fe(µ-S)(CO)3]2 and the dendrimer in chloroform 
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Figure A2: Inhomogeneity decay of mode 2 in 
[Fe(µ-S)(CO)3]2 and the dendrimer in THF 

Figure A3: Inhomogeneity decay of mode 2 in 
[Fe(µ-S)(CO)3]2 and the dendrimer in toluene 
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Figure A4: Decay of the nonrephasing peak 
amplitude of mode 2 in [Fe(µ-S)(CO)3]2 and the 
dendrimer in chloroform 

Figure A5: Decay of the nonrephasing peak amplitude 
of mode 2 in [Fe(µ-S)(CO)3]2 and the dendrimer in THF 
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Figure A6: Decay of the nonrephasing peak amplitude of 
mode 2 in [Fe(µ-S)(CO)3]2 and the dendrimer in toluene 
 


