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ABSTRACT

Vehicle-to-everything (V2X) communication allows vehicles to monitor the nearby traffic

environment, including participants that are beyond the line of sight. Equipping conven-

tional vehicles with V2X devices results in connected vehicles (CVs) while incorporating

the information provided by V2X devices into the controllers of automated vehicles (AVs)

leads to connected automated vehicles (CAVs). CAVs have great potential for improv-

ing driving comfort, reducing fuel consumption and advancing active safety for individual

vehicles, as well as enhancing traffic efficiency and mobility for human-dominated traffic

systems. In this dissertation, we study a class of connected cruise control (CCC) algorithms

for longitudinal control of CAVs, where they respond to the motion information of one or

multiple connected vehicles ahead. For validation and demonstration purposes, we utilize a

scaled connected vehicle testbed consisting of a group of ground robots, which can provide

us with insights about the controller design of full-size vehicles.

On the one hand, intermittencies in V2X communication combined with the digital im-

plementation of controllers introduce information delays. To ensure the performance of

individual CAVs and the overall traffic, a set of methods is proposed for design and anal-

ysis of such communication-based controllers. We validate them with the scaled testbed

by conducting a series of experiments on two-car predecessor-follower systems, cascaded

predecessor-follower systems, and more complex connected vehicle systems. It is demon-

strated that CAVs utilizing information about multiple preceding vehicles in the CCC al-

gorithm can improve the system performance even for low penetration levels. This can be

xv



beneficial at the early stage of vehicle automation when human-driven vehicles still domi-

nate the traffic system.

On the other hand, we study the delay variations caused by stochastic packet drops in

V2X communication and derive the stochastic processes describing the dynamics for the

predecessor-follower systems. The dynamics of the mean, second moment and covariance

are utilized to obtain stability conditions. Then the results of the two-car predecessor-

follower system with stochastic delay variations are extended to an open chain as well as to

a closed ring of cascaded predecessor-followers where stochastic packet drops lead to het-

erogeneity among different V2X devices. It is shown that the proposed analytical methods

allow CCC design for CAVs that can achieve stability and stochastic disturbance attenua-

tion in the presence of stochastic packet drops in complex connected vehicle systems.
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CHAPTER 1

Introduction

1.1 Motivation

The increase in the number of road vehicles over the last few decades has been causing more
frequent traffic congestion [1–4], leading to increased travel time [5, 6], larger numbers of
traffic accidents [7], and more wasted energy [8–10]. The large reaction time [11–14] and
limited perception range of human drivers makes them unable to maintain smooth traffic
flow and may lead to stop-and-go traffic jams [15, 16]. Aiming at advancing the safety of
road users, during the last few decades the automotive industry has been moving toward
enhanced vehicle automation. By now SAE [17] has defined six different levels of automa-
tion: level 0 - no driving automation, level 1 - driver assistance, level 2 - partial driving
automation, level 3 - conditional driving automation, level 4 - high driving automation,
level 5 - full driving automation. These automated vehicles (AVs) may also have a positive
impact on traffic congestion once their penetration rate reaches a certain level. However,
safety and congestion mitigation may require different control design, and a high penetra-
tion rate of AVs may be necessary to have a significant impact.

In the meantime, automakers and suppliers are exploring different vehicle-to-everything
(V2X) communication technologies (VANET, Wi-Fi, DSRC, LTE, 5G) [18–32], in order to
allow vehicles to obtain information from beyond the line of sight. The related communica-
tion technologies have been standardized by different international organizations [33–37]
and in different regions, such as the US [38, 39], Europe [40–45], Japan [46–48] and Chi-
na [49,50]. These standards allow vehicles to “speak the same language”. Vehicles capable
of V2X communication are referred to as connected vehicles (CVs), while when V2X in-
formation is included in the motion controllers of an AV, we refer to it as a connected
automated vehicle (CAV). This may result in a large variety of connectivity topologies [51]
depending on how the received information is utilized. Then the key questions are whether
and how such V2X information can be used to improve the performance of CAVs and the
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performance of the overall traffic system.
In this dissertation we try to answer these questions (at least partially) while restricting

ourselves to vehicle chains; that is, we focus on designing the longitudinal controllers for
CAVs. Automating the longitudinal motion of road vehicles that follow each other in traffic,
dates back to [52–62], followed by the concept of adaptive cruise control (ACC) established
about two and a half decades ago [63–71]. The fundamental idea is to use range sensors
(radar, lidar, camera) to measure the inter-vehicle distance and the velocity difference to
the vehicle ahead, and then adjust the speed accordingly by controlling the “throttle” and
the brake. If all vehicles were equipped with ACC, one might expect increased safety, fuel
economy, driving comfort and traffic efficiency [72–78] due to the faster and more accurate
sensing and actuation abilities. However, due to the relatively high cost of range sensors
and the perception limitation by the line of sight, this technology still has a low penetration
in current traffic systems.

Further improvements may be achieved by adding V2X communication to a group of
ACC vehicles as cooperative control may allow vehicles to have smaller following dis-
tances yielding larger throughput. This is referred to as cooperative adaptive cruise con-
trol (CACC) [79–90], where each vehicle monitors the motion of the preceding vehicle
using range sensors, as well as the motion of the group leader via V2X communication.
This technology was shown to have the potential to improve traffic throughput [91–96] us-
ing simulations and experiments have been conducted in the PATH program [97–100], the
SARTRE project [101, 102], and the grand cooperative driving challenges [103–108]. It is
also expected to penetrate the truck industry due to its positive impact on fuel economy with
reduced air drag [109–113]. However, the requirement that all vehicles must be equipped
with range sensors and V2X devices hinders the deployment of such strategy, while the
need for a specific connectivity structure may limit modularity of the entire transportation
system.

Until the penetration rate [114–117] of CAVs reaches 100% which may take many
decades, one needs to deal with human-driven vehicles, and they are expected to dominate
traffic systems in the forthcoming decades. To solve this challenging problem, one may
look at the design from the perspective of an individual CAV, that responds to the motion
of multiple vehicles ahead without requiring all of them to be automated or being connect-
ed. While one may categorize this approach as an advanced version of CACC, we refer
to it as connected cruise control (CCC) [118, 119] since it requires no cooperation. This
concept can be realized for different levels of automation [17] and allow a large variety of
connectivity topologies. A CCC vehicle can fully exploits the advantages of V2X commu-
nication to gather all the available information from multiple vehicles ahead (whom may be
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beyond the line of sight) within the communication range [120] to achieve a more accurate
perception of the surrounding traffic. Moreover, CCC is scalable for large systems and can
be adopted for different penetration levels of CVs and CAVs. Finally, despite the fact that
CCC is aimed primarily at benefiting individual CAVs, when designed appropriately, it can
also have a positive impact on the dynamics of the vehicle chain it is embedded in.

Although CCC systems are promising in increasing safety and traffic throughput, d-
ifferent aspects of CCC need to be studied both theoretically and experimentally before
deployments. These include delay effects, connectivity topology, nonlinearity, optimali-
ty and predictor design [121–130]. This dissertation will mainly focus on the theoretical
analysis of digital effects and stochastic delay variations due to packet drops in V2X com-
munication, and on the experimental validation of this strategy with a scaled connected
vehicle testbed consisting of a group of ground robots.

1.2 Performance Requirements

In this dissertation, we focus on the performance of multi-vehicle systems on a single
lane as shown in Figure 1.1(a), where the vehicles are labeled as 0 , 1 , . . . , J from the
head to the tail. Figure 1.1(b) shows the simplest scenario, i.e., a two-car predecessor-

follower system where vehicle j only responds to the motion of the preceding vehicle j−1.
When all vehicles in the system only respond to the motion of the vehicle immediately
ahead, a cascaded predecessor-follower system is formed. When some vehicles in the
system respond to the motion of multiple vehicles ahead (that might be beyond the line of
sight), a connected vehicle system is created. To characterize the performance of such traffic
systems, plant stability [121, 131, 132], string stability [133–139], scalability [140–142]
and throughput [143–145] are of the most concern. In particular, we focus on the first two
aspects and provide their definitions in this section.

We say that a vehicle is plant stable if, assuming the vehicles ahead are traveling
at a constant velocity, it can approach this velocity asymptotically. Indeed, a two-car
predecessor-follower system is plant stable when the follower is plant stable, while a cas-
caded predecessor-follower system (a connected vehicle system) is plant stable when all
the following vehicles in this system are plant stable. Plant instability leads to diverging
velocity and may even result in collisions.

String stability refers to attenuation of velocity fluctuations as they propagate back-
ward along the vehicle chain. A two-car predecessor-follower system is string stable if the
follower attenuates the velocity perturbations of the predecessor. More careful consider-
ation is needed when this definition is extended to multi-vehicle systems. In a cascaded

3



j#J# 1−j# h1hj

v1vj 1−jv v0

1# 0#J#

v
J

hJ
1−

v
J 1−

j# 1−j#hj

vj 1−jv

(a)

(b)

Figure 1.1: (a) An open chain of (J+1) connected vehicles on a single lane. (b) A zoomed-
in two-car predecessor-follower system where the follower only utilizes the information
broadcast by its predecessor. The red dashed arrow represents V2V communication.

predecessor-follower system, if all vehicles are string stable, then indeed velocity pertur-
bations decay as they propagate along the vehicle chain. Similarly, when all vehicles are
string unstable, velocity perturbations keep increasing as they propagate backward along
the chain. This typically results in traffic jams, as will be discussed in detail. However,
when considering a mixture of vehicles, one may compare the motion of two vehicles in
the system and define the system as i-to-j string stable (i < j) meaning that the velocity
fluctuations of vehicle i are attenuated when arriving at vehicle j. This definition can also
be extended to connected vehicle system with complex connectivity structure. Note that
0-to-J string stability (often referred to as head-to-tail string stability [121]) may be used
to characterize the performance of the whole system. We remark that i-to-j string stability
does not imply that all vehicles between i and j attenuate perturbations. This allows us to
apply the definition to connected vehicle systems containing human-driven vehicles whose
motion cannot be designed. As a matter of fact, humans typically amplify velocity fluctu-
ations when responding to the motion of the preceding vehicle due to limited perception
abilities and large reaction time. That is, they are (j− 1)-to-j string unstable (often simply
referred to as string unstable). Still, by equipping the j-th vehicle with connected cruise
controller that utilizes motion information from multiple vehicles ahead, it may achieve
i-to-j string stability when human-driven vehicles are included in between.

4



00

1

(b)(a)
jh1−jv jh

maxv maxv

maxv sth goh

W V

0

(c)

maxv

sth goh

V

Figure 1.2: (a) Function (1.1). (b) Range policy function (1.2, 1.3). (c) Range policy
function (1.2, 1.4).

1.3 Controller Design

We start the controller design considering the two-car predecessor-follower system shown
in Figure 1.1(b) where vj−1 and vj represent the predecessor’s and the follower’s velocities,
respectively, while the inter-vehicle distance hj is called distance headway. The controller
should be able to regulate the follower’s velocity vj and the inter-vehicle distance hj based
on the predecessor’s velocity vj−1.

In particular, the follower shall try to match its velocity vj to that of the predecessor
vj−1. However, if the predecessor’s velocity exceeds the speed limit vmax, the controller
should switch from velocity matching to tracking the preset maximum velocity vmax, which
can be formulated as

W (vj−1) =




vj−1 if vj−1 < vmax ,

vmax if vj−1 ≥ vmax ,
(1.1)

see Figure 1.2(a).
On the other hand, the distance regulation typically involves a range policy [146–148],

that gives the desired velocity as a function of the distance headway hj . While different
range policies can be considered, they must satisfy the following requirements:

• continuous and monotonically increasing (the more sparse traffic is, the faster the
vehicles intend to run);

• equal to zero for hj ≤ hst (vehicles intend to stop within a safety distance);

• equal to the speed limit for hj ≥ hgo (vehicles intend to run with a given maximum
speed in sparse traffic – often referred to as free flow).
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This can be written as

V (hj) =





0 if hj ≤ hst ,

F (hj) if hst < hj < hgo ,

vmax if hj ≥ hgo ,

(1.2)

where F (hj) is strictly monotonically increasing while F (hst) = 0 and F (hgo) = vmax.
Two candidates used in this thesis are shown in Figure 1.2. Figure 1.2(b) displays the
sinusoidal function

F (hj) =
vmax

2

(
1− cos

(
π
hj − hst

hgo − hst

))
, (1.3)

while Figure 1.2(c) depicts the linear function

F (hj) =
vmax

hgo − hst

(
hj − hst

)
. (1.4)

The reciprocal of the slope of F (·), i.e.,

th = 1
/dF

dh
, (1.5)

is often referred to as time headway. Note that (1.3) has a varying time headway, while
(1.4) uses a constant time headway.

In order to match velocity and regulate inter-vehicle distance, we propose a controller

acom
j = α

(
V (hj)− vj

)
+ γ εj + β

(
W (vj−1)− vj

)
,

ε̇j = V (hj)− vj ,
(1.6)

to command the acceleration. Here V (hj) − vj represents the error between the desired
velocity V (hj) and the follower’s velocity vj , so the first two terms constitute a nonlinear
proportional-integral controller to regulate the distance headway while the last term is pro-
portional to the velocity matching error W (vj−1) − vj . Note that α and β are measured
in [1/s], γ is measured in [1/s2]. The controller (1.6) is a generalization of the linear con-
troller that is widely in the literature [80, 149, 150] and the range policy with (1.4) is often
referred to as constant time headway policy. We also remark that in practice the controller
(1.6) is digitally implemented on a micro-controller and physical limitations may result in
saturation. Those effects will be studied in the following sections.

One may notice that (1.6) only relies on the motion information of the vehicle immedi-
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ately ahead. In a human-dominated traffic system, CAVs may utilize position and velocity
information of multiple vehicles ahead that are equipped with V2X devices, to achieve
head-to-tail string stability. The controller of the CAV j can try to match its velocity vj
with the preceding vehicles’ velocities vi for i = 0 . . . j − 1, and also regulate the average
distance headway

hj, i =
1

j − i

j∑

l=i+1

hl , (1.7)

between vehicle j and vehicle i. That is, the controller (1.6) on the two-car predecessor-
follower system may be extended to connected cruise controller

acom
j =

j−1∑

i=0

(
αj, i
(
V (hj, i)− vj

)
+ βj, i

(
W (vi)− vj

))
+ γj εj ,

ε̇j = V (hj)− vj .
(1.8)

Similarly, the term V (hj, i) − vj represents the error between the desired velocity V (hj, i)

and the vehicle’s velocity vj , W (vi) − vj represents the velocity matching error, and the
integrator is used to eliminate the steady-state error. Note that αj, i and βj, i are measured
in [1/s], γj is measured in [1/s2].

1.4 Contributions

To validate the proposed controllers, we built a scaled connected vehicle testbed consisting
of a group of ground robots. The robots are designed such that they would capture the lon-
gitudinal and lateral dynamics of full-size vehicles when scaled up. That is, the controller
design of the robots provides us with insight about the controller design of real vehicles.
The robots are also able to mimic V2X communication while exchanging information via
peer-to-peer wireless communication. In Chapter 2, we provide details about the design
of the robots and point out the delays in communication-based control. The low data ex-
changing rate, combined with onboard digital controllers, leads to digital effects [151–154]
and periodically varying time delays [155–158] in the control loop. We propose a dynamic
model and first study those effects theoretically on the two-car predecessor-follower sys-
tem with digital control implementation [159, 160]. Plant stability and string stability are
discussed in detail, and the proposed method allows us to design controllers with given
stability and performance requirements.

To establish the validity of the connected vehicle testbed, in Chapter 3 we first conduct
experiments on a two-car predecessor-follower system while implementing the controller
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(1.6) using two robots. The performance of sensor-based control (mimicking ACC) and
the V2X-based control (mimicking the simplest CCC) are compared to each other and also
with the theoretical results. The design principles that allow one to ensure stability and dis-
turbance attenuation in the presence of time delays are also laid out. Moreover, we utilize
the connected vehicle testbed to evaluate the dynamics of cascaded predecessor-follower
systems experimentally. It is demonstrated that when all vehicles have identical dynam-
ics, then the string stable/unstable behavior of the two-car predecessor-follower system is
inherited by cascaded systems. Thus, we show how string stability relates to traffic jam for-
mation. Then we investigate the behaviors for different penetration rates and distributions
of string stable vehicles to mimic a traffic environment where the controllers for a fraction
of vehicles may be designed. In particular, we focus on how string stable CCC vehicles
inserted into the flow of string unstable vehicles may be used to smooth the traffic flow.

The advantages of V2X communication is only partially exploited during the predecessor-
follower experiments in Chapters 2 and 3. In order to maximize the benefits of V2X com-
munication, in Chapter 4 we implement the CCC algorithm (1.8) on the robots using digital
controllers and show that, when taking into account time delays in the corresponding mod-
el, we are able to predict string stability boundaries accurately. Using this model-based
design, we construct connected vehicle systems with increasingly complex communication
topologies and evaluate their performance experimentally. In particular, to mimic human-
driven vehicles we incorporate string unstable vehicles that respond to the motion of the
vehicle ahead by amplifying velocity perturbations. We demonstrate that when utilizing
motion information obtained via V2X from multiple vehicles ahead, CCC can ensure head-
to-tail string stability for the connected vehicle systems. We also show that increasing the
number of V2X signals in the controller may result in further improvements and that our
design remains robust against changes in the connectivity structure. Finally, we investi-
gate the impacts of including multiple CCC vehicles in the traffic flow to demonstrate the
scalability of the concept.

Up until this point, we will have only considered the scenario where no packets are
dropped. However, in practice this is not really the case in V2X communication, and
the delay will increase further in a random manner when packet losses occur in the com-
munication channels [161]. Chapters 5-7 will present a comprehensive discussion on s-
tochastic delay variations caused by stochastic packet drops. In the literature, researchers
have studied the mean dynamics (the time evolution of the expected value of the state)
assuming delays of equal probability [84], or continuous-time approximation with uncer-
tainties in the delays [95]. However, the stochastic processes describing the delay variations
have not yet been incorporated in the control loop, and performance of dynamic system-
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s has not been characterized in the presence of stochastically varying time delays. For
simplicity, these parts will only focus on predecessor-follower systems, including two-car
predecessor-follower and cascaded predecessor-follower systems. In Chapter 5, we first
develop a stochastic model with delay variations in the control loop in the predecessor-
follower system, while still considering digital implementation, and characterize system
performance in the stochastic sense.

On the one hand, evaluating the response of dynamic systems subject to stochastic delay
variations depends on how convergence and stability are defined [162–166]. Preliminaries
on stochastic stability are provided in Appendix D. We are particularly interested in con-
ditions that ensure almost sure stability since it allows for the design of controllers that
guarantee convergence of almost all trajectories despite having stochastic delay variations
in the control loop. In Chapter 5 we consider this approach to analyze plant stability of
the equilibrium in the stochastic sense in the two-car predecessor-follower system. On the
other hand, prior to our work, no mathematical tools existed to ensure the desired frequen-
cy response under stochastic delay variations, which is needed to evaluate string stability.
In Chapter 5 we analyze the second moment [167–170] and covariance dynamics and es-
tablish the concept of nσ string stability to handle this problem. This allows us to design
controllers that can ensure attenuation of perturbations despite stochastically varying time
delays. We demonstrate the effectiveness of the developed mathematical techniques on the
predecessor-follower system regulated by a simple controller while describing the delay
variations with a Bernoulli process.

The scalability of our approach to stochastic stability and disturbance attenuation is
investigated in Chapter 6. We extend the notion of nσ string stability to an open chain
built as a concatenation of two-car predecessor-follower pairs. To ensure scalability, a set
of decomposition methods is developed to reduce the size of matrices appearing in the
mean, second moment, and covariance dynamics. Moreover, the notion of nσ offset string

stability is proposed to characterize stability and disturbance attenuation as the number of
vehicles is increased. In this way, the feasible ranges of control parameters that ensure
smooth traffic flow can be characterized analytically as the number of vehicles increases.

In Chapter 7 another type of large system – a system of cascaded predecessor-followers
that form a ring, is studied in detail to support the scalability arguments. Similar to the
open chain system, decomposition methods are developed to make the stability analysis
scalable. The stability diagrams obtained also unveil the relationship between large systems
of connected vehicles of different configurations. Clearly, such comparison is not possible
using numerical simulations considering the large system sizes and the requirement for
enormous realizations given by the stochastically varying delays.
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In Chapter 8, we conclude the results obtained in this dissertation and point out some
future research directions.
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CHAPTER 2

Testbed Setup and Analysis of
Predecessor-follower Systems

To validate the CCC algorithms (1.6) and (1.8), we built a scaled connected vehicle testbed
consisting of a group of ground robots. These robots are designed such that they would
capture the longitudinal and lateral dynamics of full-size vehicles when scaled up. The
controller design of the robots can provide us with insights about the controller design of
real vehicles. In this chapter, we explain the details of the testbed setup and show how
V2X communication introduces delays into the controller. Also, we propose a simplified
physics-based vehicle model and derive the closed-loop dynamics with controller (1.6)
while considering intermittent communication and digital control implementation. More-
over, plant stability and string stability are discussed, and stability diagrams are used to
summarize the results. The material discussed in this section can be found in [171, 172].

2.1 Testbed Setup

The scaled connected vehicle testbed consisting of a group of ground robots is shown in
Figure 2.1(a). In this section, the mechanical structure, the electronic control system and
the control-related software design are explained in detail.

2.1.1 Mechanical Design and System Architecture

The mechanical components and structure of the robots are shown in Figure 2.1(b,c). The
robots are rear-wheel driven (without differential) by a brushed DC motor and front-wheel
steered by a servo motor via an Ackermann steering system. A pair of mini-wheels with
optical encoders is pushed to the ground with the help of a suspension system that ensures
the mini-wheels are always rolling on the ground.
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Figure 2.1: (a) A group of robots. (b) Side view of a robot. (c) Bottom view of a robot.

Table 2.1: Scaling factors from real vehicles to robots

length [m] 1/8
velocity [m/s] 1/16

time [s] 2
frequency [Hz] 1/2

acceleration [m/s2] 1/32
control gain α [1/s] 1/2
control gain β [1/s] 1/2
control gain γ [1/s2] 1/4

The lengths and velocities are scaled by factors of 8 and 16, respectively. This results
in the scaling factors shown in Table 2.1, while Table 2.2 shows the control parameters we
choose in (1.6) for real vehicles and robots based on the scaling. The remaining physical
parameters of the robots are shown in Table 2.3.

Figure 2.2 shows the functional block diagram of the electronic control system, consist-
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Figure 2.2: Functional block diagram of a robot.

Table 2.2: Control parameters used in the experiments

Real Vehicles Robots
vmax [m/s] 30 1.875

hst [m] 5 0.625

hgo [m] 35 4.375

th [s] 1 2

ing of the power system, controllers, peripherals, sensors and actuators. The power system
includes a 24 volts battery as the power supply and a printed circuit board regulating voltage
levels for the sub-modules.

An 800 MHz micro-controller handles all the sensor data post-processing, higher-level
computation, and data logging. It also communicates with a field programmable gate array
(FPGA) which is connected to the peripherals through different modules and enables data
encoding, decoding and processing at exact time instants. An additional Advance RISC
Machine (ARM) is utilized to pre-process data and communicate with sensors via serial
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Table 2.3: Physical parameters of the robots

mass of the robot m [kg] 20.2

rear wheel radius R [m] 0.045

gear ratio η 55/18

air drag coefficient ν [kg/m] 0 (neglected)
damping ratio b [kg/s] 0 (neglected)

rolling resistance coefficient µ 0.008

peripheral interface (SPI) and inter-integrated circuit (I2C) protocols.
Each robot is equipped with an Android tablet that enables peer-to-peer wireless com-

munication with other robots. In particular, a mobile ad-hoc network (MANET), capable of
communicating over about 100-meter range with a very low rate of packet loss, is created to
mimic V2X communication. The tablet communicates with the micro-controller through a
USB/UART converter, and an Android application is designed to serve as human-machine
interface (HMI); see Figure 2.3.

A laser range sensor, two optical encoders and a tachometer are used to measure the
inter-robot distance, the distance traveled and the angular velocity of the DC motor, re-
spectively. Since the tachometer is attached to the motor shaft, the angular velocity is
proportional to the longitudinal velocity of the robot with the assumption that the rear
wheels do not slip. In addition, an inertial measurement unit (IMU) is used to measure the
accelerations and angular velocities of the robot.

A servo motor steers the front wheels for lateral control, while a brushed DC motor
serves as the longitudinal actuator. Since the output torque of a brushed DC motor is pro-
portional to the current on the motor windings, a servo amplifier is set in the current mode
to amplify the control signals and drive the DC motor. The current tracking performance
shown in Figure 2.4 indicates that the current on the motor windings tracks the commanded
current well. Thus, instead of considering the internal dynamics of the circuits, we assume
that the actual current is equal to the commanded current. Therefore, the output torque Tj
is equal to the commanded torque that is proportional to the commanded acceleration acom

j

given in (1.6). That is,

Tj =
mR

η
acom
j , (2.1)

where the mass of the robot m, the wheel radius R, and the gear ratio η are provided in
Table 2.3.
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(a)

(b)

(c)

(d)

(e)

Figure 2.3: Human-machine interface of Android application for data transceiving and
control. (a) Master view of robot chain and main control interface. (b) V2V connectivity
settings. (c) Longitudinal mode settings. (d) Control interface for a single robot. (e)
Individual display for control and V2X communication.

2.1.2 Control-related Software Design

Here we briefly discuss some control-related problems, i.e., clock synchronization, digital
effects and delays, control loop alignment, and data processing.

In a multi-agent system clock synchronization plays an important role for analyzing
the time-critical effects and data processing. To allow the maximum capacity in vehicle-
to-vehicle (V2V) communication networks, dedicated short range communication (DSRC)
devices broadcast messages in a distributed manner within each sampling period to avoid
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Figure 2.4: Current tracking performance of the servo amplifier. Red solid curve and blue
dashed curve represent the commanded current Ic and actual current Iw in the motor wind-
ings, respectively.

channel congestion [173–175] . Precision time protocol (PTP) [176] are often used to
synchronize clocks among GPS and DSRC devices with sub-microseconds accuracy. In our
experiments, instead of PTP, we exploit simple network time protocol (SNTP) [177, 178]
to achieve clock synchronization with milliseconds accuracy.

Since DSRC devices broadcast messages at 10 Hz [38] with milliseconds latency [179],
digital effects and delays arising from intermittency and packet drops impact the perfor-
mance of the controllers. As control commands are updated periodically and kept un-
changed in between, infrequent data exchange increases the delay in the control system
and amplifies digital effects. The following definitions are proposed to facilitate the chal-
lenges caused by delays in communication-based control.

Definition 2.1 Communication delay is the time elapsed from the instant when the data

are sampled at the transmitting vehicle to the instant when the data are available to the

receiving vehicle.

Definition 2.2 Information delay is the time elapsed from the instant when the data are

sampled at the transmitting vehicle to the instant when the data are used by the controller

on the receiving vehicle.

In general, both delays can be non-deterministic due to the stochastic nature in V2V
communication. However, to ensure the repeatability of the experiments, it is desirable to
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have more determinism. In Appendix A, we provide details on how we guarantee that the
information delay remains constant while the communication delay varies stochastically.
The key points are summarized as follows.

The communication delay is intrinsic and cannot be changed, resulting in the fact that
the information about the transmitting vehicle is not immediately available to the receiving
vehicle. However, from the control perspective, one cares about how much information
delay has been aggregated before the controller utilizes the data. Moreover, it is shown
that the range where communication delay varies is much smaller than the control period
based on V2V communication. By aligning the starting time of control loops on different
robots sufficiently accurately, the information about the transmitter at the current control
period can be available to the receiver before the start of its next control period. Indeed,
this may also be realized on real vehicles with DSRC devices. The following analysis on
digital effects and delays are based on this assumption.

Last but not least, filtering also needs to be considered in the controller design. To get
cleaner sensory data, filters/observers, which utilize information of previous few steps to
get a better estimate of the current step, are needed. Delay appears in this process, which
depends on the period of sensory data processing loop. In order to eliminate this problem,
the sensory data processing loop is set to be much faster than the control loop.

The values of the timing errors in our testbed are shown in Table 2.4. Indeed, they are
orders of magnitude smaller than the period in V2V communication, which typically has
the order of hundreds of milliseconds. This accuracy in timing lays a solid foundation for
the study of digital effects, delays and stability in the rest of the thesis.

Table 2.4: Summary of timing errors.

error source mean value [ms]
clock synchronization error ≤ 2 ∼ 3
control loop alignment error ≤ 1

period of sensory data processing loop ≤ 4

2.2 Modeling and Analysis

In this section, we present a model to describe the longitudinal vehicle dynamics, and derive
the closed-loop dynamics when applying the controller (1.6) with the digital implementa-
tion based on the setup in Section 2.1. Subsequently, linearization and discretization are
carried out for further analysis. Stability diagrams are used to summarize the results.
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To model the longitudinal dynamics of vehicle j in Figure 1.1, we consider no slip
condition on the wheels and neglect the flexibility of the tires and the suspension, which
results in the differential equation

meff v̇j = −mg sinφ− µmg cosφ− b vj − ν (vj + vw)2 +
η Tj
R

, (2.2)

wheremeff = m+J/R2 is the effective mass, containing the mass of vehiclem, the moment
of inertia J of the rotating elements, and the wheel radius R. Also, g is the gravitational
constant, φ is the inclination angle, µ is the rolling resistance coefficient, b is the motor
damping ratio, ν is the air drag constant, vw is the velocity of the headwind, η is the gear
ratio, and Tj is the actuation torque. We remark that (2.2) is a simplified model that can
capture the longitudinal dynamics of real vehicles as well as the ground robots.

To simplify the analysis, the vehicles are assumed to run on a flat road with no head
wind, i.e., φ = 0 and vw = 0. In addition, the moment of inertia of the rotational parts is
neglected, i.e., J ≈ 0 , which implies meff ≈ m. Also, instead of using the position, we
introduce the distance headway hj as the other state of the system, resulting in the overall
dynamics

ḣj = vj−1 − vj ,

v̇j = −µ g − b

m
vj −

ν

m
v2
j + acom

j ,
(2.3)

where (2.1) is used.
According to Section 2.1.2, the follower synchronizes its clock and aligns its control

loop with the predecessor’s. We assume that the kinematic information is sampled and
broadcast intermittently with sampling time ∆t, resulting in the time mesh tk = k∆t, k =

0, 1, 2, . . .; see Figure 2.5(a). At time instant tk, the information available to the follower is
the state of the predecessor measured at tk−1. Thus, the controller on the follower outputs
a control command at tk based on the information about the predecessor at tk−1 and keeps
it constant until the next updating instant tk+1, which is known as zero-order-hold (ZOH);
see Figure 2.5(b). This means that the effective delay increases from ∆t to 2 ∆t during
each control interval as shown in Figure 2.5(c), resulting in the average delay 1.5 ∆t. Note
that the physical part of the model still evolves in continuous time. Thus, the digitally
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Figure 2.5: (a) Sampling. (b) Control with ZOH. (c) Delay variations.

controlled system can be written as

ḣj = vj−1 − vj ,

v̇j = −µ g − b

m
vj −

ν

m
v2
j + α

(
V
(
hj(tk−1)

)
− vj(tk−1)

)
+ γ εj(tk) (2.4)

+ β
(
W
(
vj−1(tk−1)

)
− vj(tk−1)

)
,

εj(tk) = εj(tk−1) +
(
V
(
hj(tk−1)

)
− vj(tk−1)

)
∆t ,

for t ∈ [tk , tk+1). Here we use the linear range policy function (1.2, 1.4) with parameters
shown in Table 2.2 for the analysis and experiments on the robots.

For vj−1 ≤ vmax, system (2.4) possesses the equilibrium

v∗j = v∗j−1 = V (h∗j) , ε∗j =
1

γ

(
µ g +

b

m
v∗j +

ν

m
(v∗1)2

)
. (2.5)

When extended to longer vehicle chains, this is often referred to as the uniform flow e-

quilibrium as vehicles travel with the same velocity while keeping the desired distance
headway.

For simplicity, we linearize the system about the equilibrium (2.5) and discretize the
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resulting equations. With the definition of perturbations

h̃j = hj − h∗j , ṽj = vj − v∗j , ε̃j = εj − ε∗j , (2.6)

we obtain

˙̃hj = ṽj−1 − ṽj ,
˙̃vj = −c ṽj +

α

th
h̃j(k − 1) + β ṽj−1(k − 1)− (α + β) ṽj(k − 1) + γ ε̃j(k) (2.7)

ε̃j(k) = ε̃j(k − 1) +
∆t

th
h̃j(k − 1)−∆t ṽj(k − 1) ,

for tk ≤ t < tk+1, where

c =
b+ 2 ν v∗

m
, (2.8)

and the shorthand notation h̃j(k) = h̃j(tk), ṽj(k) = ṽj(tk), ε̃j(k) = ε̃j(tk) and ṽj−1(k) =

ṽj−1(tk) was introduced.
Based on Fourier’s theory [180], periodic signals can be represented as a countable

sum of sines and cosines, which can also be extended to absolutely integrable non-periodic
signals using the Fourier transform. Henceforth, assuming sinusoidal variations of the
predecessor’s velocity, i.e.,

vj−1(t) = v∗j−1 + vamp
j−1 sin(ωt) =⇒ ṽj−1(t) = vamp

j−1 sin(ωt) , (2.9)

and solving (2.4) on the time interval [tk , tk+1), one can obtain

xj(k + 1) = axj(k) + aτ x̂j(k − 1) + buj(k) + bτ uj(k − 1) ,

y(k) = cxj(k) ,
(2.10)

where the states, input and output are given by

xj(k) =



h̃j(k)

ṽj(k)

ε̃(k)


 , x̂j(k) =

[
h̃j(k)

ṽj(k)

]
, (2.11)

uj(k) =

[
ṽj−1(k)

ṽ⊥j−1(k)

]
, y(k) = ṽj(k) ,
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and the matrices are

a =




1 −θ1 −γθ4

0 e−c∆ t γθ1

∆ t

th
−∆ t 1



, b =




θ2 θ3

0 0

0 0


 , c =

[
0 1 0

]
,

aτ =




−αθ4

th
(α + β)θ4

αθ1

th
−(α + β)θ1

0 0



, bτ =




−βθ4 0

βθ1 0

0 0


 , (2.12)

where

θ1 =
1− e−c∆ t

c
, θ2 =

sin(ω∆ t)

ω
, θ3 =

1− cos(ω∆ t)

ω
, θ4 =

∆ t− θ1

c
, (2.13)

and

ṽ⊥j−1(t) = vamp
j−1 cos(ωt) . (2.14)

Notice that the scalar sinusoidal input (2.9) for the continuous-time system (2.4) results
in the vector-valued input (2.11) for the discrete-time system (2.10) despite their indepen-
dent nature. Also, notice that

x̂j(k) = Îxj(k) , uj(k − 1) = Ruj(k) , (2.15)

where

Î =

[
1 0 0

0 1 0

]
, R =

[
cos(ω∆ t) − sin(ω∆ t)

sin(ω∆ t) cos(ω∆ t)

]
. (2.16)

Thus, equation (2.10) can be rewritten as

X(k + 1) = AX(k) + BU(k) ,

Y (k) = CX(k) ,
(2.17)
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where

X(k) =

[
xj(k)

x̂j(k − 1)

]
, U(k) = uj(k) , Y (k) = y(k) , (2.18)

and

A =


a aτ

Î 0


 , B =


b+ bτ R

0


 , C =

[
c 0′

]
. (2.19)

Here, 0′ = [0 0].

2.3 Stability

2.3.1 Plant Stability

To check plant stability, we analyze the linearized system (2.17). For plant stability of
nonlinear systems, we refer the reader to [124]. Without disturbances on the predecessor’s
velocity, i.e., vamp

j−1 = 0 in (2.9, 2.14) or uj(k) = 0 in (2.11), the linearized system (2.17)
simplifies to a linear autonomous map. The local asymptotic stability of the uniform flow
equilibrium (2.5) of system (2.4) is equivalent to the asymptotic stability of the origin of the
linear autonomous map X(k + 1) = AX(k). Thus, the system (2.4) is locally plant stable
if all the eigenvalues of the matrix A in (2.17) are within the unit circle in the complex
plane. These eigenvalues z ∈ C are given by the characteristic equation

det
(
z I−A

)
= 0 , (2.20)

where I ∈ R5×5 is the identity matrix. There are three different ways in which the system
can lose stability: (i) One real eigenvalue crosses the unit circle at 1, which corresponds to
non-oscillatory divergence of the solution; (ii) One real eigenvalue crosses the unit circle at
−1, which corresponds to oscillatory divergence of the solutions with (the highest possible)
angular frequency π/∆t allowed by the discrete time steps; (iii) A pair of complex conju-
gate eigenvalues crosses the unit circle at e±jϑ, ϑ ∈ (0, π), which corresponds to oscillatory
divergence of the solutions with angular frequency ϑ/∆t ∈ (0, π/∆t). By substituting
the critical eigenvalue(s) into the characteristic equation (2.20), one can obtain the stability
boundaries represented in the parameter space (α, β, γ,∆t, th). In case (iii), one needs to
separate the real and imaginary parts and equate both of them to zero to obtain the stability
boundary parameterized by ϑ.

23



-5 0 5

0

3

6

-5 0 5

0

3

6

-5 0 5

0

3

6

-5 0 5

0

3

6

-5 0 5

0

3

6

-5 0 5

0

3

6

∆ t = 0.2 [s] ∆ t = 0.3 [s] ∆ t = 0.4 [s]

β [ 1s ]

α
[ 1s ]

(a)

β [ 1s ]

α
[ 1s ]

(b)

β [ 1s ]

α
[ 1s ]

(c)

γ
=

0
.1
[
1 s2
]

a

β [ 1s ]

α
[ 1s ]

(d)

β [ 1s ]

α
[ 1s ]

(e)

β [ 1s ]

α
[ 1s ]

(f)

γ
=

0
.5
[
1 s2
]

Figure 2.6: Stability diagrams. The red curves and the enclosed shaded regions are the
plant stability boundaries and plant stable domains, respectively, while the blue curves
and the shaded blue regions are the string stability boundaries and string stable domains,
respectively.

While explicit solutions for parametric curves are difficult to obtain analytically, the
boundaries can be found via a bisection method [181] combined with continuation. First,
a trust region is created in the parameter space (e.g., in the (β , α)-plane) and a mesh grid
is generated inside it. By checking the stability criterion at each grid point, we divide the
trust region into stable and unstable regions that are separated by coarse boundaries. Then,
bisection is used to refine the boundaries. Finally, an interpolation-correction procedure can
be applied repeatedly to smooth the stability boundaries further until the required accuracy
and smoothness are achieved. The advantage of this method is that it works for a wide
variety of problems, including non-smooth boundaries and non-convex stability domains.

Figure 2.6 shows the plant stability diagram in the (β, α)-plane for the robot with the
parameters shown in Table 2.2 for different sampling time ∆t and γ gains. The red curves
correspond to plant stability boundaries while the shaded regions enclosed by them are
the plant stable domains. Figure 2.6 illustrates that the plant stable domains shrink as the
sampling time ∆t increases, i.e., it is harder to design controllers for larger sampling time.
On the other hand, changing the integral gain γ does not affect plant stability significantly
except a slight shift in the stability domains.
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2.3.2 String stability

To analyze string stability, we again focus on the linearized system (2.17). With the as-
sumption that the disturbances have finite energy and are absolutely integrable, disturbance
attenuation is equivalent to the attenuation of sinusoidal perturbations at all frequencies
according to Fourier’s theory and superposition principle of linear systems. In other words,
string stability is achieved when the amplification ratio in the velocities is less than 1 for all
the frequencies. From linear system theory, this amplification ratio can be obtained through
transfer functions.

The contributions of the two dependent inputs ṽj−1(k) and ṽ⊥j−1(k) in (2.17) have to be
summed up when deriving the output ṽj(t). Applying the Z transform to (2.17), we can
obtain the amplification ratio and phase lag as

M(ω) =
∣∣Γ(ejω∆t)

∣∣ , ψ(ω) = ∠Γ(ejω∆t) , (2.21)

where the transfer function is given by

Γ(z) = C
(
z I−A

)−1
BE , (2.22)

and
E =

[
1 j

]>
(2.23)

is used to sum up the effects of two dependent inputs. Thus, the condition for string stability
is given by

sup
ω>0

M(ω) < 1 , (2.24)

yielding the string stability boundaries




M(ωcr) = 1 ,

M ′(ωcr) = 0 ,
(2.25)

for critical excitation frequency ωcr > 0, where prime denotes differentiation with respec-
t to ω. Note that M also depends on the parameters (α, β, γ,∆t, th), and that M(0) =

1,M ′(0) = 0 always hold. Therefore, string stability requires M ′′(0) < 0 and the corre-
sponding boundary is given by

M ′′(0) = 0. (2.26)

Similar to the plant stability boundaries, bisection method is used to trace the string stability
boundaries.
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In Figure 2.6, the blue curves denote the string stability boundaries, and the shaded
light blue regions are string stable. We remark that there are string stable domains outside
the plant stable domains which are not shown in the figure. As the sampling time ∆t

increases, string stable domains shrink and finally disappear, i.e., it is getting harder and
finally impossible to choose gains that can ensure string stability of the system. Moreover,
comparing the columns show that varying the integral gain γ may significantly influence
string stability.

2.4 Summary

In this section, we studied the connected cruise controller for the predecessor-follower pair
where the vehicle controls its longitudinal motion based on the information received from
the predecessor via V2V communication. We investigated the system performance with the
digital implementation of this controller. By examining plant stability and sting stability of
the system, we showed that the arising time delays introduced by the communication and
digital control impact the stability of traffic flow significantly. In particular, above a critical
delay there exist no such gain combinations that can ensure string stability. While more
sophisticated controllers may be designed, they will also possess similar limitations due to
information delay and digital effects. In the following chapters, we will validate our results
experimentally and extend the digital controller design to more advanced network struc-
tures arising in connected vehicle systems and investigate the corresponding performance
of these systems.
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CHAPTER 3

Experiments for Predecessor-follower Systems

To validate the theoretical analysis on digital effects and delays, we conduct experiments
on predecessor-follower systems consisting of two robots in this chapter. We first start with
experiments on two-car predecessor-follower systems, by using sensor-based control and
V2X-based control. Then the experimental results are compared against the theoretical
results obtained in Chapter 2. Finally, we conduct experiments on cascaded predecessor-
follower systems to show how disturbances propagate along the vehicle chains. This will
shed light on how AVs can be used to improve the traffic performance. The material dis-
cussed in this section can be found in [172].

3.1 Two-car Predecessor-follower Systems

In this part, we conduct a set of ACC and CCC experiments with two robots for the two-
car predecessor-follower pairs, where the predecessor is labeled as vehicle 0, while the
follower is labeled as vehicle 1. First, the experimental string stability boundaries are
discussed, followed by the test procedure. Then the advantages of CCC are demonstrated
experimentally.

3.1.1 Experimental String Stability and Test Procedure

To validate whether the proposed analytical method can capture the major phenomena
caused by intermittency in V2V communication and digital control implementation, a set
of experiments is conducted to validate the stability boundaries experimentally. For safety
reasons, only string stability is tested experimentally.

Physical limitations are taken into account to avoid saturation as such nonlinearity is
out of the scope of this research. First, we set the saturation limits as high as possible while
still ensuring the protection of the hardware. Thus, the allowable acceleration of the robots
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Figure 3.1: Experiment procedure. (a) Stability diagram for ∆t = 0.3 [s] and γ = 0.1
[1/s2]. (b, c) Typical profiles in an experiment. (d) FFT results of the velocity profiles. (e)
Experimental amplification ratios at different frequencies.

is in the interval [−amax, amax] with amax ≈ 0.72 [m/s2]. Then we select parameters that
can prevent the robots from reaching these saturation points. In particular, the sampling
interval is chosen to be ∆t = 0.3 [s], resulting in a practically feasible string stable region
in the plane of given parameters; see Figure 3.1(a). Also, the amplitude of the oscillations
vamp

0 in the predecessor’s velocity is chosen to make the noise negligible while ensuring
that neither the predecessor nor the follower reaches the acceleration limit amax. That is,
according to (2.9, 2.21), we require

ω vamp
0 ≤ amax , ω vamp

0 M(ω) ≤ amax . (3.1)

To validate the theoretical string stability boundaries, we run tests corresponding to
the points marked as A–H in Figure 3.1(a) (points J and K will be discussed in Section
3.2). During each test, the predecessor introduces a sinusoidal excitation signal (2.9) with
frequency ω and the amplitude satisfying conditions (3.1). For case C, the time profiles of
the resulting velocity and headway are shown in Figure 3.1(b, c) for frequency ω = 0.2 π

[rad/s] and v∗ = 0.5 [m/s], respectively. By applying the fast Fourier transform (FFT),
the velocity amplitudes can be obtained as shown in Figure 3.1(d). Then the experimental
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amplification ratio is calculated as

Mexp(ω) =
vamp

1 (ω)

vamp
0 (ω)

, (3.2)

corresponding to a red cross in Figure 3.1(e). Through the repetition of the above process,
an experimental magnitude response with mean value and error bar can be generated, and
this may be repeated for different ω frequencies. In this way, the string stability boundary
can be validated experimentally.

To quantify the mismatches between theoretical and experimental results, the relative

error percentage is defined as

eM(ω) =

∣∣∣∣
M̄exp(ω)−M(ω)

M(ω)

∣∣∣∣ , (3.3)

where M̄exp(ω) is the mean value of all the experimental amplification ratios at the given
frequency ω.

Since the frequencies with larger amplification ratios are more important when deter-
mining experimental string stability, we define the maximum critical error percentage as

êM = max
ω∈Ω

eM(ω) . (3.4)

Here, Ω is a subset of the tested frequencies Ωtest corresponding to large enough amplifica-
tion ratios, i.e.,

Ω = {ω ∈ Ωtest |M(ω) > Mcrit} . (3.5)

The error for phase lags can be defined similarly.

3.1.2 ACC vs. CCC

The control algorithm (1.6) is based on the quantities v0, v1 and h1. On the one hand,
they can be obtained using range sensors like radar and lidar, which is the typical way of
implementing ACC in the industry. On the other hand, they can also be obtained via V2X
communication which can be used to supplement sensory information. This leads to a CCC
of the simplest kind. While in real vehicles sensory and communication-based information
shall be fused before applying the controller, in this section we compare the pure sensor-
based control (referred to as ACC) and pure connectivity-based control (referred to as CCC)
with two robots to evaluate their strengths and weaknesses. In particular, we emphasize the
benefits of V2X connectivity including low cost, high signal quality, and most importantly,
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Figure 3.2: Comparison of predecessor’s velocities in ACC and CCC.

being able to operate when the predecessor is beyond the line of sight.
When applying the controller (1.6), the follower needs to access its own velocity v1, the

distance headway h1, and the predecessor’s velocity v0. In the ACC and CCC experiments,
data sources are different. For ACC, we use the laser range sensor and tachometer on the
following robot to measure the distance h1 and velocity v1, respectively. However, the
predecessor’s velocity v0 is not directly accessible to the follower but can be obtained from

v0 = v1 + ḣ1 , (3.6)

with numerical differentiation of the distance h1. Whereas, for CCC, the predecessor
broadcasts its position s0 and velocity v0 through V2V communication. Thus, the inter-
vehicle distance is calculated as

h1 = s0 − s1 − l, (3.7)

where s1 is the follower’s position and l is the follower’s length.
During the ACC experiments, we experienced a relatively high rate of target loss for

the range sensor, that is, the predecessor went beyond the line of sight due to lateral dis-
turbances. In real vehicles, such target loss may happen due to the limitations of onboard
sensors [182] when the road is curly, or the weather conditions are not ideal, etc. In con-
trast, CCC does not require the predecessor to be within the line of sight.

Utilizing V2V communication also increases the quality of feedback signals used in
the controller. Figure 3.2 shows a comparison of the predecessor’s velocity, where the blue
curve is the filtered signals of (3.6) in ACC while the red curve is obtained through V2V
communication in CCC. Notice that the follower experiences high-frequency noise in the
former but not in the latter case. Also, jitters may occur due to numerical differentiation
when, due to uneven road surface, the distance measured by the range sensor jumps as
highlighted by the blue circle in Figure 3.2. On the other hand, numerical differentiation
is not needed when predecessor measures its states with onboard sensors and broadcasts
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these via V2V communication. Both high-frequency noise and jitter degrade the driving
comfort. Indeed, one can spend efforts designing better filters/observers to improve the
signal quality. However, this introduces larger phase lags between real states and estimated
states, potentially leading to unstable behaviors.

Besides the advantages mentioned here, challenges exist in order to make CCC practi-
cally feasible. As discussed in Section 2.1.2, intermittent communication amplifies digital
effects in the system. Also, packet drops in V2X communication increases the informa-
tion delay that will be discussed further in later chapters. Thus, CCC design requires the
preservation of string stability in the presence of increased information delay.

3.1.3 Results

In order to validate the experimental string stability boundaries, here we present the results
of ACC and CCC experiments for the gain combinations marked as A–H in Figure 3.1(a);
see Table 3.1 for the corresponding numerical values. We remark that in ACC the feedback
information is intentionally held for one period to achieve the same timing as in CCC; see
the discussion in Section 2.1.2.

Table 3.1: Control gains for different points in Figure 3.1(a).

point β [1/s] α [1/s] γ [1/s2]
A 0 1 0.1
B 0.1 1 0.1
C 0.8 1 0.1
D 0.9 1 0.1
E -0.3 2 0.1
F -0.4 2 0.1
G 0.3 2 0.1
H 0.4 2 0.1
J 0.9 0.4 0.1
K 0.2 0.3 0.1

Figure 3.3 shows the resulting amplification ratios for different cases. The red solid
curves represent the theoretical results, while the blue and magenta symbols with error
bars denote the results of ACC and CCC experiments, respectively. As illustrated, the
experimental amplification ratios match very well with the theoretical ones. We remark that
similar matching can be observed for phase lags but are not shown here to avoid repetition.
In other words, the theoretical analysis shown in Section 2 is able to capture the behavior,
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Figure 3.3: Amplification ratios as a function of excitation frequency. The red curves are
the theoretical results, while the blue and magenta error bars represent the experimental
results of ACC and CCC, respectively.

and the results indicate that string stability can be achieved experimentally in the presence
of relatively large information delay. Finally, we remark that CCC achieves the same level
of performance as ACC: the maximum critical error percentages for all the experiments are
listed in Table 3.2 when Mcrit = 0.5; cf. (3.3, 3.4, 3.5).
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Table 3.2: The maximum critical error percentage.

ACC CCC
amplification ratio phase lag amplification ratio phase lag

case A 6.2% 12.6% 4.6% 14.0%
case B 6.1% 16.5% 6.7% 17.7%
case C 6.0% 4.4% 9.0% 6.4%
case D 10.1% 3.7% 6.8% 7.1%
case E 5.7% 3.2% 3.6% 4.5%
case F 5.2% 4.5% 5.6% 3.3%
case G 7.7% 4.3% 4.9% 7.5%
case H 8.1% 5.6% 8.7% 3.3%
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Figure 3.4: Amplification ratio as a function of excitation frequency.

3.2 Cascaded Predecessor-follower Systems

In this section, to demonstrate the importance of string stability in traffic flow, experiments
are conducted using five robots that constitute a cascaded predecessor-follower system.
First, we show the overall performance of a chain of string unstable vehicles and a chain of
string stable vehicles, respectively. Then mixed chains of string stable and string unstable
vehicles are studied to evaluate the impact of different penetration rates on traffic dynamics.

In Section 3.1.3, experiments showed a satisfactory correspondence with the theoret-
ical results. Here, two sets of gains corresponding to points K and J are chosen on the
stability diagram in Figure 3.1(a), so that the difference in amplification can be easily cap-
tured without running the FFT as fluctuations propagate along the chain. The theoretical
amplification ratios are shown in Figure 3.4. Vehicles using gains corresponding to case K
are referred to as string unstable while those gains corresponding to case J are referred to
as string stable from now on. They are depicted as white and green vehicles, respectively
while the head vehicle, that introduces the velocity fluctuations, is distinguished as black;
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Figure 3.5: (a) Four string unstable vehicles follow a head vehicle. (b) Four string stable
vehicles follow a head vehicle.
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Figure 3.6: Responses to periodic excitations with four string unstable vehicles configured
as shown in Figure 3.5(a). (a) vamp

0 = 0.25 [m/s]. (b) vamp
0 = 0.375 [m/s]. (c) vamp

0 = 0.5
[m/s].

see Figure 3.5. The frequency ω0 = 0.15π [rad/s] highlighted in Figure 3.4 is used as
the excitation frequency for periodic fluctuations in the rest of this chapter. Also, we set
v∗0 = 0.75 [m/s].

First, we demonstrate how string unstable vehicles amplify fluctuations in traffic flow
using the configuration in Figure 3.5(a) where the following four vehicles are all string
stable. Figure 3.6 shows the velocity profiles for periodic excitations of different sizes.
One can see that the fluctuations are gradually amplified along the chain in all cases, and a
full stop may be reached when the amplified fluctuations are large enough.

In practice, excitations are typically not periodic but contain signals of different fre-
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Figure 3.7: Responses to aperiodic excitations with four string unstable vehicles configured
as shown in Figure 3.5(a). (a) vamp
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Figure 3.8: Responses to excitations with four string stable vehicles configured as shown
in Figure 3.5(b). (a) Periodic excitations. (b) Aperiodic excitations.

quencies. Thus, fluctuations at string unstable frequencies are amplified while those at
string stable frequencies are attenuated. To demonstrate this phenomenon, another set of
experiments is conducted where the head vehicle generates aperiodic velocity excitations
and the results are shown in Figure 3.7 for different sizes of perturbations. It can be seen
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Figure 3.9: Vehicle configurations for different penetration rates of string stable vehicles
(green) among string unstable vehicles (white). (a, b) One string stable vehicle. (c, d) Two
string stable vehicles. (e, f) Three string stable vehicles.

that perturbations are amplified as propagating along the vehicle chain, and full stops are
also reached for large enough perturbations. Figs. 3.6 and 3.7 show that the amplifica-
tion phenomena are similar regardless of the sizes of perturbations. Thus, in the following
experiments, we choose a particular excitation size such that the amplification effects are
distinguishable from other disturbances.

In order to show how string stable vehicles attenuate fluctuations in traffic flow, we use
the configuration in Figure 3.5(b) where the following four vehicles are all string stable.
The corresponding velocity profiles for periodic and aperiodic excitations are shown in
Figure 3.8(a) and (b), respectively. They indicate that a chain of string stable vehicles are
able to attenuate oscillations introduced by the head vehicle. In Figure 3.8(b), tiny velocity
fluctuations are still observable in the following vehicles when the velocity of the head
vehicle is almost constant. This is caused by the disturbances in the road grade variations,
steering efforts, measurement noise, etc.

Comparing the results between Figure 3.6 and Figure 3.8(a), or those between Figure
3.7 and Figure 3.8(b), one can see the differences are significant depending on whether the
vehicles in the chain are string stable or not. In the following part, we study the behaviors
for mixed chains of string stable and string unstable vehicles. String unstable vehicles
are used to mimic the behaviors of human drivers, while string stable vehicles represent
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Figure 3.10: Responses to periodic excitations as the penetration rate of string stable vehi-
cle varies.

automated vehicles. Figure 3.9 depicts different configurations where out of the following
four vehicles, one, two and three of them are set to be string stable to represent 25%, 50%

and 75% penetration rates, respectively. Indeed, there are 24 = 16 different configurations,
but only two of them will be demonstrated for each penetration rate when there exists
multiple.
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Figure 3.11: Amplification ratio vs. penetration rate of string stable vehicles.

Figure 3.10 shows the velocity profiles for the configurations depicted in Figure 3.9. In
Figure 3.10(a) and (b), with only one string stable vehicle in the chain, the oscillation am-
plitude of v4 is much larger than that of v0. However, as the number of string stable vehicles
increases, the amplification of fluctuations becomes less pronounced as illustrated in panels
(c) and (d) where two string stable vehicles are included. Panels (e) and (f) indicate that
the fluctuations can be attenuated when the number of string stable vehicles is increased
to three. Note that the difference in the amplification ratio for the same penetration rate is
negligible when comparing the results between panels (a) and (b), between panels (c) and
(d), or between panels (e) and (f).

To quantify the phenomena above, each test is repeated multiple times for all the con-
figurations shown in Figure 3.9. After each test, the FFT is used to obtain the amplification
ratio at a given frequency as discussed in Section 3.1.1. The results are summarized in
Figure 3.11. The blue and magenta crosses represent the results of two different configura-
tions. One can see for the same penetration rate the experimental distributions are similar
regardless of the difference in configurations. Thus, they are treated equally when cal-
culating the mean value and standard deviation of the experimental amplification ratios,
which are represented by the dashed red curve with error bars. The dashed green curve
with diamond markers represents the theoretical amplification ratio at the same frequency.
The mismatches between the experimental and theoretical results at low penetration rates
are mainly caused by the actuator limitations and nonlinear effects in the presence of large
oscillations. The results indicate that when the penetration rate of string stable vehicles
exceeds 50%, fluctuations can be attenuated in our experiments.
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3.3 Summary

In this chapter we experimentally investigated the two-car predecessor-follower system
with controller (1.6) using sensor-based control (ACC) as well as V2X-based connected
cruise control. The model-based design in Chapter 2 is demonstrated to be valid while
incorporating time delays in deriving the plant stability and string stability conditions for
the closed-loop system. We also showed that the V2X-based control can achieve the same
level of performance as sensor-based control without having the line-of-sight limitation.

In order to investigate the scalability of CCC to larger traffic systems, we conducted a
set of experiments on cascaded predecessor-follower systems with five robots. We demon-
strated that when all the vehicles are string unstable, fluctuations keep increasing as they
propagate backwards along the chain of vehicles and may even lead to full stops. On the
contrary, when all the vehicles are string stable, the fluctuations decay leading to smooth
traffic flow. In mixed traffic scenarios containing both string stable and string unstable
vehicles, our experiments showed that a high enough penetration of the former type may
allow one to attenuate the fluctuations and smooth out the ripples in traffic. In practice,
since AVs (or CAVs) can be designed to maintain string stability while human drivers can
rarely achieve that, having a high penetration rate of AVs (or CAVs) is expected to impact
traffic positively.
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CHAPTER 4

Controller Design and Validation of Connected
Vehicle Systems

We have theoretically and experimentally designed a connected cruise controller for the
simplest connectivity structure in the previous chapters, where the follower only utilized
the information broadcast by the direct predecessor via V2X communication. However,
the greatest advantage of V2X-based control is the ability to respond to the motion of
multiple preceding vehicles even to those that are beyond the line of sight. Thus, in order
to maximize the benefits of V2X communication in improving the dynamic behaviors of
individual CAVs as well as overall traffic performance, we study the CCC controller (1.8)
that incorporates the information of multiple vehicles ahead. We investigate increasingly
complex connectivity topologies and conduct experiment by utilizing the scaled connected
vehicle testbed. The material discussed in this section can be found in [183].

4.1 Modeling and Analysis

In this section, we use the same model as in Chapter 2.2 to describe the vehicle dynamics,
and then derive the closed-loop dynamics by incorporating the extended connected cruise
controller (1.8) with digital implementation. After linearization and discretization, stability
conditions are derived theoretically in order to guide the experiments for connected vehicle
systems.

Let us consider a chain of connected vehicles as shown in Figure 1.1 and assume that
all the vehicles have identical dynamics given by (2.3), i.e.,

ḣj = vj−1 − vj ,

v̇j = −µ g − b

m
vj −

ν

m
v2
j + acom

j .
(4.1)
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Concerning digital implementation, we made the same assumptions about clock syn-
chronization, data sampling, and control mechanism as those in Chapter 2. Thus, with
connected cruise controller (1.8), the digitally controlled system becomes

ḣj = vj−1 − vj ,

v̇j = −µ g − b

m
vj −

ν

m
v2
j +

j−1∑

i=0

(
αj, i

(
V
(
hj, i(tk−1)

)
− vj(tk−1)

)
(4.2)

+ βj, i

(
W
(
vi(tk−1)

)
− vj(tk−1)

))
+ γj εj(tk) ,

εj(tk) = εj(tk−1) +
(
V
(
hj(tk−1)

)
− vj(tk−1)

)
∆t ,

for j = 1 , . . . , J when t ∈ [tk, tk+1). Here we use the linear range policy function (1.2,
1.4) with parameters shown in Table 2.2 for the analysis and experiments on the robots.
When the velocities do not exceed the speed limit, system (4.2) possesses the equilibrium

v∗j = V (h∗j) = v0 , ε∗j =
1

γj

(
µ g +

b

m
v∗j +

ν

m
(v∗j )

2
)
, (4.3)

for j = 1 , . . . , J , where vehicles travel with the same velocity as the head vehicle while
keeping the desired inter-vehicle distance. This is called the uniform flow equilibrium.

We linearize the system about the equilibrium (4.3) and discretize the obtained linear
equations. Using the perturbations defined in (2.6), one may obtain

˙̃hj = ṽj−1 − ṽj , (4.4)

˙̃vj = −c ṽj +

j−1∑

i=0

(αj, i
th
· 1

j − i

j∑

l=i+1

h̃l(k − 1) (4.5)

+ βj, iṽi(k − 1)− (αj, i + βj, i) ṽj(k − 1)
)

+ γj ε̃j(k) ,

ε̃j(k) = ε̃j(k − 1) +
∆t

th
h̃j(k − 1)−∆t ṽj(k − 1) , (4.6)

for j = 1 , . . . , J when t ∈ [tk, tk+1), where th is defined in (1.5), and c is defined in (2.8).
Again we assume sinusoidal variations in the head vehicle’s velocity, i.e.,

v0(t) = v∗0 + vamp
0 sin(ω t) =⇒ ṽ0(t) = vamp

0 sin(ω t) , (4.7)
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and solving the system (4.4, 4.5, 4.6) from tk to tk+1, one can obtain

x1(k + 1) = a1,1 x1(k) + aτ1,1 x̂1(k − 1) + b0 u(k) + bτ1u(k − 1) ,

xj(k + 1) = aj, j xj(k) + aj, j−1 xj−1(k) +

j∑

l=1

aτj, l x̂l(k − 1) + bτju(k − 1) , (4.8)

for j = 2 , . . . , J , where the states and input are given by

xj(k) =



h̃j(k)

ṽj(k)

ε̃(k)


 , x̂j(k) =

[
h̃j(k)

ṽj(k)

]
, u(k) =

[
ṽ0(k)

ṽ⊥0 (k)

]
, (4.9)

with

ṽ⊥0 (t) = vamp
0 cos(ω t) , (4.10)

The derivations and matrices aj, j , aj, j−1, aτj, l, b0 and bτj are provided in Appendix B.
Similar to the predecessor-follower system, the scalar sinusoidal input (4.7) for the

continuous-time system (4.2) results in the vector-valued input (4.9) for the discrete-time
system (4.8), and

x̂j(k) = Îxj(k) , u(k − 1) = Ru(k) , (4.11)

where Î and R are the same as those given in (2.16). Thus, equation (4.8) can be rewritten
as

Xj(k + 1) =

j∑

l=1

Aj, lXl(k) + Bj u(k) , (4.12)

for j = 1, . . . , J , where

Xj(k) =

[
xj(k)

x̂j(k − 1)

]
. (4.13)

The matrices in (4.12) are

Aj, j =

[
aj, j aτj, j

Î 0

]
, (4.14)
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for j = 1 , . . . , J ,

Aj, j−1 =

[
aj, j−1 aτj, j−1

0 0

]
, Bj =

[
bτj R

0

]
, (4.15)

for j = 2 , . . . , J ,

Aj, l =

[
0 aτj, l
0 0

]
, (4.16)

for j = 3 , . . . , J , l = 1 , . . . , j − 2, and

B1 =

[
b0 + bτ1 R

0

]
. (4.17)

Thus, the overall system becomes

X(k + 1) = AX(k) + BU(k) , (4.18)

Y (k) = CX(k) ,

where the state, the input and the output are given by

X(k) =




X1(k)

X2(k)
...

XJ(k)



, U(k) = u(k) , Y (k) = ṽJ(k) , (4.19)

and the matrices are

A =




A1,1

A2,1 A2,2

... . . . . . .

AJ, 1 · · · AJ, J−1 AJ, J



, B =




B1

B2

...
BJ



,

C =
[
o . . . o C

]
. (4.20)

Here, o ∈ R1×5 is the zero vector and C =
[
0 1 0 0 0

]
.
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4.2 Plant stability and head-to-tail string stability

To investigate plant stability, we analyze the linearized system (4.18). Without velocity
disturbances on the head vehicle, i.e., vamp

0 = 0 in (4.7, 4.10) or u(k) = 0 in (4.9), we obtain
a linear autonomous map. The local asymptotic stability of the uniform flow equilibrium
(4.3) of the system (4.2) is equivalent to the asymptotic stability of the trivial solution of
the map X(k + 1) = AX(k), which is ensured when all the eigenvalues of the matrix A

in (4.18) are within the unit circle in the complex plane. The eigenvalues z ∈ C are given
by the characteristic equation

det
(
z I−A

)
= 0 , (4.21)

where I ∈ R5J×5J is the identity matrix. The bisection method explained in Chapter 2.3.1
will be used later to trace the boundaries in the parameter space.

To evaluate head-to-tail string stability, we again use the linearized system (4.18) and
make the same assumption about the disturbances in the head vehicle’s velocity as in Chap-
ter 2. We use transfer functions to derive the amplification ratio from ṽ0 to ṽJ and sum up
the contributions of two dependent components in the input (4.9). Applying the Z transform
to (4.18), we can derive the amplification ratio and phase lag as

M(ω) =
∣∣Γ(ejω∆t)

∣∣ , ψ(ω) = ∠Γ(ejω∆t), (4.22)

where the transfer function is

Γ(z) = C
(
z I−A

)−1
BE , (4.23)

and
E =

[
1 j

]>
(4.24)

is used to sum up the effects of two dependent components. Thus, the condition for head-
to-tail string stability becomes

sup
ω>0

M(ω) < 1 , (4.25)

where M also depends on the system parameters. Similar to the plant stability boundaries,
bisection method will be used to trace the string stability boundaries in the parameter space.

Indeed, if the longitudinal controller can be designed for every vehicle, string stability
can be achieved. However, in order to mimic scenarios when CCC vehicles are inserted to
a chain of human-driven vehicles we will deliberately set some robots to be string unstable
(while responding to the motion of the vehicle immediately ahead).
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Figure 4.1: (a) Two-vehicle configuration. (b) Stability diagram. (c) Frequency responses
for points A and B marked in panel (b). (d, e) Experimental velocity profiles when vehi-
cle 0 introduces sinusoidal velocity fluctuations at ω0 = 0.15π [rad/s] in cases A and B,
respectively.

4.3 Experimental Validation

In this section, we present the experimental results with different connectivity topologies to
demonstrate the effectiveness and flexibility of the controller (1.8) when the CCC vehicle is
operating among string unstable vehicles. The design rules for connected vehicle systems
are gradually built up via experiments of increasing complexity. The sampling time ∆t is
set to 0.3 [s] to get implementable gains, the integral gains γj-s are set to 0.1 [1/s2], and we
use v∗0 = 0.75 [m/s]. The other parameters are shown in Table 2.2.

4.3.1 Two-vehicle experiments

To demonstrate that string stability is achievable when the longitudinal controller can be
designed for every vehicle, we first study a predecessor-follower system consisting of two
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vehicles. Apart from experimentally validating the string stable gain combinations, we
also conduct experiments to illustrate string unstable behavior when mimicking the driving
behaviors of humans.

Figure 4.1(a) depicts the two-car system where the follower controls its motion based
on the data of its predecessor, while Figure 4.1(b) shows the corresponding stability dia-
gram generated based on the conditions in Section 4.2. The red curves and blue curves
represent the plant stability and string stability boundaries, respectively. The union of red
and blue regions indicates the plant stable domain, while the blue shaded region is the string
stable domain. The coloring scheme for stability diagrams is kept the same throughout this
chapter.

Experiments are conducted on the robots with two sets of gains, that is, (α1,0 , β1,0) =

(0.4, 0.9) and (0.3, 0.2), marked as points A and B in Figure 4.1(b). The corresponding
frequency response curves (4.22) are plotted in Figure 4.1(c). Case A is string stable for all
frequencies, while case B is string unstable with the maximum around ω0 = 0.15π [rad/s].
Figure 4.1(d, e) show the corresponding experimental velocity profiles when vehicle 0 in-
troduces sinusoidal velocity fluctuations with frequency ω0. Notice that the follower atten-
uates the fluctuations in case A, but amplified in case B. Similar results can be obtained
experimentally for other frequencies, but we choose the frequency ω0 to emphasize the
differences between string stable and string unstable scenarios.

For consistency, we use the following color coding for vehicles in different configura-
tions in the rest of this chapter. Black indicates the head vehicle introducing velocity fluc-
tuations, red vehicles represent string unstable vehicles configured the same way as case B
in Figure 4.1 and blue represents CCC vehicles with gain parameters to be designed.

4.3.2 Three-vehicle experiments

Here we use three vehicles to demonstrate that in the presence of string unstable vehicles,
it may not be possible to ensure head-to-tail string stability when the CCC vehicle only
utilizes motion information from its immediate predecessor. However, this goal can be
achieved when CCC vehicle utilizes information from two vehicles ahead (the second one
is beyond the line of sight).

Figure 4.2(a) shows a chain of three vehicles where the following vehicles only rely
on their direct predecessor for longitudinal control. Vehicle 1 is a string unstable vehicle
with gains used for case B in Figure 4.1. The stability diagram in Figure 4.2(b) indi-
cates that the system cannot achieve head-to-tail string stability whatever gains are selected
for vehicle 3 with controller (1.8). To demonstrate this behavior we marked point C at
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Figure 4.2: (a) Three-vehicle configuration. (b) Stability diagram. (c) Frequency response
for point C marked in panel (b). (d) Experimental velocity profiles in case C when vehicle
0 introduces sinusoidal velocity fluctuations at ω0 = 0.15π [rad/s].

(α2,1 , β2,1) = (0.4, 0.9) in Figure 4.2(b), that is, vehicle 2 is configured the same way as
case A in Figure 4.1, i.e., it is 1-to-2 string stable. However, as shown by the (head-to-tail)
frequency response in Figure 4.2(c), the overall system is head-to-tail string unstable. The
experimental velocity profiles are shown in Figure 4.2(d) at frequency ω0. Observe that
the velocity fluctuations of vehicle 1 are attenuated slightly by vehicle 2. However, the
amplitude of vehicle 2 is still greater than that of vehicle 0.

To improve the performance, the CCC vehicle can take advantage of V2X communi-
cation and utilize the information from both predecessors; see Figure 4.3(a). For the rest
communication links, the control gains are kept the same as case C in Figure 4.2. The
stability diagram in Figure 4.3(b) is plotted in the plane of the control gains between ve-
hicles 0 and 2. It can be seen that with appropriately chosen parameters for this extra link
the overall system can achieve head-to-tail string stability. In Figure 4.3(b), the points D,
E, and F mark the gain combinations (α2,0 , β2,0) = (0.1, 0.3), (0, 0.1), and (0, 1). The
corresponding (head-to-tail) frequency responses shown in Figure 4.3(c) indicate that case
D is head-to-tail string stable, while case E and case F are head-to-tail string unstable with
critical frequencies around ω0 = 0.15π [rad/s] and ω1 = 0.95π [rad/s], respectively.

Experiments are conducted for cases D and E using sinusoidal velocity fluctuations
for vehicle 0 at frequency ω0. The resulting velocity profiles shown in Figure 4.3(d, e)
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Figure 4.3: (a) Three-vehicle configuration. (b) Stability diagram. (c) Frequency responses
for points D, E and F marked in panel (b). (d, e) Experimental velocity profiles when
vehicle 0 introduces sinusoidal velocity fluctuations at ω0 = 0.15π [rad/s] in cases D and
E, respectively. (f, g) Experimental velocity profiles for case F when vehicle 0 introduces
sinusoidal velocity fluctuations at ω0 = 0.15π [rad/s] and ω1 = 0.95π [rad/s], respectively.

indicate that vehicle 2 can make the fluctuations smaller than those of vehicle 0 in case D,
but cannot achieve such disturbance attenuation in case E. Experiments for case F show
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Figure 4.4: (a) Four-vehicle configuration. (b) Stability diagram. (c) Frequency response
for point G marked in panel (b). (d) Experimental velocity profiles when vehicle 0 intro-
duces sinusoidal velocity fluctuations at frequency ω0 = 0.15π [rad/s].

a scenario where vehicle 2 attenuates the fluctuations of vehicle 0 at ω0 but amplifies the
fluctuations at ω1 even though vehicle 1 attenuate those, as shown in Figure 4.3(f, g). Case
F is head-to-tail string unstable due to amplifying high-frequency signals. This emphasizes
that CCC must be appropriately designed; otherwise, unexpected oscillations may impair
the system performance.

4.3.3 Four-vehicle experiments

In this section, we incorporate more string unstable vehicles into the system and show that
it is beneficial to utilize more beyond-line-of-sight information in CCC design. We also
demonstrate that the resulting connectivity topology has some flexibility to tolerate the
absence of certain communication links.

Figure 4.4(a) delineates a scenario that includes two string unstable vehicles with gains
corresponding to case B in Figure 4.1, while the CCC vehicle at the tail relies on the motion
of its two immediate predecessors while using the same gains as that in Figure 4.3(a), i.e.,
(α3,2 , β3,2) = (0.4, 0.9). The stability diagram in Figure 4.4(b), plotted in the plane of
the control gains between vehicles 1 and 3, shows that head-to-tail string stability is not
achievable. We choose the set of gains (α3,1 , β3,1) = (0.1, 0.3), corresponding to point G

49



in Figure 4.4(b), so that the subsystem consisting vehicles 1, 2 and 3 is equivalent to the
system for case D in Figure 4.3. The corresponding (head-to-tail) frequency response in
Figure 4.4(c) indicates head-to-tail string instability with the maximum around ω0 = 0.15π

[rad/s], and the experimental velocity profiles at this frequency are shown in Figure 4.4(d).
It can be observed that the fluctuations of vehicle 0 are amplified by vehicles 1 and 2,
but then attenuated by vehicle 3. However, the amplitude of fluctuations for vehicle 3 is
between the amplitudes for vehicles 0 and 1. This means that the subsystem consisting of
vehicles 1, 2 and 3 is 1-to-3 string stable, whereas the overall system is head-to-tail string
unstable.

To improve the performance, we consider a scenario where information from all three
predecessors is utilized by the CCC vehicle 3, as shown in Figure 4.5(a). The control
gains are kept the same for all the communication links that exist in case G in Figure 4.4.
Figure 4.5(b) shows the stability diagram in the plane of control gains between vehicles
0 and 3, indicating that the overall system can achieve head-to-tail string stability with
appropriate gains for the additional link. The points H and I are marked in Figure 4.5(b)
at (α3,0 , β3,0) = (0.5, 0.4) and (0, 0.1) and the (head-to-tail) frequency response curves
in Figure 4.5(c) show that in case H one can achieve head-to-tail string stability, but this is
not true in case I. The experimental velocity profiles for case H are shown in Figure 4.5(d),
indicating that the amplitude of the fluctuations of vehicle 3 is less than that of vehicle 0,
and noticeable fluctuations around π [rad/s] also arise in vehicle 3 in correspondence with
the extra peak in Figure 4.5(c). On the other hand, the experimental result shown in Figure
4.5(e) for case I reveals vehicle 3 still amplifies the velocity fluctuations of vehicle 0 if the
gains are not chosen appropriately.

Finally, we test a scenario where the motion information from some vehicles are not
available (which is the case when having human-driven vehicles that are not equipped with
V2X devices). Figure 4.6(a) shows a scenario similar to the one in Figure 4.5(a) except the
lack of communication link between vehicles 1 and 3, while all the control gains are kept
unchanged. The stability diagram in Figure 4.6(b) is plotted in the plane of control gains
for the link between vehicles 0 and 3, indicating that head-to-tail string stability is still
achievable without this link. The (head-to-tail) frequency response curves corresponding
to the points marked H and I are shown in Figure 4.6(b). Observe that, despite the missing
link, in case H head-to-tail string stability is still maintained apart from a slight increase in
the amplification ratio around ω0, while case I is indeed still head-to-tail string unstable.
The experimental velocity profiles in Figure 4.6(d, e) are consistent with the theoretical
results.
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Figure 4.5: (a) Four-vehicle configuration. (b) Stability diagram. (c) Frequency responses
for points H and I marked in panel (b). (d, e) Experimental velocity profiles when vehicle
0 introduces sinusoidal velocity fluctuations at frequency ω0 = 0.15π [rad/s].

4.3.4 Five-vehicle experiments

Here we study whether the performance can be further improved by including multiple
CCC vehicles. Figure 4.7(a) shows a cascaded configuration of two identical systems used
in Figure 4.3, except the addition of an extra communication link between vehicles 0 and
4. The red vehicles still represent string unstable vehicles as discussed in Section 4.3.1,
while the blue and green vehicles use the control scheme on their two direct predecessors
according to case D in Figure 4.3. The stability diagram in Figure 4.7(b) is plotted in the
plane of the control gains of the longest link, and the points marked J and K correspond to
(α4,0 , β4,0) = (0, 0) and (0.1, 0.3). The corresponding (head-to-tail) frequency response
curves shown in Figure 4.7(c) indicate that both cases are head-to-tail string stable but the
amplification ratio at frequency ω0 is smaller in case K.

The experimental velocity profiles are shown in Figure 4.7(d, e). In case J where the
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Figure 4.6: (a) Four-vehicle configuration. (b) Stability diagram. (c) Frequency responses
for points H and I marked in panel (b). (d, e) Experimental velocity profiles when vehicle
0 introduces sinusoidal velocity fluctuations at frequency ω0 = 0.15π [rad/s].

extra long link is not utilized, the amplified fluctuations in vehicle 1 are first attenuated by
vehicle 2, then amplified by vehicle 3, and finally attenuated again when reaching vehicle 4.
Similar behaviors can be observed from Figure 4.7(e) for the experiment in case K except
that vehicle 4 has smaller fluctuations than that in Figure 4.7(d) for case J.

4.4 Summary

In this chapter, we investigated a class of connected cruise controllers (1.8) for connected
automated vehicles that allowed us to exploit information from multiple connected vehi-
cles ahead using V2X communication. The control algorithms were designed by using
mathematical models representing the continuous-time vehicle dynamics subject to digital
control. The theoretical results about plant stability and string stability were summarized
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Figure 4.7: (a) Five-vehicle configuration. (b) Stability diagram. (c) Frequency responses
for points J and K marked in panel (b). (d, e) Experimental velocity profiles when vehicle
0 introduces sinusoidal velocity fluctuations at frequency ω0 = 0.15π [rad/s].

using stability diagrams.
Through a sequence of experiments on the scaled connected vehicle testbed, we demon-

strated that CAV may significantly benefit the smoothness of human-dominated traffic by
attenuating velocity perturbations that are typically amplified by human drivers. We found
that, while limited improvements can be achieved by AVs (without connectivity), utiliz-
ing beyond-line-of-sight information provided by V2X connectivity significantly enhances
the impact of automation. By utilizing our model-based design, adding more connectivity
can lead to more benefits regarding mitigating velocity fluctuations while remaining ro-
bust against the loss of certain communication links. Finally, the proposed design remains
scalable as penetration of CAVs increases, making real-world deployment feasible.
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CHAPTER 5

Stochastic Packet Drops in Predecessor-follower
Systems

In Chapters 2-4, we have designed and studied connected cruise controllers with the as-
sumption that every packet is delivered successfully. From this chapter on, stochastic
packet losses in V2X communication will be incorporated. In this chapter, we first de-
velop a model with stochastic delay variations in the two-car predecessor-follower system
while still considering the digital implementation of the controller. One can resort to the
definitions of stochastic convergence and stochastic stability in Appendix D. We aim at
almost sure stability since it guarantees convergence of almost all trajectories despite hav-
ing stochastic delay variations. In particular, we derive a discrete-time linear system with
stochastic delays and analyze the mean, the second moment and the covariance dynamics
to guarantee plant stability and to characterize disturbance attenuation. For the latter case
we introduce the concept of nσ string stability. The material discussed in this section can
be found in [184–187].

5.1 Stochastic Delay Variations

In this section, we present the stochastic model of the two-car predecessor-follower shown
in Figure 1.1(b) with the controller (1.6) that includes stochastic delay variations in the
communication links. Same assumptions are made on the clock synchronization and con-
trol loop alignment as those in Chapter 2, except that packets may not be delivered during
the V2X communication process.

We still assume that vehicles broadcast their kinematic information intermittently with
the sampling time ∆t, which results in the time mesh tk = k∆t for k = 0, 1, 2, . . .; see Fig-
ure 5.1(a). According to V2X communication protocol, the transmitter is unaware whether
a packet has been successfully delivered and no packets are resent. We assume that at time
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Figure 5.1: (a) Predecessor’s velocity is transmitted every ∆t time, but packets may be
dropped as indicated. (b) Control with ZOH based on the newest received information. (c)
Follower’s corresponding velocity. (d) Time delay variations in the continuous-time system
(5.4, 5.5). (e) Corresponding delays in the discrete-time system (5.8).

instant tk, the previous τj(k) − 1 packets have been dropped consecutively. Thus, the last
packet successfully received was at time instant tk−τj(k). The controller outputs a command
based on this information at tk−τj(k)+1 that is kept constant until tk+1 using a ZOH, as no
new packet is delivered successfully until tk; see Figure 5.1(b). We assume that the packet
drop dynamics are governed by a stochastic process, that is, the digitally controlled system
is forced by piecewise constant inputs of stochastically varying length.

The methods developed below can be applied to other vehicle models subject to digi-
tal control under any (stationary) stochastic process describing the packet drop dynamics.
However, in order to make the problem tractable, we assume that the parameters of the
stochastic process (e.g., packet delivery ratio) are constant (or vary much slower than the
vehicle dynamics). In reality, the state of vehicles (speed and distance) as well as the
environment (geography, buildings, weather) may influence the packet drop dynamics. S-
tudying such effects is left for future research.

To further simplify the matter, we model the packet drop dynamics using Bernoulli

55



trials [188]. That is, the time evolution of τj(k) can be formulated as

τj(k + 1) =

{
1, if a packet is received during [tk, tk+1),
τj(k) + 1, otherwise.

(5.1)

According to the Bernoulli process, we assume that the successful delivery of a packet is
independent of the delivery status of other packets, and we denote the packet delivery ratio
by p. To avoid infinitely long delays, we also assume that the maximum of τj(k) is N , i.e.,
τj(k + 1) = 1 if τj(k) = N . This yields the probability density function (PDF)

fτj(k)(ξ) =
∞∑

r=1

wrδ(ξ − r), (5.2)

where δ(∗) denotes the Dirac delta function and

wr =





p(1− p)r−1 if r = 1 , . . . , N − 1 ,

1−∑N−1
i=1 wi = (1− p)N−1 if r = N ,

0 if r > N .

(5.3)

We remark that N is chosen such that
∑N−1

r=1 wr ≥ pcr holds where pcr is the critical
cumulative delivery ratio. For example, considering p = 0.6 and setting pcr = 0.99, the
maximum value is N = 6. These assumptions are supported by the experimental results
in [189].

Notice that even though the probability distribution of τj(k + 1) is not independent of
τj(k), i.e., (5.1) describes a non-Markovian stochastic process, the probability distributions
are still identically geometrically distributed for each discrete time k. In Section 5.3, we
will simplify the analysis by using the distribution (5.2, 5.3) while substituting the non-
Markovian stochastic process (5.1) with a Markovian one. In Section 5.4, we will return
to the original problem and demonstrate that the mathematical tools developed can be ex-
tended to a general stationary stochastic process. Finally, we emphasize that while the
packet drop dynamics are described in discrete time due to the intermittent communica-
tion, the dynamics of the vehicles still evolve in continuous time; see Figure 5.1(c). The
corresponding effective delay increases from τj(k)∆t to

(
τj(k)+1

)
∆t linearly during each

sampling interval, as shown in Figure 5.1(d).
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5.2 Stochastic Dynamics

As mentioned in Section 5.1, vehicle models of different levels of fidelity and controllers
of different levels of complexity may be considered. We refer back to the vehicle model
(2.2) presented in Chapter 2 and controller (1.6) presented in Chapter 1. Notice that the
integral controller was used to eliminate the steady-state error caused by rolling resistance,
air drag and damping effects. Here we make further simplifications to the model, omitting
the rolling resistance and air drag effects in the physics-based model (2.3), which leads to
the simplified dynamics

ḣj(t) = vj−1(t)− vj(t) ,
v̇j(t) = acom

j (tk−τj(k)) ,
(5.4)

for t ∈ [tk, tk+1). Meanwhile, we leave out the integral controller in (1.6), which results in
the controller

acom
j (t) = Kp

(
V
(
hj(t)

)
− vj(t)

)
+Kv

(
W
(
vj−1(t)

)
− vj(t)

)
. (5.5)

Note that we change the notation from α and β to Kp and Kv, respectively. Also, from
this chapter on, we use the sinusoidal range policy function (1.2, 1.3) instead of the linear
one used in the previous chapters. For vj−1 ≤ vmax, system (5.4, 5.5) still possesses the
uniform flow equilibrium

v∗j−1 = v∗j = V (h∗j) . (5.6)

Our goal is to design the control gains Kp, Kv to ensure that the system can reach this
equilibrium (i.e., plant stability is satisfied) and also attenuate perturbations introduced by
the predecessor (i.e., string stability holds) in the presence of stochastic communication
delays.

By noticing that in the time interval t ∈ [tk, tk+1), acom
j (tk−τj(k)) is a constant, one

can solve the differential equation (5.4) directly with initial values hj(tk), vj(tk) and input
vj−1(t) given at time instant tk, which results in

hj(t) = hj(tk) +

∫ tk+1

tk

vj−1(t) dt− vj(tk)(t− tk)−
1

2
acom
j (tk−τj(k))(t− tk)2 ,

vj(t) = vj(tk) + acom
j (tk−τj(k))(t− tk) .

(5.7)

Then by calculating the values at time instant t = tk+1 and substituting acom
j (tk−τj(k)) using
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(5.5), one may derive the discrete-time nonlinear map

[
hj(tk+1)

vj(tk+1)

]
=

[
1 −∆t

0 1

][
hj(tk)

vj(tk)

]
+

[∫ tk+1

tk
vj−1(t)dt

0

]

+

[
0 1

2
∆t2(Kp +Kv)

0 −∆t(Kp +Kv)

][
hj
(
tk−τj(k)

)

vj
(
tk−τj(k)

)
]

(5.8)

+

[
−1

2
∆t2Kp

∆tKp

]
V
(
hj
(
tk−τj(k)

))
+

[
−1

2
∆t2Kv

∆tKv

]
W
(
vj−1

(
tk−τj(k)

))
,

where τj(k) plays the role of a discrete stochastic delay; see Figure 5.1(e). Note that (5.8)
is a nonlinear stochastic difference equation since the stochasticity in τj(k) leads to the
stochasticity in hj(k) and vj(k). Indeed, one may try to derive the probability distribution
of the states given the probability distribution of the time delay. Since this may not be done
in closed form, we approach the problem by focusing on the moment dynamics.

Regarding plant stability of the stochastic system, Lyapunov stability theorems are of-
ten used to obtain stability conditions for continuous and discrete time systems [190–193],
but they typically lead to very conservative stability conditions. One may also derive de-
terministic equations that describe the time evolution of the moments. For a nonlinear
system the time evolution of the lower moments are influenced by the higher moments and
“moment closure” may not be achievable in general [194]. If we linearize the system, the
results on plant stability can be obtained locally. Moreover, Theorem D.1 in Appendix D
states that there is a correspondence between the second moment stability and almost sure
stability for discrete-time linear stochastic systems under certain conditions.

Concerning string stability, we notice the following relationships for the deterministic
systems as shown in Appendix C. There is a correspondence between head-to-tail string
stability of an open chain of cascaded predecessor-follower pairs, and the stability of the
cascaded closed ring system. We conjecture such correspondence would also hold for
stochastic systems. Below we show that such correspondence can be proven to exist for the
mean dynamics. However, for the second moment dynamics, we do not have the definition
of string stability at hand to characterize disturbance attenuation. Thus, we propose the
definition of nσ string stability and establish the correspondence through stability diagrams.

To characterize the stochastic dynamics, we first linearize the stochastic system (5.8)
about the equilibrium (5.6) and then derive the equations describing the time evolution
of the first and second moments. In this case, the dynamics of the first moment is self-
contained while the dynamics of the second moment is driven by that of the first moment.
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We define the perturbations

h̃j(t) = hj(t)− h∗j , ṽj(t) = vj(t)− v∗j , (5.9)

and again assume sinusoidal variations of the predecessor’s velocity, i.e.,

vj−1(t) = v∗j−1 + vamp
j−1 sin(ω t) =⇒ ṽj−1(t) = vamp

j−1 sin(ω t), (5.10)

and vj−1(t) < vmax.
By defining the state, the input and the output as

xj(k) =

[
h̃j(tk)

ṽj(tk)

]
, uj(k) =

[
ṽj−1(tk)

ṽ⊥j−1(tk)

]
, y(k) = ṽj(tk) , (5.11)

where
ṽ⊥j−1(t) = vamp

j−1 cos(ωt), (5.12)

the linearization of (5.8) becomes

xj(k + 1) = axj(k) + aτ xj
(
k − τj(k)

)
+ buj(k) + bτ uj

(
k − τj(k)

)
,

y(k) = cxj(k) ,
(5.13)

with matrices

a =

[
1 −∆t

0 1

]
, b =

[
θ2 θ3

0 0

]
,

aτ =

[
−1

2
∆t2KpN∗

1
2
∆t2(Kp +Kv)

∆tKpN∗ −∆t(Kp +Kv)

]
, bτ =

[
−1

2
∆t2Kv 0

∆tKv 0

]
, (5.14)

c =
[

0 1
]
,

where θ2 and θ3 are the same as those defined in (2.13), and

N∗ = V ′(h∗j) = V ′
(
V −1(v∗j )

)
=





π
√
v∗j (vmax − v∗j )
hgo − hst

if hst < h < hgo ,

0 elsewhere ,

(5.15)

cf. (1.2, 1.3). We remark again that the scalar sinusoidal input (5.10) for the continuous-
time system (5.4) results in the vector-valued input (5.11) for the discrete-time system
(5.13) that satisfies (2.15).
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Defining the augmented state, the input and the output as

X(k) =




xj(k)

xj(k − 1)
...

xj(k −N)



∈ R2(N+1), U(k) = uj(k) ∈ R2, Y (k) = y(k) ∈ R, (5.16)

respectively, (5.13) can be written as

X(k + 1) = Aτj(k) X(k) + Bτj(k) U(k),

Y (k) = CX(k) ,
(5.17)

where Aτj(k) ∈ R2(N+1)×2(N+1) and Bτj(k) ∈ R2(N+1)×2 can take the values

Ar =




a δ1r aτ δ2r aτ · · · δNr aτ

I 0 0 · · · 0

0 I 0 · · · 0
... . . . . . . ...
0 · · · 0 I 0



, Br =




b+ bτ Rr

0
...
0



, (5.18)

for r = 1, . . . , N ; cf. (5.14). Here, δsr denotes the Kronecker delta, while I ∈ R2×2 and
0 ∈ R2×2 denote the identity and zero matrices, respectively. Also, we have

C =
[
c 0 · · · 0

]
∈ R1×2(N+1) . (5.19)

5.3 Mean and Covariance Dynamics – IID Approximation

In order to find the stability condition, the mean, the second moment, and the covariance
dynamics shall be derived. In (5.17), Aτj(k) depends on Aτj(k−1) according to (5.1), which
is also the case for Bτj(k) and Bτj(k−1), implying that (5.17) describes a non-Markovian
stochastic process. In order to simplify the analysis, instead of using (5.1) we assume that
τj(k)-s are independently identically distributed (IID) while still keeping the probability
density function (5.2, 5.3), which results in Markovian dynamics. In Section 5.4, we will
demonstrate that this gives a good approximation of the true stability.

With the IID assumption of τj(k), one can obtain the joint PDF of Aτj(k) and Bτj(k)
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from (5.2) as

fAτj(k)
,Bτj(k)

(A,B) =
∞∑

r=1

∞∑

s=1

wrδrs δ(A−Ar)δ(B−Bs) . (5.20)

From this, the marginal PDF-s of Aτj(k) and Bτj(k) can be obtained as

fAτj(k)
(A) =

∞∑

r=1

wrδ(A−Ar) , fBτj(k)(B) =
∞∑

r=1

wrδ(B−Br) , (5.21)

respectively. Notice that Aτj(k) and X(k) are mutually independent, which is also the case
for Bτj(k) and X(k).

Let us define the deterministic variables

X̄(k) = E[X(k)] ∈ R2(N+1) , Ȳ (k) = E[Y (k)] ∈ R , (5.22)

where E[·] denotes the expected value. By taking expectations of both sides in (5.17) and
using independence between state variables and the PDF-s (5.21), one can derive the mean
dynamics

X̄(k + 1) = Ā X̄(k) + B̄U(k) ,

Ȳ (k) = C̄ X̄(k) ,
(5.23)

where the matrices are

Ā =
N∑

r=1

wrAr , B̄ =
N∑

r=1

wrBr , C̄ = C . (5.24)

Notice that the mean dynamics (5.22, 5.23, 5.24) can be rewritten for the mean of the
variables used in (5.11, 5.13) as a deterministic distributed delay difference equation with
delay distribution (5.2), i.e.,

x̄j(k + 1) = a x̄j(k) +
N∑

r=1

wrar x̄j(k − r) + buj(k) +
N∑

r=1

wrbr uj(k − r),

ȳ(k) = c x̄j(k) ,

(5.25)

where
x̄j(k) = E[xj(k)] ∈ R2 , ȳ(k) = E[y(k)] ∈ R . (5.26)
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Let us define the second moments

ˆ̂
X(k) = E[X(k)⊗X(k)] ∈ R4(N+1)2 ,

ˆ̂
Y (k) = E[Y (k)⊗ Y (k)] ∈ R . (5.27)

By taking expectations and using independence between variables and the PDF-s (5.20,
5.21), one can obtain the second moment dynamics

ˆ̂
X(k + 1) =

( N∑

r=1

wrAr ⊗Ar

) ˆ̂
X(k) +

( N∑

r=1

wrAr ⊗Br

)(
X̄(k)⊗ U(k)

)

+
( N∑

r=1

wrBr ⊗Ar

)(
U(k)⊗ X̄(k)

)
+
( N∑

r=1

wrBr ⊗Br

)(
U(k)⊗ U(k)

)
,

ˆ̂
Y (k) =

(
C⊗C

) ˆ̂
X(k) . (5.28)

Moreover, the covariance can be defined as

¯̄X(k) = E
[(
X(k)− X̄(k)

)
⊗
(
X(k)− X̄(k)

)]
∈ R4(N+1)2 ,

¯̄Y (k) = E
[(
Y (k)− Ȳ (k)

)
⊗
(
Y (k)− Ȳ (k)

)]
∈ R ,

(5.29)

and it can be shown that

¯̄X(k) = E[X(k)⊗X(k)]− X̄(k)⊗ X̄(k) ,

¯̄Y (k) = E[Y (k)⊗ Y (k)]− Ȳ (k)⊗ Ȳ (k) .
(5.30)

Thus, using (5.23) and (5.28), one can obtain the covariance dynamics

¯̄X(k + 1) = ¯̄A ¯̄X(k) + ¯̄H1

(
X̄(k)⊗ U(k)

)
+ ¯̄H2

(
U(k)⊗ X̄(k)

)

+ ¯̄H3

(
U(k)⊗ U(k)

)
+ ¯̄H4

(
X̄(k)⊗ X̄(k)

)
,

¯̄Y (k) = ¯̄C ¯̄X(k) , (5.31)

where

¯̄A =
∑N

r=1wrAr ⊗Ar ,
¯̄H1 =

N∑

r=1

wrAr ⊗Br − Ā⊗ B̄ ,

¯̄H2 =
N∑

r=1

wrBr ⊗Ar − B̄⊗ Ā , ¯̄H3 =
N∑

r=1

wrBr ⊗Br − B̄⊗ B̄ , (5.32)

¯̄H4 =
N∑

r=1

wrAr ⊗Ar − Ā⊗ Ā , ¯̄C = C⊗C ,
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cf. (5.23, 5.24). The time evolution of the mean and the covariance is described by the
system (5.23, 5.31) such that (5.31) is driven by (5.23).

5.3.1 Plant Stability

Here we evaluate plant stability for both the mean and second moment dynamics. On the
one hand, plant stability for the mean dynamics requires that the mean of the follower’s
velocity approaches the predecessor’s velocity. This is a necessary condition for the plant
stability of the stochastic system (5.17). On the other hand, the plant stability for the second
moment dynamics (5.28) (or the covariance dynamics (5.31)) requires that the variance of
the follower’s velocity converges to zero. This provides a sufficient condition for (almost
sure) plant stability of the stochastic system (5.31) according to Theorem D.3 in Appendix
D.

For plant stability of the mean dynamics X̄(k + 1) = Ā X̄(k) (cf. (5.23) with U(k) =

0), all eigenvalues z ∈ C of the matrix Ā must lie within the unit circle in the complex
plane. These eigenvalues are given by the characteristic equation

det
(
z Ī− Ā

)
= 0 , (5.33)

where Ī ∈ R2(N+1)×2(N+1) is the identity matrix. There are three different ways in which
the system can lose stability as explained in Chapter 2.3.1, and again we use the bisection
method to trace the boundaries in the parameter space.

Theorem D.2 in Appendix D implies that stability of the second moment dynamics and
the stability of the covariance dynamics are equivalent when the mean dynamics are stable.
Consequently, only the plant stability for the second moment dynamics is discussed here.
Similar to the mean dynamics, to ensure plant stability of the second moment dynamics
ˆ̂
X(k + 1) = ¯̄A

ˆ̂
X(k) (cf. (5.28) with U(k) = 0 and ¯̄A as defined in (5.32)), all eigenval-

ues z ∈ C of the matrix ¯̄A must lie within the unit circle in the complex plane. These
eigenvalues are given by the characteristic equation

det
(
z ¯̄I− ¯̄A

)
= 0 , (5.34)

where ¯̄I ∈ R4(N+1)2×4(N+1)2 is the identity matrix. The corresponding stability boundaries
can also be obtained by the bisection method as explained in Chapter 2.3.1.

Figure 5.2(a) shows the plant stability diagram in the (Kv, Kp)-plane for the parameters
vmax = 30 [m/s], hst = 5 [m], hgo = 35 [m], v∗j = 15 [m/s] (cf. (1.2, 1.3, 5.6)), which will
be kept the same throughout the whole chapter. Here, we also consider the packet delivery
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ratio p = 0.8 and the sampling time ∆t = 0.1 [s]. For the mean dynamics (5.23), the
horizontal red line and the red curve correspond to the critical cases (i) and (iii) explained
in Chapter 2.3.1, respectively. The oscillation frequency is zero along the horizontal red
line while the frequency ϑ/∆t increases monotonically along the red curve, that is, the
further we are from the origin (along the curve), the higher the frequency of the arising
oscillations is. The region enclosed by these curves, i.e., the union of the red and purple
shaded regions, is the mean plant stable region. For the second moment dynamics (5.28),
the purple horizontal line and purple curve both correspond to the critical case (i). That
is, the oscillation frequency is zero along the horizontal purple line as well as along the
purple curve, implying that the covariance can only lose plant stability via non-oscillatory
divergence. The purple shaded region enclosed by these two curves is the second moment
plant stable region.

The root loci for the points A–D marked in Figure 5.2(a) are plotted in Figure 5.2(b–
e). Blue stars indicate the roots of (5.33) for the mean while red crosses indicate the roots
of (5.34) for the second moment. In case A, there are two eigenvalues located outside
the unit circle for the mean dynamics and four for the second moment dynamics. As Kp

decreases, the eigenvalues of the mean dynamics move inside the unit circle while there
is still one eigenvalue outside the unit circle for the second moment dynamics, as shown
in case B. Decreasing Kp further, the eigenvalues of the second moment dynamics also
move inside the unit circle as shown in case C and the system becomes stable. Decreasing
Kp even further, a pair of complex conjugate eigenvalues “meet” at the real axis for the
mean dynamics, and then they split into two real eigenvalues. One of them crosses the unit
circle at 1 and moves outside as shown in case D. Meanwhile, an eigenvalue for the second
moment dynamics also moves outside the unit circle at 1.

5.3.2 String Stability

For deterministic linear systems string stability is equivalent to the attenuation of sinu-
soidal signals at all frequencies which can be evaluated using transfer functions [84, 121]
as discussed in the previous chapters. However, an equivalent notion of string stability
does not exist for stochastic systems. One may use the mean dynamics (5.23) to charac-
terize string stability as this provides a necessary condition for the string stability of the
stochastic system (5.17). However, this may still allow a large fraction of trajectories to be
string unstable. To resolve this issues we use the covariance dynamics (5.31) to establish
the concept of nσ string stability. This guarantees that all trajectories within the mean’s
neighborhood of radius n times the standard deviation are string stable (i.e., the amplifica-
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Figure 5.2: (a) Plant stability diagrams in the (Kv, Kp)-plane for p = 0.8, ∆t = 0.1 [s] and
IID assumption. Red and purple curves correspond to changes in plant stability of the mean
dynamics and the second moment dynamics, respectively. Red and purple shaded regions
correspond to plant stable domains of the mean dynamics and second moment dynamics,
respectively. (b–e) Blue stars and red crosses mark the root loci of the mean dynamics and
the second moment dynamics on the z-domain, respectively, corresponding to the points
A–D marked on panel (a).

tion ratio is less than 1 for trajectories within this set). This characterization allows us to
design controllers that are robust against stochastic delay variations to a given degree.

To evaluate string stability of the mean dynamics (5.23), we make the same assumption
about the disturbances in the predecessor’s velocity ṽj−1(t) as that in Chapter 2, and apply
the Z transform to (5.23) to derive the steady-state output as

Ȳss(k) = M̄(ω) ṽamp
j−1 sin

(
kω∆t+ ψ̄(ω)

)
, (5.35)
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where the amplification ratio and phase lag are

M̄(ω) =
∣∣Γ̄(ejω∆t)

∣∣ , ψ̄(ω) = ∠Γ̄(ejω∆t) . (5.36)

Here, the transfer function is

Γ̄(z) = C̄
(
z Ī− Ā

)−1
B̄Ē, (5.37)

and
Ē =

[
1 j

]T

, (5.38)

is used to sum up the effects of two dependent components.
The condition for mean string stability is given by

sup
ω>0

M̄(ω) < 1 , (5.39)

yielding the string stability boundaries




M̄(ω̄cr) = 1 ,

M̄ ′(ω̄cr) = 0 ,
(5.40)

for critical excitation frequency ω̄cr > 0, where prime denotes differentiation with respect
to ω. Note that M̄ also depends on the parameters (Kp, Kv, w, v

∗,∆t). Similar to the plant
stability boundaries, the parametric string stability boundary (5.40) cannot be obtained
analytically but can be found using the bisection method. Finally, one may show that
M̄(0) = 1, M̄ ′(0) = 0 always hold. Therefore, string stability requires M̄ ′′(0) < 0 and the
corresponding boundary is given by

M̄ ′′(0) = 0. (5.41)

Equation (5.31) describing covariance dynamics is nonlinear and also contains terms
driven by the mean dynamics (5.23). To determine nσ string stability only the steady-state
dynamics of the mean and the covariance are needed, but the covariance dynamics (5.31)
do not provide a direct input-output relationship like the mean dynamics (5.23) do. To
simplify the analysis, we assume that the mean dynamics are plant stable and already at
steady state. In this case, the steady-state response shares the same form with the input,
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i.e., it is a sinusoidal signal. Thus, at steady state, one can assume

X̄(k) = QU(k) . (5.42)

Substituting this into the mean dynamics (5.23) and using the property (2.15), one can get

Q− ĀQR = B̄R , (5.43)

which can be rewritten into the form

(I⊗ Ī−RT ⊗ Ā)vec(Q) = vec(B̄R) , (5.44)

with the help of property (E.2) in Appendix E.1. We remark that Q can also be obtained
by using transfer functions; cf. (5.35). Substituting (5.42) into (5.31) yields the simplified
covariance dynamics

¯̄X(k + 1) = ¯̄A ¯̄X(k) + ¯̄B ¯̄U(k) ,

¯̄Y (k) = ¯̄C ¯̄X(k) ,
(5.45)

where
¯̄U(k) = U(k)⊗ U(k) , (5.46)

and ¯̄A and ¯̄C are given by (5.32), while

¯̄B = ¯̄H1(Q⊗ I) + ¯̄H2(I⊗Q) + ¯̄H3(I⊗ I) + ¯̄H4(Q⊗Q) (5.47)

=
N∑

r=1

wr
(
ArQ + Br

)
⊗
(
ArQ + Br

)
−
(
ĀQ + B̄

)
⊗
(
ĀQ + B̄

)
.

By substituting the input (5.11) into (5.46), one may notice that the input ¯̄U(k) can be
separated into a constant part and a harmonic excitation part, i.e.,

¯̄U(k) = ¯̄U0 + ¯̄U1(k) , (5.48)

where
¯̄U0 =

1

2

(
vamp
j−1

)2 ¯̄u0 ,
¯̄U1(k) =

1

2

(
vamp
j−1

)2 ¯̄u1(k) , (5.49)
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and

¯̄u0 =




1

0

0

1



, ¯̄u1(k) =




− cos(2kω∆t)

sin(2kω∆t)

sin(2kω∆t)

cos(2kω∆t)



. (5.50)

According to the superposition principle, the particular solution of the linear system (5.45)
is the sum of particular solution ¯̄Y0 to ¯̄U0 and particular solution ¯̄Y1(k) to ¯̄U1(k). For input
¯̄U0, the response of the system (5.45) is given by

¯̄Y0 =
(
vamp
j−1

)2 ¯̄M0(ω) , (5.51)

with
¯̄M0(ω) =

1

2
¯̄C
(¯̄I− ¯̄A

)−1 ¯̄B¯̄u0 . (5.52)

For ¯̄U1(k), similar to the mean dynamics, taking the Z-transform of (5.45) and summing
the contributions of each individual inputs of ¯̄u1(k) in (5.50), we obtain the corresponding
steady-state output

¯̄Y1,ss(k) =
(
vamp
j−1

)2 ¯̄M1(ω) sin
(
2kω∆t+ ¯̄ψ(ω)

)
. (5.53)

with

¯̄M1(ω) =
∣∣¯̄Γ(ejω∆t)

∣∣ , ¯̄ψ(ω) = ∠¯̄Γ(ejω∆t), (5.54)

where
¯̄Γ(z) =

1

2
¯̄C
(
z ¯̄I− ¯̄A

)−1 ¯̄B ¯̄E, (5.55)

and
¯̄E =

[
−j 1 1 j

]T

. (5.56)

Therefore, the superposition principle yields that the steady-state response to (5.48) is

¯̄Yss(k) = ¯̄Y0 + ¯̄Y1,ss(k) =
(
vamp
j−1

)2
(

¯̄M0(ω) + ¯̄M1(ω) sin
(
2kω∆t+ ¯̄ψ(ω)

))
. (5.57)

Recall that Ȳ (k) = E[ṽj(k)] ∈ R and ¯̄Y (k) = E[ṽ2
j (k)]− E[ṽj(k)]2 ∈ R and define

µ = Ȳss(k) , σ2 = ¯̄Yss(k) , (5.58)

respectively, as the mean and variance of ṽj(k) at steady state. Note that the variance ¯̄Y (k)
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is non-negative, and thus, (5.57) implies ¯̄M0(ω) ≥ ¯̄M1(ω). Motivated by Chebyshev’s
inequality [195], we know that the probability of ṽj(k) being outside the window [µ −
nσ, µ + nσ], n ∈ R+ is rather small when n ≥ 1. Therefore, using (5.35, 5.57), we
calculate

µ± nσ = vamp
j−1

[
M̄(ω) sin

(
kω∆t+ ψ̄(ω)

)

± n
√

¯̄M0(ω) + ¯̄M1(ω) sin
(
2kω∆t+ ¯̄ψ(ω)

) ]
,

(5.59)

which is a periodic function with period T = 2π
ω∆t

. Thus, the total amplification ratio
becomes

¯̄M(ω) = max
0≤k≤T

{∣∣∣M̄(ω) sin
(
kω∆t+ ψ̄(ω)

)

± n
√

¯̄M0(ω) + ¯̄M1(ω) sin
(
2kω∆t+ ¯̄ψ(ω)

) ∣∣∣
}
.

(5.60)

Definition 5.1 The system is said to be nσ string stable if the amplitude vamp
j−1 of the input

ṽj−1(k) is attenuated such that |µ± nσ| < vamp
j−1 .

Henceforth, the condition for nσ string stability is given by

sup
ω>0

¯̄M(ω) < 1 , (5.61)

and the corresponding boundaries can be found by the bisection method. Note that when
n = 0, the nσ string stability gives the mean string stability.

Figure 5.3(a) shows the nσ string stability diagram in the (Kv, Kp)-plane for packet
delivery ratio p = 0.8 and sampling time ∆t = 0.1[s] for different values of n. The green
curve and the green straight lines correspond to the mean string stability boundaries (5.40)
and (5.41), respectively. The union of the green and blue shaded regions enclosed by these
curves is the mean string stable region. The blue curves correspond to the nσ string stability
boundaries for n = 1, 2, 3, respectively. The blue shaded region corresponds to the 1σ

string stable region. For the mean dynamics, the critical frequency ω̄cr is zero along the
straight lines but positive along the curve, and similar behavior occurs for the covariance
dynamics.

The amplification ratios for the mean and covariance dynamics are plotted in Figure
5.3(b–e) for n = 1 corresponding to the points E–H marked in Figure 5.3(a). In case E,
the system is mean string unstable for 0 < ω < ω̄ and 1σ string unstable for 0 < ω < ¯̄ω,
but string stable in both sense for larger frequencies. As Kv is increased, the amplification

69



0 2 4

0

3

6
µ||
| |µ±σ
| |µ±σ
| |µ±σ

0 5 10 15

0.5

1

1.5

0 5 10 15

0.5

1

1.5

0 5 10 15

0.5

1

1.5

0 5 10 15

0.5

1

1.5

ω[ rad
s
]

ω[ rad
s
]

ω[ rad
s
]

ω[ rad
s
]

Kv[
1
s
]

Kp

[ 1
s
]

E F GH

Case E Case F

Case G Case H

-
-
-
-
-
-
-
-

¯
ω -

-
-
-
-
-
-
-

ω̄-
-
-
-
-
-
-
-

¯̄
ω -

-
-
-
-
-
-
-

¯̄ω-
-
-
-
-
-
-
-

¯̄
ω -

-
-
-
-
-
-
-

¯̄ω

-
-
-
-
-
-
-
-

ω̄ -
-
-
-
-
-
-
-

¯̄ω

¯̄M(ω)
M̄(ω)

¯̄M(ω)
M̄(ω)

¯̄M(ω)
M̄(ω)

¯̄M(ω)
M̄(ω)

(a)

(b) (c)

(d) (e)

Figure 5.3: (a) String stability diagrams in the (Kv, Kp)-plane for p = 0.8, ∆t = 0.1 [s] and
IID delay assumption. Green and blue curves correspond to changes in mean string stability
and nσ string stability, respectively. Green shaded and blue shaded regions correspond to
mean string stable and 1σ string stable regions, respectively. (b–e) Blue and red curves
represent the amplification ratios (5.36) and (5.60) for n = 1, as functions of the excitation
frequency ω corresponding to the points E–H marked in panel (a).

ratios (5.36, 5.60) go below 1 for all frequencies, leading to mean string stability and nσ
string stability as shown in case F. However, as Kv is increased further, another peak of
the amplification ratio (5.60) arises, resulting in the system being 1σ string unstable in the
frequency domain

¯̄
ω < ω < ¯̄ω as shown in case G. As Kv is increased even further, a

similar peak of the mean amplification ratio (5.36) appears, and the system becomes mean
string unstable for

¯
ω < ω < ω̄.

5.3.3 Stability Charts

Figure 5.4 shows the stability diagrams in the (Kv, Kp)-plane for different values of the
packet delivery ratio p and sampling time ∆t. The inlets show the probability distribution
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Figure 5.4: Stability diagrams in the (Kv, Kp)-plane for different values of packet delivery
ratio p and sampling time ∆t as indicated and IID delay assumption. The corresponding
delay distributions (5.2) are plotted on each panel as inlets. The same notation is used in
Figure 5.2(a) and Figure 5.3(a).

of the discrete stochastic delay given by (5.2). The same color scheme is used as that in
Figure 5.2(a) and Figure 5.3(a). The mean string stable domains and the 1σ string stable
domains are embedded in the corresponding plant stable regions. We remark that there are
string stable domains outside the plant stable domain which are not shown here. For plant
stability, both the mean and covariance plant stable domains shrink as the packet delivery
ratio p decreases and as sampling time ∆t increases. Similar behavior can be observed for
the mean string stable and 1σ string stable domains. When exceeding critical values, the
string stable domains disappear, in which case there exist no gain combinations that can
maintain string stability. Table 5.1 shows the approximate critical packet delivery ratio pcr

for different sampling time ∆t.
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Table 5.1: Critical successful packet delivery ratio for different values of the sampling time.
∆t [s] 0.1 0.15 0.2

pcr 0.35 0.62 0.92

5.4 Real Dynamics with Stochastic Delays

So far the stability condition for the stochastic system (5.17) have been derived while hav-
ing the simplifying assumption of IID delay variations. However, as mentioned above, con-
sidering the stochastic delay dynamics (5.1), the system (5.17) describes a non-Markovian
stochastic process, since Aτj(k) and Bτj(k) depends on Aτj(k−1) and Bτj(k−1). To handle
this problem, here we select a subsequence from the dynamics (5.17) such that the new s-
tochastic variable is IID and the resulting dynamics are described by a Markovian stochastic
process. Then we apply the tools developed in Section 5.3 to analyze the dynamics.

Let us consider the subsequence of statesX(kl), inputs U(kl) and outputs Y (kl) at time
instants kl where τj(kl) = 1; cf. Figure 5.5(a), that is, where new packets are delivered
successfully, and denote them

X̃(l) = X(kl), Ũ(l) = U(kl), Ỹ (l) = Y (kl). (5.62)

Also, define τ̃j(l) = τj(kl − 1); cf. Figure 5.5(c), which is the maximum delay in the time
interval [kl−1∆t, kl∆t]. This construction implies that τ̃j(l)-s are independently, identically
distributed with the probability distribution function

fτ̃j(l)(ξ) =
∞∑

r=1

wrδ(ξ − r) , (5.63)

where wr is given by (5.3). The counter kl and the delay τ̃j(l) are shown in Figure 5.5(b)
and (c), respectively.

Using system dynamics (5.17) recursively between kl and kl+1 and exploiting the input
property (2.15), we can obtain

X̃(l + 1) = Ãτ̃j(l) X̃(l) + B̃τ̃j(l) Ũ(l),

Ỹ (l) = C X̃(l) ,
(5.64)
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received at kl∆t.

where Ãτ̃j(l) ∈ R2(N+1)×2(N+1) and B̃τ̃j(l) ∈ R2(N+1)×2 can take values

Ãr =
r∏

i=1

Ai , r = 1, . . . , N , (5.65)

B̃r =

{
B1, r = 1,
ArB̃r−1 + Br

(
R−1

)r−1
, r = 2, . . . , N .

Here, Ãτ̃j(l) are independently, identically distributed, which is also the case for B̃τ̃j(l),
meaning that system (5.64) describes a discrete-time Markov process and stability in the
second moment implies almost sure stability; cf. Theorem D.3 in Appendix D. Also, for
Ãτ̃j(l) and B̃τ̃j(l), the joint PDF and the marginal PDF-s have the same form as (5.20) and
(5.21), respectively. Finally, notice that Ãτ̃j(l) and X̃(l) are mutually independent, which
is also the case for B̃τ̃j(l) and X̃(l). Now we can state that the stochastic system (5.17)
subject to stochastic delays described by (5.1) is stable if and only if system (5.64) subject
to (5.63) is stable in the same sense. This is because there are finitely many jumps between
time instants l and (l+ 1), since (kl+1−kl) ≤ N and because during each jump, the matrix
Ar has a finite norm for any r ∈ {1, 2, . . . , N}. Thus, the stability of the subsequence (at
time instants kl) ensures the stability of the whole sequence (at time instants k). Henceforth,
the stability of the system (5.64) gives us the same stability as the original system.

Following the same method as in Section 5.3, one can obtain the mean dynamics

X̄(l + 1) = Ā X̄(l) + B̄ Ũ(l) ,

Ȳ (l) = C̄ X̄(l) ,
(5.66)
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by redefining the state and output as

X̄(l) = E[X̃(l)] , Ȳ (l) = E[Ỹ (l)] , (5.67)

and the matrices as

Ā =
N∑

r=1

wrÃr , B̄ =
N∑

r=1

wrB̃r , C̄ = C, (5.68)

cf. (5.22, 5.23, 5.24). Also, the covariance dynamics under the assumption that the mean is
at steady state is given by

¯̄X(l + 1) = ¯̄A ¯̄X(l) + ¯̄B ¯̄U(l) ,

¯̄Y (l) = ¯̄C ¯̄X(l) ,
(5.69)

where the state, the input and the output are defined as

¯̄X(l) = E[X̃(l)⊗ X̃(l)]− X̄(l)⊗ X̄(l) ,

¯̄U(l) = Ũ(l)⊗ Ũ(l) ,

¯̄Y (l) = E[Ỹ (l)⊗ Ỹ (l)]− Ȳ (l)⊗ Ȳ (l) ,

(5.70)

the matrices are given by

¯̄A =
∑N

r=1wrÃr ⊗ Ãr ,

¯̄B =
∑N

r=1wr
(
ÃrQ̃ + B̃r

)
⊗
(
ÃrQ̃ + B̃r

)
−
(
ĀQ̃ + B̄

)
⊗
(
ĀQ̃ + B̄

)
,

¯̄C = C⊗C , (5.71)

and Q̃ is the solution of
Q̃− ĀQ̃R = B̄R , (5.72)

cf. (5.30, 5.32, 5.43, 5.45, 5.46, 5.47).
Following the same method as in Section 5.3.1, one can obtain the mean and covariance

plant stability boundaries based on the characteristic equations (5.33) and (5.34), where Ā

and ¯̄A are given by (5.68) and (5.71), respectively. Figure 5.6(a) shows the plant stability
diagram in the (Kv, Kp)-plane for the mean and covariance dynamics. The same color
scheme is used as that in Figure 5.2(a). The stability domains in Figure 5.6(a) are similar
to those in Figure 5.2(a) except that the size difference between the mean and covariance
plant stable domains is larger. The root loci for points marked A–D in Figure 5.6(a) are
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Figure 5.6: (a) Plant stability diagrams in the (Kv, Kp)-plane for p = 0.8, ∆t = 0.1 [s]
without IID delay assumption. The same color scheme is used in Figure 5.2(a). (b–e) Blue
stars and red crosses mark the root loci of the mean dynamics and the covariance dynamics
on the z-domain, respectively, corresponding to the points A–D in panel (a).

plotted in Figure 5.6(b–e). Note that the locations of these points are the same as in Figure
5.2(a). Comparing the corresponding panels in Figure 5.2 and Figure 5.6, one may notice
that there are more zero eigenvalues in the second case, which is caused by the singularities
in Ā and ¯̄A given in (5.68) and (5.71) coming from the singularity of Ãr-s in (5.65).

Similarly, following the same method as in Section 5.3.2, the mean and covariance
string stability boundaries can be obtained based on the amplification ratios (5.36, 5.60),
where (Ā, B̄, C̄) and ( ¯̄A, ¯̄B, ¯̄C) are given in (5.68) and (5.71). Figure 5.7(a) shows the
nσ string stability diagram in the (Kv, Kp)-plane, using the same color scheme as in Figure
5.3(a). One may notice that the mean string stable domain is larger in Figure 5.7(a), but the
domain shrinks much faster as the value of n increases. In particular, the nσ string stable
domain disappears for n = 3 whereas it is still present in Figure 5.3(a). This justifies that
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considering the correct stochastic delay dynamics is important. The amplification ratios
for the mean and covariance dynamics are plotted in Figure 5.7(b–e) corresponding to the
points E–H marked in Figure 5.7(a) that are at the same locations as those in Figure 5.3(a).
The curves look qualitatively similar to those in Figure 5.3, except the height difference
between the mean and the second moment amplification ratio curves.

Figure 5.8 shows the stability diagrams in the (Kv, Kp)-plane for different values of the
packet delivery ratio p and sampling time ∆t. The same notations is used as those in Figure
5.4. The mean string stable domains and the 1σ string stable domain are embedded in the
corresponding plant stable regions. In general, they look similar to those in Figure 5.4, but
one may also notice some differences. On the one hand, the differences between mean plant
stable domains and the covariance plant stable domains become larger compared to Figure
5.4, and this also holds for the differences between the mean string stable domains and 1σ
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Figure 5.8: Stability diagrams in the (Kv, Kp)-plane for different values of packet delivery
ratio p and sampling time ∆t as indicated and no IID delay assumption. The same notation
is used as in Figure 5.4.

string stable domains. Moreover, the covariance stability domains shrink faster in Figure
5.8 than in Figure 5.4. Finally, there is an intersection between covariance plant stable
domain and mean string stable domain in panel (e). These again justify that considering
the correct stochastic delay dynamics is important.

In Section 5.1, the geometric distribution was truncated with the maximum delay N
based on a critical cumulative packet delivery ratio. To validate this truncation, stability
diagrams for different N -s in the same parameter space can be compared to check whether
the results converge to a certain limit as N increases. Our results show that for realistic
values of the packet delivery ratio, the stability domains converge so fast that there is almost
no difference between plant stability boundaries for N = 3 and N ≥ 4, and between string
stability boundaries for N = 6 and N ≥ 7. This justifies our truncation method and
validates our stability analysis for large N .
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5.5 Simulations

In this section, we use numerical simulations to demonstrate the stability results generated
above for the real stochastic delay dynamics discussed in Section 5.4. We show that the
conditions of linear plant and string stability obtained above can give a guidance when
selecting control gains to achieve desired behavior.

Figure 5.9 shows the mean and 1σ window of 1000 numerical simulations for the lin-
ear stochastic system (5.13) on the left and for the nonlinear stochastic system (5.8) on
the right, subject to the inputs vj−1(t) ≡ v∗j−1 and ṽj−1(t) ≡ 0; cf. (5.10). Cases A–D
correspond to the cases in Figure 5.6. In case A, there are eigenvalues located outside the
unit circle for the mean and covariance dynamics, and simulation results show that both the
mean and variance of the velocity diverge in an oscillatory way. AsKp decreases, the mean
dynamics become stable while the variance still diverges as shown in case B. This implies
the necessity of analyzing the covariance dynamics together with the mean dynamics. De-
creasing Kp more, the covariance dynamics are also stabilized as shown in case C, and
both the mean and the variance converge to the equilibrium. Decreasing Kp even further,
both the mean and the variance lose stability in a non-oscillatory way corresponding to the
positive real roots outside the unit circle.

The linear system and nonlinear system show similar behaviors concerning plant sta-
bility, implying that the linear system can predict the stability of the nonlinear system in
the neighborhood of the equilibrium. However, the linear system diverges faster than the
nonlinear system, since the nonlinear system has some saturation that prevents the system
from diverging to infinity. Most importantly, in case C, one can observe that the mean of
the follower’s velocity converges to the predecessor’s velocity while the 1σ window con-
verges to the mean, yielding that the variance converges to zero. Thus, the system in case
C is almost surely stable even though it is subject to stochastic delay variations, which is
our ultimate goal when designing a controller for a stochastic system.

Figure 5.10 shows the mean and 1σ window of 1000 numerical simulations for the
linear stochastic system (5.13) on the left and for the nonlinear stochastic system (5.8) on
the right, subject to sinusoidal input (5.10) with vamp

j−1 = 5 [m/s]. Cases E–H correspond
to the cases in Figure 5.7. In case E, the system is mean string unstable and 1σ string
unstable for lower frequencies. The corresponding simulations show that amplification
indeed happens for excitation frequency ω = 2 [rad/s]. As Kv is increased, the system
becomes both mean string stable and 1σ string stable as shown in case F, and the amplitude
of the sinusoidal input is attenuated for the mean as well as for the 1σ window. However,
as Kv is increased further, the system becomes 1σ string unstable for higher frequencies as
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Figure 5.9: Mean and 1σ window of 1000 simulations for the linear system (5.13) and
nonlinear system (5.8) subject to constant inputs vj−1(t) ≡ v∗j−1 and ṽj−1(t) ≡ 0 with the
gains corresponding to the points marked A–D in Figure 5.6(a). The initial perturbations
are h̃j(t) = 10.2 [m], ṽj(t) = 0.2 [m/s], for t ∈ [−∆t , 0]. Blue curves represent the
predecessor’s velocity, red curves represent the follower’s mean velocity, and green curves
represent the follower’s 1σ window.

shown in case G. The corresponding simulations show amplification in the 1σ window but
attenuation in the mean for the sinusoidal input with excitation frequency ω = 6 [rad/s].
As Kv is increased even further, the system becomes string unstable both in terms of mean
and covariance dynamics at higher frequencies and the corresponding simulations show
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nonlinear system (5.8) subject to sinusoidal input (5.10) with vamp
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amplification both in the mean and in the 1σ window as depicted in case H.
One may notice that there is not too much difference between the simulations of linear

stochastic systems and nonlinear stochastic systems, which again validates the use of the
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linearized system to test string stability. For larger variations, some discrepancies appear
between them due to the saturation in the nonlinear stochastic system. Furthermore, cor-
responding to the stochastic nature of packet drops, simulations show amplitude variations
which are “not uniformly” string unstable. We emphasize that in case F we achieve our
design goal since we achieve string stability for a system subject to stochastic delay varia-
tions. Finally, we remark that in some cases simulations show string stable behavior where
analytical results predict high-frequency (ω ≥ 6 [rad/s]) string instability. This is because
high-frequency signals are filtered by the low sampling rates (∆t ≥ 0.1 [s]). Investigating
such effects is left for future research.

5.6 Summary

In this chapter, the effects of stochastic delays on the dynamics of connected vehicles were
studied by analyzing both the mean and covariance dynamics. Plant stability and nσ string
stability conditions were derived, and it was shown that almost sure plant stability and nσ
string stability could be achieved in the presence of stochastic delay variations. We also
demonstrated that the stability domains shrink when the packet drop ratio or the sampling
time increases and above a critical limit string stability cannot be achieved by any gain
combinations. This gives requirements for the sampling frequency and reliability of V2X
devices.
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CHAPTER 6

Stochastic Packet Drops in Open Chain Systems

To ensure the scalability of the proposed method in Chapter 5, we extend the two-car
predecessor-follower system to an open chain system of (J + 1) cascaded predecessor-
follower pairs as shown in Figure 1.1(a). Due to the asynchronously changing delays
caused by stochastic packet drops, the analysis of the open chain subject to stochastic com-
munication delays cannot be simplified to the analysis of a single predecessor-follower, but
requires one to analyze the dynamics of the large stochastic connected vehicle system. In
this chapter, a stochastic model is built for the open chain system, and a set of decompo-
sition methods is developed to significantly reduce the size of matrices appearing in the
mean, second moment, and covariance dynamics. The notion of nσ string stability is ex-
tended to nσ head-to-tail string stability, and the notion of nσ offset head-to-tail string

stability is proposed to characterize stability and disturbance attenuation. In this way, the
feasible ranges of control parameters that ensure smooth traffic flow can be characterized
analytically as the number of vehicles is increased. The material discussed in this section
can be found in [196].

6.1 Stochastic Dynamics

The setup used in this chapter also allows vehicle models and controllers of different levels
of complexity. For simplicity, we consider that all vehicles have identical dynamics given
by (5.4). That is,

ḣj(t) = vj−1(t)− vj(t) ,
v̇j(t) = acom

j (tk−τj(k)) , j = 1 , 2 , . . . , J ,
(6.1)

for tk ≤ t < tk+1, where acom
j (t) is the controller and the delay τj(k) is a stochastic variable

due to stochastic packet drops, satisfying (5.2, 5.3). Moreover, all vehicles use the same
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controller (5.5), i.e.,

acom
j (t) = Kp

(
V
(
hj(t)

)
− vj(t)

)
+Kv

(
W
(
vj−1(t)

)
− vj(t)

)
, (6.2)

to form an open chain of cascaded predecessor-follower systems. It is also assumed that the
control gains are the same for all the vehicles, which allows us to summarize the stability
results in low dimensional parameter space. The methods presented below are applica-
ble to connected vehicle system of complex topology and non-identical vehicles, and it
is expected that such heterogeneity can improve string stability. Finally, we assume that
clock synchronization, data sampling and control mechanism are the same as those in the
previous chapters, and the stochastic delay τj(k)-s are IID with the distribution (5.2, 5.3).

The overall dynamics of the open chain system of (J + 1) vehicles are given by (6.1,
6.2) for j = 1, . . . , J . For simplicity of notation, the argument k of the delay τj(k) is
not spelled out in the rest of this chapter. Notice that in the time interval t ∈ [tk, tk+1),
the control signal acom

j (tk−τj) is a constant. Thus, one can solve the differential equation
(6.1) using the input v0(t) and initial values hj(tk), vj(tk), which results in the discrete-time
nonlinear map

h1(tk+1) = h1(tk)− v1(tk)∆t−
1

2
acom

1 (tk−τ1)∆t
2 +

∫ tk+1

tk
v0(t) dt ,

v1(tk+1) = v1(tk) + acom
1 (tk−τ1)∆t , (6.3)

hj(tk+1) = hj(tk) +
(
vj−1(tk)− vj(tk)

)
∆t+

1

2

(
uj−1(tk−τj−1

)− acom
j (tk−τj)

)
∆t2 ,

vj(tk+1) = vj(tk) + acom
j (tk−τj)∆t ,

for j = 2 , . . . , J . When the velocities do not exceed the speed limit vmax, the system (6.3)
possesses the uniform flow equilibrium

v∗j = V (h∗j) = v0 , (6.4)

for j = 1 , . . . , J . In order to analyze the stability of the stochastic system (6.3), we define
small variations about the equilibrium (6.4), i.e.,

h̃j(t) = hj(t)− h∗j , ṽj(t) = vj(t)− v∗j , (6.5)

for j = 1 , . . . , J , and again assume sinusoidal velocity variations for the head vehicle,
i.e.,

v0(t) = v∗0 + vamp
0 sin(ωt) =⇒ ṽ0(t) = vamp

0 sin(ω t) , (6.6)
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and v0(t) < vmax.
Let us define the state, the output and the input as

xj(k) =

[
h̃j(tk)

ṽj(tk)

]
, y(k) = ṽJ(tk) , u(k) =

[
ṽ0(tk)

ṽ⊥0 (tk)

]
, (6.7)

where
ṽ⊥0 (t) = vamp

0 cos(ωt) . (6.8)

Using the controller (6.2) in (6.3), after linearization we obtain

x1(k + 1) = a1 x1(k) + a3 x1

(
k − τ1

)
+ b1 u(k) + b2 u(k − τ1) ,

x2(k + 1) = a2 x1(k) + a1 x2(k) + a5 x1

(
k − τ1

)
+ a4 x1

(
k − τ2

)

+ a3 x2

(
k − τ2

)
+ b3 u(k − τ1) , (6.9)

xj(k + 1) = a2 xj−1(k) + a1 xj(k) + a6 xj−2

(
k − τj−1

)
+ a5 xj−1

(
k − τj−1

)

+ a4 xj−1

(
k − τj

)
+ a3 xj(k − τj) , j = 3 , . . . , J ,

y(k) = c1 xJ(k) ,

with the matrices

a1 =

[
1 −∆t

0 1

]
, a2 =

[
0 ∆t

0 0

]
,

a3 =

[
−1

2
∆t2KpN∗

1
2
∆t2(Kp +Kv)

∆tKpN∗ −∆t(Kp +Kv)

]
, a4 =

[
0 −1

2
∆t2Kv

0 ∆tKv

]
,

a5 =

[
1
2
∆t2KpN∗ −1

2
∆t2(Kp +Kv)

0 0

]
, a6 =

[
0 1

2
∆t2Kv

0 0

]
, (6.10)

b1 =



θ2 θ3

0 0


 , b2 =

[
−1

2
∆t2Kv 0

∆tKv 0

]
,

b3 =

[
1
2
∆t2Kv 0

0 0

]
, c1 =

[
0 1

]
,

where θ2 and θ3 are given in (2.13) and N∗ is given in (5.15).
Again the scalar sinusoidal input (6.6) that drives the continuous-time system (6.1)

results in the vector-valued input (6.7) for the discrete-time system (6.9) that satisfies (2.15).
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By augmenting j-th vehicle’s state with the delayed values as

Xj(k) =




xj(k)

xj(k − 1)
...

xj(k −N)



∈ R2(N+1) , (6.11)

(6.9) can be rewritten as

X1(k + 1) = α1,τ1X1(k) + β1,τ1u(k) ,

X2(k + 1) = (α3,τ1 +α2,τ2)X1(k) +α1,τ2X2(k) + β2,τ1u(k) , (6.12)

Xj(k + 1) = α4,τj−1
Xj−2(k) + (α3,τj−1

+α2,τj)Xj−1(k) +α1,τjXj(k) ,

j = 3 , . . . , J ,

y(k) = cXj(k) ,

where
c =

[
c1 0′ . . . 0′

]
, (6.13)

is the output matrix with
0′ =

[
0 0

]
. (6.14)

In this case, α1,τj , α2,τj , α3,τj , α4,τj ∈ R2(N+1)×2(N+1) and β1,τ1 , β2,τ1 ∈ R2(N+1)×2 are
random matrices that may take values

α1,rj =




a1 δ1rja3 . . . δNrja3

I
. . .

I



, α2,rj =

[
a2 δ1rja4 . . . δNrja4

0 0 . . . 0

]
,

α3,rj =

[
0 δ1rja5 . . . δNrja5

0 0 . . . 0

]
, α4,rj =

[
0 δ1rja6 . . . δNrja6

0 0 . . . 0

]
, (6.15)

β1,r1 =




b1 +
∑N

n=1 δnr1b2R
n

0
...
0



, β2,r1 =




∑N
n=1 δnr1b3R

n

0
...
0



,

for rj =1, 2, · · · , N , where δirj denotes the Kronecker delta, and j =1, 2, . . ., J .
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By defining the overall state, the input and the output

X(k) =




X1(k)

X2(k)
...

XJ(k)



∈ R2J(N+1) , U(k) = u(k) ∈ R2 , Y (k) = ṽj(k) ∈ R , (6.16)

(6.12) can be rewritten as

X(k + 1) = Aτ X(k) + Bτ1 U(k) ,

Y (k) = CX(k) ,
(6.17)

where the output matrix is
C =

[
0 . . . 0 c

]
, (6.18)

and 0 ∈ R2(N+1)×1 is a row vector with zeros. Here τ collects the random variables
τ1τ2 · · · τJ , i.e., Aτ denotes Aτ1τ2···τJ . The possible values for Aτ and Bτ1 are

Ar =




α1,r1

α3,r1 +α2,r2 α1,r2

α4,r2 α3,r2 +α2,r3 α1,r3

. . . . . . . . .

α4,rj−1
α3,rJ−1

+α2,rJ α1,rJ



,

Br1 =




β1,r1

β2,r1

0
...
0



,

(6.19)

for rj = 1 , 2, · · · , N and j = 1 , 2 , . . . , J ; cf. (6.15).
We remark that there is another way to rewrite (6.9) into state space form by inserting

different vehicles’ states into a vector first, and then augmenting the resulting states over
time. However, the way presented above better supports physical intuition and make the
forthcoming calculations technically less challenging.

86



6.2 Mean, Second Moment, and Covariance Dynamics

In order to find stability conditions, the mean, the second moment, and the covariance
dynamics need to be derived in the same way as in Chapter 5. With the IID assumption of
τ (k) explained in Section 5.3, one can obtain the PDF-s of Aτ and Bτ1 as

fAτ (A) =
∞∑

r=1

wrδ(A−Ar) , fBτ1 (B) =
∞∑

r1=1

wr1δ(B−Br1) , (6.20)

respectively, where r is the set of realization for τ , i.e., Ar denotes Ar1r2···rJ and
∑N
r=1wr

denotes
∑N

r1=1

∑N
r2=1 · · ·

∑N
rJ=1wr1wr2 · · ·wrJ . Notice that Aτ and X(k) are mutually

independent, which is also the case for Bτ1 and X(k).
The mean values of state variables can be defined as

X̄(k) = E[X(k)] ∈ R2J(N+1) , Ȳ (k) = E[Y (k)] ∈ R . (6.21)

By taking expected value of both sides in (6.17) with the PDF-s (6.20) and using indepen-
dence of variables, one can derive the mean dynamics

X̄(k + 1) = Ā X̄(k) + B̄U(k) ,

Ȳ (k) = C̄ X̄(k) .
(6.22)

Here the state matrix, the input matrix and the output matrix are the expected values of
corresponding matrices given in (6.19), i.e.,

Ā =
N∑

r=1

wrAr =




ᾱ1

ᾱ3 + ᾱ2 ᾱ1

ᾱ4 ᾱ3 + ᾱ2 ᾱ1

. . . . . . . . .

ᾱ4 ᾱ3 + ᾱ2 ᾱ1




B̄ =
N∑

r1=1

wr1Br1 =




β̄1

β̄2

0
...
0



, C̄ = C ,

(6.23)
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with

ᾱ1 =
N∑

rj=1

wrjα1,rj =




a1 w1a3 . . . wNa3

I
. . .

I



,

ᾱ2 =
N∑

rj=1

wrjα2,rj =

[
a2 w1a4 . . . wNa4

0 0 . . . 0

]
,

ᾱ3 =
N∑

rj=1

wrjα3,rj =

[
0 w1a5 . . . wNa5

0 0 . . . 0

]
, (6.24)

ᾱ4 =
N∑

rj=1

wrjα4,rj =

[
0 w1a6 . . . wNa6

0 0 . . . 0

]
,

β̄1 =
N∑

rj=1

wrjβ1,rj
=




b1 + b2R̄

0
...
0



, β̄2 =

N∑

rj=1

wrjβ2,rj
=




b3R̄

0
...
0



,

where

R̄ =
N∑

n=1

wn Rn . (6.25)

Similarly, the second moments of variables can be defined as

ˆ̂
X(k) = E[X(k)⊗X(k)] ∈ R22J2(N+1)2 ,

ˆ̂
Y (k) = E[Y (k)⊗ Y (k)] ∈ R . (6.26)

By taking expected value with the PDF-s (6.20) and using independence of variables, one
can obtain the second moment dynamics

ˆ̂
X(k + 1) =

( N∑

r=1

wrAr ⊗Ar

) ˆ̂
X(k) +

( N∑

r=1

wrAr ⊗Br

)(
X̄(k)⊗ U(k)

)

+
( N∑

r=1

wrBr ⊗Ar

)(
U(k)⊗ X̄(k)

)
+
( N∑

r=1

wrBr ⊗Br

)(
U(k)⊗ U(k)

)
,

ˆ̂
Y (k) =

(
C⊗C

) ˆ̂
X(k) . (6.27)
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Finally, the covariance can be defined as

¯̄X(k) = E
[(
X(k)− X̄(k)

)
⊗
(
X(k)− X̄(k)

)]
∈ R22J2(N+1)2 ,

¯̄Y (k) = E
[(
Y (k)− Ȳ (k)

)
⊗
(
Y (k)− Ȳ (k)

)]
∈ R ,

(6.28)

and it can be shown that

¯̄X(k) = E[X(k)⊗X(k)]− X̄(k)⊗ X̄(k) ,

¯̄Y (k) = E[Y (k)⊗ Y (k)]− Ȳ (k)⊗ Ȳ (k) . (6.29)

Thus, using (6.22) and (6.27), one can obtain the covariance dynamics

¯̄X(k + 1) = ¯̄A ¯̄X(k) + ¯̄K1

(
X̄(k)⊗ X̄(k)

)
+ ¯̄K2

(
X̄(k)⊗ U(k)

)

+ ¯̄K3

(
U(k)⊗ X̄(k)

)
+ ¯̄K4

(
U(k)⊗ U(k)

)
, (6.30)

¯̄Y (k) = ¯̄C ¯̄X(k) ,

where

¯̄A =
N∑

r=1

wrAr ⊗Ar ,
¯̄C = C⊗C ,

¯̄K1 =
N∑

r=1

wrAr ⊗Ar − Ā⊗ Ā , ¯̄K2 =
N∑

r=1

wrAr ⊗Br − Ā⊗ B̄ , (6.31)

¯̄K3 =
∑N
r=1wrBr ⊗Ar − B̄⊗ Ā , ¯̄K4 =

N∑

r=1

wrBr ⊗Br − B̄⊗ B̄ ,

cf. (6.22, 6.23). The time evolution of the mean and the covariance is described by the
nonlinear system (6.22, 6.30) such that (6.30) is driven by (6.22).

6.3 Plant Stability and String Stability

As explained in Chapter 1, in an open chain system, plant stability indicates whether all
following vehicles are able to approach the constant desired velocity dictated by the head
vehicle. The importance of plant stability lies in the fact that plant unstable traffic systems
can lead to collisions. Figure 6.1 shows two simulation results of an open chain of (15 + 1)

connected vehicles for different (Kv, Kp) gains for the parameters vmax = 30 [m/s], hst =

5 [m], hgo = 35 [m], v∗0 = 15 [m/s], ∆t = 0.1 [s] (cf. (1.2, 1.3, 6.4)), which will be kept
the same throughout the whole chapter. Here, the packet delivery ratio is p = 0.6, and
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only the velocities of every third vehicle are shown. Figure 6.1(a) shows the time profiles
for a simulation demonstrating plant stability as all velocities approach the head vehicle’s
velocity despite the initial perturbations and stochastic packet drops. Thus, one can say
that this realization is plant stable. However, to check whether this pair of (Kv, Kp) gains
is plant stable in the stochastic sense, one has to investigate all possible realizations (that
is clearly not feasible via simulations). Figure 6.1(b) shows the time profiles for one plant
unstable simulation, where the vehicles are unable to maintain the same constant velocity
prescribed by the head vehicle.
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Figure 6.1: Plant stability simulations for an open chain of (15 + 1) vehicles for differ-
ent (Kv, Kp) gains as indicated. The blue curves represent the velocity v0 of the head
vehicle while the red, green, cyan, magenta and orange curves represent the velocities
v3, v6, v9, v12, v15, respectively. (a) Plant stable. (b) Plant unstable.

For an open chain system of cascaded predecessor-followers, head-to-tail string stabili-
ty requires attenuation of fluctuations between the head vehicle and the tail vehicle. String
unstable traffic systems may exhibit stop-and-go motion, sometimes referred to as phan-
tom traffic jams. Figure 6.2 shows three simulation results for an open chain of (200 + 1)

vehicles when the head vehicle is introducing a sinusoidal fluctuation into the system, and
the packet delivery ratio is p = 0.4. Here, only the velocities of every 40-th vehicle are
shown, and the other parameters remain the same as those for Figure 6.1. It can be seen
from Figure 6.2(a) that the fluctuation introduced by the head vehicle is attenuated by all
vehicles shown in the figure, including the tail vehicle.

However, similar to the argument for plant stability, to check whether this pair of
(Kv, Kp) gains is head-to-tail string stable in the stochastic sense, one has to investigate all
the possible realizations for all the possible excitation frequencies. Figure 6.2(b, c) show
the time profiles for two string unstable scenarios, where the tail vehicle is unable to at-
tenuate the fluctuation introduced by the head vehicle. In Figure 6.2(b), the fluctuations
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introduced by the head vehicle are amplified as they propagate upstream. Such fluctuations
deteriorate driving comfort and fuel economy. Because of the stochasticity in packet drops,
one may notice that the fluctuations are not perfectly sinusoidal. Whereas, in Figure 6.2(c),
the single-frequency oscillation introduced by the head vehicle triggers oscillations with
different frequencies in the following vehicles due to the stochastic nature in the packet de-
livery, which gives rise to stop-and-go waves traveling upstream. In the controller design,
we need to assure string stability in order to prevent such phenomena.

0 100 200
0

15

30

Kp = 0.1
[
1
s

]
, Kv = 1.6

[
1
s

]

t[s]

vj

[m
s
]

(a)
0 100 200

0

15

30

Kp = 0.1
[
1
s

]
, Kv = 1.8

[
1
s

]

t[s]

vj

[m
s
]

(b)
0 100 200

0

15

30

Kp = 0.1
[
1
s

]
, Kv = 0.8

[
1
s

]

t[s]

vj

[m
s
]

(c)

Figure 6.2: String stability simulations for an open chain of (200 + 1) vehicles for dif-
ferent (Kv, Kp) gains as indicated. The blue curves represent the velocity v0 of the head
vehicle while the red, green, cyan, magenta and orange curves represent the velocities
v40, v80, v120, v160, v200, respectively. (a) String stable. (b) String unstable. (c) String
unstable.

In this section, we derive and simplify conditions on both plant stability and head-to-
tail string stability for the dynamics of the mean (6.22) and the covariance (6.30) for open
chain systems subject to stochastic packet drops.

6.3.1 Plant Stability

Similar to Chapter 5, we will evaluate plant stability for both the mean and second moment
dynamics. To test plant stability, we set the head vehicle’s velocity to be a constant, i.e.,
vamp

0 = 0 in (6.6, 6.8) or u(k) ≡ 0 in (6.7). For plant stability of the mean dynamics
X̄(k + 1) = Ā X̄(k) (cf. (6.22) with U(k) ≡ 0), all the eigenvalues of the matrix Ā must
lie within the unit circle in the complex plane. By observing (6.23), one may notice that the
eigenvalues of Ā consist of all the eigenvalues of ᾱ1, each with multiplicity J ; cf. (6.24).
In order to assure that the mean dynamics are plant stable, all eigenvalues of matrix ᾱ1

must lie within the unit circle in the complex plane. Again we use the bisection method
to trace the stability boundaries in the (Kv, Kp)-plane. We remark that the plant stability
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boundaries depend on the parameters (Kp, Kv, p, v
∗
0,∆t), but independent of the number

of cars J .
In Appendix D, it was shown that stability of the second moment dynamics and the

stability of the covariance dynamics are equivalent when the mean dynamics are stable.
Consequently, only the plant stability for the second moment dynamics is discussed here.
Similar to the mean dynamics, to ensure plant stability of the second moment dynamics
ˆ̂
X(k + 1) = ¯̄A

ˆ̂
X(k) (cf. (6.27) with U(k) ≡ 0 and ¯̄A defined in (6.31)), all eigenvalues of

the matrix ¯̄A must lie within the unit circle in the complex plane.
While solving this problem, we are faced with three issues. The first one lies in the

construction of the possible values for the Kronecker product Ar⊗Ar due to its huge size.
Matrix Ar ⊗ Ar is of the dimension 22J2(N + 1)2, where J is the number of vehicles
and N is the maximum delay. Table 6.1 shows how this dimension changes while varying
numbers of cars J when the maximum delay is N = 6. It also shows how much RAM
space is needed to store one matrix, given that each entry takes 8-byte storage space. The
second issue is the difficulty in enumerating all the NJ possible values of Ar ⊗Ar, when
calculating the weighted sum in (6.31). As J increases, NJ increases dramatically; cf. Ta-
ble 6.1. The third and the most critical issue is to determine plant stability changes while
varying parameters, that is, frequent eigenvalue calculations on huge matrices with a high
multiplicity of eigenvalues. (The appearance of the high multiplicity of eigenvalues will
be shown later.) In this case accuracy of eigenvalues degrades significantly as the size of
the matrix and the eigenvalue multiplicity increase; see [197]. Henceforth, decomposition
must be done to assure scalability of plant stability computations.

Table 6.1: Characteristics of the matrix ¯̄A for (J + 1) connected vehicles and N = 6.
J 3 9 15 21 27

Before 22J2(N + 1)2 1764 15876 44100 86436 142884
Decom- storage (GB) 0.023 1.878 14.490 55.665 152.110
position NJ 216 1.1× 107 4.7× 1011 2.2× 1016 1.0× 1021

After 22(N + 1)2 196 196 196 196 196
Decom- storage (GB) < 0.001 < 0.001 < 0.001 < 0.001 < 0.001

position N 6 6 6 6 6

The decomposition procedure outlined in Appendix F.1 relies on applying properties of
the Kronecker product [198–200] and using perfect shuffle [200, 201], which are provided
in Appendix E.1. This allows us to transform matrix ¯̄A to a block diagonal matrix ˜̃A, that
can be constructed using a weighted sum of N Kronecker products (rather than NJ ). Also,
instead of enumerating Ar ⊗Ar, we enumerate αi1,τj1 ⊗ αi2,τj2 ; cf. (6.15, 6.19), that is,
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the matrix dimension decreases from 22J2(N+1)2 to 22(N+1)2. Table 6.1 also shows the
characteristics for ˜̃A. Due to the fact that the eigenvalues of similar matrices are the same,
the eigenvalues of matrix ¯̄A are the same as the eigenvalues of matrix ˜̃A. In particular, they
are given by the eigenvalues of

¯̂α11 = ᾱ1 ⊗ ᾱ1 , (6.32)

each with multiplicity J(J − 1), and the eigenvalues of

¯̄α11 =
N∑

l=1

wlα1,l ⊗α1,l , (6.33)

each with multiplicity J ; cf. (6.15).
Moreover, when plant stability of the second moment is concerned, plant stability of

the mean dynamics must be guaranteed first. That is, all eigenvalues of matrix ᾱ1 lie inside
the unit circle in the complex plane, which yields that the eigenvalues of matrix ¯̂α11 also
lie inside the unit circle according to the properties of Kronecker product [198]. Thus, the
plant stability condition of the second moment is simplified to assure that the eigenvalues of
¯̄α11 lie inside the unit circle. Notice that ¯̄α11 is the weighted sum of N Kronecker products
of matrices with dimension 22(N + 1)2 and that ¯̄α11 is independent of J , that is, the plant
stability condition does not depend on the number of cars. Similar to the argument for
mean dynamics, the plant stability boundaries of the second moment dynamics still depend
on the parameters (Kp, Kv, p, v

∗
0,∆t).
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Figure 6.3: Plant stability diagrams for an open chain of (J + 1) vehicles in the (Kv, Kp)-
plane for different values of packet delivery ratio p. The corresponding delay distributions
(5.2) are plotted on each panel as inlets.

Figure 6.3 shows the plant stability diagrams in the (Kv, Kp)-plane for different packet
delivery ratios. The inlets are the probability distributions of stochastic delay given by (5.2).
The red curves correspond to plant stability boundaries for the mean dynamics. The regions
enclosed by these curves, i.e., the union of the light red and light blue shaded regions, are
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the mean plant stable regions. The blue curves correspond to plant stability boundaries
for the second moment dynamics. The light blue shaded regions enclosed by them are
the second moment plant stable regions. It can be seen that the difference between plant
stability boundaries for the mean dynamics and second moment dynamics is increasing
while the successful packet delivery ratio p decreases, i.e., the second moment dynamics
play an important role when packet drops happen frequently in the V2V communication.

6.3.2 String Stability

In this part, we extend the notion presented in Chapter 5 to determine head-to-tail string
stability for the mean and covariance dynamics of the open chain system using transfer
functions. This allows us to evaluate disturbance attenuation along the open chain under
stochastic delay variations. To test head-to-tail string stability, we use the periodic distur-
bances (6.6) for the head vehicle’s velocity. Moreover, we use the Z transform of (6.22) to
derive the amplification ratio and phase lag

M̄(ω) =
∣∣Γ̄(ejω∆t)

∣∣ , ψ̄(ω) = ∠Γ̄(ejω∆t) , (6.34)

for the mean, where the transfer function is given by

Γ̄(z) = C̄
(
z Ī− Ā

)−1
B̄Ē , (6.35)

and
Ē =

[
1 j

]T

(6.36)

is used to sum up the effects of the two inputs. From (6.23), one may notice that Ā is
a block lower triangular matrix and B̄ has many zero elements. Thus, the calculation of
transfer function of mean dynamics can be further simplified to the calculation of matrices
with much lower dimensions using block matrix inverse [202]; see Appendix E.2. Such
simplification is explained in detail in Appendix F.3.

The head-to-tail string stability condition for mean dynamics is given by

sup
ω>0

M̄(ω) < 1 . (6.37)

We remark that M̄(ω) also depends on the parameters (Kp, Kv, p, v
∗
0,∆t, J). Again we

trace the stability boundaries using bisection method.
Figure 6.4 shows head-to-tail string stability diagrams for the mean dynamics in the

(Kv, Kp)-plane for different values of packet delivery ratio p and numbers of cars J . The
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green curves correspond to the mean head-to-tail string stability boundaries, while the green
shaded regions enclosed by them are the mean head-to-tail string stable regions. (The
orange curves, and the orange shaded regions will be explained later.) Note that the mean
head-to-tail string stable regions must be embedded in the corresponding mean plant stable
regions because plant stability is the prerequisite for head-to-tail string stability. In each
panel, the boundaries corresponding to J = 3, 9, 15, 21, 27, are plotted together such that
the larger J is, the darker the green boundary is. However, the differences between different
J-s are tiny and possibly caused by numerical errors. In other words, the mean head-to-tail
string stability boundaries seem to be independent of the number of cars. Thus, the mean
head-to-tail string stability condition for open chain systems with few number of cars gives
a good estimate of that for the case with large number of cars.

To elaborate more on this, we use M̄(ω; J) to spell out its dependence on the number of
cars J . Suppose the amplification ratio of the mean dynamics from the head vehicle to the
first vehicle is M̄(ω; 1) where ω > 0, then it can be used to approximate the amplification
ratio from the j-th vehicle to the (j + 1)-th vehicle if we neglect the difference between
the perfect sinusoidal fluctuations in the head vehicle and triggered fluctuations in the j-th
vehicle. This implies that

M̄(ω; J) ≈ M̄(ω; 1)J , ω > 0 , (6.38)

and the approximation of (6.37) becomes

sup
ω>0

M̄(ω; 1)J < 1 =⇒ sup
ω>0

M̄(ω; 1) < 1 , (6.39)

since the amplification ratio is positive. That is, the mean head-to-tail string stability is
independent of the number of cars J .

In order to derive head-to-tail string stability conditions for the covariance dynamics
(6.30), only the steady-state response to the sinusoidal input (6.5) is needed. However, the
covariance dynamics (6.30) do not provide a direct input-output relationship as the mean
dynamics (6.22) do, because the covariance dynamics (6.30) are nonlinear and also contain
terms driven by the mean dynamics (6.22). To simplify the analysis, we assume that the
mean dynamics are plant stable and already at steady state, that is,

X̄(k) = QU(k) , (6.40)

where Q satisfies
Q− ĀQR = B̄R , (6.41)
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which can be obtained by substituting equation (6.40) into mean dynamics (6.22) and using
the property (2.15).

Substituting (6.40) into (6.30) yields the simplified covariance dynamics

¯̄X(k + 1) = ¯̄A ¯̄X(k) + ¯̄B ¯̄U(k) ,

¯̄Y (k) = ¯̄C ¯̄X(k) ,
(6.42)

where
¯̄U(k) = U(k)⊗ U(k) , (6.43)

and ¯̄A and ¯̄C are given in (6.31), while

¯̄B = ¯̄K1(Q⊗Q) + ¯̄K2(Q⊗ I) + ¯̄K3(I⊗Q) + ¯̄K4 . (6.44)

Similar to ¯̄A, the matrices ¯̄K1, ¯̄K2, ¯̄K3 and ¯̄K4 are difficult to construct due to enormous
enumeration of possibilities and huge sizes. Therefore, decomposition based on block ma-
trix calculation of Kronecker product and perfect shuffle are used to simplify the calcula-
tions; see Appendix F.2 for more details.

Recall that Ȳ (k) = E[ṽJ(k)] ∈ R and ¯̄Y (k) = E[ṽ2
J(k)]− E[ṽJ(k)]2 ∈ R are the mean

and variance of the velocity ṽJ(k) of the tail vehicle. If we define

µ = Ȳss(k) , σ2 = ¯̄Yss(k) , (6.45)

as the mean and variance of ṽJ(k) at steady state, respectively, then the following definition
can be proposed to extend the notion of nσ string stability in Chapter 5.

Definition 6.1 The system is nσ head-to-tail string stable if the amplitude vamp
0 of the input

is attenuated such that |µ± nσ| < vamp
0 .

Note that when n = 0, the nσ head-to-tail string stability condition gives the mean head-
to-tail string stability condition. As n is increased, nσ head-to-tail string stability condition
gets stronger since fewer trajectories are allowed to be outside the interval [µ−nσ, µ+nσ].
Thus, the nσ head-to-tail string stability with n ≥ 1 implies that the mean head-to-tail
string stability is satisfied. Also, we remark that the natural choice of n is n = 1. In Section
7.3 we will use stability diagrams to demonstrate that 1σ head-to-tail string stability of the
open chain system is analogous to the second moment stability of the closed ring system.

From linear system theory, the steady state of the mean value is

µ = vamp
0 M̄(ω) sin

(
kω∆t+ ψ̄(ω)

)
, (6.46)
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Figure 6.4: Mean head-to-tail string stability and 1σ head-to-tail string stability diagrams
for an open chain of (J + 1) vehicles in the (Kv, Kp)-plane for different values of packet
delivery ratio p. Each panel plots all the boundaries for mean head-to-tail string stability
corresponding to J = 3, 9, 15, 21, 27 from light green to dark green curves, and 1σ head-
to-tail string stability corresponding to J = 3, 9, 15, 21, 27 from light orange to dark orange
curves, respectively.

cf. (6.34). The steady state of the variance can be obtained similarly as that in Chapter
5. By substituting the input (6.7) into (6.43), one may notice that the input ¯̄U(k) can be
separated into a constant part and a harmonic excitation part, i.e.,

¯̄U(k) = ¯̄U0 + ¯̄U1(k) , (6.47)

where
¯̄U0 =

1

2

(
vamp

0

)2 ¯̄u0 ,
¯̄U1(k) =

1

2

(
vamp

0

)2 ¯̄u1(k) , (6.48)

and

¯̄u0 =




1

0

0

1



, ¯̄u1(k) =




− cos(2kω∆t)

sin(2kω∆t)

sin(2kω∆t)

cos(2kω∆t)



. (6.49)

According to the superposition principle, the particular solution of the linear system (6.42)
is the sum of particular solution ¯̄Y0 to ¯̄U0 and particular solution ¯̄Y1(k) to ¯̄U1(k). For input
¯̄U0, the response of the system (6.42) is given by

¯̄Y0 =
(
vamp

0

)2 ¯̄M0(ω) , (6.50)

with
¯̄M0(ω) =

1

2
¯̄C
(¯̄I− ¯̄A

)−1 ¯̄B¯̄u0 . (6.51)

We remark that ¯̄M0(ω) depends on ω because matrix ¯̄B depends on ω; cf. (6.10, 6.24, 6.23,
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6.31, 6.44). For ¯̄U1(k), similar to the mean dynamics, taking the Z transform of (6.42)
and summing the contributions of each individual inputs of ¯̄u1(k) in (6.49), we obtain the
corresponding steady-state output

¯̄Y1,ss(k) =
(
vamp

0

)2 ¯̄M1(ω) sin
(
2kω∆t+ ¯̄ψ(ω)

)
. (6.52)

Here, the amplification ratio and phase lag are

¯̄M1(ω) =
∣∣¯̄Γ(ejω∆t)

∣∣ , ¯̄ψ(ω) = ∠¯̄Γ(ejω∆t) , (6.53)

where
¯̄Γ(z) =

1

2
¯̄C
(
z ¯̄I− ¯̄A

)−1 ¯̄B ¯̄E , (6.54)

and
¯̄E =

[
−j 1 1 j

]T

. (6.55)

Therefore, the superposition principle yields that the steady-state response to (6.47) is

σ2 = ¯̄Y0 + ¯̄Y1,ss(k) =
(
vamp

0

)2
(

¯̄M0(ω) + ¯̄M1(ω) sin
(
2kω∆t+ ¯̄ψ(ω)

))
. (6.56)

The non-negativity of the variance yields that ¯̄M0(ω) ≥ ¯̄M1(ω). Hitherto we can calculate

µ± nσ = vamp
0

[
M̄(ω) sin

(
kω∆t+ ψ̄(ω)

)

± n
√

¯̄M0(ω) + ¯̄M1(ω) sin
(
2kω∆t+ ¯̄ψ(ω)

) ]
,

(6.57)

which is a periodic function with period T = 2π/(ω∆t). Thus, the total amplification ratio
becomes

¯̄M(ω) = max
0≤k≤T

{∣∣∣M̄(ω) sin
(
kω∆t+ ψ̄(ω)

)

± n
√

¯̄M0(ω) + ¯̄M1(ω) sin
(
2kω∆t+ ¯̄ψ(ω)

) ∣∣∣
}
, (6.58)

and the condition for nσ head-to-tail string stability is given by

sup
ω>0

¯̄M(ω) < 1 . (6.59)

Again we remark that ¯̄M0(ω), ¯̄M1(ω) and ¯̄M(ω) depend on the parameters (Kp, Kv, p, v∗0 ,
∆t, J). The corresponding boundaries can be found numerically by the bisection method.
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Figure 6.4 also shows the 1σ head-to-tail string stability diagrams in the (Kv,Kp)-plane
for different values of packet delivery ratio p and number of cars J . The orange curves
correspond to the 1σ head-to-tail string stability boundaries for an open chain of different
number of cars such that the larger J is, the darker the orange boundary is. The light orange
shaded regions are the 1σ head-to-tail string stable regions for an open chain of J = 27

cars. Indeed, the 1σ head-to-tail string stable regions are embedded in the corresponding
covariance plant stable regions. Figure 6.4 illustrates that the 1σ head-to-tail string stable
regions expand as the number of vehicles J increases. Also, the 1σ head-to-tail string
stable region converges to a limit as the number of vehicles J goes to infinity. Since this
limit cannot be obtained explicitly, we use J = 27 which is the largest number of vehicles
that we can compute the 1σ head-to-tail string stable domains. We remark that similar
results can be obtained for nσ head-to-tail string stability when n 6= 1.

To better understand the above phenomena, we investigate the dependence of ¯̄M0(ω; J),
¯̄M1(ω; J) and ¯̄M(ω; J) on the number of cars J . Similar to the argument made for the

amplification ratio M̄(ω; J) of the mean dynamics (cf. (6.38)), ¯̄M1(ω; J) can also be
approximated by

¯̄M1(ω; J) ≈ ¯̄M1(ω; 1)J , ω > 0 , (6.60)

where ¯̄M1(ω; 1)J is the amplification ratio of the harmonic fluctuation in the covariance
dynamics from the head vehicle to the first vehicle. When nσ head-to-tail string stability
with n ≥ 1 is considered, mean head-to-tail string stability condition (6.37) is the minimum
requirement. One can check numerically that

¯̄M1(ω; J) < 1 , ω > 0, (6.61)

is always satisfied when mean head-to-tail string stability condition holds. Thus, as the
number of cars J increases, M̄(ω; J) and ¯̄M1(ω; J) decrease exponentially when mean
head-to-tail string stability condition (6.37) holds; cf. (6.38, 6.60). In other words, the
nσ head-to-tail string stable condition (6.59) gets weaker as J increases, resulting in the
expansion of nσ head-to-tail string stable regions.

However, ¯̄M0(ω; J) cannot be approximated in the similar way as (6.38, 6.60). Indeed,
this constant excitation “propagates along the chain” and becomes the leading part of (6.58)
when (6.37) is satisfied and J is sufficiently large. Therefore, we have the following weaker
conditions for 1σ head-to-tail string stability.

Definition 6.2 The system is nσ offset head-to-tail string stable if the amplitude vamp
0 of
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the input is attenuated such that

sup
ω>0

M̄(ω) < 1, sup
ω>0

¯̄M0(ω) <
1

n2
. (6.62)

Note that the condition above provides an easier way to check head-to-tail string stabil-
ity. According to the exponential decaying property in M̄(ω; J) and ¯̄M1(ω; J), we have
the following proposition.

Proposition 6.1 As the number of cars J in the open chain increases, nσ head-to-tail

string stability and nσ offset head-to-tail string stability approximate each other. Moreover,

they converge to the same limit as J goes to infinity.
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Figure 6.5: Stability diagrams for an open chain of (27 + 1) vehicles in the (Kv, Kp)-plane
for different values of packet delivery ratio p. Red, blue, green and orange curves represent
boundaries for mean plant stability, second moment plant stability, mean head-to-tail string
stability and 1σ head-to-tail string stability, respectively, while the light red, light blue,
light green and light orange shaded regions represent the corresponding stability regions.

Figure 6.5 summarizes the stability diagrams in the (Kv, Kp)-plane for different values
of packet delivery ratio p when J = 27. The same color scheme is used as those in
Figures 6.3 and 6.4. The mean head-to-tail string stable regions and the 1σ head-to-tail
string stable regions are embedded in the corresponding plant stable regions as discussed
above. For plant stability, as the packet delivery ratio p decreases, both the mean and
covariance plant stable regions shrink, and the differences between them increase. Similar
behavior can be observed for the mean head-to-tail string stable and 1σ head-to-tail string
stable regions. Figure 6.5 also demonstrates that the mean head-to-tail string stability can
be used as a reasonable estimate for the 1σ head-to-tail string stability when the open chain
is sufficiently long.
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6.4 Summary

In this chapter, we analyzed the dynamics of an open chain of connected vehicles. We
showed that packet drops lead to stochastic delay variations, and we derived the mean,
second moment, and covariance dynamics to characterize the dynamics in the vicinity of
the uniform flow equilibrium. We established novel decomposition techniques that allowed
us to significantly simplify the eigenvalue problems when analyzing stability.

Plant stability and nσ head-to-tail string stability results were illustrated using stability
diagrams on the plane of gain parameters while varying the packet delivery ratio and the
number of vehicles. It was found that both the mean and the second moment plant stability
are independent of the number of vehicles in the system. The mean head-to-tail string
stability has a very weak dependence on the number of vehicles while the 1σ head-to-tail
string stable region expands as the number of vehicles increases. Our results demonstrated
that for large numbers of vehicles and sufficiently large packet delivery ratio the mean
head-to-tail string stability can be used as a reasonable estimate for the 1σ head-to-tail
string stability.

Our results illustrate the feasibility of using connected vehicles to change the large-scale
dynamics of transportation systems in the presence of packet drops and provide the nec-
essary mathematical tools to design connectivity-based controllers that can ensure smooth
traffic flow.
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CHAPTER 7

Stochastic Packet Drops in Closed Ring Systems

In some cases, it may be difficult to use a large open chain system to replicate some traffic
phenomena which only appear occasionally. For example, the phantom stop-and-go traffic
jams only happen for a string unstable open chain system of large scale when the head ve-
hicle introduces some perturbations. However, this traffic jam will propagate upstream and
finally “disappear”. Therefore, researchers [123, 128] resort to closed ring vehicle system-
s as shown in Figure 7.1 that allows to observe such phenomena as sustained oscillations.
However, this has only been achieved for deterministic systems in continuous-time domain.
In this chapter, we consider a closed ring system of predecessor-followers with stochastic
delays and derive the evolution for the mean and second moment dynamics to evaluate the
stability properties. The material discussed in this section can be found in [196].

7.1 Dynamics

Assuming that all vehicles on the closed ring in Figure 7.1 are described by the equations
(5.4, 5.5), we can obtain the dynamics for the overall system

ḣ1(t) = vJ(t)− v1(t) ,

v̇1(t) = u1(tk−τ1(k)) ,

ḣj(t) = vj−1(t)− vj(t) ,
v̇j(t) = uj(tk−τj(k)) , j = 2 , . . . , J ,

(7.1)

for tk ≤ t < tk+1. Using the fact that uj(tk−τj) is a constant in the time interval t ∈
[tk, tk+1), one can solve the differential equation (7.1) directly with initial values hj(tk),
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Figure 7.1: A closed ring of J connected vehicles on a single lane. Dashed red arrows
indicate the information flow through wireless communication, while the solid blue arrows
indicate the direction of traffic flow.

vj(tk), yielding the discrete-time nonlinear map

h1(tk+1) = h1(tk) +
(
vJ(tk)− v1(tk)

)
∆t+

1

2

(
uJ(tk−τJ )− u1(tk−τ1)

)
∆t2 ,

v1(tk+1) = v1(tk) + u1(tk−τ1)∆t ,

hj(tk+1) = hj(tk) +
(
vj−1(tk)− vj(tk)

)
∆t+

1

2

(
uj−1(tk−τj−1

)− uj(tk−τj)
)
∆t2 ,

vj(tk+1) = vj(tk) + uj(tk−τj)∆t , j = 2 , . . . , J .

(7.2)

The uniform flow equilibrium is achieved when all the vehicles reach the same velocity and
distance headway given in (6.4). Recall that for the open chain, the head vehicle determines
the equilibrium velocity and (6.4) is used to devise the equilibrium distance headway; while
for the closed ring, the length of the road and the number of cars determine the equilibrium
distance headway and (6.4) is used to obtain the equilibrium velocity.

Following the same process as we discussed in Chapter 6 for open chain systems, we
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can define perturbations, states and augmented states as (6.5, 6.7, 6.11, 6.16), and obtain
the stochastic dynamics

X(k + 1) = AR
τ X(k) , (7.3)

where the possible values for AR
τ are

AR
r =




α1,r1 α4,rJ α3,rJ +α2,r1

α3,r1 +α2,r2 α1,r2 α4,r1

α4,r2 α3,r2 +α2,r3 α1,r3

. . . . . . . . .

α4,rj−1
α3,rJ−1

+α2,rJ α1,rJ



,

(7.4)

for rj = 1 , 2 , · · · , N , and j = 1 , 2 , . . . , J . The matrices α1,r1 , α2,r1 , α3,r1 , α4,r1

are given in (6.15).
With the IID assumption for the delays and the definition of the deterministic variable

X̄(k) in (6.21), one can derive the equation for the mean dynamics

X̄(k + 1) = ĀR X̄(k) , (7.5)

by taking expectations of both sides in (7.3), where

ĀR =
N∑

r=1

wrA
R
r =




ᾱ1 ᾱ4 ᾱ3 + ᾱ2

ᾱ3 + ᾱ2 ᾱ1 ᾱ4

ᾱ4 ᾱ3 + ᾱ2 ᾱ1

. . . . . . . . .

ᾱ4 ᾱ3 + ᾱ2 ᾱ1



, (7.6)

cf. (6.24).
Similarly, using the definition of the variable ˆ̂

X(k) in (6.26), one can obtain the second
moment dynamics

ˆ̂
X(k + 1) = ¯̄AR ˆ̂

X(k) , (7.7)
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where

¯̄AR =
N∑

r=1

wrA
R
r ⊗AR

r . (7.8)

We remark that the covariance dynamics can also be obtained for the closed ring system.
However, it is not needed for stability analysis.

7.2 Stability

In this section, we investigate the stability of the mean dynamics (7.5) and the second mo-
ment dynamics (7.7) of the closed ring system shown in Figure 7.1, following the method
discussed in the case of open chain systems, in order to find the relationship between two d-
ifferent systems in the stochastic sense in discrete-time domain. We also provide a detailed
explanation on this relationship for deterministic systems in Appendix C; see also [128].
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Figure 7.2: Simulations of a closed ring of 55 vehicles for different (Kv,Kp) gains as
indicated. The red, green, cyan, magenta and orange curves represent the velocities
v11, v22, v33, v44, v55, respectively. (a) Stable. (b) Unstable. (c) Unstable.

To demonstrate stability, Figure 7.2 shows three simulation results for a closed ring of
55 vehicles for different (Kv,Kp) gains when the packet delivery ratio p = 0.4. The other
parameters are the same as in Figure 6.1. Again only the velocities of every 11-th vehicle
are plotted. Figure 7.2(a) shows a case when the equilibrium is stable. It can be seen that
the velocities approach the desired equilibrium velocity despite the initial perturbations
and stochastic packet drops. In this sense, this realization for the stochastic closed ring
system is stable. However, similar to the argument for the open chain system, to check
whether this pair of (Kv,Kp) gains is stable in the stochastic sense, one has to investigate
all possible realizations. Figure 7.2(b, c) show two different scenarios when the equilibrium
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is unstable. In Figure 7.2(b), the vehicles are unable to settle down to the desired velocity
and keep oscillating around it due to the stochastic packet drops. Such oscillations could
deteriorate fuel economy and driving comfort. However, more severe oscillations occur in
Figure 7.2(c), where the stop-and-go traffic jams develop. The goal of the controller design
is to eliminate such behaviors by ensuring stability of the uniform flow equilibrium.

For stability of the mean dynamics (7.5), all eigenvalues of matrix ĀR must lie within
the unit circle in the complex plane. Notice that ĀR (cf. (7.6)) is a banded block circulant
matrix [199,203], so it is unitarily similar to a block diagonal complex matrix with diagonal
blocks

Λ̄i =ᾱ1 + ᾱ4e−j
2π
J

2(i−1) + (ᾱ2 + ᾱ3)e−j
2π
J

(i−1) ∈ C2(N+1)×2(N+1) , (7.9)

for i = 1 , . . . , J ; cf. (6.24). This can be obtained by using a transformation matrix
that is the Kronecker product of the J-dimensional Fourier matrix [199] and the 2(N +

1)-dimensional identity matrix. In order to assure the mean stability, the eigenvalues of
matrices must lie within the unit circle in the complex plane. Notice that ĀR is of dimension
2J(N + 1), but Λ̄i is of dimension 2(N + 1). Also, let us define

θ = ej
2π
J

(i−1) , (7.10)

for i = 1 , . . . , J to denote the J-th roots of unity. For J →∞, θ can take all the values on
the unit circle in the complex plane. Thus, (7.9) yields the stability condition for the mean
dynamics of the infinitely long ring with infinitely many vehicles is that all eigenvalues of
matrix

Λ̄θ =ᾱ1 + ᾱ4e−2jθ + (ᾱ2 + ᾱ3)e−jθ ∈ C2(N+1)×2(N+1) , (7.11)

must lie within the unit circle in the complex plane for 0 ≤ θ ≤ π. Here, we utilized the
fact that the eigenvalues of a real matrix appear as conjugate pairs. We emphasize that the
limit J →∞ is taken such that h∗ is kept constant.

Figure 7.3 shows the mean stability diagrams of the closed ring system in the (Kv,Kp)-
plane for different values of packet delivery ratio p and numbers of vehicles J . The
solid cyan curves correspond to mean stability boundaries for the closed ring of J =

3, 9, 15, 21, 27 vehicles such that the darker the color is, the larger J is. The regions en-
closed by these curves are the mean stable regions. As the number of vehicles J increases,
the mean stable regions converge to the corresponding mean stable regions of the closed
ring system of infinitely many vehicles. The limit mean stable boundaries are represented
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by the dashed cyan curves, and the corresponding mean stable regions are shown as light
cyan shaded regions. We remark that as the number of vehicles in the closed ring increases,
the mean stable regions shrink, but the mean stable conditions for a closed ring of J1 cars
is neither a necessary nor a sufficient condition for that of J2 cars when J1 ≤ J2.
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Figure 7.3: Mean stability diagrams for a closed ring of J vehicles in the (Kv,Kp)-plane for
different values of packet delivery ratio p. The cyan curves represent stability boundaries.
Each panel shows the boundaries corresponding to J = 3, 9, 15, 21, 27 from light cyan to
dark cyan curves.

Similarly, to ensure stability of the second moment dynamics (7.7) for the closed ring,
all eigenvalues of matrix ¯̄AR must lie within the unit circle in the complex plane. Again
we are faced with the same issues as in the case of the open chain, i.e., an enormous
enumeration of high dimensional matrices AR

r ⊗ AR
r while constructing ¯̄AR, as well as

frequent eigenvalue calculations for this high dimensional matrix while varying parameters.
As laid out in Appendix G, by applying properties of Kronecker product and using perfect
shuffles, the matrix ¯̄AR can be transformed into a block circulant matrix ˆ̂

AR, and only
weighted sums of N lower dimensional matrices are needed. This block circulant real
matrix ˆ̂

AR is unitarily similar to a block diagonal complex matrix with diagonal blocks

¯̄Λi ∈ C22J(N+1)2×22J(N+1)2 , (7.12)

for j = 1 , . . . , J , which are not shown here explicitly due to the complexity, but can be
found in Appendix G. Thus, to assure the second moment stability of the closed ring, we
need to make sure that all eigenvalues of matrices ¯̄Λi, lie within the unit circle in the com-
plex plane. Here, we remark that ¯̄Λi is a perturbed block penta-circulant matrix, but the
perturbed block elements caused by vehicular connectivity prevent us from further simpli-
fications. If one can succeed in reducing this eigenvalue problem of ¯̄Λi to the eigenvalue
problem of matrices of even lower dimension, possibly 22(N +1)2, then for the closed ring
system of infinitely many vehicles, the stability condition for the second moment dynamics
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Figure 7.4: Second moment stability diagrams for a closed ring of J vehicles in the
(Kv,Kp)-plane for different values of packet delivery ratio p. Each panel shows all the
boundaries corresponding to J = 3, 9, 15, 21, 27 from light purple to dark purple curves.

can be obtained in the same way as that for the mean dynamics; cf. (7.11).
Figure 7.4 shows the stability diagrams of the second moment dynamics in the (Kv,Kp)-

plane for different values of packet delivery ratio p and numbers of cars J . The purple
curves correspond to the second moment stability boundaries for the closed ring of J =3,
9, 15, 21, 27 vehicles so that the darker the purple color is, the larger J is. Similar to the
mean dynamics, as the number of vehicles J increases, the second moment stable region
converges to a limit. However, this limit is hard to obtain due to the aforementioned per-
turbed terms in ¯̄Λi. Therefore, we use J = 27 to approximate this limit which is the largest
number we can compute the second moment stable domain. The corresponding second
moment stable regions are shaded with purple color in Figure 7.4. Again, as the number of
vehicles increases, the second moment stable regions shrink in a similar way as the mean
stable regions do.

To highlight the difference between mean stability and second moment stability, Figure
7.5 shows the stability diagrams in the (Kv,Kp)-plane for different values of packet delivery
ratio p when J = 27. The same color scheme is used as those in Figures 7.3 and 7.4. The
second moment stable regions are embedded in the corresponding mean stable regions
as discussed before. As the packet delivery ratio p decreases, both the mean and second
moment stable regions shrink. Figure 7.5 demonstrates that the mean stability can be used
as a reasonable estimate for the second moment stability of the closed ring system when
the packet delivery ratio p is sufficiently large.

7.3 Comparing Open Chain and Closed Ring Results

In this section, we compare the stability results of the open chain and closed ring (cf.
Figure 1.1(a) and Figure 7.1) in the presence of stochastic delays, where all the vehicles
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Figure 7.5: Mean and second moment stability diagrams for a closed ring of 27 vehicles in
the (Kv,Kp)-plane for different values of packet delivery ratio p. Cyan and purple curves
represent the boundaries for mean stability and second moment stability, respectively, while
the cyan and purple shaded regions represent the mean stable regions and second moment
stable regions, respectively.

0 1 2 3
0

3

6

1 2 3 4 5 6

0.5

1 p = 0.8

Kv[
1
s
]

Kp

[ 1
s
] ξ

fτ

(a)
0 1 2 3

0

3

6

1 2 3 4 5 6

0.5

1 p = 0.6

Kv[
1
s
]

Kp

[ 1
s
] ξ

fτ

(b)
0 1 2 3

0

3

6

1 2 3 4 5 6

0.5

1 p = 0.4

Kv[
1
s
]

Kp

[ 1
s
] ξ

fτ

(c)

Figure 7.6: Comparison between the mean string stability of an open chain and the mean
stability of a closed ring in the (Kv,Kp)-plane for different values of packet delivery ratio
p. The solid green curves represent mean string stability boundaries for an open chain of
(3 + 1) vehicles, while the dashed cyan curves represent mean stability boundaries for a
closed ring of infinitely many vehicles.

are described by the equations (6.1, 6.2).
Figure 7.6 shows the diagrams comparing the mean string stability for the open chain

system of (3 + 1) vehicles and the mean stability for the closed ring system of infinitely
many vehicles in the (Kv,Kp)-plane for different values of packet delivery ratio p. The
same color scheme is used as in Figures 6.4 and 7.3. We recall that the mean string stability
for the open chain system has an extremely weak dependence on the number of vehicles in
the system, so mean string stability for the open chain system of (3 + 1) vehicles can be
used as a good estimate for the open chain system of infinitely many vehicles. It can be
seen that the mean string stability for the open chain and mean stability for the closed ring
for the same parameters are practically indistinguishable. In other words, the mean string
stability for the open chain system and mean stability for the closed ring system with the

109



0 1 2 3
0

3

6

1 2 3 4 5 6

0.5

1 p = 0.8

Kv[
1
s
]

Kp

[ 1
s
] ξ

fτ

(a)
0 1 2 3

0

3

6

1 2 3 4 5 6

0.5

1 p = 0.6

Kv[
1
s
]

Kp

[ 1
s
] ξ

fτ

(b)
0 1 2 3

0

3

6

1 2 3 4 5 6

0.5

1 p = 0.4

Kv[
1
s
]

Kp

[ 1
s
] ξ

fτ

(c)

Figure 7.7: Comparison between the 1σ string stability of an open chain of (27+1) vehicles,
and the second moment stability of a closed ring of 27 vehicles in the (Kv,Kp)-plane for
different values of packet delivery ratio p. The solid orange curves and orange shaded
regions correspond to the open chain, while the solid purple curves and purple shaded
regions correspond to the closed ring.

same configuration converge to the same limit as the number of vehicles in the system goes
to infinity.

Figure 7.7 compares the 1σ string stability for the open chain system of (27 + 1) ve-
hicles and the second moment stability for the closed ring system of 27 vehicles in the
(Kv,Kp)-plane for different values of packet delivery ratio p. The same color scheme is
used as in Figures 6.4 and 7.4. The difference between the domains in each panel is rather
small except that the second moment stable regions for the closed ring system have extra
“peninsulas” that indeed disappear as the number of vehicles J goes to infinity (similar
to the mean stable regions). Therefore, the 1σ string stability for the open chain system
and second moment stability for the closed ring system are essentially the same for large
numbers of vehicles.

7.4 Summary

In this chapter, we analyzed the dynamics of large connected vehicle systems using closed
ring configuration and compared it with the open chain configuration. We derived the
mean, and second moment dynamics to characterize the dynamics in the vicinity of the
uniform flow equilibrium. We used similar decomposition techniques as those in Chapter 6
that allowed us to significantly reduce the size of the eigenvalue problems when analyzing
stability.

For the closed ring system, stability diagrams were drawn using the mean and the sec-
ond moment dynamics. We illustrated that the stable regions shrink and converge to some
limits as the number of vehicles increases. These limits can be obtained by analyzing the
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case of infinitely many vehicles on the ring. Again we found that the mean stability is a
good estimate for the second moment stability when the number of vehicles and packet de-
livery ratio are large enough. We also found that the mean string stable region of the open
chain and mean stable region of the closed ring converge to the same limit as the number of
vehicles goes to infinity. Similarly, the 1σ string stable region of the open chain and second
moment stability of the closed ring converge to the same limit.
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CHAPTER 8

Conclusions and Future Work

8.1 Conclusions

In this dissertation, we proposed a class of connected cruise controller that allowed connect-
ed automated vehicles to exploit information from multiple connected vehicles ahead using
V2X communication, and investigated the system performance when these algorithms are
implemented digitally on micro-controllers. We derived the stability conditions while tak-
ing into account the arising time-varying delays. The results showed that to ensure string
stability, the information delays should not exceed a critical value.

In order to validate the proposed controllers experimentally, we built a scaled connect-
ed vehicle testbed consisting of a group of ground robots that can mimic the behaviors of
real vehicles and provide us with insights about CCC design. With this testbed, V2X-based
control showed advantages over sensor-based control in terms of signal quality. Moreover,
the correspondence between the theoretical results and experimental outcomes demonstrat-
ed the validity of the proposed model-based design method. In the following multi-vehicle
experiments, we found that the string stable/unstable properties of the two-car predecessor-
follower pair were inherited by the cascaded predecessor-follower systems when all vehi-
cles were set to be identical. We also demonstrated experimentally that string instability
is related to the formation of traffic jams. We found that to attenuate the fluctuations,
more than 50% of the vehicles ahead needs to be string stable in predecessor-follower sys-
tems (where each vehicle utilizes motion information of the vehicle immediately ahead).
Whereas, if CAVs utilize motion information from multiple vehicles ahead, they may en-
sure head-to-tail string stability for much lower penetration levels. Finally, increasing the
number of V2X signals can lead to more benefits in mitigating velocity fluctuations and
maintaining robustness against the loss of certain communication links.

Then we shifted our focus to stochastic delay variations caused by packet drops in
V2X communication. We used a Bernoulli process to describe the delay variations and
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assumed that it was stationary. By incorporating the stochastic delay variations in the
control loop, we first derived the stochastic dynamics for the two-car predecessor-follower
pair and analyzed the effects of such delays on the system performance. To ensure almost
sure stability of the equilibrium, we derived and analyzed the mean and the second moment
dynamics of the linearized stochastic dynamics. Moreover, to characterize the stochastic
disturbance attenuation, we derived the covariance dynamics and established the concept
of nσ string stability. Then, we extended our analytical method of stochastic disturbance
attenuation to cascaded predecessor-follower systems. With a set of new decomposition
techniques, stability conditions were generated to ensure smooth traffic flow based on the
mean, second moment and covariance dynamics for large numbers of vehicles. The results
showed that there is a correspondence between string stability of the large cascaded open
chain system and stability of the large cascaded closed ring system in the stochastic sense.

8.2 Future Work

In the future, we may pursue multiple research directions based on the results obtained in
this dissertation. First of all, we may consider higher fidelity vehicle models with more so-
phisticated controllers. Those models might include engine dynamics or lateral dynamics.
This may allow us to design controllers that are optimized for fuel consumption or driver
comfort, while remaining robust against parameter uncertainties, such as vehicle mass or
road grade. When lateral dynamics are included, automatic lane changing might also be
feasible for connected automated vehicles using V2X communication.

In the controller design for connected vehicle systems, we showed that CCC perfor-
mance can be improved when more V2X signals are utilized. It may also be interesting to
figure out how these signals may be used to achieve a certain level of performance while
maintaining robustness against connectivity deficiencies. This depends on a systematic
way of the connected cruise controller design, such that the maximum disturbance rejec-
tion ratio can be achieved for connected vehicle systems when human-driven vehicles are
present.

In terms of stochastic delay variations caused by packet drops, only identical dynamics
and identical CCC controllers were considered for cascaded predecessor-follower systems
in this dissertation. A potential direction is to include heterogeneity due to non-identical
dynamics or different controllers applied in cascaded systems or even in connected vehi-
cle systems with more complex topologies. Also, including the engine dynamics in the
stochastic model will make the method more practical and persuasive.

In this dissertation we derived the conditions for almost sure plant stability based on the
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mean and covariance dynamics. Nonetheless, regarding string stability, we only proposed
nσ string stability to characterize disturbance attenuation, which cannot guarantee almost
sure string stability. We may attempt other mathematical tools to create almost sure string
stability.

Last but not least, we only used the stability diagrams to show the correspondence
between the cascaded open chain system and closed ring system in the stochastic sense. A
formal proof for such correspondence is still needed for these cascaded stochastic systems.

114



APPENDIX A

Control Loop Alignment

In this section, we explain communication-based control in detail and provide a way to
ensure that the information delay is deterministic.

Let us consider the scenario where the controller of robot 1 uses the information of
robot 0 obtained from wireless communication. Figure A.1 shows two different cases in
control loop timing between robot 0 and 1. The horizontal axes are the timelines of different
robots while the colored boxes represent different tasks/threads as explained in the legend
at the top. One may notice that there might be several tasks/threads running at the same
time, which is possible in multi-threading control systems.

As illustrated, to transceive data via wireless communication, a sequence of tasks should
be performed on the transmitter, that is, sampling, processing (including converting from
raw sensor data to physical data, filtering, estimation, etc.) and encoding according to the
communication protocol before transmission. Upon the arrival of the transmitted data, the
receiver decodes the data based on the protocol, and the information about the transmitter
is updated and ready to be used in the receiver. This communication delay ∆c(k) varies
among different periods, devices as well as data rates. We transceived approximately 7000
packets in an experiment and plot the resulting histogram of communication delay in Fig-
ure A.2(a), which is close to a gamma distribution indicated by the red curve.

Figure A.1(a) shows a scheme of three control cycles with period ∆t (the same as
wireless communication period) when the control loops of robot 0 and 1 are not aligned,
i.e., there is an alignment error

∆A(k) = t(k(1))− t(k(0)) , (A.1)

where t(k(0)) and t(k(1)) represent the closest two time instants correspond to t(k) on robot
0 and 1, respectively. Note that this alignment error depends highly on the time difference
when the controllers first start on different robots, but vaguely on different loops. Thus, we
will not distinguish it among different loops, but consider ∆A to be constant. However, the
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Figure A.1: (a) Control loop misaligned. (b) Control loop perfectly aligned.

communication delay ∆c(k) is changing stochastically at each step.
In the first control period in Figure A.1(a), the communication delay ∆c(1) is less than

the alignment error ∆A. Thus, this data is available before the first control loop starts on
robot 1, that is

∆I(1) = ∆A , (A.2)

where ∆I(k) represents the information delay of robot 0 in the controller of robot 1 at k-
th control loop. However, in the second control period, the communication delay ∆c(2)

is greater than the alignment error ∆A. Thus, this data is not available when the second
control loop starts on robot 1. In this case, the robot 1 use the outdated information of robot
0 received previously, resulting in the information delay

∆I(2) = ∆A + ∆t . (A.3)

Similarly, the information delay in the third control loop is

∆I(3) = ∆A . (A.4)
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To sum up, we have

∆I(k) =

{
∆A, if ∆c(k) ≤ ∆A ,

∆A + ∆t, if ∆c(k) > ∆A .
(A.5)

When no packet loss is considered, this information delay satisfies Bernoulli distribution
with the PDF

f∆I(k)(x) = p δ(x−∆A) + (1− p) δ
(
x− (∆A + ∆t)

)
, (A.6)

where δ(·) is the Dirac delta function and

p = P(∆c(k) ≤ ∆A) . (A.7)

Here, P is the probability measure.
Figure A.1(b) shows another scheme of three control cycles when the control loops of

robot 0 and 1 are perfectly aligned, i.e., ∆A = 0. From Figure A.2(a), we know that the
current state of robot 0 is never available to robot 1 since

P(∆c(k) ≤ 0) ≡ 0 , (A.8)

but the previous state is always almost surely available since

P(∆c(k) ≤ ∆t) = 1 . (A.9)

Thus, robot 1 is always almost surely using the information about robot 0 at the previous
step, that is, the information delay is deterministic in every loop and equals the sampling
time,

∆I(k) ≡ ∆t . (A.10)

In practice, the control loop alignment is not perfect as Figure A.1(b), but can be
achieved to certain accuracy by shifting the next control loop based on the current loop
alignment error. Figure A.2(b) plots the histogram of this alignment error after this con-
trol loop shifting algorithm is implemented. Notice that this alignment error reduces to the
order of hundreds of microseconds. Indeed, the information delay ∆I is also a constant in
this case as explained below.

Figure A.2(a) also shows that the probability of that the communication delay over
∆c,max ≈ 40 milliseconds or below ∆c,min ≈ 6 milliseconds is rather small, due to the fact
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Figure A.2: (a) Histogram of communication delay. (b) Histogram of control loop align-
ment error.

that the minimum time ∆c,min is required to go through the whole transceiving process, i.e.,

P(∆c(k) ≤ ∆c,min) ≈ 0 , P(∆c(k) ≤ ∆c,max) ≈ 1 . (A.11)

Thus, when ∆A ≤ ∆c,min, the current state of robot 0 is never available; while when ∆A ≥
−(∆t −∆c,max), the previous state is always almost surely available, i.e., the information
delay

∆I = ∆t+ ∆A , −(∆t−∆c,max) ≤ ∆A ≤ ∆c,min . (A.12)

Moreover, ∆A is very small in the experiment as shown in Figure A.2(b), so the control
loops are viewed as perfectly aligned and (A.12) is approximated by (A.10) for the infor-
mation delay.
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APPENDIX B

Derivation of the Dynamic Model in Chapter 4

Equations (4.4, 4.5, 4.6) can be solved backward sequentially. Induction of (4.6) gives

ε̃j(k + 1) =
∆t

th
h̃j(k)−∆t ṽj(k) + ε̃j(k) , (B.1)

while integration of (4.5) yields

ṽj(t) = e−c(t−tk)

(
ṽj(k)− ãcom

j

c

)
+
ãcom
j

c
, (B.2)

for j = 1 , . . . , J , where

ãcom
j =

j−1∑

i=0

[αj, i
th
· 1

j − i

j∑

l=i+1

h̃l(k − 1) + βj, iṽi(k − 1)

− (αj, i + βj, i)ṽj(k − 1)
]

+ γj ε̃j(k) .

(B.3)

Substituting (4.7, B.2) into (4.4) and then integrating both sides with initial condition, we
obtain

h̃1(t) = h̃1(k)− vamp
0

ω

(
cos(ω t)− cos(ω tk)

)
(B.4)

+
e−c(t−tk) − 1

c

(
ṽ1(k)− ũ1

c

)
− ũ1

c
(t− tk) ,

and

h̃j(t) = h̃j(tk) +
ãcom
j−1 − ãcom

j

c
(t− tk) (B.5)

− e−c(t−tk) − 1

c

(
ṽj−1(k)− ṽj(k)− ãcom

j−1 − ãcom
j

c

)
,
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for j = 2 , . . . , J .
Evaluating (B.4, B.5, B.2) at instant t = tk+1 gives

h̃1(k + 1) = h̃1(k)− θ1ṽ1(k) + θ2v
amp
0 sin(k ω∆t) + θ3v

amp
0 cos(kω∆t)− θ4ũ1 , (B.6)

h̃j(k + 1) = h̃j(k)− θ1ṽj(k) + θ1ṽj−1(k) + θ4

(
ãcom
j−1 − ãcom

j

)
, (B.7)

for j = 2 , . . . , J , and

ṽj(k + 1) = e−c∆tṽj(k) + θ1ã
com
j , (B.8)

for j = 1 , . . . , J , where θ1, θ2, θ3 and θ4 are the same as those defined in (2.13).
Through the use of (4.10, 4.11, B.3) and algebraic manipulations, we can simplify

equations (B.6, B.7, B.8, B.1) and then combine them into the model (4.8) with

aj, j =




1 −θ1 −γjθ4

0 e−c∆t γjθ1

∆t

th
−∆t 1



, aτj, j =




−αj, j−1 θ4

th
κs
jθ4

αj, j−1 θ1

th
−κs

jθ1

0 0



, (B.9)

for j = 1 , . . . , J ,

aj, j−1 =




0 θ1 γj−1θ4

0 0 0

0 0 0


 , aτj, j−1 =




α̂j, j−2θ4

th
−ζjθ4

αj, j−2θ1

th
βj, j−1θ1

0 0



, bτj =




β̂j, 0θ4 0

βj, 0θ1 0

0 0


 ,

(B.10)

for j = 2 , . . . , J ,

aτj, l =




α̂j, l−1θ4

th
β̂j, lθ4

αj, l−1θ1

th
βj, lθ1

0 0



, (B.11)
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for j = 3 , . . . , J , l = 1 , . . . , j − 2, and

b0 =




θ2 θ3

0 0

0 0


 , bτ1 =




−β1,0θ4 0

β1,0θ1 0

0 0


 , (B.12)

where

αr,l =
l∑

i=0

αr,i
r − i , κs

r =
r−1∑

i=0

(αr,i + βr,i) ,

α̂r,l = αr−1,l − αr,l , β̂r,l = βr−1, l − βr, l , ζr = κs
r−1 + βr,r−1 . (B.13)
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APPENDIX C

Open Chain vs. Closed Ring

In this part, we establish the relationships between two different cascaded systems – the
open chain system and closed ring system. Both systems can be viewed as a concatenation
of multiple identical subsystems, where the output of each subsystem is the input of its
next subsystem. In the closed ring system, additionally, the output of the last subsystem is
feed back as the input of the very first subsystem. Enlightened by the predecessor-follower
system in the thesis, we made several assumptions on the properties that the subsystem
should possess. To unveil the relationship between the two cascaded systems, we first as-
sume that the subsystem can be written as a continuous-time linear time invariant (LTI)
single-input-single-output (SISO) system without time delays. Along with the properties
of the subsystem, it is shown that the head-to-tail string stability of the cascaded open chain
system is equivalent to the string stability of a single subsystem; see Section 1.2 for defini-
tions of head-to-tail string stability and string stability. Moreover, the string stability of a
single subsystem is equivalent to the stability of the cascaded closed ring system consisting
of infinitely many identical subsystems. Then we extend the results to continuous-time LTI
systems with constant time delays, discrete-time LTI systems with or without constant time
delays. We also show that the system with vector-valued dependent inputs (see (2.11, 4.9))
can be written as a SISO system with constant time delays.

C.1 Continuous-time LTI Systems without Delays

We first consider that a subsystem can be written as

ẋj = axj + buj , (C.1)

yj = cxj ,
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where xj ∈ Rn, uj ∈ R and yj ∈ R. The transfer function of (C.1) is

γ(s) ,
Yj(s)

Uj(s)
= c(sI− a)−1b . (C.2)

Here we consider the scenario when the system possesses the following properties.

1. The subsystem (C.1) must be stable, i.e., all the eigenvalues of a must lie on the left
hand side of the complex plane.

2. DC gain is 1 with zero phase lag, i.e.,

γ(0) = −ca−1b = 1 . (C.3)

This is a common property when we discuss string stability for connected vehicle
systems. As the predecessor’s velocity is varying very slowly, the follower must be
able to match its velocity with the predecessor’s.

3. The system is “low pass”, i.e.,

lim
ω→∞

|γ(jω)| = 0 . (C.4)

Base on the definitions of string stability in Section 1.2, one can obtain that the string
stability condition of (C.1) is given by

sup
ω>0

∣∣∣c(jωI− a)−1b
∣∣∣ < 1 . (C.5)

Suppose there are J identical systems described by (C.1) satisfying the properties
above, and they are cascaded in the way such that

uj = yj−1, (C.6)

for j = 2 , . . . , J , then the cascaded open chain system becomes

ẋ1 = ax1 + bu1 ,

ẋj = axj + b cxj−1 , j = 2 , . . . , J , (C.7)

y = cxJ .
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Moreover, if

u1 = yJ , (C.8)

we obtain a cascaded closed ring system, that is,

ẋ1 = ax1 + b cxJ ,

ẋj = axj + b cxj−1 , j = 2 , . . . , J . (C.9)

Our objective is to establish the relationship between string stability of the open chain
system (C.7) and stability of the closed ring system (C.9).

Proposition C.1 Head-to-tail string stability of the open chain system (C.7) is equivalent

to string stability of the subsystem (C.1).

Proposition C.2 String stability of the subsystem (C.1) is equivalent to stability of the

closed ring system (C.9) consisting of infinitely many identical subsystems.

Proof: The subsystem (C.1) is being stable implies that all solutions to the characteristic
equation

det(λ I− a) = 0 (C.10)

are located in the left half complex plane. That is, ∀λ ∈ {λ ∈ C |Re(λ) ≥ 0},

det(λI− a) 6= 0 ⇐⇒ (λI− a) is invertible. (C.11)

To determine head-to-tail string stability of the open chain, the transfer function from
u1 to y has to be derived, that is,

Γ(s) =
Y (s)

U1(s)
=

Y (s)

UJ(s)

YJ−1(s)

UJ−1(s)
· · · Y1(s)

U1(s)
=
(
c(sI− a)−1b

)J
, (C.12)

cf. (C.1, C.6), where Uj(s) and Yj(s) are the Laplace transform of uj(t) and yj(t), respec-
tively. In order to maintain head-to-tail string stability, the condition

sup
ω>0
|Γ(jω)| < 1 (C.13)
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must hold. That is, the head-to-tail string stability boundary is

sup
ω>0

∣∣∣
(
c(jωI− a)−1b

)J ∣∣∣ = 1 , (C.14)

which can be rewritten as

sup
ω>0

∣∣∣c(jωI− a)−1b
∣∣∣
J

= 1 ⇐⇒ sup
ω>0

∣∣∣c(jωI− a)−1b
∣∣∣ = 1 . (C.15)

That is, head-to-tail string stability of (C.7) is equivalent to string stability of the subsystem
(C.1).

Regarding the closed ring system (C.9), let us define the state

X =




x1

...
xJ


 . (C.16)

Thus, we obtain

Ẋ = ARX , (C.17)

where

AR =




a 0 · · · 0 b c

b c a 0 · · · 0

0 b c a
. . . ...

... . . . . . . . . . 0

0 · · · 0 b c a



, (C.18)

yielding the characteristic equation

det(λ I−AR) =




λ I− a 0 · · · 0 −b c
−b c λ I− a 0

. . . 0

0 −b c λ I− a . . . ...
... . . . . . . . . . 0

0 · · · 0 −b c λ I− a




= 0 . (C.19)
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Notice that the matrix is a banded block circulant matrix [203]. According to [199], a block
circulant matrix is unitarily similar to a block diagonal matrix with diagonal blocks

(λ I− a)− b c e−j
2π
J

(l−1) , l = 1 , . . . , J. (C.20)

Thus, applying the generalized matrix determinant lemma in Corollary E.1 and the fact that
similar matrices have the same determinant, we obtain

det(λ I−AR) =
J∏

l=1

det

(
(λ I− a)− b c e−j

2π
J

(l−1)

)

=
J∏

l=1

(
det(λ I− a) det(e−j

2π
J

(l−1) · 1) det
(

ej
2π
J

(l−1) · 1− c(λ I− a)−1b
))

=
(

det(λ I− a)
)J J∏

l=1

(
det
(

ej
2π
J

(l−1) − c(λ I− a)−1b
))

(C.21)

=
(

det(λ I− a)
)J J∏

l=1

(
ej

2π
J

(l−1) − c(λ I− a)−1b
)

=
(

det(λ I− a)
)J (

1−
(
c(λ I− a)−1b

)J)
.

In order to obtain the boundaries for the stability loss of the cascaded closed ring system,
we consider the critical cases:

1. The rightmost eigenvalues cross the imaginary axis at λ = ±jωcr for ωcr > 0. Notice
that (C.11) indicates that det(jωcr I − a) 6= 0. Thus, ω = ωcr is a solution to the
equation

(
c(jω I− a)−1b

)J
= 1 , (C.22)

or equivalently,

∣∣∣c(jω I− a)−1b
∣∣∣ = 1 ,

∠
(
c(jω I− a)−1b

)
=

2 l π

J
, l = 1 , . . . , J .

(C.23)

When the closed ring is infinitely large, i.e., J → ∞, the angle
2 l π

J
can take any

value in the interval [0 , 2π), i.e., the second condition in (C.23) can always be sat-
isfied. But, in this case, λ = ±jωcr being the rightmost solution yields the following
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necessary condition that

sup
ω>0

∣∣∣c(jω I− a)−1b
∣∣∣ = 1 , (C.24)

and the supremum is achieved at ω = ωcr. Notice that this is the same as the string
stability condition (C.15). We consider the following two cases to prove it by contra-
diction.

(a) If sup
ω>0

∣∣∣c(jω I − a)−1b
∣∣∣ < 1, then there is no solution to the equation (C.23).

Thus, λ = ±jωcr cannot be a solution.

(b) If sup
ω>0

∣∣∣c(jω I − a)−1b
∣∣∣ > 1, along with the low pass condition (C.4), one can

show that there exists some other solution λ1 on the right side of the complex
plane satisfying the condition (C.23). This can be achieved by applying the in-
termediate value theorem and noticing that the function f(s) = |c(s I−a)−1b|
is continuous almost everywhere on the right side of the complex plane except
at finite number of poles.

Thus, λ = ±jωcr is not the rightmost solution.

2. The rightmost eigenvalue crosses the imaginary axis at λ = 0. This is a special case
and we do not show the proof here.

We remark that it is only shown here that the subsystem is SISO system, but the results
can also be extended to multiple-input-multiple-output (MIMO) systems. In the MIMO
system, the definition of string stability will be different, but the proof techniques are sim-
ilar.

C.2 Continuous-time LTI Systems with Constant Delays

The propositions C.1 and C.2 can be easily extended to linear systems with time delays.
Let us consider the continuous-time systems with constant delays

ẋj = axj + aτ xj(t− τ) + buj + bτ uj(t− τ) , (C.25)

yj = cxj ,
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possessing the same properties as those in Section C.1. Then the open chain of cascaded
systems becomes

ẋ1 = ax1 + aτ x1(t− τ) + bu1 + bτ u1(t− τ) ,

ẋj = axj + aτ xj(t− τ) + b cxj−1 + bτ cxj−1(t− τ) , j = 2 , . . . , J , (C.26)

y = cxJ ,

while the closed ring system becomes

Ẋ = ARX + AR
τ X(t− τ) , (C.27)

where

AR =




a 0 · · · 0 b c

b c a 0 · · · 0

0 b c a
. . . ...

... . . . . . . . . . 0

0 · · · 0 b c a



, AR

τ =




aτ 0 · · · 0 bτ c

bτ c aτ 0 · · · 0

0 bτ c aτ
. . . ...

... . . . . . . . . . 0

0 · · · 0 bτ c aτ



. (C.28)

The characteristic equation for the subsystem (C.25) becomes

det(λ I− a− aτ e−λτ ) = 0 , (C.29)

cf. (C.10). The transfer function of the open chain is

Γ(s) =
(
c(s I− a− aτe−sτ )−1(b+ bτ e−sτ )

)J
, (C.30)

cf. (C.12), resulting in the corresponding changes in the string stability boundaries (C.14,
C.15).

For the closed ring system, following the same method, we can derive the characteristic
equation

det(λ I−AR −AR
τ e−λτ ) =

(
det(λ I− a− aτe−λτ )

)J

× det

(
1−

(
c(λ I− a− aτe−λτ )−1(b+ bτ e−λτ )

)J)
. (C.31)

The rest results change correspondingly while the proof techniques remain the same.
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C.3 Discrete-time LTI Systems without Delays

In this section, we extend propositions C.1 and C.2 to discrete-time LTI systems without
delays, by replacing the Laplace transform with Z transform. Again we only point out the
changes.

Consider the subsystem is LTI system

xj(k + 1) = axj(k) + buj(k) , (C.32)

yj(k) = cxj(k) ,

where xj ∈ Rn, uj ∈ R and yj ∈ R. The transfer function of (C.32) is

γ(z) ,
Yj(z)

Uj(z)
= c(zI− a)−1b , (C.33)

and the frequency response at frequency ω is given by γ(ejω∆t), where ∆t is the update
period of the system (C.32). We still assume that the subsystem (C.32) has the following
properties.

1. The subsystem (C.32) is stable, i.e., all eigenvalues of a lie inside the unit circle in
the complex plane.

2. DC gain is 1 with zero phase lag, i.e.,

γ(1) = c(I− a)−1b = 1 . (C.34)

3. The system is “low pass”, i.e.,

|γ(ejπ)| < |γ(1)| ⇐⇒ |c(I + a)−1b| < 1 , (C.35)

cf. (C.4). The changes here result from the fact that the frequency response of a
discrete-time system is periodic, and ω = π/∆t corresponds to Nyquist frequency.

The string stability condition of (C.32) is given by

sup
ω>0

∣∣∣c(ejω∆tI− a)−1b
∣∣∣ < 1 . (C.36)

The subsystem (C.32) is stable implies that all the solutions to the characteristic equa-
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tion

det(λ I− a) = 0 (C.37)

are located inside the unit circle in the complex plane. That is, ∀λ ∈ {λ ∈ C | |λ| ≥ 1},

det(λI− a) 6= 0 ⇐⇒ (λI− a) is invertible. (C.38)

The cascaded open chain system becomes

x1(k + 1) = ax1(k) + bu1(k) ,

xj(k) = axj(k) + b cxj−1(k) , j = 2 , . . . , J , (C.39)

y(k) = cxJ(k) .

To determine head-to-tail string stability of the open chain (C.39), the transfer function
from u1 to y changes to

Γ(z) =
Y (z)

U1(z)
=

Y (z)

UJ(z)

YJ−1(z)

UJ−1(z)
· · · Y1(z)

U1(z)
=
(
c(zI− a)−1b

)J
, (C.40)

where Uj(z) and Yj(z) are the Z transform of uj(k) and yj(k), respectively. The condition
to maintain head-to-tail string stability becomes

sup
ω>0
|Γ(ejω∆t)| < 1 , (C.41)

which will result in the corresponding changes in (C.14, C.15), that is,

sup
ω>0

∣∣∣c(ejω∆tI− a)−1b
∣∣∣
J

= 1 ⇐⇒ sup
ω>0

∣∣∣c(ejω∆tI− a)−1b
∣∣∣ = 1 . (C.42)

Regarding the closed ring system, the equation C.17 changes to

X(k + 1) = ARX , (C.43)

where the state remains the same as (C.16), while the system matrix is the same as given in
(C.18), yielding the same characteristic equation as that in (C.19, C.21). However, the two
critical cases for the stability losses changes as follows.

1. The eigenvalue with the largest magnitude crosses the unit circle at λ = e±jωcr∆t for
ωcr ∈ (0 , π). Similar to the analysis in the first case for continuous-time system,
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ω = ωcr is a solution to the equation

(
c(ejω∆t I− a)−1b

)J
= 1 , (C.44)

or equivalently,

∣∣∣c(ejω∆t I− a)−1b
∣∣∣ = 1 , (C.45)

∠
(
c(ejω∆t I− a)−1b

)
=

2 l π

J
, l = 1 , . . . , J . (C.46)

cf. (C.22, C.23, C.23).

Thus, the stability boundary for the closed ring with infinitely many vehicles becomes

sup
ω>0

∣∣∣c(ejω∆t I− a)−1b
∣∣∣ = 1 , (C.47)

cf. (C.24).

2. The eigenvalue with the largest magnitude crosses the unit circle at λ = 1. This is
also a special case, and we do not show the proof here.

3. The eigenvalue with the largest magnitude crosses the unit circle at λ = −1, , imply-
ing the boundary

det(−I−AR) = 0 ⇐⇒ 1− (−c (I + a)−1b)J = 0 . (C.48)

Note that this cannot be satisfied since the subsystem possesses the low pass property
(C.35).

C.4 Discrete-time LTI Systems with Constant Delays

Similarly, propositions C.1 and C.2 can be extended to discrete-time LTI systems with
constant delays, where the subsystem is described by

xj(k + 1) = axj(k) + aτ xj(k − τ) + buj(k) + bτ uj(k − τ) , (C.49)

yj(k) = cxj(k) .
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and possesses the same properties as those given in Section C.3. In this case, the open chain
of cascaded systems changes to

x1(k + 1) = ax1(k) + aτ x1(k − τ) + bu1(k) + bτ u1(k − τ) ,

xj(k + 1) = axj(k) + aτ xj(k − τ) + b cxj−1(k) + bτ cxj−1(k − τ) , j = 2 , . . . , J ,

y(k) = cxJ(k) , (C.50)

while the closed ring system is

X(k + 1) = AR X(k) + AR
τ X(k − τ) , (C.51)

where the matrices are the same as (C.28).
The characteristic equation for the subsystem becomes

det(λ I− a− aτ λ−τ ) = 0 , (C.52)

cf. (C.37). The transfer function of the open chain is

Γ(z) =
(
c(z I− a− aτz−τ )−1(b+ bτ z

−τ )
)J
, (C.53)

cf. (C.40), resulting in the corresponding changes in the string stability conditions in
(C.42).

For the closed ring system, following the same method, we can derive the characteristic
equation

det(λ I−AR − AR
τ λ
−τ ) =

(
det(λ I− a− aτλ−τ )

)J

× det

(
1−

(
c(λ I− a− aτλ−τ )−1(b+ bτ λ

−τ )
)J)

. (C.54)

The rest results change correspondingly while the proof techniques still remain the same as
those for the discrete-time LTI systems without constant delays.

So far propositions C.1 and C.2 are shown to be valid for LTI SISO systems with or
without time delays in the continuous-time or discrete-time domain. Here we show that the
system used in the thesis can be converted to SISO systems. We take the input (2.11) for
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(2.10) as an example. By using trigonometric identities, one can obtain that

ṽ⊥j−1(k) = ṽamp
j−1 cos(kω∆t)

= ṽamp
j−1

(
cos(ω∆t) cos

(
(k − 1)ω∆t

)
− sin(ω∆t) sin

(
(k − 1)ω∆t

))

= ṽamp
j−1

cos(ω∆t)

sin(ω∆t)
cos
(
(k − 1)ω∆t

)
sin(ω∆t)− ṽamp

j−1 sin(ω∆t) sin
(
(k − 1)ω∆t

)

= ṽamp
j−1

cos(ω∆t)

2 sin(ω∆t)

(
sin(kω∆t)− sin

(
(k − 2)ω∆t

)
)
)

(C.55)

− ṽamp
j−1 sin(ω∆t) sin

(
(k − 1)ω∆t

)

=
cos(ω∆t)

2 sin(ω∆t)
ṽj−1(k)− sin(ω∆t)ṽj−1(k − 1)− cos(ω∆t)

2 sin(ω∆t)
ṽj−1(k − 2) .

Thus, the extra input ṽ⊥j−1(k) can be substituted with the linear combination of input of
ṽj−1(k) and its delayed values. We remark that due to convenience, we use dependent
multi-inputs for the analysis throughout this thesis.
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APPENDIX D

Stochastic Stability

There are many types of stochastic stability defined in the literature, and their relationships
and properties can be found in [162–166]. Here we are only interested in certain notions of
stochastic stability and we will develop theorems using their corresponding definitions.

Definition D.1 A random sequence {X(k) ∈ Rn}+∞
k=0 converges to X∗ almost surely if

P
[

lim
k→∞

X(k) = X∗
]

= 1 . (D.1)

If sequences generated by a stochastic dynamical system converge to X∗ almost surely,

then the solution X(k) ≡ X∗ is almost surely asymptotically stable.

Note that almost sure convergence is also called convergence with probability one.

Definition D.2 A random sequence {X(k) ∈ Rn}+∞
k=0 converges to X∗ in the p-th moment

if

lim
k→∞

E
[ (
X(k)−X∗

)
⊗ · · · ⊗

(
X(k)−X∗

)
︸ ︷︷ ︸

p times

]
= 0 . (D.2)

If sequences generated by a stochastic dynamical system converge to X∗ in the p-th mo-

ment, then the solution X(k) ≡ X∗ is asymptotically stable in the p-th moment.

It can be shown that stability in the second moment implies stability in the first moment
(often called mean stability). In general there is no relationship between almost sure sta-
bility and moment stability but based on [204] (Theorem 8 in Chapter 8) we can state the
following theorem.

Theorem D.1 For the discrete-time linear stochastic systemX(k+1) = A(k)X(k), where

A(k) are mutually independently identically distributed matrices, asymptotic stability in

the second moment implies almost sure asymptotic stability.
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In Chapters 5-7 we investigated the covariance dynamics, so we state the following
theorem.

Theorem D.2 For a discrete-time stochastic system, the second moment E[X(k)⊗X(k)] is

asymptotically stable if and only if the first moment E[X(k)] and the covariance E
[(
X(k)−

E[X(k)]
)
⊗
(
X(k)− E[X(k)]

)]
are asymptotically stable.

The proof can be constructed by exploiting the relationship between the mean, the second
moment and the covariance; see Definition E.2. Also, using the definitions and theorems
above we can state the following theorem.

Theorem D.3 For the discrete-time linear stochastic systemX(k+1) = A(k)X(k), where

A(k) are mutually independently identically distributed matrices, if the system is stable in

the first moment, then asymptotic stability in covariance implies asymptotic stability in the

second moment and almost sure asymptotic stability.
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APPENDIX E

Matrix Fundamentals

E.1 Vectorization, Kronecker Product, and Perfect Shuf-
fle

One can refer to [198–200] for more information on the fundamental properties of Kro-
necker product, vectorization operator and related transformations. Here we recall the
following definitions and theorems, and list some properties used in this dissertation.

Definition E.1 Let hi ∈ Rn denote the i-th column of matrix H ∈ Rn×m, i.e., H =

[h1 h2 . . . hm]. The vector operator defined by

vec(H) =
[
hT

1 hT
2 . . . hT

m

]T

∈ Rmn , (E.1)

inserts the columns of the matrix below each other.

Theorem E.1 For matrices A ∈ Rm×n, B ∈ Rn×l, C ∈ Rp×q, and D ∈ Rq×r, we have

(AB)⊗ (CD) = (A⊗C)(B⊗D) , (E.2)

where ⊗ denotes Kronecker product.

Theorem E.2 For any three matrices A, B and C for which the matrix product ABC is

defined, we can write

vec(ABC) = (CT ⊗A)vec(B) . (E.3)

Definition E.2 For a random variable X ∈ Rn, the mean and second moment are defined

as E[X] ∈ Rn and E[XXT] ∈ Rn×n, where E denotes the expected value. Similarly, the

136



second central moment or covariance matrix is defined as E
[(
X−E[X]

)(
X−E[X]

)T] ∈
Rn×n. Using Definition E.1 and Theorem E.2, one may show that

vec
(
E[XXT]

)
= E[X ⊗X] , (E.4)

vec
(
E
[(
X − E[X]

)(
X − E[X]

)T])
= E

[(
X − E[X]

)
⊗
(
X − E[X]

)]
.

Theorem E.3 For any partitioned matrices

A =

[
A11 A12

A21 A22

]
∈ Rm1×n1 , (E.5)

and B ∈ Rm2×n2 ,

[
A11 A12

A21 A22

]
⊗B =

[
A11 ⊗B A12 ⊗B

A21 ⊗B A22 ⊗B

]
. (E.6)

We also introduce a matrix transformation, called perfect shuffle [200, 201], to show
the relation between the Kronecker product of two matrices and its commutative partner.

Definition E.3 For any positive integers m and n, the (m, n) perfect shuffle [200] is the

permutation matrix

Sm,n =




I(1 : n : r, :)

I(2 : n : r, :)
...

I(n : n : r, :)



, (E.7)

where r = mn and I ∈ Rr×r is the identity matrix. Here the colon operator is used to

denote arithmetic sequences, that is, k : n : r represents an arithmetic sequence from k to

r with common difference n. It can be shown that

Sm,n =
[
I(:, 1 : m : r) I(:, 2 : m : r) · · · I(:,m : m : r)

]
, (E.8)

and

Sm,n = ST
n,m . (E.9)

Theorem E.4 For any matrices A ∈ Rm1×n1 and B ∈ Rm2×n2 ,

B⊗A = Sm1,m2(A⊗B)ST
n1, n2

. (E.10)

From [199, 203], we have the following definition for cyclic forward shift matrix.
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Definition E.4 The N ×N cyclic forward shift matrix is given by

σN =




0 1 0 . . . 0

0 0 1
. . . ...

...
... . . . . . . 0

0 0 . . . 0 1

1 0 0 . . . 0



, (E.11)

which is populated with ones along the superdiagonal and in the (N, 1) position, and zeros

otherwise. It satisfies

(σN)N = I. (E.12)

E.2 Block Matrix Inversion

From [202], we rephrase the following theorem.

Theorem E.5 For a partitioned square matrix

Φ =

[
A B

C D

]
∈ Rm×m, (E.13)

where A ∈ Rm1×m1 , B ∈ Rm1×m2 , C ∈ Rm2×m1 , D ∈ Rm2×m2 , and m1 + m2 = m. If

A and D are invertible, then its inverse is given by

Φ−1 =

[
S−1
D −A−1BS−1

A

−D−1CS−1
D S−1

A

]
∈ Rm×m, (E.14)

where

SA = D−CA−1B ,

SD = A−BD−1C ,
(E.15)

are the Schur complement of A and D in Φ, respectively. Moreover,

det(Φ) = det(D) det(SD) = det(A) det(SA). (E.16)

Corollary E.1 (Generalized Matrix Determinant Lemma) Given A ∈ Rm×m , U ∈ Rm×n ,
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V ∈ Rn×m , W ∈ Rn×n, where A and W are invertible, then

det(A + UWV) = det(A) det(W) det(W−1 + VA−1U) . (E.17)

Theorem E.6 For a block matrix A ∈ RnJ×nJ ,

A =




α1

β2 α2

ξ3 β3 α3

. . . . . . . . .

ξJ βJ αJ




(E.18)

where αk,βk, ξk ∈ Rn×n and α−1
k exists. Its inverse is given by

A−1 =




θ11

θ21 θ22

θ31 θ32 θ33

... . . . . . . . . .

θJ1 . . . θJ(J−2) θJ(J−1) θJJ




(E.19)

where
[
θ(k+1)j

θ(k+2)j

]
=

[
0 I

−α−1
k+2ξk+2 −α−1

k+2βk+2

][
θkj

θ(k+1)j

]
, (E.20)

for k = 1, . . . , J − 2 and 1 ≤ j ≤ k, with

[
θjj

θ(j+1)j

]
=

[
α−1
j

−α−1
j+1βj+1α

−1
j

]
=

[
0 I

−α−1
j+1ξj+1 −α−1

j+1βj+1

][
0

α−1
j

]
. (E.21)

Proof: Assuming that B = A−1 takes the form in (E.19) and by matching the entries
on the left and right hand side of BA = I, we get

θjjαj = I , j = 1, . . . , J

θj(j−1)αj−1 + θjjβj = 0 , j = 2, . . . , J

θj(k−2)αk−2 + θj(k−1)βk−1 + θjkξk = 0, j = 3, . . . , J and 1 ≤ k ≤ j ,

(E.22)
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which yields

[
θj(k−2) θj(k−1)

]
=
[
θj(k−1) θjk

] [−βk−1α
−1
k−2 I

−ξkα−1
k−2 0

]
, (E.23)

for k = 1, . . . , J − 2 and 1 ≤ j ≤ k, and

[
θjj

θ(j+1)j

]
=

[
α−1
j

−α−1
j+1βj+1α

−1
j

]
=

[
0 I

−α−1
j+1ξj+1 −α−1

j+1βj+1

][
0

α−1
j

]
.

One can also check if (E.23) are satisfied, BA = I. Thus B = A−1.

Corollary E.2 From Theorem E.6, we have

[
θ(J−1)j

θJj

]
=

J∏

k=j+1

[
0 I

−α−1
k ξk −α−1

k βk

][
0

α−1
j

]
, (E.24)

where the compact form of matrix product is the pre-multiplication. Especially for j = 1

we get

[
θ(J−1)1

θJ1

]
=

J∏

k=2

[
0 I

−α−1
k ξk −α−1

k βk

][
0

α−1
1

]
. (E.25)

Corollary E.3 From Theorem E.6, if

α1 = α2 = · · · = αJ = α ,

β2 = β3 = · · · = βJ = β , (E.26)

ξ3 = ξ4 = · · · = ξJ = ξ ,

then

[
θJ−1

θJ

]
=

[
0 I

−α−1ξ −α−1β

]J−1 [
0

α−1

]
, (E.27)
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and

[
θJ−1 θJ−2

θJ θJ−1

]
=

[
0 I

−α−1ξ −α−1β

]J−2 [
α−1 0

−α−1βα−1 α−1

]

=



[
α 0

0 α

]−1 [
0 I

−ξα−1 −βα−1

][
α 0

0 α

]

J−2

×
[
α 0

0 α

]−1 [
I 0

−βα−1 I

]
(E.28)

=

[
α 0

0 α

]−1 [
0 I

−ξα−1 −βα−1

]J−2 [
I 0

−βα−1 I

]
.
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APPENDIX F

Derivations of Open chain

F.1 Simplification of the System Matrix

The matrix ¯̄A for an open chain of J vehicles can be written as

¯̄A =
N∑

r=1

wrAr ⊗Ar

=
N∑

r=1

wr




α1,r1

α3,r1 +α2,r2 α1,r2

α4,r2 α3,r2 +α2,r3 α1,r3

. . . . . . . . .

α4,rj−1
α3,rJ−1

+α2,rJ α1,rJ



⊗Ar

(F.1)

=




Â1,1

Â3,1 + Â2,2 Â1,2

Â4,2 Â3,2 + Â2,3 Â1,3

. . . . . . . . .

Â4,J−1 Â3,J−1 + Â2,J Â1,J



,

where

Âi,j =
N∑

r=1

wrαi,rj ⊗Ar =
N∑

r=1

wrŜ1(Ar ⊗αi,rj)Ŝ>1 = Ŝ1Ãi,jŜ
>
1 . (F.2)

Here,
Ŝ1 = S2J(N+1),2(N+1) , (F.3)
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is the perfect shuffle and

Ãi,j =
N∑

r=1

wrAr ⊗αi,rj . (F.4)

Therefore,

¯̄A = ¯̄S1
˜̃A¯̄S>1 , (F.5)

where

¯̄S1 = IJ ⊗ Ŝ1 , (F.6)

and

˜̃A =




Ã1,1

Ã3,1 + Ã2,2 Ã1,2

Ã4,2 Ã3,2 + Ã2,3 Ã1,3

. . . . . . . . .

Ã4,J−1 Ã3,J−1 + Ã2,J Ã1,J



. (F.7)

By defining

¯̂αi1i2 =
N∑

r=1
j1 6=j2

wrαi1,rj1 ⊗αi2,rj2 = ᾱi1 ⊗ ᾱi2 ,

¯̄αi1i2 =
N∑

r=1
j1=j2

wrαi1,rj1 ⊗αi2,rj2 =
N∑

l=1

wlαi1,l ⊗αi2,l , (F.8)

we obtain that

Ãi,1 =
N∑

r=1

wrAr ⊗αi,r1

=




¯̄α1i

¯̄α3i + ¯̂α2i
¯̂α1i

¯̂α4i
¯̂α3i + ¯̂α2i

¯̂α1i

. . . . . . . . .
¯̂α4i

¯̂α3i + ¯̂α2i
¯̂α1i



,
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Ãi,2 =
N∑

r=1

wrAr ⊗αi,r2

=




¯̂α1i

¯̂α3i + ¯̄α2i ¯̄α1i

¯̄α4i ¯̄α3i + ¯̂α2i
¯̂α1i

. . . . . . . . .
¯̂α4i

¯̂α3i + ¯̂α2i
¯̂α1i



,

... (F.9)

Ãi,J−1 =
N∑

r=1

wrAr ⊗αi,rJ

=




¯̂α1i

¯̂α3i + ¯̂α2i
¯̂α1i

¯̂α4i
¯̂α3i + ¯̂α2i

¯̂α1i

. . . . . . . . .
¯̂α4i

¯̂α3i + ¯̄α2i ¯̄α1i

¯̄α4i ¯̄α3i + ¯̂α2i
¯̂α1i




, (F.10)

Ãi,J =
N∑

r=1

wrAr ⊗αi,rJ

=




¯̂α1i

¯̂α3i + ¯̂α2i
¯̂α1i

¯̂α4i
¯̂α3i + ¯̂α2i

¯̂α1i

. . . . . . . . .
¯̂α4i

¯̂α3i + ¯̂α2i
¯̂α1i

¯̂α4i
¯̂α3i + ¯̄α2i ¯̄α1i




. (F.11)
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F.2 Simplification of Input Matrix

Notice that

¯̄K1 = ¯̄A− Ā⊗ Ā

= ¯̄A−




ᾱ1

ᾱ3 + ᾱ2 ᾱ1

ᾱ4 ᾱ3 + ᾱ2 ᾱ1

. . . . . . . . .

ᾱ4 ᾱ3 + ᾱ2 ᾱ1



⊗ Ā (F.12)

=




F1,1

F3,1 + F2,2 F1,2

F4,2 F3,2 + F2,3 F1,3

. . . . . . . . .

F4,J−1 F3,J−1 + F2,J F1,J



,

where

Fi,1 =
N∑

r=1

wrαi,r1 ⊗Ar − ᾱi ⊗ Ā

= Ŝ1

(
N∑

r=1

wrAr ⊗αi,r1 − Ā⊗ ᾱi
)

Ŝ>1

= Ŝ1




f 1i

f 3i 0

0 0 0
. . . . . . . . .

0 0 0




Ŝ>1 ,

Fi,2 =
N∑

r=1

wrαi,r2 ⊗Ar − ᾱi ⊗ Ā

= Ŝ1

(
N∑

r=1

wrAr ⊗αi,r2 − Ā⊗ ᾱi
)

Ŝ>1
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= Ŝ1




0

f 2i f 1i

f 4i f 3i 0
. . . . . . . . .

0 0 0




Ŝ>1 ,

...

Fi,J−1 =
N∑

r=1

wrαi,rJ−1
⊗Ar − ᾱi ⊗ Ā

= Ŝ1

(
N∑

r=1

wrAr ⊗αi,rJ−1
− Ā⊗ ᾱi

)
Ŝ>1

= Ŝ1




0

0 0

0 0 0
. . . . . . . . .

0 f 2i f 1i

f 4i f 3i 0




Ŝ>1 , (F.13)

Fi,J =
N∑

r=1

wrαi,rJ ⊗Ar − ᾱi ⊗ Ā

= Ŝ1

(
N∑

r=1

wrAr ⊗αi,rJ − Ā⊗ ᾱi
)

Ŝ>1

= Ŝ1




0

0 0

0 0 0
. . . . . . . . .

0 0 0

0 f 2i f 1i




Ŝ>1 ,

and
f ij = ¯̄αij − ¯̂αij . (F.14)
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Similarly,

¯̄K2 =
N∑

r=1

wrAr ⊗Br1 − Ā⊗ B̄

=
N∑

r=1

wr




α1,r1

α3,r1 +α2,r2 α1,r2

α4,r2 α3,r2 +α2,r3 α1,r3

. . . . . . . . .

α4,rj−1
α3,rJ−1

+α2,rJ α1,rJ



⊗Br1

−




ᾱ1

ᾱ3 + ᾱ2 ᾱ1

ᾱ4 ᾱ3 + ᾱ2 ᾱ1

. . . . . . . . .

ᾱ4 ᾱ3 + ᾱ2 ᾱ1



⊗ B̄ (F.15)

=




D1

D3 0

0 0 0
. . . . . . . . .

0 0 0



,

where

Di =
N∑

r=1

wrαi,r1 ⊗Br1 − ᾱi ⊗ B̄ = Ŝ1

( N∑

r1=1

wr1Br1 ⊗αi,r1 − B̄⊗ ᾱ1

)
Ŝ>4

= Ŝ1




di1

di2

0
...
0




Ŝ>4 , (F.16)

and

dij =
N∑

r1=1

wr1βj,r1 ⊗αi,r1 − β̄j ⊗ ᾱi , Ŝ4 = S2,2(N+1) . (F.17)
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Also,

¯̄K3 =
N∑

r=1

wrBr1 ⊗Ar − B̄⊗ Ā =




G1

G2

0
...
0



, (F.18)

where

Gi =
N∑

r=1

βi,r1 ⊗Ar − β̄i ⊗ Ā = Ŝ1

( N∑

r=1

Ar ⊗ βi,r1 − Ā⊗ β̄i
)
Ŝ>5

= Ŝ1

( N∑

r=1

wr




α1,r1

α3,r1 +α2,r2 α1,r2

α4,r2 α3,r2 +α2,r3 α1,r3

. . . . . . . . .

α4,rj−1
α3,rJ−1

+α2,rJ α1,rJ




⊗ βi,r1 − Ā⊗ β̄i
)
Ŝ>5

= Ŝ1




gi1

gi3 0

0 0 0
. . . . . . . . .

0 0 0




Ŝ>5 , (F.19)

and

gij =
N∑

r1=1

wr1αj,r1 ⊗ βi,r1 − ᾱj ⊗ β̄i , Ŝ5 = S2J(N+1),2 . (F.20)

Again,

¯̄K4 =
∑N
r=1wrBr1 ⊗Br1 − B̄⊗ B̄ =




H1

H2

0
...
0



, (F.21)
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where

Hi =
N∑

r=1

βi,r1 ⊗Br1 − β̄i ⊗ B̄ = Ŝ1

( N∑

r=1

Br1 ⊗ βi,r1 − B̄⊗ β̄i
)
Ŝ>6

= Ŝ1




hi1

hi2

0
...
0




Ŝ>6 ,

(F.22)

and

hij =
N∑

r1=1

wr1βj,r1 ⊗ βi,r1 − β̄j ⊗ β̄i , Ŝ6 = S2,2 . (F.23)

Assuming that

Q =




q1

q2
...
qJ



, (F.24)

then

Q⊗Q =




q1

q2
...
qJ



⊗Q =




q1 ⊗Q

q2 ⊗Q
...

qJ ⊗Q



, (F.25)

Thus, we can calculate

¯̄K1(Q⊗Q) =




F1,1(q1 ⊗Q)

(F3,1 + F2,2)(q1 ⊗Q) + F1,2(q2 ⊗Q)

F4,2(q1 ⊗Q) + (F3,2 + F2,3)(q2 ⊗Q) + F1,3(q3 ⊗Q)
...

F4,J−1(qJ−2 ⊗Q) + (F3,J−1 + F2,J)(qJ−1 ⊗Q) + F1,J(qJ ⊗Q)



,

(F.26)
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where

Fi,1(qj ⊗Q) = Ŝ1




f 1i

f 3i 0

0 0 0
. . . . . . . . .

0 0 0







q1 ⊗ qj
q2 ⊗ qj

...
qJ ⊗ qj




Ŝ>6

= Ŝ1




f 1i(q1 ⊗ qj)
f 3i(q1 ⊗ qj)

0
...
0




Ŝ>6 ,

Fi,2(qj ⊗Q) = Ŝ1




0

f 2i f 1i

f 4i f 3i 0
. . . . . . . . .

0 0 0







q1 ⊗ qj
q2 ⊗ qj

...
qJ ⊗ qj




Ŝ>6 (F.27)

= Ŝ1




0

f 2i(q1 ⊗ qj) + f 1i(q2 ⊗ qj)
f 4i(q1 ⊗ qj) + f 3i(q2 ⊗ qj)

0
...
0




Ŝ>6 ,

...

Fi,J−1(qj ⊗Q) = Ŝ1




0

0 0

0 0 0
. . . . . . . . .

0 f 2i f 1i

f 4i f 3i 0







q1 ⊗ qj
q2 ⊗ qj

...
qJ ⊗ qj




Ŝ>6
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= Ŝ1




0
...
0

f 2i(qJ−2 ⊗ qj) + f 1i(qJ−1 ⊗ qj)
f 4i(qJ−2 ⊗ qj) + f 3i(qJ−1 ⊗ qj)




Ŝ>6 ,

Fi,J(qj ⊗Q) = Ŝ1




0

0 0

0 0 0
. . . . . . . . .

0 0 0

0 f 2i f 1i







q1 ⊗ qj
q2 ⊗ qj

...
qJ ⊗ qj




Ŝ>6

= Ŝ1




0
...
0

f 2i(qJ−1 ⊗ qj) + f 1i(qJ ⊗ qj)




Ŝ>6 .

Moreover,

Q⊗ I =




q1

q2
...
qJ



⊗ I =




q1 ⊗ I

q2 ⊗ I
...

qJ ⊗ I



, (F.28)

so

¯̄K2(Q⊗ I) =




D1(q1 ⊗ I)

D3(q1 ⊗ I)

0
...
0



, ¯̄K3(I⊗Q) =




G1(I⊗Q)

G2(I⊗Q)

0
...
0



. (F.29)

Therefore,

¯̄B = ¯̄K1(Q⊗Q) + ¯̄K2(Q⊗ I) + ¯̄K3(I⊗Q) + ¯̄K4 :=




¯̄B1

¯̄B2

...
¯̄BJ



, (F.30)
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where
¯̄Bj = Ŝ1B̂jŜ

>
6 , (F.31)

for j = 1 , . . . , J .
In particular,

ˆ̂
B =




B̂1

B̂2

...
B̂J



, (F.32)

and

B̂1 = Ŝ>1
¯̄B1Ŝ6 = Ŝ>1

(
F1,1(q1 ⊗Q) + D1(q1 ⊗ I) + G1(I⊗Q) + H1

)
Ŝ6

=




f 11(q1 ⊗ q1)

f 31(q1 ⊗ q1)

0
...
0




+




d11(I⊗ q1)

d12(I⊗ q1)

0
...
0




+




g11(q1 ⊗ I)

g13(q1 ⊗ I)

0
...
0




+




h11

h12

0
...
0




=




f 11(q1 ⊗ q1) + d11(I⊗ q1) + g11(q1 ⊗ I) + h11

f 31(q1 ⊗ q1) + d12(I⊗ q1) + g13(q1 ⊗ I) + h12

0
...
0




:=




B̂11

B̂12

0
...
0



, (F.33)

B̂2 = Ŝ>1
¯̄B2Ŝ6

= Ŝ>1
(
(F3,1 + F2,2)(q1 ⊗Q) + F1,2(q2 ⊗Q) + D3(q1 ⊗ I) + G2(I⊗Q) + H2

)
Ŝ6

=




f 13(q1 ⊗ q3)

f 33(q1 ⊗ q3) + f 22(q1 ⊗ q1) + f 12(q2 ⊗ q1)

f 42(q1 ⊗ q1) + f 32(q2 ⊗ q1)

0
...
0




+




0

f 21(q1 ⊗ q2) + f 11(q2 ⊗ q2)

f 41(q1 ⊗ q2) + f 31(q2 ⊗ q2)

0
...
0



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+




d31(I⊗ q1)

d32(I⊗ q1)

0
...
0




+




g21(q1 ⊗ I)

g23(q1 ⊗ I)

0
...
0




+




h21

h22

0
...
0




:=




B̂21

B̂22

B̂23

0
...
0




,

...

B̂J = Ŝ>1
¯̄BJ Ŝ6

= Ŝ>1

(
F4,J−1(qJ−2 ⊗Q) + (F3,J−1 + F2,J)(qJ−1 ⊗Q) + F1,J(qJ ⊗Q)

)
Ŝ6

=




0
...
0

f 24(qJ−2 ⊗ qJ−2) + f 14(qJ−1 ⊗ qJ−2)

f 44(qJ−2 ⊗ qJ−2) + f 34(qJ−1 ⊗ qJ−2)




+




0
...
0

f 23(qJ−2 ⊗ qJ−1) + f 13(qJ−1 ⊗ qJ−1)

f 43(qJ−2 ⊗ qJ−1) + f 33(qJ−1 ⊗ qJ−1) + f 22(qJ−1 ⊗ qJ) + f 12(qJ ⊗ qJ)




+




0
...
0

f 2J(qJ−1 ⊗ qJ) + f 1J(qJ ⊗ qJ)




:=




0
...
0

B̂J,J−1

B̂J,J



,

Thus,

¯̄B =




¯̄B1

¯̄B2

...
¯̄BJ




=




Ŝ1B̂1Ŝ
>
6

Ŝ1B̂2Ŝ
>
6

...
Ŝ1B̂J Ŝ

>
6




= ¯̄S1




B̂1

B̂2

...
B̂J




¯̄S>6 := ¯̄S1
ˆ̂
B¯̄S>6 . (F.34)
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F.3 Transfer Function for the Mean Dynamics

Assuming that

(zĪ− Ā)−1 =




θ1

θ2 θ1

θ3 θ2 θ1

... . . . . . . . . .

θJ . . . θ3 θ2 θ1



, (F.35)

and by applying Theorem E.6, one can get

[
θJ θJ−1

]
=
[
0 α̃−1

1

] [ 0 I

ᾱ4α̃
−1
1 ᾱ23α̃

−1
1

]J−2 [
I 0

ᾱ23α̃
−1
1 I

]
, (F.36)

where

α̃1 = zI− ᾱ1 =




zI− a1 −w1a3 −w2a3 . . . −wNa3

−I zI

−I zI
. . . . . .

−I zI



, (F.37)

ᾱ23 = ᾱ2 + ᾱ3 =

[
a2 w1(a4 + a5) . . . wN(a4 + a5)

0 0 . . . 0

]
.

Assuming

α̃−1
1 =

[
κ1 κ2

κ3 κ4

]
, (F.38)
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and applying block matrix inverse [202], we get

κ1 =



zI− a1 −

[
−w1a3 −w2a3 . . . −wNa3

]




zI

−I zI
. . . . . .

−I zI




−1 


−I

0
...
0







−1

=




zI− a1 −
[
w1a3 w2a3 . . . wNa3

]




1

z
I 0 · · · 0

1

z2
I

1

z
I · · · 0

...
... . . . ...

1

zN
I

1

zN−1
I · · · 1

z
I







I

0
...
0







−1

=

(
zI− a1 −

N∑

i=1

wi
zi
a3

)−1

, (F.39)

κ3 = −




zI

−I zI
. . . . . .

−I zI




−1 


−I

0
...
0



κ1 =




1

z
κ1

1

z2
κ1

...

1

zN
κ1




.

Therefore,

cα̃−1
1 =

[
c1 0′ . . . 0′

] [ κ1 κ2

κ3 κ4

]
=
[
c1κ1 c1κ2

]
,

ᾱ4α̃
−1
1 =

[
κ5 ∗
0 0

]
, ᾱ23α̃

−1
1 =

[
κ7 ∗
0 0

]
,

(F.40)

where ∗ are block matrices we do not need later, and

κ5 =
[
w1a6 w2a6 . . . wNa6

]
κ3 =

N∑

i=1

wi
zi
a6κ1 ,

κ7 = a2κ1 +
[
w1(a4 + a5) w2(a4 + a5) . . . wN(a4 + a5)

]
κ3

= a2κ1 +
N∑

i=1

wi
zi

(a4 + a5)κ1 .

(F.41)
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Thus, the transfer function of the mean dynamics becomes

Γ(z) = C̄(zĪ− Ā)−1B̄

=
[
0 . . . 0 c

]




θ1

θ2 θ1

θ3 θ2 θ1

... . . . . . . . . .

θJ . . . θ3 θ2 θ1







β̄1

β̄2

0
...
0




= c
[
θJ θJ−1

] [β̄1

β̄2

]

= c
[
0 α̃−1

1

] [ 0 I

ᾱ4α̃
−1
1 ᾱ23α̃

−1
1

]J−2 [
I 0

ᾱ23α̃
−1
1 I

][
β̄1

β̄2

]

=
[
0′ 0′ c1κ1 c1κ2

]




0 0 I 0

0 0 0 I

κ5 ∗ κ7 ∗
0 0 0 0




J−2 


I 0 0 0

0 I 0 0

κ7 ∗ I 0

0 0 0 I







b1 + b2R̄

0

b3R̄

0




= c1

[
0 0 κ1 κ2

]




0 0 I 0

0 0 0 I

κ5 ∗ κ7 ∗
0 0 0 0




J−2 


I 0

0 0

κ7 I

0 0




[
b1 + b2R̄

b3R̄

]
(F.42)

= c1

[
0 0 κ1 κ2

]




0 0 I 0

0 0 0 I

κ5 ∗ κ7 ∗
0 0 0 0




J−3 


0 I

0 0

κ5 κ7

0 0




[
I 0

κ7 I

][
b1 + b2R̄

b3R̄

]

= c1

[
0 0 κ1 κ2

]




0 0 I 0

0 0 0 I

κ5 ∗ κ7 ∗
0 0 0 0




J−4 


0 I

0 0

κ5 κ7

0 0




×
[

0 I

κ5 κ7

][
I 0

κ7 I

][
b1 + b2R̄

b3R̄

]
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= · · ·

= c1

[
0 0 κ1 κ2

]




0 I

0 0

κ5 κ7

0 0




[
0 I

κ5 κ7

]J−3 [
I 0

κ7 I

][
b1 + b2R̄

b3R̄

]

= c1

[
0 κ1

] [ 0 I

κ5 κ7

]J−2 [
I 0

κ7 I

][
b1 + b2R̄

b3R̄

]
.

F.4 Transfer Function for the Covariance Dynamics

Assuming that

(z¯̄I− ˜̃A)−1 =




¯̄θ11

¯̄θ21
¯̄θ22

¯̄θ31
¯̄θ32

¯̄θ33

... . . . . . . . . .
¯̄θJ1 . . . ¯̄θJ(J−2)

¯̄θJ(J−1)
¯̄θJJ



, (F.43)

and by applying Theorem E.6, one can get The transfer function is given by

Γ(z) = ¯̄C(z¯̄I− ¯̄A)−1 ¯̄B =
[
0 . . . 0 c⊗ C̄

]
¯̄S1(z¯̄I− ˜̃A)−1 ¯̄S>1

¯̄S1
ˆ̂
BŜ>6

=
[
0 . . . 0 (C̄⊗ c)Ŝ>1

]
¯̄S1(z¯̄I− ˜̃A)−1 ˆ̂

BŜ>6

=
[
0 . . . 0 (C̄⊗ c)

]
(z¯̄I− ˜̃A)−1 ˆ̂

B¯̄S>6

=
[
0 . . . 0 C̄⊗ c

]




¯̄θ11

¯̄θ21
¯̄θ22

¯̄θ31
¯̄θ32

¯̄θ33

... . . . . . . . . .
¯̄θJ1 . . . ¯̄θJ(J−2)

¯̄θJ(J−1)
¯̄θJJ







B̂1

B̂2

...
B̂J




¯̄S>6 (F.44)

=
J∑

j=1

(C̄⊗ c)¯̄θJjB̂jŜ
>
6 :=

J∑

j=1

Γj .

Notice that Γj can be further simplified, but we stop here due to the computational feasi-
bility.
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APPENDIX G

Derivations of Closed Ring

The system matrix ¯̄AR for a closed ring of J vehicles can be written as

¯̄AR =
N∑

r=1

wrA
R
r ⊗AR

r

=
N∑

r=1

wr




α1,r1 α4,rJ α3,rJ +α2,r1

α3,r1 +α2,r2 α1,r2 α4,r1

α4,r2 α3,r2 +α2,r3 α1,r3

. . . . . . . . .

α4,rj−1
α3,rJ−1

+α2,rJ α1,rJ




⊗AR
r (G.1)

=




ÂR
1,1 ÂR

4,J ÂR
3,J + ÂR

2,1

ÂR
3,1 + ÂR

2,2 ÂR
1,2 ÂR

4,1

ÂR
4,2 ÂR

3,2 + ÂR
2,3 ÂR

1,3

. . . . . . . . .

ÂR
4,J−1 ÂR

3,J−1 + ÂR
2,J ÂR

1,J



,

where

ÂR
i,j =

N∑

r=1

wrαi,rj ⊗AR
r =

N∑

r=1

wrŜ1(AR
r ⊗αi,rj)Ŝ>1 = Ŝ1Ã

R
i,jŜ

>
1 . (G.2)

Here,
Ŝ1 = S2J(N+1),2(N+1) (G.3)
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is a perfect shuffle and

ÃR
i,j =

N∑

r=1

wrA
R
r ⊗αi,rj . (G.4)

Therefore,

¯̄AR = ¯̄S1
˜̃AR ¯̄S>1 , (G.5)

where

¯̄S1 = IJ ⊗ Ŝ1 , (G.6)

and

˜̃AR =




ÃR
1,1 ÃR

4,J ÃR
3,J + ÃR

2,1

ÃR
3,1 + ÃR

2,2 ÃR
1,2 ÃR

4,1

ÃR
4,2 ÃR

3,2 + ÃR
2,3 ÃR

1,3

. . . . . . . . .

ÃR
4,J−1 ÃR

3,J−1 + ÃR
2,J ÃR

1,J



. (G.7)

By defining

¯̂αi1i2 =
N∑

r=1
j1 6=j2

wrαi1,rj1 ⊗αi2,rj2 = ᾱi1 ⊗ ᾱi2 ,

¯̄αi1i2 =
N∑

r=1
j1=j2

wrαi1,rj1 ⊗αi2,rj2 =
N∑

l=1

wlαi1,l ⊗αi2,l ,
(G.8)

we obtain that

ÃR
i,1 =

N∑

r=1

wrA
R
r ⊗αi,r1

=




¯̄α1i
¯̂α4i

¯̂α3i + ¯̄α2i

¯̄α3i + ¯̂α2i
¯̂α1i ¯̄α4i

¯̂α4i
¯̂α3i + ¯̂α2i

¯̂α1i

. . . . . . . . .
¯̂α4i

¯̂α3i + ¯̂α2i
¯̂α1i



,

159



ÃR
i,2 =

N∑

r=1

wrA
R
r ⊗αi,r2

=




¯̂α1i
¯̂α4i

¯̂α3i + ¯̂α2i

¯̂α3i + ¯̄α2i ¯̄α1i
¯̂α4i

¯̄α4i ¯̄α3i + ¯̂α2i
¯̂α1i

. . . . . . . . .
¯̂α4i

¯̂α3i + ¯̂α2i
¯̂α1i



, (G.9)

ÃR
i,3 =

N∑

r=1

wrA
R
r ⊗αi,r3

=




¯̂α1i
¯̂α4i

¯̂α3i + ¯̂α2i

¯̂α3i + ¯̂α2i
¯̂α1i

¯̂α4i

¯̂α4i
¯̂α3i + ¯̄α2i ¯̄α1i

¯̄α4i ¯̄α3i + ¯̂α2i
¯̂α1i

. . . . . . . . .
¯̂α4i

¯̂α3i + ¯̂α2i
¯̂α1i




,

...

ÃR
i,J =

N∑

r=1

wrA
R
r ⊗αi,rJ

=




¯̂α1i ¯̄α4i ¯̄α3i + ¯̂α2i

¯̂α3i + ¯̂α2i
¯̂α1i

¯̂α4i

¯̂α4i
¯̂α3i + ¯̂α2i

¯̂α1i

. . . . . . . . .
¯̂α4i

¯̂α3i + ¯̄α2i ¯̄α1i



,

where

¯̂α1i = ᾱ1 ⊗ ᾱi =




a1 ⊗ ᾱi w1a3 ⊗ ᾱi w2a3 ⊗ ᾱi . . . wNa3 ⊗ ᾱi
I⊗ ᾱi

I⊗ ᾱi
. . .

I⊗ ᾱi



,
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¯̂α2i = ᾱ2 ⊗ ᾱi =

[
a2 ⊗ ᾱi w1a4 ⊗ ᾱi w2a4 ⊗ ᾱi . . . wNa4 ⊗ ᾱi

0 0 0 . . . 0

]
, (G.10)

¯̂α3i = ᾱ3 ⊗ ᾱi =

[
0 w1a5 ⊗ ᾱi w2a5 ⊗ ᾱi . . . wNa5 ⊗ ᾱi
0 0 0 . . . 0

]
,

¯̂α4i = ᾱ4 ⊗ ᾱi =

[
0 w1a6 ⊗ ᾱi w2a6 ⊗ ᾱi . . . wNa6 ⊗ ᾱi
0 0 0 . . . 0

]
,

and

¯̄α1i =
N∑

r=1

wr




a1 δ1rja3 δ2rja3 . . . δNrja3

I

I
. . .

I



⊗αi,rj

=




a1 ⊗ ᾱi w1a3 ⊗αi,1 w2a3 ⊗αi,2 . . . wNa3 ⊗αi,N
I⊗ ᾱi

I⊗ ᾱi
. . .

I⊗ ᾱi



,

¯̄α2i =
N∑

r=1

wr

[
a2 δ1rja4 δ2rja4 . . . δNrja4

0 0 0 . . . 0

]
⊗αi,rj (G.11)

=

[
a2 ⊗ ᾱi w1a4 ⊗αi,1 w2a4 ⊗αi,2 . . . wNa4 ⊗αi,N

0 0 0 . . . 0

]
,

¯̄α3i =
N∑

r=1

wr

[
0 δ1rja5 δ2rja5 . . . δNrja5

0 0 0 . . . 0

]
⊗αi,rj

=

[
0 w1a5 ⊗αi,1 w2a5 ⊗αi,2 . . . wNa5 ⊗αi,N
0 0 0 . . . 0

]
,

¯̄α4i =
N∑

r=1

wr

[
0 δ1rja6 δ2rja6 . . . δNrja6

0 0 0 . . . 0

]
⊗αi,rj

=

[
0 w1a6 ⊗αi,1 w2a6 ⊗αi,2 . . . wNa6 ⊗αi,N
0 0 0 . . . 0

]
.

Define J × J block cyclic forward shift matrix

S2 = σJ ⊗ I22(N+1)2 , (G.12)
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where σJ is a J × J cyclic forward shift matrix. Therefore,

Sn2 = σnJ ⊗ I22(N+1)2 , SJ2 = IJ ⊗ I22(N+1)2 = I22J(N+1)2 . (G.13)

Then by defining the permutation matrix

Σ2 =




σ−1
J

σ0
J

σ1
J

σJ−2
J



⊗ I22(N+1)2 =




S−1
2

S0
2

S1
2

SJ−2
2



, (G.14)

where Theorem E.3 is used, we can obtain that

ˆ̂
AR = Σ2

˜̃ARΣ>2

=




ÃR
1,2 S2

2Ã
R
4,3 S2(ÃR

3,2 + ÃR
2,3)

S2(ÃR
3,2 + ÃR

2,3) ÃR
1,2 S2

2Ã
R
4,3

S2
2Ã

R
4,3 S2(ÃR

3,2 + ÃR
2,3) ÃR

1,2

. . . . . . . . .

S2
2Ã

R
4,3 S2(ÃR

3,2 + ÃR
2,3) ÃR

1,2



,

(G.15)

by noticing that

Sj−2
2 ÃR

1,j(S
j−2
2 )> = ÃR

1,2 , Sj−2
2 ÃR

2,j(S
j−3
2 )> = S2Ã

R
2,3 , (G.16)

Sj−1
2 ÃR

3,j(S
j−2
2 )> = S2Ã

R
3,2 , Sj−1

2 ÃR
4,j(S

j−3
2 )> = S2

2Ã
R
4,3 ,
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for 1 ≤ j ≤ J . Thus, ¯̄AR is similar to the block circulant matrix ˆ̂
AR where the blocks are

ÃR
1,2 =




¯̂α11
¯̂α41

¯̂α31 + ¯̂α21

¯̂α31 + ¯̄α21 ¯̄α11
¯̂α41

¯̄α41 ¯̄α31 + ¯̂α21
¯̂α11

. . . . . . . . .
¯̂α41

¯̂α31 + ¯̂α21
¯̂α11



,

S2Ã
R
2,3 =




¯̂α32 + ¯̂α22
¯̂α12

¯̂α42

¯̂α42
¯̂α32 + ¯̄α22 ¯̄α12

¯̄α42 ¯̄α32 + ¯̂α22
¯̂α12

¯̂α42
¯̂α32 + ¯̂α22

¯̂α12

. . . . . . . . .
¯̂α12

¯̂α42
¯̂α32 + ¯̂α22




,

S2Ã
R
3,2 =




¯̂α33 + ¯̄α23 ¯̄α13
¯̂α43

¯̄α43 ¯̄α33 + ¯̂α23
¯̂α13

¯̂α43
¯̂α33 + ¯̂α23

¯̂α13

. . . . . . . . .
¯̂α13

¯̂α43
¯̂α33 + ¯̂α23



, (G.17)

S2
2Ã

R
4,3 =




¯̂α44
¯̂α34 + ¯̄α24 ¯̄α14

¯̄α44 ¯̄α34 + ¯̂α24
¯̂α14

¯̂α44
¯̂α34 + ¯̂α24

¯̂α14

. . . . . . . . .
¯̂α14

¯̂α44
¯̂α34 + ¯̂α24

¯̂α34 + ¯̂α24
¯̂α14

¯̂α44




.

Based on the results in [199], the eigenvalues of ¯̄AR (or ˆ̂
AR) are given by the eigenval-

ues of matrices

¯̄Λi = ÃR
1,2 + S2

2Ã
R
4,3e−j

2π
J

2(i−1) + S2(ÃR
3,2 + ÃR

2,3)e−j
2π
J

(i−1)

= ÃR
1,2 + S2

2Ã
R
4,3θ

−2 + S2(ÃR
3,2 + ÃR

2,3)θ−1 ,
(G.18)

for 1 ≤ i ≤ J , where
θ = ej

2π
J

(i−1) . (G.19)
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One can calculate that

¯̄Λi =




¯̄χ1
¯̄η1

¯̄φ1
¯̄ξ0

¯̄ζ0

¯̄ζ1
¯̄χ2

¯̄η2
¯̄φ0

¯̄ξ0

¯̄ξ1
¯̄ζ2

¯̄χ3
¯̄η0

. . .
¯̄ξ0

¯̄ζ0
¯̄χ0

. . . ¯̄φ0

¯̄φ0
. . . . . . . . . ¯̄η0

¯̄η0
¯̄φ0

¯̄ξ0
¯̄ζ0

¯̄χ0




, (G.20)

is a perturbed block penta-circulant matrix where

¯̄χ0 = ¯̂α11 + ¯̂α44θ
−2 + ( ¯̂α32 + ¯̂α22 + ¯̂α33 + ¯̂α23)θ−1 ,

¯̄χ1 = ¯̂α11 + ¯̂α44θ
−2 + ( ¯̂α32 + ¯̂α22 + ¯̂α33 + ¯̄α23 )θ−1 ,

¯̄χ2 = ¯̄α11 + ¯̄α44 θ
−2 + ( ¯̂α32 + ¯̄α22 + ¯̄α33 + ¯̂α23)θ−1 ,

¯̄χ3 = ¯̂α11 + ¯̂α44θ
−2 + ( ¯̄α32 + ¯̂α22 + ¯̂α33 + ¯̂α23)θ−1 ,

¯̄η0 = ( ¯̂α34 + ¯̂α24)θ−2 + ( ¯̂α12 + ¯̂α13)θ−1 , (G.21)

¯̄η1 = ( ¯̂α34 + ¯̄α24 )θ−2 + ( ¯̂α12 + ¯̄α13 )θ−1 ,

¯̄η2 = ( ¯̄α34 + ¯̂α24)θ−2 + ( ¯̄α12 + ¯̂α13)θ−1 ,

¯̄ζ0 = ( ¯̂α31 + ¯̂α21) + ( ¯̂α42 + ¯̂α43)θ−1 ,

¯̄ζ1 = ( ¯̂α31 + ¯̄α21 ) + ( ¯̂α42 + ¯̄α43 )θ−1 ,

¯̄ζ2 = ( ¯̄α31 + ¯̂α21) + ( ¯̄α42 + ¯̂α43)θ−1 ,

¯̄ξ0 = ¯̂α41 ,

¯̄ξ1 = ¯̄α41 ,

¯̄φ0 = ¯̂α14θ
−1 ,

¯̄φ1 = ¯̄α14 θ
−1 .
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