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ABSTRACT

Advance in laser technology over the last few decades have allowed progress in

intense laser-plasma interaction research. The relativistic plasma generated by intense

laser pulses can generate many different forms of radiation. This radiation, including

X-rays, has been studied intensively due to the numerous potential applications of

these sources. For example, for Homeland Security, radiation sources are already

utilized to detect dangerous materials and hidden items that threaten civil safety.

Neutrons and THz radiation have been studied as candidates for next generation

screening, which may complement typical X-ray techniques. This thesis contains three

experimental studies of high-power laser-plasma interactions as sources of radiation

for Homeland Security applications, especially at kilohertz repetition-rates using few-

millijoule pulses.

First, a neutron generation experiment was conducted using a high repetition-rate

laser system (1⁄2 kHz) at the University of Michigan. A heavy water (D2O) stream was

irradiated by 40 fs pulses, each containing a few millijoules of energy. Acceleration

of deuterons (to E < 1 MeV) was achieved through plasma sheath acceleration.

Ensuing DD nuclear fusion reactions, in turn, generated neutron fluxes of up to 105

s−1 into 4π steradians. In order to understand the neutron source characteristics,

deuteron spectra were measured with CR39 detectors and compared to particle-in-cell

(PIC) relativistic plasma dynamics simulations. The neutron source characteristics

were analyzed using various neutron detection techniques, including Time-of-Flight

measurements, bubble detectors, and neutron-capture gamma-ray measurements.
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Second, THz generation from laser filamentation in air was investigated. For se-

curity applications, THz can complement X-ray scanning, because THz can detect

non-metallic materials and dangerous chemicals while not ionizing the sample. Even

though there have been extensive studies on THz generation from laser filamentation

processes, the exact generation mechanisms are yet to be determined. In this the-

sis, optimization of THz radiation using an adaptive optic with active feedback was

demonstrated. Using a genetic algorithm, the THz radiation was improved six-fold

without the need for detailed knowledge of the mechanisms. In particular, the use

of a high repetition-rate laser system accelerated the optimization of the THz sig-

nal. Another strength of this optimization system is that it can enhance certain THz

generation mechanisms depending on the experimental circumstances.

Lastly, using a nanosecond pulsed high-power laser system (10 Hz), a long-range

detection technique was developed for detection of special nuclear materials. Although

direct detection of radiation from nuclear materials can be defeated by radiation

shielding, leakage of radiation-ionized gases can provide an alternative indicator of

the existence of nuclear materials. For instance, in the presence of ionizing radiation,

the ratio of ionized nitrogen to neutral nitrogen would be higher than in no-source air-

plasma conditions. By inducing optical breakdown (plasma) near a sample’s position,

the ionization levels of the surrounding air were analyzed. To enhance the detection

efficiency, an adaptive-optic feedback system was introduced with this ratio as a

figure-of-merit. This resulted in a 50 % enhancement in the spectral ratio of the

nitrogen lines. In addition, aerosol-initiated plasma spectra were distinguished from

the original air-breakdown plasma, as a step toward practical deployment.
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CHAPTER I

Introduction

1.1 Motivation − Homeland security

Following the use of two nuclear weapons in 1945, the world became aware of

the significance of atomic/nuclear power. Nuclear proliferation accelerated during

the Cold War. While the Cold War effectively ended after the fall of the Berlin

Wall, an enormous stockpile of nuclear weapons still threaten global security. Today,

more than 16,000 nuclear weapons and 137 tons of Highly Enriched Uranium (HEU)

exist [1]. However, some of the weapons are thought to be unsecured or may be illicitly

acquired. Special Nuclear Material (SNM) that could be used as source material for

nuclear devices also affect global security. SNM includes fissile materials, U-233,

U-235 and Pu-239. Every year, more than 100 million ground vehicles cross the U.S.-

Canada and U.S.-Mexico borders and more than 6 million cargo containers enter

through the U.S. seaports (see Fig. 1.1) [2–4]. Among the vast number of container

volumes, only 2% of are opened and inspected across borders. A real threat is that

rogue agents could smuggle SNM across the boarders using one of these millions of

cargo containers. Practically, it is impossible to perform open-inspection to every

container. Instead, a possible option is to inspect containers without opening them

using highly reliable detection techniques.

In order to secure and suppress the spread of SNM, one can try to detect the
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Figure 1.1 Ports of U.S. entry, Image is from Ref. [4]

radiation emitted by the materials. The most common device to detect this radiation

is a gas-filled detector such as a Geiger−Müller tube. This kind of detector uses

a Townsend avalanche to obtain an electrical signal from ionization events. It had

been relied on for the technique of passive detection, where the particles emitted from

radioactive decay (photons and or neutrons) are used to identify the SNM. Passive

detection is simple to deploy but rather ineffective; when the SNMs are shielded.

For instance, the most prominent spectral feature of HEU is a photopeak at 185 keV

from 235U. Figure 1.2 shows a computer-modeled γ-ray pulse-height spectra from HEU

along with background radiation. The 185 keV photopeak feature is easily attenuated

by a thin lead slab, and when measured with background signals (a mixture of potas-

sium, thorium, and uranium in soil), the shielding removes the feature and it is barely

noticeable. Another trackable particle for passive detection is the neutron. When the

SNM experiences a spontaneous fission reaction, neutrons are emitted along with

other fission products. These neutrons can easily penetrate typical high-Z shielding

materials or other obstacles between the detector and the source SNM because the

neutron is not electrically charged. To detect the neutrons, gas-filled detectors and

scintillation detectors are used.
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Figure 1.2 Computer synthesized NaI γ-ray pulse-height spectra from HEU
and background radiation [5].

1.2 Active interrogation for SNM detection

Passive detection schemes are able to detect radioactivity from SNM, but in most

cases the intensity of the signal and the radiation energies are low [6, 7], resulting

in poor SNM detection efficiency. In security contexts, most SNM is concealed or

heavily shielded, defeating passive detection. To detect shielded SNM, high-energy

photons (gamma rays or X-rays) and/or neutrons may be used. These can penetrate

many layers of shielding materials and then activate the SNM, thereby inducing fission

reactions. As a result of these reactions, other high-energy photons and/or neutrons

are produced, which are energetic enough to escape the shielding or surrounding

materials. In this case, the energetic photons and neutrons may be detected. This

process is known as active interrogation. The resultant photon and neutron signals

will be released on different time scales; they are emitted promptly or with a delay

according to the various nuclear reactions. These reactions can be controlled by the

interrogation source (i.e., the interrogating particle type and its energy). Specific

3



reactions may therefore be induced, and these secondary radiation signals can reveal

detailed information on the tested cargo to identify potential SNM. In addition, the

increased emission flux due to active interrogation can increase the signal-to-noise

ratio.

One example of a deployed active interrogation device is the “Neutron car wash” [8,

9]. Figure 1.3 shows a schematic of the system. It consists of a neutron generator as

an interrogation source and detector-array walls to detect the neutron-induced sig-

nals. When a cargo container with hidden SNM is scanned by the system, neutrons

wash the container and fission reactions occur through neutron. Gamma rays or other

neutrons released by fission reactions are subsequently detected by the scintillation

detector arrays.

Figure 1.3 A design of “Neutron car wash” system. Image is adapted from [3].

Current sources for active interrogation include conventional accelerators, which
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are used to generate photons and/or neutrons. Photons may be generated by con-

version of accelerated electrons by bremsstrahlung. For example, a typical radio

frequency-linear accelerator (RF-LINAC) operating at 100 kHz repetition-rate may

generate a high energy electron beam that, in turn, generates photons when the elec-

trons scatter from a strong atomic potential in a high-Z target such as lead. The

photon spectrum is determined by the electron energy and Z of the material. A com-

mercially available LINAC-based cargo inspection system (Rapiscan Eagle) has been

tested and is currently in use for this application [10]. DD and DT generators may be

used as a neutron source, with characteristic energies (in the center-of-mass frame)

of 2.45 MeV for DD or 14.1 MeV for DT. The interrogation energy can be adjusted

by controlling the deuteron energy and sampling the neutrons from different angles.

Different kinds of nuclear reactions can take place by active interrogation with

these sources. A major fission process producing fission fragments. Through the

fission processes, gammas and/or neutrons are emitted, both prompt and delayed.

The high-energies of delayed gammas (> 3MeV) are uniquely distinguished from the

activation of shielding materials and their strong intensity allows for easy detection

of the signal over background [3, 11].

Neutrons are complementary to X-rays, which may also be generated by laser-

plasma interactions simultaneously. X-rays experience strong attenuation through

high-Z materials, but neutrons exhibit a high sensitivity to low-Z materials such as

hydrogen and/or organic materials. Potential cover materials for SNMs, in context

of smuggling, include lead housing which may be used to shield radiation from inside

(fission) and outside (interrogation). Neutrons, however, can penetrate lead housing

with almost no attenuation, thereby driving nuclear reactions in the SNM. These

reactions yield secondary energetic particles including gamma-ray and/or other neu-

trons. These secondary particles can reveal information about the activated SNMs

through the shielding materials.
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1.3 THz for homeland security applications

THz pulses are another kind of radiation used for Homeland Security applica-

tions. They have interesting features that may be applied to various fields including

biomedicine, basic science research, imaging and security. Typically, “THz” radiation

describes radiation in the frequency band from 0.3 to 30 THz, but this definition is

somewhat flexible and depends on the research field. THz radiation has a low photon

energy (< 10 meV) compared to the other sources described for active interrogation

(i.e. gamma-rays) and so obviously cannot be used for active interrogation. THz

radiation is used to excite longer wavelength vibrations, such as molecular vibra-

tions in an organic material. This characteristic of THz radiation is a very favorable

feature for other homeland security applications. For example, THz radiation can

detect dangerous materials in organic forms such as (non-SNM) explosives, or illicit

drugs [12, 13]. Such organic materials are not detectable using X-ray techniques.

THz technology is a good complement to X-ray detectors for security screening, es-

pecially considering that it is non-ionizing, and as such is safer than other radiation

for detecting hidden objects or materials on people. Because of these benefits, THz is

currently used in airport security in the form of THz spectral-fingerprinting or THz

imaging (see Fig. 1.4) [13, 14].

1.4 Laser-plasma based sources for homeland security

Laser-plasma interactions are able to generate many forms of radiation that may

be used for Homeland Security applications. For active interrogation schemes, a

source of radiation is required, which is not suitable for passive detection, and may

be provided by a laser-plasma source. Although conventional accelerator based pho-

ton/neutron sources are currently already used for active interrogation, there are

further requirements such as a system compactness or portability, a low overall radia-
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Figure 1.4 Terahertz image of men with a non-metallic knife hidden with a
newspaper. [13]

tion dose (to minimize radiation except in the testing area), and long-range or remote

detection. As an alternative to conventional accelerators, laser-plasma based accel-

erators may have advantages as they are potentially more compact and also produce

short, controllable bursts of radiation.

After the laser-plasma wakefield accelerator was proposed by Tajima and Daw-

son [15] in 1979, laser-plasma based electron acceleration schemes have been inten-

sively studied. As laser technology has improved, more energetic electron beams have

been produced. The beams, however, had a large energy spread [16–19], limiting

their further application. In 2004, the generation of monoenergetic electron beams

was demonstrated, expanding their potential applications [20–22]. Currently, laser-

wakefield accelerators can accelerate electrons to energies exceeding multi-GeV [23–

26]. In addition to generation of gamma-rays by bremsstrahlung [27–29], strong THz

radiation can be generated [30, 31].
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Intense laser-matter interactions are also able to generate energetic ions from high

density foils [32–34]. By introducing a secondary target, accelerated ions may collide

with target ions, driving nuclear fusion reactions, generating neutrons, for example.

These fusion-neutron sources have some benefits over other fission/spallation neutron

sources; they are triggered by a compact and ultrafast laser, they have: (1) compact

system designs, (2) short burst durations. These characteristics of the laser-driven

techniques may allow a variety of new potential applications in scientific, medical and

security areas. Energetic neutrons from laser-plasma based schemes may be used as

a source for active interrogation and nuclear activation.

Beyond Homeland Security applications, neutron imaging with its unique proper-

ties is an ideal technique for characterizing the structure and morphology of hydrogen-

containing materials. For materials science applications, the following characteristics

of neutrons are ideal for imaging applications [35]: (1) contrast for neighboring ele-

ments in the periodic table, (2) large penetration distance for many commonly used

structural elements and (3) the ability to distinguish isotopes. These benefits are

also applicable to industry applications. For example, non-destructive testing with

neutron phase-contrast imaging is useful to observe areas concealed by metallic lay-

ers [36].

1.5 Dissertation outline

This thesis describes work done to systematically study the generation of radiation

with the relativistic λ3 laser system and a Q-switched Neodymium doped Yttrium

Aluminum Garnet (Nd:YAG) laser for applications in Homeland Security.

• Chapter II introduces basic concepts and laser-plasma physics that are used in

the thesis. This chapter will cover basic concepts relating to modern high-power

lasers and optics, laser absorption and interaction mechanisms with plasma. A
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theoretical overview follows, on how radiation for Homeland Security applica-

tions can be generated from laser-plasma interactions.

• Chapter III describes the laser systems and radiation diagnostics used in this

thesis. Adaptive optics and active feedback for optimization are also described

in this chapter.

• Chapter IV presents a study on laser-based short-pulsed neutron source develop-

ment. Room temperature D2O target experiments are described and results are

discussed. To better determine the neutron source characteristics, supporting

2D particle-in-cell simulations and MATLAB analysis follow.

• Chapter V describes THz generation from a femtosecond laser system. In order

to achieve stronger THz radiation, a novel optimization technique is applied

using adaptive optics. Improvement of the THz radiation is analyzed.

• Chapter VI focuses on a scheme to sense SNM using a laser based detection.

Using an Nd:YAG laser, air breakdown is induced and its spectral analysis re-

veals the existence of SNM near the laser focal region. Adaptive optics with a

genetic algorithm is also applied to the detection system to quantify ratios be-

tween neutral and ionized nitrogen emission lines. As a practical consideration,

emission initiated by environmental particles are measured and analyzed.

• Chapter VII draws conclusions and gives a future perspective of laser-plasma

based radiation sources for active interrogation and Homeland Security appli-

cations.
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CHAPTER II

Basic concepts

2.1 Nonlinear optics

As a laser intensity increases, the electric field of the laser pulse becomes strong

enough to affect the optical properties of materials even before the strong electric field

frees electrons from atoms. The dielectric polarization (P) of the modified media

responds to the applied laser electric field (E) nonlinearly. Due to the nonlinear

response, a number of nonlinear optical phenomena occur, such as frequency-mixing

and the Kerr effect. Below, the theoretical background for relevant nonlinear optical

effects is discussed.

From Maxwell’s equations, the free space wave equation is derived as follows:

−∇2E + µ0
∂2D

∂2t
= 0 (2.1)

When the wave travels through a medium, the electric field affects the electric

displacement by inducing a local electric dipole moment P = ε0χE. Here the constant

of proportionality χ is called the electric susceptibility of the material. Thus, the

modified electric displacement can be rewritten as follows:

D ≡ ε0E + P = ε0(1 + χ)E = εE (2.2)
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where ε = ε0εr is the permittivity, and εr = 1 + χ is the relative permittivity of the

material.

Substituting Eqn. 2.2 into Eqn. 2.1 gives

−∇2E + µ0ε0
∂2(1 + χ)E

∂2t
= 0 (2.3)

When the wave passes through the medium, an extra term related to χ or polar-

ization field (χE) is added to the simple free space wave equations. The polarization

field can be expanded using a Taylor expansion

χE = χ(1)E + χ(2)E2 + χ(3)E3 + ... (2.4)

Hence, when the incident E-field becomes stronger, the nonlinear terms introduce

new physical phenomena, entering the regime of nonlinear optics.

One of the most important effects caused by the χ(2) term is Second Harmonic

Generation (SHG). Consider the electric field Eω(t) at frequency ω and amplitude

Eω with a static electric field E0

Eω(t) = Eω(eiωt + e−iωt) (2.5)

The second-order term P(2)(t) with a non-zero χ(2) can be calculated as follows:

P(2)(t) = χ(2)E2(t)

= χ(2)[Eωe
iωt + Eωe

−iωt + E0]2

= χ(2)[E2
ω(ei2ωt + e−i2ωt) + 2E0Eω(eiωt + e−iωt) + 2E2

ω + E2
0 ]

(2.6)

The second-order field contains two different oscillation frequencies, ω and 2ω. In

Eqn. 2.6, the first term indicates the field radiating at frequency, 2ω, which is referred

to as SHG, but is not proportional to the DC field strength, The second term, however,
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oscillates at the frequency ω, and it brings about the linear electro-optic effect, which

can vary the refractive index in the medium. The last two non-oscillating terms are

known as Optical Rectification (OR), which are quasi-DC components converted from

the oscillating field.

The third-order coefficient, χ(3) represents the optical Kerr effect. From the Taylor

expansion of the refractive index, n, the first nonlinear term is proportional to the

intensity, I

n ≈ n0 + n2I = n+
χ

(3)
eff

4n2
0ε0c

I (2.7)

were, n2 is the nonlinear index of refraction, and is on the order of 3 ×10−19 cm2

W

for air and 3×10−16 cm2

W
for glass. The optical Kerr effect gives rise to Self-phase

Modulation (SPM) and self-focusing, otherwise known as Kerr lensing. SPM occurs

when an ultrashort laser pulse travels in a medium and nonlinearly modifies the

medium’s refractive index. The change in refractive index by the laser pulse will

produce a phase shift. The SPM process can be derived as follows:

for simplicity, assume a Gaussian ultrashort pulse shape with a constant phase, so

the intensity profile is described by

I(t) = I0exp

(
− t

2

τ 2

)
(2.8)

where, I0 is the peak intensity and τ is the half of the pulse duration. When the

pulse propagates in a medium, the refractive index will be modified (Eqn. 2.7), and

its time dependence is given by

dn(I)

dt
= n2

dI

dt
= n2I0

(
−2t

τ 2

)
exp

(
− t

2

τ 2

)
(2.9)

This time-varying component of the refractive index causes a phase shift of the pulse
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(Eqn. 2.10a) and consequently a frequency shift (Eqn. 2.10b).

φ(t) = ω0t− kz = ω0t−
2π

λ0

n(I)L (2.10a)

ω(t) =
dφ(t)

dt
= ω0 −

2πL

λ0

dn(I)

dt
= ω0 +

4πLn2I0

λ0τ 2
· t · exp

(
− t

2

τ 2

)
(2.10b)

The frequency shift by Eqn. 2.10b implies that the leading edge of the pulse be-

comes redder and the trailing edge of the pulse becomes bluer, in other words, the laser

pulse experiences (up-)chirp, and spectral broadening by SPM. This SPM process also

takes place in plasma through a relativistic nonlinearity [37]. In a spatial frequency

domain, a similar process takes place, causing self-focusing. The self-focusing causes

optical damage on a gain medium and limits a generation of high peak power laser

systems until an invention of Chirped Pulsed Amplification (CPA) technique. This

will be explained more in the following section (Sec. 2.2). In addition, from other

nonlinearities we may observe Four Wave Mixing (FWM) or multi-photon absorption

processes. These will be discussed more in Chapter V.

2.2 Laser physics

Since the invention of the laser in 1960, laser science has developed very rapidly.

Particularly, with regard to the peak laser intensity, there were two important mile-

stones in the early stages of laser technology development called Q-switching and

mode-locking. As a consequence of these two techniques, laser pulse durations have

been shortened from the nanosecond scale using the Q-switching to the scales of a

few femtoseconds using Kerr-lens mode-locking (Ti:Sapphire). With these two tech-

niques, peak power (and focused intensity) increased but optical damage caused by

nonlinear effects in the amplifier limited further improvements to approximately a

peak focused intensity of 1015 Wcm−2. However in 1985, Strickland and Mourou

introduced the CPA technique, which allowed the generation of relativistic intensity
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laser pulses (> 1018 Wcm−2) [38].

2.2.1 Chirped pulse amplification

For modern high power laser systems, the CPA technique is employed. CPA allows

an increase in the laser intensity in the gain material. In order to increase intensity

beyond the nonlinearity threshold, a laser pulse is first stretched in duration using

a grating. After the stretcher, the seed pulse is positively chirped, meaning that the

low frequency components are ahead of high frequency components. As a result, the

peak power/intensity of the pulse is reduced by a factor of 103 to 105. Then it is

passed through amplifiers without detrimental nonlinear effects. The amplified and

stretched pulse is then compressed back to the short pulse width using a grating-based

compressor, which removes the chirp. As a result, a high quality beam is efficiently

extracted from the gain material and can be focused to have more than 1019 Wcm−2

intensity. A simple diagram illustrating CPA is shown in Fig. 2.1. This technique has

allowed ultra intense laser systems with focused intensities up to 1022 Wcm−2 [39]

and has opened up a new field of relativistic plasma-physics.

Many CPA laser systems employ Titanium-doped sapphire (Ti:Sapph, Ti:Al2O3)

as a gain medium for the oscillator and the amplifier because it has the necessary

properties; (1) broad gain bandwidth, (2) good energy storage capability, (3) good

optical quality and (4) high thermal conductivity. Because it can support broad gain

bandwidths up to several hundred nanometers (∼ 230 nm), theoretically, Ti:Sapphire

lasers can generate few femtosecond pulse (≥ 5 fs). Using Fourier theory, a simple

relationship between the pulse duration (τ) and spectral bandwidth (∆ω) of the laser

pulse is given as follows:

∆ω · τ ≥ 2πCB (2.11)

where, CB is 0.441 for a Gaussian pulse. With a cryogenic cooling system, the high
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Grating pair!
Pulse stretcher

Stretched pulse

Amplifier

Short pulse

Amplified 
stretched pulse 

Grating pair!
Pulse compressor

Amplified 
short pulse

Figure 2.1 A schematic diagram of a chirped pulse amplification laser sys-
tem. An initial femtosecond laser pulse is stretched using a grating pair. In
the stretcher, the low-frequency component of the laser pulse travels a shorter
path than the high-frequency component does, resulting in longer pulse dura-
tion than the original by a factor of 103 to 105. The stretched pulse is amplified
through an amplifier. Due to the long pulse duration, a pulse can be ampli-
fied without damaging the optical components. After amplification, the pulse is
recompressed by another pair of gratings, at which the dispersed frequency com-
ponents of the pulse are combined. As a result, an amplified short pulse is gen-
erated. The image is adapted from the website (https://cuos.engin.umich.
edu/researchgroups/hfs/facilities/chirped-pulse-amplification)

thermal conductivity allows Ti:Sapphire lasers to operate at a high repetition-rate.

For example, the λ3 laser at the Center for Ultrafast Optical Science (CUOS) at

University of Michigan, can generate 30 fs pulses with up to 20 mJ energy at 1⁄2 kHz.

2.3 Laser plasma interactions

2.3.1 Optical field ionization

When the laser electric field is strong enough, the field may ionize the atoms in

the medium thereby creating a plasma. The ionization process in its simplest form
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can be considered as an energy transfer from an incident photon to an electron in

an atom resulting in release of the electron. If the photon energy is higher than

ionization potential of the atom, the atom will be ionized (i.e., direct ionization).

Typical ionization potentials are higher than 5 eV, corresponding to an ultraviolet

wavelength (Figure 2.2).
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Figure 2.2 First ionization energies of atoms

While Infrared and visible light cannot directly ionize an atom, a nonlinear pro-

cess can occur, and two or more photons may be absorbed, resulting in a nonlinear

ionization process known as multiphoton ionization (MPI) [40, 41]. Alternatively, a

very strong electric field introduced by the laser may be able to suppress the atomic

potential barrier in the atom, allowing bound electrons to be freed from the atom,

which is known as barrier suppression ionization (BSI). Even if the electric field is not

strong enough to cause BSI, electrons may also tunnel through the distorted potential

barrier, a quantum process known as tunnel ionization. Figure 2.3 shows schematics

of these ionization processes.

2.3.2 Collisional ionization by electron impact

Through laser-plasma interactions, free electrons may be accelerated by various

mechanisms (the details of the electron acceleration processes are not discussed here).
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(a) (d)(c)(b)
Potential Energy
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Figure 2.3 Simple schematics of ionization mechanisms: (a) direct ionization,
(b) multiphoton ionization, (c) tunneling ionization and (d) barrier suppression
ionization.

When these energetic electrons collide with atoms or ions, bound electrons may be

released. This process is known as collisional ionization and it is described by

e− + AZ+ → 2e− + A(Z+1)+ (2.12)

where AZ+ denotes an atom or ion of charge Z. Equation 2.12 shows a single ioniza-

tion process, but more than one electron could be released from a single collision of

a highly energetic electron, albeit with lower probability.

2.3.3 Relativistic effects

In ultra-intense laser plasma interactions, relativistic effects must be included

when considering the electron motion. In this regime, we may approximately account

for relativistic effects by substituting the electron mass with a relativistic “effective

mass” 〈γ〉me, where 〈γ〉 is the average Lorentz factor. Using the energy-momentum

relation γmec
2 = E =

√
p2c2 +m2

ec
4, for circular polarization the Lorentz factor may

be defined as follows.

〈γ〉 =

〈√
1 +

p2

m2
ec

2

〉
=
√

1 + a2
0 (2.13)
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where, a0 is the normalized vector potential.

a0 =
posc
mec

=
e0E

meωc
=

√
Iλ2

µ

1.37× 1018
, (2.14)

where λµ is the laser wavelength in micrometers and intensity I in unit of Wcm−2.

The relativistic correction modifies many laser-plasma parameters. For instance, the

plasma frequency (ωp), one of the most important plasma parameters will decrease

under relativistic conditions because the effective mass (〈γ〉me) increases, resulting

in a larger effective inertia. This also modifies the dispersion relation of electromag-

netic waves in the plasma, which may change it from opaque to transparent. The

transparency of the plasma is also connected to the plasma skin depth (δ = c/ωp).

Relativistically induced transparency allows the laser to penetrate into (overdense)

plasma.

From the Lorentz equation, one can derive a force that charged particles experi-

ences in an inhomogeneous oscillating electromagnetic fields.

dp

dt
=
∂p

∂t
+ v · ∇p− e(E + v ×B) (2.15)

where p = γmev is momentum of the electron. It can be shown that the longitudinal

component (pL) can be expressed as

∂pL

∂t
= e∇φ−m0c

2∇

√
1 +

p2

m2
0c

2
, (2.16)

where e∇φ is the electrostatic force, and the second term of the right-hand side is

called the ponderomotive force. Rewriting this equation as follows to show the laser

electric field explicitly:

Fpond = −∇[〈γ − 1〉m0c
2] =

−e2

4m0ω2
∇|E|2 (2.17)
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, where 〈〉 denotes the average over the period of the laser. Equation 2.17 shows

that the spatially varying electric fields can exert a force, which is proportional to

the gradient of laser intensity. Thus the charged particles migrate toward the lower

intensity regions of the laser.

2.3.4 Laser absorption

As an intense laser pulse travels though plasma, its propagation is governed by the

plasma density (or plasma frequency), which is described by the dispersion relation.

For simplicity, by assuming a cold, unmagnetized, collisionless plasma and ignoring

ion motion, the dispersion relation for a plane electromagnetic wave is given by

ω2
0 = ω2

p + (k0c)
2 (2.18)

where ω0 is the laser frequency and ωp =
√

nee2

γε0me
is the electron plasma frequency.

From Eqn. 2.18, the critical density can be obtained easily by putting when ωp = ω0,

so that,

nc = γ
meε0ω

2
0

e2
= 1.12× 1021 γ

λ2
µ

[cm−3] (2.19)

When the incident laser frequency is equal to the plasma frequency, the wavenumber

(k) becomes zero, and the plasma becomes opaque and reflective, at which point the

plasma density is called the critical density. When the plasma density is lower than

critical density (ne < nc) it is termed ‘underdense’, and the other case (ne > nc) is

termed ‘overdense’. When the laser pulse travels into plasma, the laser can penetrate

the underdense region up to the critical density surface. In the overdense region of

plasma (ω0 < ωp), the wavenumber becomes imaginary, the electrons shields out the

laser field so the laser wave becomes evanescent with a skin depth, δ = c/ωp. At this

surface, laser pulse energy can be coupled efficiently into the plasma by a number of

different absorption mechanisms.
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Resonance absorption

When a P-polarized electromagnetic wave travels with an oblique incident angle

(θ), resonance absorption is one of the possible laser-absorption mechanisms. The

laser wave drives a plasma wave in a surface plasma with a sufficiently long wave-

length. The wave travels through the plasma and experiences a varying index of

refraction. As a result of the oblique incidence, there can be a component of the elec-

tric field that oscillates along the density gradient direction, (i.e., E · ∇ne 6= 0). Part

of the energy of the incident light wave is transferred to an electrostatic oscillation

(electron plasma wave) [42]. At the reflection surface, Poisson’s equation gives

∇ · (εE) = ε∇ · E +∇ε · E = 0 (2.20)

where, ε = ε(z) = 1− ω2
p(z)

ω2 . Eqn 2.20 can be rewritten as

∇ · E = −1

ε

∂ε

∂z
Ez . (2.21)

It indicates a resonant response when ε=0, i.e., where ωp=ω. However, assuming

with ascending density profile, the obliquely incident laser may not reach the critical

surface, if it reflects off at the surface having a density ne = nc cos2 θ (which is

derived using an S-polarization wave.) Its evanescent field, however, may still reach

the critical surface and excite resonance.

Brunel heating

In contrast to resonance absorption, the Brunel or vacuum heating mechanism is

effective even when the laser interacts with steep density gradients. At the critical

surface, resonantly driven plasma oscillations with electric field (Ep) will occur at

approximately the same frequency as the incident laser field (EL). Electrons will be
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pulled from the surface and returned with approximately the quiver velocity over a

half cycle, leading to energy transfer. The amplitude of quiver oscillation is given by

xp ' eEL/meω
2 = vosc/ω . (2.22)

For an exponential plasma profile (ne ∝ exp[− x
L

]), if the oscillation amplitude (xp)

is greater than density scale length (L), the resonance will break down. The fractional

absorption rate is derived from a capacitor approximation model and is given by

ηα =
4

π
a
sin3θ

cosθ
(2.23)

where a = vosc/c. Two relativistic corrections are required from Eqn. 2.23 in the

reduced driving field amplitude and relativistic electron velocities. For strong rela-

tivistic conditions (fa sin θ �1, here, f =1+(1−ηα)1/2), the corrected absorption rate

is given by

ηrel =
4πα′

(π + α′)2
(2.24)

where α′ = sin2θ/cosθ, and the peak appears at θopt=73◦. The detailed derivations

of Eqns. 2.23 and 2.24 are described in Ref. [43].

j×B heating

When the laser is incident normal to the target surface, the laser E-field is parallel

to the target surface and therefore electrons cannot be driven into the target by the

electric field. However, the strong B-field of the ultra-intense laser also can affect the

electrons motion and result in electrons being accelerated into the target through the

Lorentz force. This is presented in the second term on the right hand side of the
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equation of motion (Eqn. 2.25)

F = m

(
∂v

∂t
+ v · ∇v

)
= q(E + v ×B) (2.25)

An electron accelerated by the E-field of the laser moves perpendicular to the B-

field, and hence the vector product of these two vectors is directed along the laser

propagation axis (k). The electron will penetrate into the overdense plasma where

the laser fields are shielded by the plasma. This absorption mechanism is known as

relativistic j×B heating.

2.3.5 Laser-driven ion acceleration

In this section, a summary of some laser-plasma ion acceleration mechanisms is

presented. Details of the physics of intense laser-driven ion acceleration and its recent

experimental accomplishments and underlying theoretical explanations were reviewed

by Macchi et al. and Passoni et al. in Refs. [44, 45].

Compared to electron acceleration, direct ponderomotive ion acceleration to rela-

tivistic energies using an intense laser system requires more than six orders of magni-

tude higher intensity (> 1024 Wcm−2). Even if direct ion acceleration would be hard

to achieve using current laser systems (<1022 Wcm−2), the dynamics of electrons

accelerated by such lasers can generate strong electrostatic fields (> TV/m) due to

charge separation along the target surface. By this strong E-field, ion acceleration

can be achieved.

Depending on the laser parameter and target characteristics, many different ion

acceleration mechanisms have been explored. Target Normal Sheath Acceleration

(TNSA)[46] is the most extensively studied. When a thin foil target (solid density) is

irradiated by a laser pulse, hot electrons are stripped from the target and penetrate

the target, having a certain divergence due to collisions with background material.
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These electrons produce strong electrostatic fields at the rear surface of the target

(surface facing away from the arriving laser beam) when they leave the target, thereby

generating a sheath field. The electric field of the sheath is established in the target

normal direction and can accelerate ions to energies in excess of an MeV in a distance

of ∼ 1µm. The direction of the ion acceleration can be controlled by varying the

plasma characteristic scale length [47]. This can be done through judicious choice of

laser parameters as discussed in Chapter IV.

In the early stages of research into ion acceleration from intense laser-solid inter-

actions, protons were the most significant contribution to the accelerated ions, in part

due to their low mass. This was true even for non-hydrogen containing targets. The

target surface is typically contaminated by hydrocarbons or water [48, 49], which are

the origin of these protons. Several efforts have been reported to obtain heavy ion

acceleration by suppressing the acceleration from the contamination layers. For exam-

ple, cleaning of the target rear surface [50] and target pre-heating techniques [48, 51]

have suppressed the proton contribution by two orders of magnitude. A deuteron

target-coating method (heavy water ice and/or deuterated plastic) can be applied

to accelerate deuterons selectively [52–54]. These accelerated deuterons are able to

trigger fusion reactions such as d(d,n)3He and 7Li(d,n)8Be. Laser-based acceleration

mechanisms can therefore provide beams of fast neutrons. These have unique prop-

erties for applications such as imaging or detection of SNM, as distinguished from

X-rays or ion sources [55–57].

Target normal sheath acceleration

From the late 20th century on, experimental demonstrations of ion acceleration

(up to several MeVs) has been reported from intense laser interactions with different

types of targets, from thin solid targets [58–60], gas targets [61, 62] and clusters [63,

64]. In 2000, collimated proton beams of several MeV were accelerated from the

23



rear side of thin solid targets [32–34]. The low beam-divergence of these protons

coupled with the Bragg peak characteristic of ion energy deposition could make them

favorable for applications such as medical ion beam therapy. From Snavely et al. [34],

a well collimated high-energy proton beam was observed normal to the rear surface

of thin foil. There have been both experimental and numerical efforts [46, 65] to

explain the acceleration energetic protons from the target’s rear surface. After the

so-called TNSA concept was introduced by Hatchett et al.[65], the TNSA mechanism

was extensively investigated and settled as a robust way to explain the ion acceleration

from an intense laser-solid interaction [48, 50, 66–68].

Other ion acceleration mechanisms

While TNSA is often the dominant acceleration mechanism in typical laser-plasma

interactions, and the most extensively studied, there are other mechanisms noted in

the literature. Radiation pressure acceleration occurs under certain conditions be-

cause the light carries momentum and transfers momentum to the medium upon

reflection, resulting in acceleration of ions in the foil. [69–73]. In the case of a suffi-

ciently thin target, the light penetrates the foil and heats electrons over the entire focal

volume, generating a large longitudinal E-field localized at the target rear surface.

Strong ion acceleration is achieved by the longitudinal E-field – a process known as the

breakout afterburner. [74, 75]. As an ultra-intense laser evacuates electrons from thin

foil targets, another mechanism known as directed Coulomb explosion can accelerate

ions. [76].

2.3.6 Laser-based fusion neutron production

Neutron sources can be broadly grouped together in terms of the energy of emitted

neutrons, fluxes, and the size of the source. The overall size of the whole device is not

typically considered in the literature when comparing neutron sources. For practical
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deployment, however, comparing the overall size of neutron sources is helpful to un-

derstand which may serve as future portable sources. Small neutron sources include

spontaneous fission radioisotope sources such as Cf-252, or alpha-neutron sources such

as AmBe or PuBe although these fission sources require radiation shielding and con-

stantly emit neutrons. Medium sized neutron sources are light ion accelerators that

generate neutrons by colliding light ions (hydrogen, deuterium, or tritium) with low-Z

materials to generate neutrons through fusion or stripping reactions. Dense plasma

focus [77, 78], plasma pinch and high-energy bremsstrahlung photo-neutron/photo-

fission systems are also categorized as medium-sized sources. These device-based

neutron sources are controllable, in that they may be turned on and off, and would

be, therefore, more favorable candidates for a portable neutron source. Large neu-

tron sources such as nuclear fission reactors / fusion systems or spallation sources

can generate very high fluxes of neutrons (> 1014 n cm−2 s−1) [79]. Compared to

other neutron sources, laser-based neutron generation systems (i.e. laser-driven light-

ion accelerator neutron source) are beneficial due to a number of reasons, including;

less investment and operational cost [80, 81]; short pulse duration (less than a few

nanoseconds); and compact size of the system.

In this thesis, we focus on laser-based neutron sources. Laser-based neutrons

typically rely on a few specific fusion (or stripping) reactions. These accelerator driven

fusion reactions proceed in two steps. First, a selected ion species is accelerated in a

laser-target interaction. Second, the ions interact with other ions either in the same

target or a secondary target to generate neutrons. Table 2.1 shows probable neutron-

yielding nuclear fusion reactions having large cross sections (see Fig. 2.4). Light ions

(D or T) are accelerated and collide with other low Z materials including (D or T)

giving out neutrons.

The scheme using a secondary target is known as the “pitcher-catcher” method.

The P-C method has been employed and successfully generated fast neutrons. By
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Table 2.1 List of the most favorable neutron yielding fusion reactions [82]

Reactions Results

2
1D + 3

1T → 4
2He + n0

2
1D + 2

1D → 3
2He + n0

3
1T + 3

1T → 4
2He + 2 n0

3
1T + 3

2He → 4
2He + p+ + n0

2
1D + 6

3Li → 3
2He + 4

2He+n0

2
1D + 6

3Li → 7
4Be + n0

introducing neutron generating targets or coating material, one can selectively accel-

erate the ions using the laser accelerator (“pitcher”) and then choose fusion reactions

yielding specific neutron energies. The P-C method for neutron generation and detec-

tion has also been used for revealing the origin of the ions in TNSA, i.e. from either

the front or rear side of targets [53, 65, 84–87]. Neutron generation results without the

P-C arrangement, i.e., no secondary target, have also been reported [53, 86, 88, 89].

For comparison, previous experimental results on laser-produced neutron sources are

reviewed in Table 2.2. As shown in the table, most of high neutron flux results were
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Figure 2.4 Cross-sections of nuclear fusion reactions as function of kinetic
energy of incident deuteron [83].
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obtained from high pulse energy (> 1 J) pulsed laser systems and very low repetition-

rate.

Table 2.2 Laser-based neutron sources

Publications
Neutron yield

Reaction Energy (J)
Intensity

(n/sr/shot) (Wcm−2)

Roth et al. [57] 1 ×1010 9Be(d, n)10B 80 (1–10) ×1020

Higginson et al. [90] 8 ×108 7Li(d, n)8Be 360 2 ×1019

Lancaster et al. [91] 4 ×108 7Li(p, n)7Be 69 3 ×1019

Higginson et al. [92] 1 ×108 7Li(p, n)7Be 140 1 ×1020

Zulick et al. [93] 1 ×107 7Li(p, n)7Be 1.1 2 ×1021

Norreys et al. [94] 7 ×107 2d(d, n)3He 20 1 ×1019

Fritzler et al. [85] 1 ×106 2d(d, n)3He 62 2 ×1019

Zulick et al. [93] 1 ×105 2d(d, n)3He 1.1 2 ×1021

Willingale et al. [53] 5 ×104 2d(d, n)3He 6 (1–3) ×1019

Ditmire et al. [88] 8 ×102 2d(d, n)3He 0.12 2 ×1016

Ter-Avetisyan et al. [89] 5 ×102 2d(d, n)3He 0.6 1 ×1019

Pretzler et al. [95] 20 2d(d, n)3He 0.2 1 ×1018

Among different neutron-yielding fusion reactions, the following two reactions

(Eqns. 2.26a and 2.26b) are commonly used for not only commercial neutron sources,

but also laser-based neutron sources. Particularly, the DD reaction is more commonly

used for generating neutrons because tritium requires more regulations.

2
1D + 2

1D −−→ 3
2He + n (2.45 MeV) (2.26a)

2
1D + 3

1T −−→ 4
2He + n (14.1 MeV) (2.26b)

Also, using the DD reaction can eliminate an extra catcher target setup by introducing

deuterium cluster as primary target [88, 96, 97]. Here, in this thesis, a deuterated

water jet (D2O) was tested to generate neutrons with no secondary target alignment

and no cluster generation systems at all. This will be discussed more in Chapter IV.

2.3.7 THz pulse generation using laser interactions

Because of the interesting characteristics and possible applications of THz ra-

diation, there have been many efforts to generate THz radiation. There are two
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approaches to generate THz radiation; an electronic approach (lower frequency) and

an optical/photonic source (higher frequency). Here, laser-based (optical/photonic

approach) sources will be reviewed.

Photoconductive switches

A photoconductive switch method is the most widely used method for the gener-

ation of a THz pulses, which was introduced by Auston [98]. A semiconductor (GaAs

or silicon on sapphire) device is biased with a voltage of 10 to 50 V, generating a few

kVcm−1 E-field between the switch. When a laser pulse irradiates the biased gap (an

order of 10µm), free charge carriers are liberated and accelerated by the bias field. A

sub-picosecond, single cycle of THz pulse is generated during the acceleration of the

free carrier inducing polarization change. The THz field strength is proportional to

the second derivative of polarization (P) with respect to time.

ETHz ∝
d2P

dt2
(2.27)

The frequency of the emitted THz pulse is determined by the input laser pulse dura-

tion and device materials. The band gap of the materials should be smaller than the

photon energy of the laser (e.g., GaAs: 1.42 eV, Ti:Sapphire laser: 1.55 eV). Laser

pulse duration and the material’s intrinsic carrier rise time govern the rise time of the

transient current inside to switch the device. For a 4 µJ laser pulse, THz fields up to

36 kV cm−1 at repetition rates of 250 kHz were reported [99], with the device biased

at 100 kV cm−1. This method can generate THz from relatively low laser fluences,

but due to strong saturation of the laser pulses, scaling to THz energies above the µJ

level is generally limited.
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Optical rectification

Optical rectification is a nonlinear optical process that generates a quasi-DC po-

larization when an intense laser propagates through a non-linear medium (with χ(2)).

For a slow-varying envelope pulse, the quasi-DC polarization is very small. When

the ultrashort pulse changes, however, the DC component varies rapidly, radiating a

single-cycle pulse with a broad spectrum. For an input pulse of 100 fs, the resulting

radiation frequency would be 10 THz or higher. As an interacting medium, CdTe and

DAST is commonly used for room temperature operation, and LiNbO3 is also used

with a cooling system. The highest THz pulse energies have been generated using a

tilted-pulse-front pumping technique with LiNbO3 [100].

THz from laser-plasma interactions

To obtain very short, single-cycle THz pulses, nonlinear processes in gas plasma

can be used. Unlike other semiconductor-based methods, plasma is a damage-free

THz emitter and there is no absorption due to the material itself. This method can

generate an extremely broad bandwidth of THz pulse, which is limited only by the

laser pulse duration. For these reasons, THz radiation in laser-induce plasma method

is investigated in this thesis. (Chapter V)

After Hamster et al. [101] reported coherent THz generation in 1993, a second

harmonic field mixing technique was proposed [102], and currently up to a few µJ

of THz pulses have been generated with more than 10−4 pump-to-THz conversion

efficiency [103]. As well as the high energy of the THz pulse, ultra-broadband THz

(up to 100 THz) generation was demonstrated using 19 fs of pulse with BBO crystal

angle optimization [104].
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CHAPTER III

Methods

This chapter includes a description of the two laser systems used in the experi-

ments in this thesis; 1) Neutron generation, 2) laser-based SNM detection method.

The experimental configurations and diagnostics used in this thesis are also described.

3.1 Laser systems

3.1.1 The λ3 Laser system

Experiments discussed in Chapter IV, and Chapter V were performed using the

Relativistic Lambda-Cubed (λ3) laser system at the Center for Ultrafast Optical

Science of the University of Michigan. The λ3 laser system is a Ti:Sapphire CPA

laser and produces 35 fs pulses of 800 nm light at the repetition rate of 1⁄2 kHz.

The laser system has an Amplified Spontaneous Emission (ASE) intensity contrast

of ∼ 108 around 1 ns before the main pulse. It should be noted that the ASE in-

cluding prepulse-pedestal was able to be controlled by the user to examine different

plasma characteristics for the neutron generation experiment. A diagram of the λ3

laser system is shown in Fig. 3.1. A 12 fs pulses are generated from a FemtoLaser

oscillator and each pulse goes through an acousto-optic programmable dispersive fil-

ter (AOPDF) called a “Dazzler”. The Dazzler determines the spectral phase and

amplitude of laser pulses. After the Dazzler, pulses are stretched up to 220 ps and
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amplified to the few mJ level through a cryogenically cooled regenerative amplifier

(Regen). From the Regen cavity, laser pulse undergoes a pulse “cleaning” process

in a Pockels cell and is then passed through a 3-pass amplifier. The stretched and

cleaned pulse is amplified up to 28 mJ and compressed to 30 fs. This final output

pulse has up to 18 mJ of energy.
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Figure 3.1 A basic schematic of the λ3 laser system. Depending required
beam energies for experiment, user can adjust final energy of the pulse. Image
is adapted from Ref. [105]

Pulse duration measurement

To measure the pulse duration of the λ3 laser, Frequency Resolved Optical Gating

(FROG)[106] and 3rd order auto-correlation techniques can be used. The FROG

can completely characterize ultrashort (∼ fs) pulses, giving not only pulse energy or

duration, but also the optical spectrum with the frequency-dependent spectral phase.

The information can be retrieved from an autocorrelation trace using the ultrashort

pulse itself as a probe. Compared to an intensity correlation technique, the FROG

does not require any information of the pulse to be measured. Among various beam
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geometries of FROG, SHG-FROG is the most common and sensitive one, and a

diagram is shown on Fig. 3.2.

pulse to be !
measured

variable 
delay, τ

Beam 
splitter

E(t)

E(t-τ) SHG!
crystal

camera

Esig(t,τ)

Figure 3.2 Basic principle of operation of SHG-FROG. Figure courtesy of
http://www.swampoptics.com/assets/tutorials-frog-2015.pdf.

In SHG-FROG, the corresponding spectrogram signal (also called a FROG trace)

is given by

ISHG−FROG(ω, τ) =

∣∣∣∣∣∣
∞∫

−∞

E(t)E(t− τ) exp(−iωt)dt

∣∣∣∣∣∣
2

(3.1)

From the measured FROG trace, the time-dependent electric field is reconstructed

using an iterative algorithm similar to a two-dimensional phase-retrieval problem.

Due to a symmetry with respect to the time domain on the trace, FROG cannot

provide a direction of the time.

The pulse duration measurement in this thesis (Chapter IV and Chapter V) was

performed using a commercial single-shot SHG-FROG device (SwampOptics model

8-9-thin-USB). The device can measure the laser pulse width a range from 10 fs to

100 fs. Thereby, a 3rd order autocorrelator (Amplitude Technologies, BONSAI) was

employed for extend laser pulses longer than 100 fs.
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3.1.2 Nd:YAG laser system

For the SNM detection experiment (Chapter VI), a commercial Q-switched Nd:YAG

laser system was used (Continuum Surelite II). The Nd:YAG is a four-level gain

medium and, is pumped by a lamp (It also can be pumped by a diode, but the model

used in this experiment employs a flash lamp). The gain medium absorbs mainly in

the 800 nm region and emits 1064 nm laser light. Other harmonics can be generated

by frequency multiplications.

The laser used in the experiment emits light with a wavelength of 1064 nm operat-

ing at 10 Hz. The pulse energy is up to 400 mJ and its duration is 7 ns. A collimated

7 mm diameter beam is generated from the laser output port and it was expanded

and refocused to employ a deformable mirror for optimization of the beam spatial

characteristics. The spatially modified beam was characterized by a beam profiler

(Thorlabs BC106-VIS Beam Profiler). To protect the Charge Coupled Device (CCD)

camera of the beam profiler, a combination of neutral density filters (10 dB to 40 dB)

was placed on the entrance to the profiler. The profile measurement will be shown in

Chapter VI.

3.2 Radiation diagnostics

When an ultra-intense laser pulse interacts with matter, short bursts of radiation

and charged and/or neutral particles are generated which can activate surrounding

materials, such as chamber walls and optical components, resulting in secondary

radiation. This radiation can scale with the strength of the interaction that occurs,

i.e., the strength or efficiency of the laser-based radiation source. Radiation from

laser-matter interactions can be measured by various detectors. For instance, X-ray

diodes and Photo-Multiplier Tubes (PMT) detectors measure bremsstrahlung photons

produced by accelerated electrons during the interaction. From the measured signal,
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the laser focal spot position can be optimized by scanning through target position

and maximizing the measured signals.

In this thesis, various detectors were employed to measure the photons and other

charged/neutral particles. Among these detectors, some of the detectors, such as

a Allyl Diglycol Carbonate or Columbia Resin 39 (CR39), require a post-processing

procedure to reveal the actual dose of radiation (ion flux), but relatively fast detectors

(e.g. Cadmium Telluride (CdTe) X-ray diodes, and pyroelectric detectors) provide

signals without an extra procedure. When the signal is accompanied by an optimiza-

tion algorithm and high repetition-rate laser system, it can be used for optimizing

not only the laser focal spot position, but also a particular signal. For instance, the

voltage output from a pyroelectric detector and plasma spectral ratios are used for

optimizing deformable mirror shapes, as in Chapter V and Chapter VI, respectively.

In this chapter, several radiation diagnostics used in this thesis are described.

3.2.1 CR39

CR39 is the most common Solid-State Nuclear Track Detector (SSNTD) used to

detect energetic nuclear particles. The main advantages of CR39 over other radiation

detectors are its low cost and the simple configuration of the detector. Since the CR39

detector was invented, this simple plastic detector has been widely used for scientific

research satisfying following requirements as a high resolution polymer detector [107,

108];

• high homogeneity and isotropy

• high radiation sensitivity

• high optical transparency and uniformity

• having a non-solvent chemical etchant
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When energetic ions travel through target materials, ions lose their energy and

stop, which result in Bragg curve (See Fig. 3.3).
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Figure 3.3 The Bragg curves for deuterons in 15 torr of D2O vapor. It shows
a Bragg peak on the right side, which is skewed to the left.

Through a CR39 detector, energetic ions deposit their energy in the Bragg peak,

breaking chemical bonds. The nm-scale damaged tracks have faster etching rate as

exposed to the etchant (e.g. NaOH) than the undamaged-bulk materials. Due to

different etching rates of damaged/undamaged area, the tracks reveal as pits in the

CR39 as shown in Fig. 3.4. The size and shape of the pits provide information about

the particles such as mass, energy, and even its direction of incidence. For example,

if the particles enter the CR39 front surface at normal incidence, circular pits would

be observed. Otherwise, elliptical pits would appear. The most interesting informa-

tion from the CR39 are incident energy of the ion, flux and/or its divergence. In

order to determine ion energy, one can develop the CR39 with well controlled etching

conditions (temperature and time), thereby pit size leads to the energy distribution.
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However, a filter stack can provide more robust way to determine ion energy. The fil-

ter stack sets an energy threshold for incident ions to the CR39. Typically, a 12.5 µm

thick of Al, or a 14 µm thick of Mylar can stop 1 MeV of deuterons [109].

Figure 3.4 A microscope image of CR-39 exposed to deuterons after one hour
etching process at 90◦.

Ion flux counting

ImageJ software is used for evaluate ion fluxes. The software is an open source

image processing program designed for scientific multidimensional images (http://

imagej.net/ or https://imagej.nih.gov/ij/). From macroscopic images of the

CR39 samples, a few captured images of regions of interest (ROI) were processed

using ImageJ. The ion pit counting process for each captured ROI is described as

follows. First, the captured image was converted to a 16-bit greyscale format and

thereby, the greyscale image went through a treshold value filter to be converted to

a binary image. A built-in ImageJ function (“Analyze particles”) was used to count

final ion pits. Here, one can reject false ion pits by defining “particles” with a size

(area) and a low circularity. Figure. 3.5 shows ion counting result. Left of the image

shows raw captured ROI image of a CR39 sample exposed to deuteron ions. A total of

161 pits were identified from the sample images. However, the identified pit counting
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results could be underestimated the actual ion fluxes by the particle define criteria.

When multiple ions are deposited on adjacent areas, ion pits could be bigger than

defined size criterion, or summed ion pit shape could lose circularity. Examples of

rejected correct ion pits by the these reasons are shown in Fig. 3.6. In order to reduce

statistical errors, the same ion counting process was conducted for the different ROIs

from the same CR39 sample.

Figure 3.5 Ion pit counting result using ImageJ software. (Left) Captured ROI
image of a CR39 sample exposed to deuteron ions. (Right) Counted ion pits
using ImageJ built-in function.

Compared to other radiation detection methods, CR39 requires time-consuming

post-processing (etching and counting) which limits number of shots. Even though

these drawbacks of the CR39 are not suitable for the high repetition rate laser system

such as λ3, CR39 was still valuable measurement tools for an ion diagnostic due to its

small dimensions that could be located anywhere inside the experimental chamber.

In this thesis, the CR39 ion detection method was used to measure absolute

deuteron flux (Chapter IV).
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Figure 3.6 False ion counting by multiple hits. (a) Overlapped ion pits are
rejected by the circularity filter. (b) Two adjacent ion pits are considered a
single ion pit. These fault rejection could underestimate the ion counting.

3.2.2 Neutron Time-of-Flight measurement

In contrast to other particles (ions, and electrons), neutrons rarely interact with

materials due to its zero-charge. Charged particles like protons or other light ions

only can penetrate a material into a few micron depositing its energy at a Bragg peak,

however, neutrons could pass material much longer (∼ few cm) without losing their

energy. Thus, to detect neutrons, different types of diagnostics are required. One

possible neutron detection method is to consider nuclear reactions taking place or to

track the resulting charged particles. For example, 3He proportional detector detects

neutron by 3He(n, p)3H reaction and BF3 detector and Boron lined detector is using

the boron reaction (10B(n,α)7Li). However, these reactions have peak cross sections

near the thermal neutron energy range, thus the detectors are inefficient for fast

neutron detection. Also, 3He and BF3 require careful handling due to its limited access

and highly toxic characteristics, respectively. Therefore, another neutron detection

method is using energetic ions from elastic collision between neutrons and light ions,

instead of initiating nuclear reactions. Recoiled ions can be easily detected due to
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their charge and its energy, ERmax is

ERmax =
4A

(1 + A)2
En (3.2)

where En is the initial energy of the neutron, and A is the atomic mass. To maximize

energy transfer from the neutron, hydrogen-rich organic scintillators (ELJIN, EJ-

204) were used for the neutron experiment in Chapter IV. When neutrons transfer

the energy to the scintillator, the molecules of the scintillator are excited. The excited

molecules decay with a time constant τd emitting light which corresponds to energy

levels. For better detection efficiency, the scintillator is often coupled to a PMT

(Hamamatsu, H2431-50). The light from the scintillator is collected and converted to

photoelectrons at the photocathode of the PMT. Through dynode stages of the PMT,

photoelectrons are multiplied and an oscilloscope records the time-voltage signals (see

Fig. 3.7).

Neutron energy can be measured by determining the neutron speed from the Time-

of-Flight (ToF) analysis. The speed of a neutron can be calculated by the required

time for the particle from time of creation to the known-distance detector. Note

that this time includes scintillator and PMT response time. The kinetic energy of

relativistic neutron is given by

Ek = (γ − 1)m0c
2 (3.3)

Where, γ = (1− v2n
c2

)−1/2. For the fast neutrons, the neutron velocity can be considered

relatively slow, (v � c), and the γ in Eqn. 3.3 can be extended and simplified by the

binomial expansion, and the Eqn. 3.3 can be written by

Ek =

[(
1 +

v2
n

2c2

)
− 1

]
m0c

2 =
m0v

2
n

2
, (3.4)
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Figure 3.7 EJ-204 organic scintillator and photo-multiplier. To block room
light, scintillator–PMT assembly was sealed with black tape. The assembly was
surrounded by 5cm-thick lead bricks and borated plastics and only front side
was opened and directed to the target allowing signals from an interaction to
be recorded

which is the classical kinetic energy of particle. In Fig. 3.8, the neutron velocity from

two calculations is plotted within a plausible neutron energy range. The experiment

in this thesis, we ignited D–D fusion reaction yielding 2.45 MeV neutrons. For the

2.45 MeV neutron, relativistic factor γ is 1.0026 and the difference from two calcula-

tions is only 0.2%. This leads to 0.1 ns error for 10 m distance. But, in this thesis,

relativistic calculation was applied for accuracy.

For as given distance to the detector (D), and the time delay between X-ray signal

arrival and neutron arrival (δx,n), the neutron velocity (vn), is given by

vn =
D

D/c+ δx,n
(3.5)
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Figure 3.8 Neutron velocity from relativistic/classical calculation. For the 2.45
MeV of D–D fusion neutrons (inside a drawn circle), classical calculation error
is negligible.

From a measured time delay (δx,n) and Eqn. 3.3, the neutron energy can be obtained.

Figure 3.9 shows an actual oscilloscope trace from the EJ-204 Scintillator with

PMT assembly (biased at −2.5 kV). The laser interacts with a D2O target at t = 0

sec (the time was calibrated with a laser oscillator reference timing.) and after a

certain time delay, (D/c, δx,n), the X-rays and neutrons arrive at the detector.

When D–D fusion takes place, the fusion reaction has two branches as follows:

2
1D + 2

1D −−→ 3
2He + n (2.45 MeV) (3.6a)

2
1D + 2

1D −−→ 3
1T + p+(3.02 MeV) (3.6b)

These two reactions occur with a probability of 50 to 50. Eqn. 3.6a yields 2.45 MeV

neutrons, which can be detected by the neutron ToF measurement. In this thesis,

neutron ToF measurements were reported using two identical plastic scintillators

with PMT assemblies. The detectors were located at 2 m and 3.5 m away from the

chamber.

41



-50 0 50 100 150 200 250 300 350
Time (ns)

-20

0

20

40

60

80

100

120

140

Am
pl

itu
de

 (m
V)

X-ray peak
Neutron peak

𝛿x,n

D/c

Figure 3.9 nToF trace example. The trace is recorded by an oscilloscope, X-
rays and neutrons generate each peak after certain time delay. When the laser
pulse interacts with D2O target, generated X-rays travel at the speed of light
and record the first peak at the D/c. Because neutrons generated from D–D
fusion have an about 10% of light speed, the neutron peak is delayed by δx,n.
Amplitudes of those peaks are not correctly scaled due to a saturation of X-ray
peak. Note that the X-rays peaks are usually modified due to signal saturation
problem.

Of course, neutron can be detected by the CR39 from the recoiled particle left track

after proper etching process (Sec. 3.2.1); however, the neutron detection efficiency for

DD (2.45 MeV) neutrons on CR39 is very low (6.0 ± 0.7) ×10−5 under similar CR39

etch conditions [110], which is negligible under experimental circumstance in this

thesis.

3.2.3 Neutron bubble detector

Another technique for detecting neutrons involves the use of a neutron bubble

detector. After the invention of the bubble chamber by Glaser in 1952 [111], methods

using superheated liquid emulsions have been intensively studied. In 1979, the super-

heated emulsion neutron detector was invented by Apfel [112], since then, research

and applications using neutron bubble detectors have been widespread [113–124].
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Neutron bubble detectors are convenience and reusable, in contrast to the nToF or

CR39. The bubble detection does not required any other subsystem or post-process

other than bubble counting. In addition, the vaporized bubble is reversible by simply

applying pressure with a twist cap on the detector. Within 30 minutes, the bubble

shrinks back to micro-bubble phase and the detector is ready to use again. The bub-

ble detector has the following advantages: 1) insensitivity to both X-rays and electron

interactions, 2) for the model PD-BND employed in the experiment, a flat response

across a broad energy range (0.3 MeV to 10 MeV) [125] and linear bubble genera-

tion with respect to neutron flux [126]. Based on these characteristics and the given

calibration factor, the neutron flux from the laser-based source can be estimated.

The detector contains superheated (or over-extended) halocarbon and/or hydro-

carbon droplets (Fig. 3.10). These droplets are uniformly placed into immiscible host

fluids (e.g. aqueous gel [112] or polymeric gel [113]). Because the droplets are in a

meta-stable state, they easily vaporize in response to a with a small energy deposition

transferred from charged particles. In order to detect the neutrons, moderate levels

of superheated halocarbons can be used because they are nucleated only by energetic

heavy ions from the fast neutron interaction.
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Figure 3.10 Phase diagram of a common material

The general process of bubble generation and required minimum energy for de-
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tection can be estimated by thermal fluid dynamics with some assumptions: 1) a

macroscopic fluid equation describes the host fluid behavior, 2) the energy is de-

posited instantly and uniformly. To generate the bubble, the orbital electrons of the

liquid composition atoms are knocked out by obtaining energy from recoiled ions

with energy of Ek (Eqn. 3.3), leading to liquid vaporization. The critical radius of

the bubble is given by

Rc =
2γ(T )

Pv(T )− P0

=
2γ(T )

∆P (T )
(3.7)

where, γ(T) is the surface tension of the liquid at temperature T, and Pv(T), and

P0 are the pressure of the vapor in the cavity, and the externally applied pressure,

respectively. The minimum possible energy, necessary to nucleate a bubble (Wo) is

given by [127]

Wo =
16πγ3(T )

3(∆P (T ))2
× [1 +

2∆H

∆P (T )
− 3

T

γ(T )

dγ(T )

dT
] (3.8)

where, ∆H is the latent vaporization heat of the fluid.

Neutron bubble detector calibration

The bubble detectors were independently calibrated for DD neutrons using a com-

mercial neutron generator at the Neutron Science Laboratory at the University of

Michigan (Thermo Scientific, MP-320). The generator yields 1×106 neutrons per

second in the DD neutron-generation mode. The same four bubble detectors were

attached onto the neutron generator tube surface (see Fig. 3.11).

The MP320 neutron generator builds up the voltage to draw the beam current.

For ideal D−D neutron operation, voltage and beam current are required to be set as

80 kA and 60 µA, respectively. When the beam current reaches 60µA, the generator

emits its known neutron flux (106 neutron/sec) into 4π direction. For different expo-

sure times to the generator (from 5 sec to 30 sec), the detectors formed bubbles and
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Figure 3.11 (Right) MP320 Neutron generator. (dimension φ12.07 cm × L
57.15 cm). Image is from [128]. (Left) The bubble detectors are located at the
generator external surface (6cm from the generator axis).

the results are tabulated and plotted on Table 3.1 and Fig. 3.12. Here, the exposure

time represents the time duration while the beam current is above 60 µA. Before

and after reaching 60 µA, the generator yields fewer neutrons than the normal flux

level (106 neutrons/sec), and it may interact with the detector and make bubbles.

To compensate for the number of bubbles from the lower neutron flux, the ‘0’-second

measurement was conducted and the measured bubble count (5 bubbles) was set as

the y-intercept of the fitted curve in Fig. 3.12. From a fitted curve and a given ge-

ometry, the calibration factor for the bubble detector is 6900 neutrons per bubble.

Table 3.1 Neutron bubble detector calibration. 0-second represents that opera-
tion is stopped just after the current reaches nominal operating current (60µA).

Exposure Exposure
time(sec) # of bubbles time(sec) # of bubbles

0 5 ± 1 15 32 ± 0
5 20 ± 4.2 20 47.3 ± 4.6
10 23.8 ± 4.8 30 60 ± 0

3.2.4 Semiconductor-based radiation detectors for γ-rays

In order to detect radiation such as energetic charged particles and/or photons,

various types of detectors can be used. The most widely used types of radiation
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Figure 3.12 Neutron calibrations by MP320, The red line is a fitted curve with
a slope 1.917 [bubble per second]. The y-intercept (5 bubbles) is from the 0-sec
measurement, which counts the bubble from below the normal neutron flux.
(106 neutron/s)

detectors are scintillators and gas-filled detectors. Scintillation-based detectors use

light output signals from the excited molecules by the radiation. But the scintillation-

based detector has relatively poor energy resolution because the final output signal is

the result of a two-step process: 1) converting the incident radiation energy to light

outputs, and 2) generating final electric signals from the light outputs, subsequently.

Here, the energy required to produce a single information carrier (a photoelectron) is

an order of 100 eV, yielding only a few thousand of carriers from typical radiation.

This small number of carriers causes statistical fluctuations on the energy resolution

and it cannot be improved because it is a inherent limitation of the scintillation

detectors [129]. The gas-filled detector senses the direct ionization along the radiation

track. By applying an electric field, the ionized positive ion and free electrons (ion

pair) are collected at the electrode. The ion pair serves as an information carrier, the
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total number of ion pairs is proportional to the radiation flux. The W-value is defined

as energy dissipation per ion pair and is typically a few tens of eV. The gas detectors

can yield more information carriers than scintillation-based detectors from the same

energy of particle; however, for efficient detections, gas-filled detectors need to be

bigger. The semiconductor type solid detector can satisfy both problems: the size of

the detector and the number of information carriers. First, as the solid detector, a

semiconductor has more than 1000 times greater density than that of a gas, enabling

it to be a small size. Second, typically, it requires less than 2 eV for creating a single

information carrier (electron-hole pair), which is called bandgap energy. For example,

Ge has 0.67 eV of the bandgap energy and Si has 1.12 eV at 302 Kelvin, respectively.

This low bandgap energy allows enough information carriers, resulting in a higher

energy resolution. Some basic properties of common semiconductor materials are

shown in Table 3.2.

Table 3.2 Properties of common semiconductor materials. Table is adapted
from Ref. [129].

Density Bandgap Ionization Energy Energy resolution
Material Z-number (g/cm3) (eV) (eV per e-h pair) (FWHM) Ref.

Si (300 K) 14 2.33 1.12 3.61 n/a [130]
(77 K) 1.16 3.76 400 eV at 60 keV [130]
(77 K) 550 eV at 122 keV [130]

Ge (77 K) 32 5.33 0.72 2.98 400 eV at 122 keV [130]
900 eV at 662 keV [130]

1300 eV at 1332 keV [131]
CdTe (300 K) 48/52 6.06 1.52 4.43 1.7 keV at 60 keV [132, 133]

3.5 keV at 122 keV [132]

Based on the photon energy, the detector materials interact with photons and the

photon energy transfers to electrons in three different ways: photoelectric absorption,

Compton scattering, and pair production (see Fig. 3.13). For lower energy photons (≤

100 keV), the photoelectric absorption is dominant. In the photoelectric absorption

process, a photon disappears after an interaction with an absorber atom, and the

photoelectron is liberated from its bound shells. The photoelectron has an energy
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given by

Ephoto = hν − Eb (3.9)

where, Eb is the binding energy of the photoelectron at the original shell.

Figure 3.13 Photons (Gamma-rays) interact with matter via three different
mechanisms: photoelectric effect, Compton scattering and pair production. Im-
age is adapted from Ref. [134].

When the gamma-ray has more than twice the rest-mass energy of an electron

(511 keV × 2), the pair production process is able to occur. In this process, the high

energy photon disappears, creating an positron-electron pair. The positron loses its

energy in the medium and will annihilate, then two photons are produced and emit-

ted in opposite directions in the most common case. The other photon interaction

mechanism is Compton scattering. As shown in Fig. 3.13, photons with a moderate

level of energy (∼ 1 MeV) undergo Compton scattering, which most commonly hap-

pens to radioisotope-generating photons. The incident photon with an initial energy

E = hν is scattered/deflected through an angle (θ) with respect to the original direc-

tion of the photon. The photon transfers its partial energy to a recoil electron and
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the scattered photon will have an energy E = hν ′. Before and after collisions, the

energy and momentum conservation equations are valid, and with the initial energy

(E = hν) and scattering angle (θ), scattered photon energy is given by [129]

hν ′ =
hν

1 + hν
m0c2

(1− cosθ)
(3.10)

where m0c2 represents the rest mass energy of the electron (511 keV).

High Purity Germanium Detector

HPGe is one of the semiconductor-based radiation detectors. From the view of

manufacturing, it can be fabricated up to a few centimeters in size and it can absorb

up to a few MeVs of gamma rays as a total absorption detector. The main benefit of

the HPGe is great energy resolution. Because of the low bandgap energy (0.67 eV),

an adequate number of the information carriers is achievable allowing for a great

energy resolution. However, the low bandgap energy limits its operation. At room

temperature, thermally excited electrons can cross the bandgap and induce a large

leakage current. To suppress the leakage current, the HPGe detector must be cooled

to operate without noise and produce high resolution-spectroscopic data. Typically,

the detector-cryostat is inserted into a thermally insulated-dewar in which there is a

reservoir of liquid nitrogen, and the detector temperature is kept ideally at 77 K, but

no higher than 130 K, when the detector is operating. Figure 3.14 shows a common

HPGe detector and its configuration.

Cadmium Telluride X-ray detector

CdTe consists of high-Z materials (48 and 52) with a relatively high bandgap en-

ergy (1.52 eV), which means that CdTe detector can operate at room temperature
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Figure 3.14 A diagram of HPGe detector with a liquid nitrogen dewar. The
detector configuration is the horizontal configuration of the detector cryostat.
Image is adapted from Ref. [129].

without suffering a leakage-current noise problem. In addition, it has higher probabil-

ity of photoelectric absorption due to a higher-Z number. The probability is roughly

approximated as ∼ Zn, where n varies between 4 and 5 depending on the gamma-ray

energy level. From this approximation, CdTe would show 5 times higher probability

than Ge, and >100 times higher than Si. Although CdTe detectors have lower energy

resolution than Si- and Ge-based detectors under high energy gamma-ray conditions,

the CdTe detector is favorable to a low-energy gamma-ray detection and an X-ray de-

tection. If spectroscopic information is not required, CdTe detector can be operated

with a simple pulse counting mode. Note that the CdTe detector in this thesis was

used for a laser-target alignment indicator, for which it detected X-rays and photons

from an intense laser-water interaction. Due to the high repetition rate of the λ3 laser

system, the detected signals were averaged over certain time durations, rather than

using shot-to-shot values.
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3.3 Adaptive optics

The technique called Adaptive Optics (AO) is used for sharpening blurred images

by optical defects, including the atmospheric turbulence or optical aberrations from

eyes. (Note that it should not be confused with the active optics, which is used for

correcting mirror shapes to prevent large scale unwanted deformation by temperature

variation, wind, and gravity.) While the AO was developed originally for a military

purpose during the Cold War to track satellites, after the Cold War, it has been more

widely used for astronomical applications [135–137]. Mostly, in the astronomical

community, the technique is used for ground-based telescope systems to improve the

imaging power of the system by correcting atmospheric distortions. The AO has been

spread out to various fields for different applications including microscopy [138] and

retinal imaging [139].

AO usually consists of two parts: 1) measuring a wavefront and 2) compensating

for the wavefront using a device such as a deformable mirror or a liquid crystal ar-

ray. However, the wavefront measuring process can be excluded if a user has specific

purpose other than having a specific wavefront shape; for example, desiring the maxi-

mum optical intensity in the focused pulse. Because of the development of the optical

manufacturing and coating technology, the deformable mirror-based adaptive optical

system could be used for high power or high intensity laser experiments to achieve

better optical performances such as focal spot and pulse duration [39, 140–142]. The

DM was implemented into intensity laser systems and changed its shapes by an iter-

ative algorithm to improve an output signal defined by users. In this thesis, the DM

was used with two independent laser experiments (Chapter V and VI). These experi-

ments used the DM to correct laser pulse wavefronts, and a Genetic Algorithm (GA)

was used to generate test mirror shapes and calculate the Figure-of-Merit (FOM).
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3.3.1 Deformable mirror

The deformable mirror (AOA Xinetics, DM37PMNS4) consists of a silver coated

thin mirror sheet and 37 piezoelectric actuators arranged on a square grid (7-by-7)

with 7 mm spacing between each actuator (see Fig. 3.15). The maximum mechanical

stroke range of the actuators is 4 µm at 100 V, and, for these experiments, the voltage

range is limited to 50 V in order to keep the device within safe operation. The mirror

surface shape is controlled by the independently applied voltages on 37 actuators,

and the voltages are randomly generated by the GA.

Figure 3.15 A configuration of the deformable mirror. The number represents
the arrangement of the 37 electro-strictive actuators.

The final mirror shape is determined by a mirror response to the action of each

single actuator (i.e., influence function). Therefore, with a phase-retrieval algorithm

and the influence function, one can build the specific mirror shape.

3.3.2 Genetic algorithm

A genetic algorithm is a very effective way for solving complex systems with many

variables. It is a type of evolutionary algorithm and finds an optimal solution by an
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iterative method. It consists of a genetic representation of solution parametric space

and a fitness function, which is called Figure-of-Merit to examine how the solutions

work for a certain purpose. The GA starts with a one population (1st generation

or parent). The initial population has a set of solutions and each solution is tested

by user-defined FOM and then ranked. Only high-valued solution sets are allowed

to become parents for the next generations. The selected parents generate a new

population by a crossover/mutation process, and the new populations are tested by

the FOM. This is the one full process of the GA. The loop will go on until a user stops

the process. Figure 3.16 shows this process with a simple flow chart. In Fig. 3.16,

only key steps of the GA are presented.

Rank 
population

Initialize 
population

Evaluate 
population

(FOM)

Generate 
children

Crossover 
parent

Mutation 
parent

Select 
parent

Mixing 
parent

Figure 3.16 A basic flow chart of of the genetic algorithm process. The number
of the initial population/parent/children would be changed by users.

The children generating process (inside the dotted line of the Fig. 3.16) makes

genetically various pools for the children. One example of the children generating

process is shown in Fig. 3.17. A mutation process swaps partial information of one

parent to generate new children (Fig. 3.17 (a)), and in case of the crossover process,

partial genes from the two different parents are combined to generate new offspring

child solutions. (Fig. 3.17 (b)). These processes make various gene pools (sets of

solution) to find the optimal solution. In addition to the children generating process,
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the mixing process can make the algorithm more efficient. In case all the children

are inferior to the prior generation (evaluated by the given FOM), the mixing process

keeps some of the good genes from the prior generation.

0 1 1 0 1 1 1 0 1 0 1 0 1 0 0 1

0 1 1 0 1 0 1 01 0 0 1
1 1 1 0

0 1 1 0 1 1 1 0

0 1 1 1 1 01 0

(b)(a)

Figure 3.17 Examples of children generating process by (a) a mutation and
(b) a crossover.

The GA process is written using LabVIEW program. The LabVIEW code in-

cludes not only the GA process but also the DM control subroutine. To operate

the 37-actuator DM, GA has a set of 37 voltage values as the genetic genes. The

corresponding mirror shapes modify beam shapes and a designated output signal is

collected by a detector and the detected output signal is evaluated by FOM. A typical

experimental setup with a DM and GA (operated by LabVIEW program) is shown in

Fig. 3.18. The DM is located as close as possible to a focusing optics (OAP). Based

on the experimental goals, an output signal, generated by each mirror shape, is col-

lected by proper detector systems (e.g. photo-diode, CCD camera, spectrometer).

The output signals are collected by a DAQ system, and are passed into GA to eval-

uate FOM. The GA evaluates FOM, and makes new sets of test voltages. Through

a high voltage supplier to convert an input signal to actual voltage, the DM changes

the mirror shape.
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DAQ

HVDM

OAP

Detector

Figure 3.18 A diagram of an active feedback loop with the deformable mir-
ror. DM: deformable mirror, HV: high-voltage supplier, OAP: off-axis parabolic
mirror.
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CHAPTER IV

Neutron generation

4.1 Introduction

An intense laser interaction with matter is capable of producing high energy parti-

cles that are typically produced by nuclear transitions, such as MeV photons, electrons

and accelerated ions [143]. As an ion accelerator, laser-based techniques have several

advantages including: (1) a compact system design, (2) low emittance, and (3) short

burst duration. These characteristics of laser-based ion accelerators allow various

possible applications in scientific, medical, and security areas. Since the first reports

on proton acceleration from solid targets in 2000 [32–34], different solid target ge-

ometries such as different target thicknesses or micro-structured shape modifications

have been tested to achieve higher energy ion acceleration [144–150].

Targets are typically fabricated with small dimensions to reduce the electron trans-

fer into un-interacted target areas (a mass-limited target) [151–153]. In spite of the

better energy conversion efficiency, such mass-limited target system only allow a few

shots, requiring an alternative way for a high repetition rate laser-based ion accel-

erators. For instance, Henig et al. [154] held a microsphere target at the tip of a

sub-micron capillary. While the target geometry increased maximum proton energy,

the target geometry requires the whole target alignment for every single laser shot.

Other thin solid target experiments employ a multiple mass-limited target that held
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at grid [155] or fast target position device [156]. These configurations allow multi-

ple shots without replacing a target for every shot, but still is not suitable for high

repetition-rate lasers.

Regarding high repetition rate laser systems for ion accelerators, a thin tape or

rotating disk was tested, providing a fresh target for every shot [157, 158]. However,

these methods still suffer not only from hot electron transfer issue (compared to mass-

limited targets), but also from debris inherent to the nature of solid targets. When

the solid targets are irradiated by intense laser pulses, debris from target ablation

contaminates optical components inside the chamber and thereby degrades optical

performances. Instead of solid targets, liquid-type targets were proposed to resolve

both debris and higher repetition application. By replacing conventional thin foil

targets with clusters [85, 88, 96, 97] or liquid jet/droplets targets [86, 89, 159, 160],

debris problem is reduced due to homogeneous or less harmful compositions of the

target. Cryogenically cooled D2 gas jet/cluster targets, which can reduce the debris-

induced optical degradation, were tested as acceleration sources for deuterons from

which one can ignite the DD fusion reaction [85, 88, 96]. A bulk cooling system was

required to cryogenically-cool the gas to generate clusters.

In this chapter, the acceleration of deuterons and the fusion neutron production

from a heavy water stream target are reported. By irradiating a room temperature

heavy water jet with a high repetition rate femtosecond laser (1⁄2 kHz with several mJ

pulse energy), we demonstrate the possibility of a compact and portable laser-based

neutron source producing a time-averaged flux of dN/dt > 2 × 105 s−1. In order

to understand the initial neutron angular and energy distribution, the deuteron en-

ergy spectra were measured and compared with the detected neutron Time-of-Flight

distribution. As discussed above, the results from laser-based ion accelerations and

following neutron generations have limitations: 1) operating at low repetition rate

systems (< 10 Hz), 2) requiring relatively high energy of laser pulses (> 1J), 3) re-
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quiring cryogenic cooling system, and 4) debris problem. By introducing a heavy

water stream as the target, these problems are resolved or minimized. The results

presented in this thesis also suggest further potential application to the higher repeti-

tion laser system (> 10 kHz), expecting comparable characteristics of neutrons from

large neutron sources (e.g. large nuclear fusion systems and/or spallation sources).

4.2 Experiment setup

The experiment was performed using λ3 laser system at the University of Michigan.

The experimental setup is shown in Fig. 4.1. The laser delivers up to 18 mJ energy

per pulse focused upon heavy water stream targets. The laser was focused to a 1.3 µm

Full Width at Half Maximum (FWHM) focal spot using an f/1.4 Off-Axis Parabolic

mirror (OAP), which produced a maximum peak intensity of 3 × 1019 W/cm2 in

vacuum. The chamber pressure was maintained at 20 Torr during the experiment by a

roughing pump. Heavy water vapor originating from the stream fills the chamber and

therefore acts as a catcher for accelerated deuterons for neutron generation in addition

Laser 

Bubble 
detector 

CdTe X-ray 
Detector

D2O stream 

H2O

Radiation shielding

Neutron capture 
setup with HPGe
detector

D2O Target free flowing 
30 µm stream (top to bottom)

Chamber 
Dia. 80 cm
Height 50 cm

TOF-1

TOF-2

OAP (f/1.4)

Figure 4.1 Experimental setup. HPGe detector and scintillator characteriza-
tion detectors for neutron capture signal are position adjustable. Image is not
to scale.
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to the bulk water stream target. Second harmonic light reflected from the stream and

off the parabolic mirror passes out of the chamber and was used to guarantee a normal

incidence focus on the stream’s surface. The CdTe X-ray detector was then used to

optimize this alignment minutely to produce X-ray counts on every single shot. Fine

target alignment was performed using linear piezo actuators (Newport Picomotor) for

xyz-control of the paraboloid and the water stream.

4.2.1 Water target

A room-temperature heavy water(D2O) stream from a commercial (Teledyne Isco)

syringe pump was used as the target. The syringe pump was used to maintain a

constant flow rate of heavy water through a 10 µm capillary, which produced a 15 µm

diameter continuous flow of either heavy (D2O) or light (H2O) water, with a flow rate

of 100 µL/min. The laser focus was set approximately 300 µm below the tip of the

capillary and at the first surface normal to the flowing water. Fig. 4.2 shows the water

target used. During the experiment, the chamber pressure was held at 15 Torr, which

corresponds to the vapor pressure of the water target. This high pressure, relative

to typical ion acceleration experiments, not only provide the catcher target but also

prevented a target freezing issue; when the water stream is stored at a reservoir,

splash-back water is attached onto the reservoir. The water puddle freezes and it

grows from the bottom to the top toward the laser-water interaction area. Surface

tension may provide another source of freezing from the top to bottom. The water

pulled by the capillary surface tension experience the solidification (crystallization).

The deuterium nuclei in the chamber ‘catch’ accelerated deuterons from the laser

interaction, thereby increasing the neutron yield. The effect of different catcher ge-

ometries and compositions for DD fusion has been studied both experimentally and

computationally [53, 86, 93, 161–163], but the secondary target is not necessarily

beneficial for the maximization of neutron flux, it rather depends on the target tem-
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1/16’’ tubing

Water jet via
a micro-capillary 

Figure 4.2 A diagram of the water target generation system. (a) Syringe pump
(Teledyne Isco, 100DM Syringe Pump) (b) An assembly of the capillary and
tubing system. The assembly is connected to the pump using 1/16” stainless
steel tube. The micro-capillary was hold onto a 1/16” × 0.4 mm standard
capillary ferrule (GCFerrules). The pump provides can provide pressure under
two different operation modes: constant pressure and flow rate.

perature and its corresponding stopping power [53].

There are several reasons that could shorten a capillary life. First, a capillary

cutting is made by a hand-operating tool (Shortix Fused Silica Tubing Cutter). The

cutting surface is not perfectly clean, breaking a balance of the surface tension. An-

other defect is a laser-induced shock. The laser focus is ∼300 µm below from the end

of capillary. The shockwave impacts the capillary aggravating the unbalance surface

tension. Due to unbalanced surface tension, the water stream direction would be

changed from its original direction (i.e., normal to the ground) to a random direction.

This directional change of the water target can become severe when the target gen-

eration is resumed after the operation is stopped. Thus, the target location or OAP

position was controlled during the experiment. For fine target alignment (including

optical alignment of the OAP and probe beam), Picomotors were used for xyz-control
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of the paraboloid and the water stream. At the early stage of a target-generating oper-

ation, low angle deviation can be corrected by controlling target locations or applying

high back pressure on the syringe pump temporarily, but, in case of high angled wa-

ter target (> 20◦), the capillary replacement is required. To image the target region

(water stream), a microscope objective (60x) was used, with a 405 nm laser diode

illuminating the water target. A digital delay generator (Stanford Research System,

DG535) controlled the laser diode timing, delayed with respect to the laser oscillator.

The image is recorded by CCD camera.

Pre-alignment was conducted manually before closing the experimental chamber.

After the chamber lid is closed and the chamber pressure decreases, post-alignment

procedures are required, as follows: When laser pulses interact with the water stream,

the second harmonic-generation photons are reflected from the stream and subse-

quently off a parabolic mirror which directs the light out of the chamber, the gener-

ation of which is used to guarantee a normal incidence focus on the stream’s surface.

The CdTe X-ray detector is then used to precisely optimize this alignment to produce

X-ray counts on every single shot.

4.2.2 Pre-plasma

In high intensity (> 1018 Wcm−2) interactions with solid targets, pre-pulses or

ASE in CPA laser systems can be sufficient to ionize the target material, generating

pre-plasma, i.e., a surface plasma generated prior to the arrival of the main pulse.

The pre-plasma expands normal to the target surface with an exponentially decreas-

ing density profile away from the target. The main laser pulse interacts with this

plasma at the critical density surface (for λ = 800 nm, nc = 1.8× 1021 cm−3) rather

than at the original target surface position. In order to maintain an interaction be-

tween the dense material surface and the full intensity of the laser pulse, the laser

intensity contrast ratio must be high to limit pre-plasma formation. Several different

61



methods have been applied for high contrast laser systems such as an electro-optic

method [164], optical parametric−CPA (OPCPA) [165] and plasma mirrors [166–

168]. Using the plasma mirror scheme, the laser-pulse contrast-ratio can be improved

up to 1011, allowing ultra-intense “clean” laser pulse interactions with effectively

preplasma-free targets [169–172]. Several studies demonstrated that ion acceleration

from laser-plasma interactions can be affected by pre-plasma characteristics, which

can be initiated by different time scales of pre-pulse energy; nanosecond-timescale

ASE [47, 173–175] and picosecond-timescale prepulses [176]. Due to the different ion

acceleration mechanisms, higher pulse contrast ratio does not guarantee higher ion

energies or higher conversion efficiency, i.e., there may be optimal pre-pulse levels

(duration and/or amplitude) for a given scenario [47, 174–178].

In the experiment described here, we deliberately introduced an extended ASE with

prepulse at shoulder of ASE in advance of the main pulse to increase the energy con-

version efficiency. The pre-pulse was controlled by varying the pulse injection and

pulse-picker timings. One pulse prior to the main pulse was intentionally leaked out

of the laser regenerative amplifier cavity, amplified and compressed ahead of the main

pulse. As a result, the ASE was extended from 5 ns to 15 ns and there was a small

pre-pulse at 13.4 ns with an intensity contrast ratio of 108. Figure 4.3 shows tem-

poral laser profiles with/without pre-pulse. This pre-pulse generated a pre-plasma

and increased the absorption of the main pulse energy. As a result, the pre-plasma

expanded and the D2O stream had non-sharp boundaries. The creation of this pre-

plasma can be beneficial as it increases the coupling efficiency of the laser energy to

the production of hot electrons [174, 175, 179–181], which enhances the energy of

the deuterons. In this thesis, an enhancement of neutron fluxes by a prepulse was

reported and it will be discussed more in Sec. 4.3.4.
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Figure 4.3 Temporal profile measurements of the laser pulse using a fast photo
diode. Main pulse is located at 0 sec, prepulse is extended from 5 ns (red) to
15 ns (blue).

4.2.3 Aperture control system

Piezo linear actuators (Newport, Picomotor) have less than 30 nm step size. While

the step size could be affected by a load on the Picomotor, the optical parts or target

system weight are not heavy enough to affect the step size. Thus, our step size can

be assumed 20 nm. The open-loop configuration has no feedback mechanism, it is

hard to track current position or total movements of the motors. Alternatively, the

relative movements can be measured by keeping the same directional movements and

counting relative movement are required.

4.2.4 Deuteron detection

To measure deuteron acceleration, the CR39 plastic track detector is used with a

mylar filter stack. The thin mylar films (each of 2 and 3 µm thickness) are overlaid

to obtain different cutoff energies of the deuterons extending up to 840 keV, which

corresponds to transmission through an 11 µm film. The cutoff energy is calculated
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Table 4.1 Calibrated cutoff energies for given mylar film thickness. The latter
two columns include corrections for the energy loss in the heavy water vapor.

Thickness Uncorrected at 13.5 cm at 31 cm
(µm) (keV) (keV) (keV)

4 375 510 655

6 525 640 770

8 660 760 880

10 780 870 980

with SRIM software [109]. The exposed CR39 plastic sample undergoes an etching

process with a NaOH solution for one hour at 90 degrees Celsius. After the process, we

use an optical microscope to capture images of the region of interest (See Fig. 4.4) and

ImageJ software to counts ion pits. The 15 Torr of D2O vapor inside of the chamber

provides extra stopping power against accelerated deuterons. In this experiment, we

located the CR39 detectors at 31 cm and 13.5 cm away from the water target, a

separation necessitated by the limited physical access within the chamber. At these

separations, exposure times of 5 to 10 s result in a roughly optimized number of

countable pits that neither oversaturate the detector nor are unduly sparse. Under

this pressure and distance, the cutoff energy of the mylar filter must be corrected for

the deuteron’s energy loss in the D2O vapor. For instance, at 13.5 cm and 31 cm, the

corrected cutoff energy for a 6 µm film is 640 keV and 770 keV, respectively rather

than 525 keV. The corrected cutoff energies are tabulated in Table 4.1.

While neutrons can make extra tracks on the CR39 detector by recoiling protons,

the number of tracks due to neutron-proton recoils is negligible in the neutron yield

from this thesis. In Ref. [110], the CR39 shows neutron detection efficiency of (1.1±

0.2)× 10−4 and (6.0± 0.7)× 10−5 for the DD (2.45 MeV) and DT (14.1 MeV) cases,

respectively, and the efficiency were determined for standard CR-39 etch conditions

(etched in 6.0 molarity NaOH held at 80 degrees Celsius). For instance, only 2

neutron-induced tracks are expected on a CR 39 at 10 cm away from the source

among 101 to 103 deuteron-induced ion pits.
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4.3 Experimental results

4.3.1 Deuteron acceleration

At two different locations (TOF1: 13.5 cm at −30◦, and TOF2: 31 cm at +100◦,

see Fig. 4.1), deuterons were detected by CR39 plastic track detectors with mylar filter

stacks. This allowed an energy spectrum to be obtained, with the assumption of an

exponential distribution with characteristic effective temperature kBT , by measuring

the number of ions transmitted through the various thickness layers. Figure 4.4 shows

one scanned image of a typical CR39 plate. The numbers on the image represent the

total thickness of the mylar filter layers in micrometers. The central region has a

total mylar thickness of 10 µm. The outer annulus of Fig. 4.4 is the shadow of the

filter holder.
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Figure 4.4 A scanned CR39 images of 14 mJ laser pulse with 5 s exposure. A
mylar filter stack is applied, and the circular outline is the shadow of the filter
holder. The numbers indicate the thickness of the total mylar layers in µm.
The central region of the CR39 is covered by a total thickness of 10 µm mylar
film. The black lines represent the edges of the filter layers and are added to
distinguish the different filter areas.

In Fig. 4.5, the microscope images through different filter thicknesses are shown.

Figure 4.4 is the result of a 5 sec exposure for the detector at 13.5 cm at 30◦. The
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software application ImageJ was used to count the number of ion pits, as illustrated

in Fig. 4.6. From the software, false ion signals are rejected by their size and cir-

cularity. For each region of interest (via different thicknesses of filters), small areas

(780 µm × 580 µm) within the region were selected and analyzed 2–8 times to obtain

better statistics. Deuteron spectra are shown on Fig. 4.7, in which both the measured

data and the fitted curves are plotted. Note that data below 0.4 MeV are not plotted

and excluded for the curve fits because there are too many ion pits to count. (e.g.,

0 µm case of Fig. 4.5 )

4 µm

6 µm 10 µm

0 µm

Figure 4.5 Magnified images of ion pits through different thickness of mylar
filter. Note that identical four optical defects are located at the center of the
images, which is a shadow of dust on the microscope’s lens.

The spectra confirm that deuterons are accelerated up to approximately 0.9 MeV.

When comparing the flux above the 0.4 MeV region, it is comparable to the 2D

PIC simulation result shown in Sec. 4.4 2D PIC simulation showed orders of 109

deuterons (> 100 keV) in both directions. The backward traveling deuterons (toward

low density side of heavy water vapor side) acted as an additional neutron source.
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Figure 4.6 An example of the method for counting ions using ImageJ, with
6 µm of mylar filter. The left half shows a raw image, and the ion masks counted
by the software are overlaid onto the right half of image.
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Figure 4.7 Deuteron energy spectra of forward-directed and backward-directed
deuterons derived from CR39 detectors after 5 s laser exposure.
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4.3.2 The effect of laser z-position on neutron generation

The high-numerical-aperture focusing system in this experiment (f -number =

1.4), gave a short Rayleigh range (2zr=9 µm), requiring an accurate alignment of the

target to have a high energy conversion efficiency from laser to target. In previous

solid target experiments conducted by the group, solid targets were scanned along the

laser axis to maximize the X-ray generation [158, 182]. Here, the laser focal position

was scanned rather than the target position to achieve better neutron generation, and

the relative neutron fluxes at different focal spot positions were measured from the

scintillator traces. The focusing optics (OAP) was scanned because the water target

translation stage was non-orthogonal to the laser axis. The OAP was attached to a

5-axis stage (three translation and two rotation). Two rotational axes (pitch-, yaw-

axis) were manually aligned during the basic alignment procedure before pumping out

air. Three translational axes were controlled during experiments by Picomotor. The

OAP was moved along the laser propagation axis by the Picomotor within a range

from −40 µm to +20 µm with a 10 µm step size. Hysteresis due to the open-loop

configuration was minimized by keeping the same directional movement of the OAP.

It should be noted that when the OAP was moved along the focal axis, its transverse

position was modified in order to maximize the radiation flux on the CdTe X-ray

detector. Figure 4.8 shows results of the focal-spot scan-experiment. For a given set

of system parameters, its Rayleigh length (zR) is 9 µm, and by retracting the focal

point 10 µm, the neutron production rate is scaled to half its maximum value. Also,

at –20 µm, the expected beam intensity is 17 % of the peak intensity, which happens

to match the neutron production rate. At −40 µm, the corresponding beam intensity

is 5% of the peak intensity, but the neutron flux is about 40 % of the peak flux. A

possible explanation for this odd neutron flux could be the transverse alignment. The

Picomotor moves the OAP stage, but the stage axis and actual OAP focal axis could

have an offset. When the focal axis was moved, the laser focus was moved not only
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along the focal axis but also along the transverse axis. This offset resulted in a 45◦

incident angle against to the target surface, resulting in a higher coupling efficiency.

Another possibility is that the prepulse conditions, such as a scale length could have

changed dramatically.
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Figure 4.8 Focal spot scan experiment schematic, and the result. Y-axis
presents the number of neutron recorded on the plastic scintillator per shot. The
OAP stage was moved along the laser propagation axis a range from −40 µm
to 20 µm.

4.3.3 Time-of-Flight measurements

Time-of-Flight techniques were also applied to the scintillator trace to confirm

the neutron generation and its energy spectrum. The technical details are described

in Sec. 3.2.2. From an individual scintillator trace (e.g., Fig. 3.9), if a neutron is

generated and detected by scintillation detectors, a neutron peak will appear following

an X-ray peak because neutron travels slower than a photon. From the delayed

neutron signal, the neutron energy may be estimated.

Averaged traces from the scintillator data are plotted on Fig. 4.9. The graph

shows the averaged results of more than 3000 recorded signals, with the amplitudes
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normalized with respect to each of the peak X-ray signals after averaging. In the

figure, the red line shows the D2O result and the blue line shows the H2O result taken

with identical experimental setups except the target composition. In the presence of

heavy water, a peak corresponding to the average neutron signal follows the X-ray

peak with a certain time delay. The secondary peak generated by the neutrons was

recorded at 100 ns. The expected time of arrival of 2.45 MeV neutrons is 92 ns for

the given detector configuration (at 135◦ with respect to laser propagation direction,

2 m away from the target). This 8 ns of error will be discussed later with simulation

results and a histogram analysis. When the target was replaced by H2O, X-ray signal

appeared at the same time, but no secondary peak was recorded.
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Figure 4.9 ToF traces from D2O and H2O targets for 2 m distance. These
traces are averaged and normalized with respect to X-ray signals from more
than 3000 recorded traces. Both traces show the same response to X-ray. X-
rays arrive at 7 ns and neutrons are delayed and arrive around 90 to 100 ns time
window.

Another plastic scintillator was located at different In similar way on Fig. 4.9, the

secondary neutron peaks appeared at only heavy water experiments (red and black).

However, due to the detector distance being larger, the red trace shows a more delayed
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neutron peak at around 170 ns.
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Figure 4.10 ToF traces from D2O and H2O targets. X-axis is calibrated as
laser-water interaction time, t=0. Y-axis is voltage readout amplified by PMT.
H2O trace (blue) has only X-ray peak, but, the other D2O (red and black) traces
show neutron peaks at corresponding time delays by 2 m and 3.5 m detector
distances.

These results confirmed the generation of neutron from an intense laser-heavy

water interaction. While the averaged trace lose individual trace of ToF information

(rise time, decay time, and amplitude) but it gives general trend of the neutron

detection.

From the given detection configurations (D, detector distance) and the measured

time difference between X-ray and neutron peaks(δx,n), the neutron velocity is given

as follows:

vn =
Dc

cδx,n +D
(4.1)

In experiment, without enough shielding for strong X-ray signals from laser-water

interaction, scintillator was easily saturated and the signal overran expected neutron

peak position, removing neutron information. Due to strong X-ray environment, the

scintillator assembly was located behind 10 cm thickness of lead wall, and other sides
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except the front had 5 cm of lead wall. This wall attenuated strong X-rays giving

moderated level of light output through scintillator, but, some weak X-ray signal

would attenuate below the detection level of the scintillator showing only neutron

peaks on ToF traces. Figure 4.11 shows two neutron signals at the same time (∼92 ns)

with/without X-ray peaks.
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Figure 4.11 ToF traces with a strong X-ray and an attenuated X-ray signals.
A radiation shielding (lead wall) blocked photons, not neutrons, generating
neutron peak (red). But, some strong photons can penetrate the shielding and
yield enough light output showing X-ray peaks (blue).

Because of the missing X-ray peaks on the trace, the time difference between X-

ray and neutron peaks(δx,n) may not be available every time, requiring the alternative

way to find neutron velocity rather than Eqn. 4.1. Note that there would be an extra

time gap between neutron generation and laser-water interaction. This time gap will

be discussed later in this section. The absolute zero time can be calculated from

recorded X-ray peak time with a given detector distance. All the recorded X-ray

peaks showed the same rising-edges, (not the same amplitude), and the rising-edge

time would be the time that the photon arrives. Considering this, the neutron velocity
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was already derived in Eqn. 3.5 in Sec. 3.2.2.

vn =
D

D/c+ δx,n
=
D

tn
(3.5 revisited)

Here, D is a detector distance, δx,n is peak time difference and tn(= D/c + δx,n) is

neutron peak time with respect to zero time. The corresponding neutron energy is

obtain with classical kinetic energy equation as follows:

En =
mvn

2

2
=

mD2

2(D/c+ δx,n)2
(4.2)

For 2.45 MeV of neutron from D-D fusion, it would have 85.7 ns of peak time

difference (δx,n) or 92 ns of total ToF (= D/c+ δx,n).

Using the MATLAB software, the time-of-arrival distribution of the neutron signal

was shown in Fig. 4.12, in which the histogram has a total of 979 neutron arrival data

points and each bin width is 4 ns. It should be noted that the MCNP simulation

confirmed that attenuation and scattering of fast neutrons may be ignored for 1.95-

meter distance including the vapor and the chamber wall. A thermal distribution

of deuterons broadens the neutron energy spectrum; the grey-colored histogram in

Fig. 4.12 shows the measured neutron arrival time distribution and the red region

indicates the expected neutron signal generated promptly from the laser-water target

interaction (2.45 MeV±0.32 MeV). This was calculated using the measured deuteron

temperature based on a beam fusion mode model [183], ∆En = 35
√
Ti, where Ti is

the deuteron characteristic temperature. Ti = 84 keV was taken from the measured

effective temperature of the forward directed deuterons. The most probable transit

time of the histogram is 90 ns, which corresponds to an energy of 2.45 MeV for a

neutron generated at the laser interaction time (‘prompt’ neutron) 1.95 m from the

detector. For the early arrival neutrons (< 90 ns), 497 out of 979 neutrons (50.8

%) were detected before 90 ns, which was well matched to the broadened neutron
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Figure 4.12 Histogram of neutron arrival times. Total neutron count is 979
from 48000 shots of laser. Approximate neutron detection efficiency of the EJ-
204 plastic scintillator is 20 %, giving 8 × 104 neutrons/sec. (a) Expected
‘prompt’ neutron distribution with spectral broadening due to the thermal dis-
tribution of the deuterons. (b) Tail of ‘delayed’ neutrons generated in the vapor.

energy spectrum (red area), area below 0 ns to 90 ns region is 50.7 %. For the late

arrival neutrons (> 90 ns), the measured neutron arrival times were lengthened more

than the broadening of the neutron spectrum due to the deuteron energy distribution

(see Fig. 4.12 (b)), which can reduce the neutron lower energy to 1.56 MeV (113 ns

in ToF). The measured data showed that 11% neutrons arrived after 113 ns. These

‘delayed’ neutrons can be explained by the backward directed deuterons that interact

with the vapor. Due to the low density of the vapor, the deuteron stopping distance

is significantly extended (a few cm to a few µm). This extra deuteron transit time

is a few tens of ns. These escaped deuterons generate fusion reactions which could

take place through the entire chamber volume, leading to a delay of ToF signals.

The spread of ToF signals also was observed by Karsch et al. [86], who employed

catcher to catches ions from both front and rear surfaces of water droplets. Here,
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a self-generated D2O vapor catcher stops the accelerated deuterons throughout the

chamber and one does not, therefore, observe clear secondary neutron peaks at a

highly localized catcher location (see Fig. 4.13).

droplet in laser direction (see Fig. 1) at distances of 8.4,
14.8, and 23.3 cm, covering 1.6, 0.7, and 0.3 sr, respec-
tively. The fusion neutron TOF spectra were recorded by
two NE110 plastic scintillation detectors. The time reso-
lution of the whole system is !1:5 ns and the detector
efficiency is !0:2. The detectors were placed at a distance
of 240 cm from the focus at an angle of 143" to the laser
axis inside a lead housing of 9 cm wall thickness to shield
them against the gamma burst from the laser interaction.
In order to suppress errors in the spectral shape from
pileup, the count rate was kept low ( ! 0:25 detected
neutrons/shot). The presented spectra were recorded ac-
cumulating !40 000 laser shots.

The neutron TOF spectra in Fig. 2 show the variation in
spectral shape for different catcher distances. The spec-
trum in Fig. 2(a) was taken without the catcher and
exhibits only a single peak from fusion neutrons created
inside the droplet. With the catcher in place, a second
peak appears in the spectrum [Figs. 2(b)–2(d)], indicat-
ing fusion in the catcher by deuterons accelerated from
the droplet. When the catcher distance is enlarged, the
second peak shifts to later times and gets broader. The
distance between the two peaks corresponds to the ion
TOF from the target to the catcher, whereas the broad-
ening reflects the TOF dispersion of the ion spectrum.
When the catcher was covered with a 200 !m thick
undeuterated plastic foil, a spectrum similar to that
shown in Fig. 2(a) was obtained for every catcher posi-
tion, which rules out that the second peak might be due to
neutrons created in the droplet and scattered by the
catcher.

A Thomson parabola with a lower cutoff of 500 keV
oriented at 15" to the laser axis measured deuterons with
a maximum energy of !1:2 MeV in a ‘‘hot tail’’ of 200–
400 keV temperature and the onset of a strong colder
component towards low energies. A qualitative analysis
of the CR-39 detector sheets placed around the target
showed an almost isotropic ion emission with broad,
slight enhancements in the 0" (along laser axis) and 90"

(perpendicular) directions. This combination of data
from different detectors contains sufficient information
for clearly separating the ion acceleration processes
involved.

We first consider ion acceleration in the laser focus,
similar to the results in [8,12,18]. It takes place at the
interface between plasma and laser light, and its charac-
teristics largely depend on geometry. The prepulse of the
laser generates a plasma with a scale-length Lp estimated
to 4–6 !m at the critical surface. The highly relativistic,
tightly focused pulse bores a dip of depth # "Lp into the
overdense preplasma (" $

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

1% I18#2
L=2:74

q

, #L in !m).
The apex of the dip, however, is always located at the
relativistic critical density (nr # "nc, nc: critical den-
sity), and therefore never reaches the bulk of the droplet.
The deep dip expels most ions at large angles to the laser
axis without respect to the target normal. This implies
that the emission pattern is independent of the position of
the focal spot on the droplet. This picture is experimen-
tally confirmed by the 90" feature in the CR-39 data (for
the 0" enhancement see further below) and by the timing
of the first peak, which is a sensitive probe for the angle
distribution of ions from the focus. Its measured position
rules out a strong forward component (see below).
References [8,18] describe similar cases; however, the
laser parameters were quite different from ours. Their
simulations were only 2D, thereby underestimating the
depth of the formed dip and the predominant emission
angle. Hence, we performed simulations with the 3D PIC
code VLPL [19] to model the ions expelled from the focal
volume. For both 0" and 45" (p-polarized) incidences, an
80 fs laser pulse of 4 !m diameter and an intensity of 3&
1019 W=cm2 enters the simulation box of 19& 16&
16 !m3. It contains a radially expanding preplasma of
4 !m scale length followed by a uniform bulk density of
16nc. The most and fastest ions in both cases are emitted
at large angles to the laser axis, as shown in Fig. 3(b).
Figure 3(a) shows the ion spectra in different angle inter-
vals to the laser axis. The angle-integrated ion spectrum
contains !1011 ions with a two-temperature exponential
type spectrum (Ti;cold ! 100 keV and Ti;hot ! 350 keV).
Since the most energetic ions are emitted at large angles,
they cannot be seen in the Thomson parabola.

To simulate neutron TOF spectra from any given ion
distribution, we developed the Monte Carlo neutron pro-
duction code MCNEUT [20]. It tracks individual deuterons
through the target, catcher, and detector geometry in 3D.
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Figure 4.13 Neutron TOF from front/rear surface of heavy water droplet.
Adapted from Ref. [86]

4.3.4 Neutron flux measurement

In order to measure the neutron flux, two different techniques were employed:

1) neutron bubble detectors and 2) HPGe detector. First, neutron bubble detectors

(Bubble Tech Industries, BD-PND) were placed inside the chamber and exposed to

the laser-based neutron source for a total of 2 minutes for each experiment. The

2-minute time duration was chosen to limit the number of bubble below a countable

number of bubbles. During the measurements, the bubble detectors are covered with

a 1 mm thick aluminum tube to avoid direct laser irradiation. With the calibration

factor of 6900 neutrons per bubble, the number of bubbles can be converted to the

neutron fluxes (see Sec. 3.2.3). Second, gamma-ray emissions from neutron-scatter

and neutron-capture reactions in surrounding materials are measured by a cryogeni-

cally cooled cylindrical HPGe detector (Ortec Pop-Top model No. GEMPM45P4-108,

dimension: H 3.27 cm × φ 8.47 cm). The HPGe detector is located 1.67 m from the

target and a shielding wall consisting of 10 cm of borated-polyethylene and then 5

cm of Pb attenuates the neutron and induced gamma-ray flux as well as the direct

X-ray flux directed upon the HPGe detector. A water-filled cylindrical container (H
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30 cm × φ 27.5 cm, located on the laser propagation axis, 180 ◦) placed 78.7 cm from

the detector is exposed to the direct neutron flux and neutrons are (predominantly)

captured by hydrogen nuclei within the water resulting in a neutron-capture reaction

and subsequent gamma-ray emission at 2.22 MeV (1H(n,γ)). The measured HPGe

gamma spectrum was compared with that produced by a MCNP simulation that in-

cluded an isotropically emitting (point) neutron source, the water container, and the

HPGe detector. The captured gamma-ray interaction rate within the HPGe detector

can be derived from both simulated and measured spectra, from which the neutron

flux of the source can be estimated. The location of both the detectors is shown in

Fig. 4.14.
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BD-PND1

D2O stream OAP (f/1.4)

BD-PND2

To H2O 
container
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Figure 4.14 Detector location diagram. HPGe detector and bubble detectors
are located outside/inside the chamber. Inside the chamber, two BD-PND de-
tectors are located at 4cm, 0◦ and 6.8 cm, 120◦. BD-PND: Bubble detector,
Radiation shielding: (Gray) 5 cm of Pb, (Green) 10 cm of borated-polyethylene
slab.

Neutron fluxes were measured by the bubble detectors with different incident laser

energies. The λ3 laser system delivers up to 18 mJ energy of pulse with a 35 fs of

pulse width (FWHM). A half-wave plate is located before the compression grating

of the λ3 system, and used to control a laser pulse energy. In this experiment, the

laser pulse energy varied between 6 mJ and 12mJ with a deliberately introduced
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pre-pulse (extended ASE with a prepulse at 13.4 ns) Because the detector surface

has a curvature (φ1.5cm) there is an optical distortion. To reduce error due to this

distortion, the same detector was captured in images from four different directions

and then counted. Unlike a CR39 ion pit counting, the bubble detector includes a lot

of (super-heated) micro-bubbles, which is hard to be filtered by a particle counting

function of ImageJ program. Instead of using a built-in function, bubbles are manually

counted by sight from the image. Figure 4.15 (d) has a total of 41 neutron-generated

bubbles, after irradiation from 12 mJ laser pulse, for 2 minutes. Empirically, 60

bubbles on the one side view is the upper limit for reasonable counting without

overlapping or avoiding distortion from the curvature edge.

(a) 6 mJ

(c) 10 mJ

(b) 8 mJ

(d) 12 mJ

Figure 4.15 Bubble formations on the PD-BND detector. At different laser
pulse energies, bubble detectors were exposed for 60,000 shot (2 minutes). Black
paper was used as a background for better contrast. (a) − (d) have 9 to 41
bubbles on the detectors.

From the calibration factor (6900 neutron per bubble) and the number of bub-

bles, the neutron fluxes were estimated and plotted on Fig. 4.16. At each laser pulse

energy, 3 to 5 measurements were performed, with different laser pulse energy from

6 mJ to 12 mJ. A calibrated neutron flux varies from order of 104 neutrons/s to 105

neutrons/s. This neutron flux was also estimated by a simulation. The simulation

was performed from the 2D PIC simulation of deuteron spectra and its weighted

cross-sectional considerations. More details about the simulation will be described
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Figure 4.16 Neutron flux scaling with laser pulse energy

in Sec. 4.4. To confirm that the bubble formation was from DD fusion neutrons,

the fluidic target was replaced with normal water (H2O) and the same experiment

was conducted. To ensure no remaining heavy water was inside the system (pump

and chamber), the reservoir unloaded heavy water and refilled/emptied normal water

more than two times. Also, for possible remaining vapor inside the chamber, the

chamber was pumped out for more than ten minutes. Under this cleaned deuterated

environment, a normal water (H2O)-laser interaction experiment was conducted with

bubble detectors and plastic scintillators. The results were shown in Fig. 4.17. After

2 minutes of exposure, no bubble formation was observed, (Fig. 4.17 (a)), and as

shown in Fig. 4.9 already, only a photo peak was detected by the plastic scintillator.

These results confirmed that our system generates neutrons, and a flux of the order

of 105 neutrons/sec.

As another neutron detection method, a proton-neutron capture gamma was used.
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Figure 4.17 D2O vs. HO comparison experiment results. (a) Bubble detectors
were exposed to 60,000 laser shots of a 12 mJ pulse energy. (b) Figure 4.9
(revisited). Time-of-Flight measurement results confirmed that neutrons were
found in the heavy water experiment, not in the normal water experiment.

Figure 4.18 shows gamma spectra collected during the heavy water experiments. The

background gamma-ray distribution (black in plot) of the laboratory was collected for

8 hours and compared with the results from a 2 hour laser run (red in plot). The two

spectra were normalized with respect to the live-time (251,100 sec for background and

7,200 sec for laser run) of the measurement. The inset of Fig. 4.18 shows raw data

sets. The energy axis was calibrated from 14 lines in the background. The details of

background emission lines are tabulated in Table 4.2.

In Fig. 4.19, an energy axis was expanded from 2 MeV to 2.7 MeV. A few isotope-

emitted gamma rays were noted on the plot (208Tl, 214Bi) and one distinguished peak

was observed at 2.22 MeV. At the peak, a proton-neutron capture gamma signal

(1H(n,γ)) grew in intensity with a constant rate across the 2 hours of the experiment.

From the MCNP simulation, the 2.22 MeV neutron-capture gamma from hydrogen

is the predominant feature regardless of the neutron source (DD or DT). Because

the deuteron energy extended only up to 1 MeV (see Sec. 4.3.1), neutrons from

these deuterons were likely to be emitted isotropically [161, 184]. When simulating

the configuration (DD neutron source, water source, and HPGe detector at each

position), 1.59 × 109 neutrons from the isotropic source were required to generate the
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Figure 4.18 HPGe raw data, and normalized w.r.t time(per second)

Table 4.2 Spectral lines used for a HPGe calibration. From these lines, a
following calibration equation was obtained. Energy (keV)= channel number ×
0.8113 + 0.3195.

Isotope FWHM (keV) Energy (keV) Channel number

Pb-212 0.94 238.5 293
Pb-214 1.01 295.03 363.31
Pb-214 1.06 351.75 433.36
Bi-214 1.29 609.32 750.67
Bi-214 1.66 1120.34 1380.81
K-40 1.94 1460.88 1800.31
Bi-214 2.08 1729.73 2131.53
Bi-214 2.12 1764.63 2174.59
Bi-214 2.16 1847.58 2276.9
Tl-208 3.36 2103.7 2592.38
Bi-214 2.16 2118.73 2611.52
Bi-214 2.37 2204.3 2716.38
Bi-214 2.3 2447.97 3016.48
Tl-208 2.73 2614.533 3222.14

80



2000 2100 2200 2300 2400 2500 2600 2700

Energy (keV)

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

In
te

ra
c
ti
o

n
s
/s

 (
1

.2
3

3
 k

e
V

/b
in

)

Laser on (7.2ks)
Laser off (251.1ks)

214
 Bi

214
 Bi

214
 Bi

208
 Tl

208
 Tl

1
H(n,γ)

Figure 4.19 HPGe gamma-ray spectra from 2 MeV to 2.7 MeV showing the
difference between the background distribution (in black) and the laser-on dis-
tribution (in red). The background was collected for 8 hours and the laser-on
distribution was collected for 2 hours. 1H(n,γ) peak at 2.22 MeV is distinguished
from the background.

86 1H(n,γ) counts (2.22 MeV peak) in the distribution, which given the measurement

time, resulted in 2.2 × 105 neutron per second.

Additionally, from the simulation, the second most prominent gamma-ray line was

found at 596.4 keV (73Ge(n,γ)), which is the nuclear emission following the neutron

capture by 73Ge within the detector itself. Although the borated polyethylene and

lead shielding reduced the direct neutron exposure upon the HPGe detector, unat-

tenuated and scattered neutrons (from the shielding, the water container target, and

surrounding material) can thermalize and interact within the detector, as confirmed

by simulations that include the shielding configuration. For unattenuated neutrons

that have a direct path to the detector, 99.9 % of 2.45 MeV DD neutrons travel

through the vapor-filled chamber without losing their energies, and among them,

36.5 % of neutrons still have 2.45 MeV energy after 5 cm of thick Pb housing. A 5 cm
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of borated polyethylene shield reduced the number of unattenuated 2.45 MeV neu-

trons by 77.6 %. Based on the simulation, 73Ge(n,γ) was looked for in the recorded

spectra. Because of high fluxes of photons on lower energy regions, original spectra

had high-background counts to blind the information. Compared to the background,

73Ge(n,γ) peak was very small. Each plot’s background slope was removed by MAT-

LAB software and the results were plotted in Fig. 4.20. The peak was recognizable,

but not enough to estimate the total neutron flux, which interacted with Ge within

the detector.
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Figure 4.20 HPGe gamma-ray spectra from 0.5 MeV to 0.7 MeV showing
the difference between the background distribution (in black) and the laser-on
distribution (in red). The background was collected for 8 hrs and the laser-on
distribution was collected for 2 hrs. the baseline of the background distribution
was removed to clarify the appear of the germanium capture peak.

4.3.5 Back filling helium gas experiment

During the experiment, the chamber was held at 15 Torr to prevent water from

freezing and to provide additional catcher atoms (deuterons in heavy water va-
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por). For most intense laser experiments, a vacuum environment is required to de-

liver the laser beam to the target without a breakdown when it is focused. When

the atmospheric breakdown occurs, the laser experiences wavefront modification by

breakdown-induced plasma (due to refractive index of the plasma) such as self-induced

defocusing, plasma absorption, and scattering phenomena. Usually, the modification

of the laser wavefront causes its intensity to degrade. To reduce the negative effect

of plasma, a shallow focal depth setup or lower electron density can be introduced,

and the higher breakdown (ionization) threshold of the environment (gas) can be

used. A shallow focal depth can be achieved from a high numerical aperture (or low

f-number) optics setup. Electron density or its ionization threshold issue can be re-

solved simply from the vacuum system. Through the vacuum systems, electrons avoid

a scattering due to the atmosphere air and successfully generate X-rays. Although

the vacuum system can suppress atmospheric loss the electrons/ions and is beneficial

for X-ray generation or accelerating electrons/ions, the vacuum-based experimental

setup makes the system more complex and expensive. In order to test vacuum-free

X-ray generations, there have been efforts to generate a laser-based X-ray source by

filling a helium gas at atmospheric pressure or flowing the helium gas near the tar-

get [158, 185, 186]. In this section, we examined deuteron generation and its following

DD fusion reaction under different background helium environments. Ion experiences

much higher stopping power when traveling through a medium. For example, 100

keV deuteron travel only 12 mm in 1 atm of Helium gas, compared to 170 mm in 50

Torr (1 psi). (see Fig. 4.21)

The experimental setup was the same as a heavy water experiment. To detect neu-

trons, the same plastic scintillator detector with photo-multiplier tube assemblies were

employed to conduct Time-of-Flight analysis. The experimental process is as follows:

First, the chamber was evacuated up to 0.3 psi (15 Torr). Here, it should be noted

that pressure was read/controlled in psi units because the pressure meter showed in
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Figure 4.21 Deuteron stopping distance in Helium gas. X data points at 15
Torr represent deuteron stopping distances by only 15 Torr of deuteron vapor
without Helium gas.

psi unit. Laser pulses irradiated the heavy water and neutrons were detected by the

scintillator. Second, a helium gas was back-filled up to a target pressure. In order to

minimize an effect on system alignment by a fast gas flow, a gas supplying tube inside

the chamber was covered by housing to guide a gas flow below the optical component.

Pressure was varied from 1 psi to atmospheric pressure with a 2 psi step. After fill-

ing a helium gas at the test pressure, the OAP was re-aligned by a picomotor along

the laser propagation axis (Z-axis), maximizing (time-averaged) X-ray signals on the

CdTe detector. Third, when the radiation signals were stabilized, a series of data

acquisition were made. The laser operated at 480 Hz repetition rate, and the oscil-

loscope saved data for a 20-second duration in a triggered-sequential mode. A single

trace records 1 µs time duration, and five sets were saved. Thus, a total of 48,000

traces (10-second duration) were saved for each pressure. The result was plotted in

Fig. 4.22. Blue line shows relative neutron fluxes measured by plastic scintillators

and red line is a FWHM result neutron arrival time distribution.
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Figure 4.22 Relative neutron flux vs. Helium gas pressure. Left Y-axis (blue)
represents relative neutron flux from the scintillation detector and right Y-
axis(red) is FWHM of neutron arrival time distribution.

Generally, as back-filling Helium pressure increased, neutron flux decreased. At

atmospheric pressure, only 25% neutron flux was measured compared to maximum

neutron generation at 50 Torr (1 psi); however, this value corresponds to 50,000

neutrons per sec. Another interesting finding is FWHM of the neutron arrival time

spread. The FWHM of the distribution was calculated from a histogram such as

Fig. 4.12 with Gaussian curve fitting. As mentioned above, actual distribution was

not exactly matched with Gaussian profile, because of ’delayed’ neutrons (extended

tails toward later time). However, more than 50% of neutrons were concentrated

in expected time zone, approximated FWHM can be obtained from Gaussian curve

fitting.

Because of extra stopping power of Helium gas, deuterons will stop closer to the

target stream. This infer that Helium gas confines fusion reactions within limited vol-

ume. From this, FWHM of the neutron arrival time distribution can be interpreted as

fusion volume or source size. Therefore, less ‘delayed’ neutrons and less broadening of

85



FWHM were expected as higher back-filling Helium pressure. As shown in Fig. 4.22

(red line), FWHM result did not show clear correlation with Helium pressure. There

are two possible explanations: 1) More than 50% of stopping distance change by

Helium gas occur below 200 Torr and there was not big decrease in stopping dis-

tance after 200 Torr. Therefore, above the 200 Torr level, extra source size reduction

would not to be expected. 2) Statistically, at the higher pressure, less neutrons were

recorded, and even small number of ‘delayed’ neutron could broaden FWHM calcula-

tion by Gaussian fitting. Therefore, a dramatic reduction of source size was not shown

in this experiment. Nevertheless, from the backing pressure variation experiment, we

showed that a neutron generation can be achieved atmospheric pressure condition.

4.3.6 Pulse duration experiment

The best pulse duration (τ) of the λ3 system is 45 ± 2 fs. This pulse duration

can be modified by a compressor grating separation. (See Sec. 3.1.1). From the

point at the shortest pulse duration generated, we examined how the separation of

the grating affects neutron generation, moving the one side of grating position up to

1 mm. Pulse duration was measured by SHG-FROG and 3rd order autocorrelator.

Figure 4.23 shows pulse duration measurement results with different compression

separation. Different colors represent a direction of grating movement. Like Helium

gas experiment, relative neutron fluxes were measured varying laser pulse durations

from 46 fs to 300 fs and results are shown in Fig. 4.24.

Result shows that neutron flux is not proportional to pulse durations. One may

expect a higher intensity pulse (shorter pulse duration) may give a higher neutron

flux. Rather than intensity, neutron flux can be affected by the direction of grating

movement. In Fig. 4.24, all blue data points (shorter grating separation) are below red

data points (longer grating separation) and from the blue data, neutron flux decrease

as pulse duration is extended until 235 fs. In case of red data points, there was no
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Figure 4.23 Pulse duration measurement result. Pulse duration expands from
46 fs to 300 fs. X-axis represent relative separation of grating. Different colors
are applied to distinguish direction of grating movement.

general trend.

From the pulse duration experiment, we can draw two interesting points: 1) Neutron

flux is sensitive to pulse duration, especially, chirp condition (direction of grating

movement) may be critical. 2) With sub-picosecond pulse, a moderate level of neutron

can be generated showing the possibility of longer pulse system like a high-power fiber

laser.

4.4 Simulation and discussion

4.4.1 Particle-in-cell simulations

To elucidate the experimental results, particle-in-cell (PIC) simulations were run

by George Petrov from the Naval Research Laboratory. Due to the high complexity

of the nonlinear and kinetic processes that can occur during the interaction of a high-
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Figure 4.24 Relative neutron flux measurement with different laser pulse dura-
tion. Different colors of data points represent the direction of grating movement.
This color code is the same as pulse duration measurement. (see Fig.4.23)

intensity laser or particle beam with plasma, computational modeling can be very

important. PIC simulation is a great tool for complex systems as it supports the full

kinetics of multi-dimensional plasmas.

A PIC simulation models complex laser plasma interactions. In self-consistent EM

fields, the PIC simulation tracks collective motion of charges on a particle-mesh grid.

More details of PIC method is described in Ref [187]. Briefly, The PIC scheme has

the basic steps as follows:

1. Equations of motion are integrated by ‘Particle pusher’ to calculate particle’s

position and momentum.

2. Currents charge density calculation is calculated from distribution of weighted

particles on the grids.

3. From the results of step 2, solves Maxwell’s equations. Here, external fields

(laser pulse) and self-induced fields are included.
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4. Go to step 1 with the calculation result of weighted fields so that particles

move to a new position with new momentum through self-consistently calculated EM

fields.

In this thesis, the simulation code was used to simulate only the laser plasma in-

teraction, from which the deuteron spectrum was calculated. It was fitted with an

exponential function. Deuterons with weights corresponding to this distribution were

transported through the converter, and the neutron yield generated by these deuterons

was calculated and accumulated. The angular distribution of neutrons was assumed

to be isotropic, which was justified in the limit Ed <1 MeV [161].

The on-target laser energy was varied between 3.7 and 11 mJ/shot. Particles are

initialized with charge +1 for ions and −1 for electrons and during the simulations

the ion charge of oxygen is dynamically incremented using a standard Monte Carlo

scheme for collisional and optical field ionizations. At the beginning of the simula-

tions, the number of particles per cell is 36 for deuterons and 18 for oxygen ions. The

momentum distribution of deuterons is plotted in Fig. 4.25. The phase-space plot
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Figure 4.25 (Left) Deuteron momentum x − px phase space at the end of
simulation, 192 fs. (Right) Deuteron energy spectrum.
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reveals the dynamics of the interaction. First, the laser interacts primarily with the

pre-plasma and all of the energetic ions originate from the pre-plasma region. The

second intriguing observation is that there are two groups of deuterons: one group

accelerated forward, and another group blown in the backward direction (towards

the incoming laser direction). Their number is comparable, however, the backward

moving deuterons are more energetic. While in the forward direction the maximum

normalized impulse is px/(Mc)∼0.01. The corresponding momentum in the backward

direction is doubled. Different acceleration mechanisms therefore are likely explana-

tions for these two groups of deuterons in the experiments; a hole boring mechanism

for the forward directed deuterons [72, 73] and TNSA for the backward directed

deuterons [46, 65]. The neutron production is very sensitive to the direction of the

deuterons. The forward-directed deuterons see increasingly dense plasma, all the

way up to liquid density in the stream. Since their range is only a few µm in water

(7 µm for a 400 keV deuteron), the forward directed deuterons are stopped within

the water stream [109]. These deuterons cause DD fusion reactions and produce neu-

trons within the water stream. This is a point source of neutrons. In contrast, the

backward directed deuterons move away from the main stream and interact with the

gas/plasma with rapidly decreasing density, which transitions to the 15 Torr back-

ground density, where they have a much longer stopping distance. We estimated

that at a background density in the chamber of 6.4×1017 cm−3, a 400 keV deuteron

has a stopping distance of 30 cm, similar to the chamber dimensions. Therefore, the

backward-moving deuterons will also contribute to neutron production as a volumet-

ric source. This is illustrated in Fig. 4.26 which plots the neutron flux produced by

forward and backward moving deuterons, as well as the sum of the two. The exper-

imental data are also plotted for comparison. Table 4.3 provides more details such

as the number of deuterons per shot, the neutron yield per deuteron and neutron

yield per shot for forward and backward moving deuterons. The dominant neutron
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Table 4.3 Simulation result table

Intensity (W/cm2) Energy (mJ) # Deuterons > 100 keV T(keV)
Neutron yield Neutron yield
(neutrons/ions) (neutrons/shot)

1×1019 3.7
1.4×109 18 4.0×10−9 6 Forward
3.3×109 45 18×10−9 59 Total

2×1019 7.3
2.6×109 30 9.5×10−9 25 Forward
5.0×109 55 26×10−9 130 Total

3×1019 11
3.7×109 35 12×10−9 44 Forward
6.7×109 65 138×10−9 255 Total

source is fusion from backward moving deuterons and consequently the larger fraction

of neutrons have a volumetric origin. It has to be kept in mind, however, that we

assumed complete stopping of the backward-directed deuterons, while in reality, some

them may not be stopped by the low-density background gas. Thus their contribution

is likely overestimated. The volumetric nature of the neutrons was confirmed by the

neutron time-of-flight measurements, which showed a delay and increased width of

the signal, which can only be interpreted as neutrons coming from different locations.
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Figure 4.26 Neutron flux as a function of energy from the experiments and
simulations.
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4.5 Conclusion and future works

In conclusion, the production of fast neutrons via deuteron acceleration and their

subsequent D-D fusion reactions at a laser intensity of 3×1019 Wcm−2 is demonstrated

using a multi-mJ, fs duration pulsed laser system operating at a high repetition-

rate (1⁄2 kHz). The deuteron energy spectra have been measured at two different

directions with mylar filter stacks. In both directions, deuteron energies are measured

up to 0.9 MeV, and the total numbers of deuterons above 0.4 MeV is comparable to

that yielded in a 2D PIC simulation results [188]. Without an extra pitcher-catcher

arrangement, accelerated deuterons collide with deuterium nuclei in the heavy water

stream (‘prompt’) and vapor in the chamber (‘delayed’), yielding a 2.45± 0.32 MeV

energy neutron flux of 2.2 × 105 per second. The neutron average flux is comparable

to other laser-based neutron sources [85, 88, 91, 95, 189–191], but the neutron source

presented here only requires a few mJ of pulse energy, which can be achieved without

a bulky and complex cryogenic target-cooling system.

Table 4.4 shows the comparison results of laser-based neutron sources. Based on

neutron yield in units of (n/sr/shot), our neutron source does not look attractive;

however, when considering a laser repetition rate and pulse energy, our source would

be much better than other sources. Furthermore using the high-power fiber optics,

which operate at a much higher repetition rate, a very high time-averaging neutron

source can be made. Last two experiments (involving helium gas and pulse duration)

were preliminary studies for these future applications.

For the better understanding of the source characteristics, a few more studies can

be suggested. To enhance neutron flux, there was an extended ASE with a prepulse.

From direct comparison between ‘clean’ pulse and extended pulse, almost 10 times

more neutron flux was achieved. As mentioned in Sec. 4.2.2, an existence of pre-

pulse (including ASE) brings quite different laser-plasma interactions. Therefore, a

systematical control of prepulse and measurement of induced pre-plasmas would lead
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Table 4.4 Laser-based neutron sources comparison with our result.

Publications Reaction
Neutron yield

Repetition rate Energy (J)
Neutron yield Intensity

(n/sr/shot) (n/J/sr/sec) (Wcm−2)
Roth et al. [57] 9Be(d, n)10B 1 ×1010 45 mins shot cycle 80 5 ×104 (1–10) ×1020

Higginson et al. [90] 7Li(d, n)8Be 8 ×108 2 shots/hr 360 1 ×103 2 ×1019

Lancaster et al. [91] 7Li(p, n)7Be 4 ×108 1 shots/hr 69 2 ×103 3 ×1019

Higginson et al. [92] 7Li(p, n)7Be 1 ×108 2 shots/hr 140 4 ×102 1 ×1020

Zulick et al. [93] 7Li(p, n)7Be 1 ×107 0.1 Hz 1.1 9 ×105 2 ×1021

Norreys et al. [94] 2d(d, n)3He 7 ×107 1 shot/hr 20 1 ×103 1 ×1019

Fritzler et al. [85] 2d(d, n)3He 1 ×106 1 shot/hr 62 4 2 ×1019

Zulick et al. [93] 2d(d, n)3He 1 ×105 0.1 Hz 1.1 9 ×103 2 ×1021

Willingale et al. [53] 2d(d, n)3He 5 ×104 1 shot/min 6 1 ×102 (1–3) ×1019

Ditmire et al. [88] 2d(d, n)3He 8 ×102 10 Hz 0.12 7 ×104 2 ×1016

Ter-Avetisyan et al. [89] 2d(d, n)3He 5 ×102 10 Hz 0.6 8 ×103 1 ×1019

Pretzler et al. [95] 2d(d, n)3He 20 10 Hz 0.2 1 ×103 1 ×1018

This thesis 2d(d, n)3He 73 500 Hz 0.01 4 ×106 3 ×1018

Fiber laser 2d(d, n)3He − 10 kHz or higher 0.01 − 1016

well-characterized laser neutron sources.
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CHAPTER V

THz generation

5.1 Introduction

Among various regimes of electromagnetic radiation, Terahertz (THz) (1 THz =

1012 Hz) radiation has been intensively studied due to its applications in various ar-

eas [192–194]. For many decades, THz spectroscopy has been used in chemistry fields,

because the rotational and/or vibration absorption spectra of many molecules fall in

the THz frequency range [195]. Also, because of their non-intrusive characteristics,

THz imaging techniques can scan samples that are covered with low Z materials such

as paper or plastic. Another important feature is that, unlike X-rays, THz will not

cause ionization of materials [196]. The main objective of this chapter is to optimize

THz radiation using an adaptive optic (deformable mirror, DM) with an active feed-

back system (genetic algorithm, GA). Chapter III described the adaptive optic and

its feedback routine in detail. A genetic algorithm, using the THz signal as a figure of

merit, determines the voltage settings in a deformable mirror and results in up to a

six-fold improvement in the THz signal, compared with the settings optimized for the

best focus. It is possible to use this technique in optimizing for different THz genera-

tion processes. These studies will provide insights into revealing the exact mechanism

of THz generation, which is still obscure.

Until the early 1990s, research on THz radiation was hindered because of the
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Figure 5.1 Terahertz gap in electromagnetic spectrum. Image is adapted from
Ref. [197]

“Terahertz gap” (see Fig.5.1). The THz gap is the electromagnetic spectrum between

optical/photonic and electronic sources of radiation. Many efforts have been under-

taken to expand the frequency regime from both directions (high and low frequency

regions). First, the electronic approach generates an electromagnetic wave by moving

electrons, which means the wave frequency depends on how fast electrons alternate

the direction of the electric fields. This is fundamentally limited by the speed of

the electrons. But when a current-alternating frequency increases to approach the

THz region, the travel distance of the electrons becomes shorter, and THz radiation

fails to be generated. This is because there is not enough time for electrons to cross

a transistor channel. Also, power output will suffer lower efficiency because of the

high resistance from the high frequency of alternating fields. When it comes to the

photonic approach or modern physical explanation, shorter wavelength radiation can

be achieved when electrons move between atomic energy levels (characteristic X-ray

emission). Also, when a charged particle decelerates and/or changes direction, the

particle loses its kinetic energy, which is converted into a photon (“Bremsstrahlung”).

The photonic approach also has a limitation in that it fails to approach the THz

regime due to the atomic structure of materials. Energy levels of the atomic struc-

ture are discrete, and electrons only exist at the given energy level. However, most

materials do not the have energy level differences required to generate THz radiation.

Because the required energy gap for THz radiation is too small (e.g., 30 THz = 0.12
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eV), it is hard to control the electron movements between two different energy levels

to release the desired range of THz frequency. To resolve this issue, one can lower

the temperature by limiting the electron movement. However, this would decrease

energy conversion efficiency, and also result in more practical drawbacks involving

extra costs for cryogenic systems and more space.

Improvements in photonics/laser technology provided a clue to reduce the gap [197–

200]. From intense laser-induced plasma, certain electromagnetic waves can be irra-

diated. Early laser technology, however, did not provide short enough pulse duration

to generate THz waves for the THz gap. Since the 1980s, a modern laser technology

has been advanced in various ways. For example, a self-mode-locked femtosecond

pulse duration laser system [38, 201] narrowed one end of the gap. Since Hamster

et al. first reported THz wave generation from intense laser-plasma interaction in

air [101, 202, 203], laser-plasma based THz sources have been the subject of intense

research in the field. The method of using a laser induced plasma as a medium has

been highlighted because plasma can be used at intensities well above the damage

threshold of nonlinear crystals or semiconductors. Over the last two decades, in-

vestigators have shown that including a second harmonic signal in the driving laser

field (known as ‘two-color mixing’ method) can enhance THz generation [103, 204–

210]. Recently, Xie et al. [206] delivered frequency-doubled beams (2ω) in a time

delay with respect to the original pulse beam (ω), and Peng et al. [211] also used an

adjustable aperture to tailor the Gaussian beam to obtain enhanced THz radiation.

Another study showed that the energy conversion efficiency of the second harmonic

method could be improved using a cylindrical lens [212]. This changes the focal spot

and the shape of the filament, improving the structure of the photocurrent within

the filament as well as the controllability of the radiation pattern and generation

efficiency. For these two-color techniques, the fundamental field and its second har-

monic are viewed as being mixed in air, producing a directional current that drives
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THz radiation within the timescale of the laser pulse [103]. The spectral extent of the

directional current depends on the original spatio-temporal laser fields, which means

that the radiated THz spectrum can be modified by manipulating the laser pulse

using adaptive optics. While adaptive optics is new to the generation of strong THz

radiation, it has been widely used for improving optical systems degraded by envi-

ronmental effects [135, 136]. Numerous laser-driven plasma sources have employed

GA to optimize the desired outcomes [140, 213, 214]. In this chapter, therefore, the

generation of THz radiation from laser-filamentation and the optimization of THz are

reported from a few millijoules of ultrashort laser pulses are focused in air.

5.2 THz generation theory

Following Hamster et al. [101, 203], a laser-induced plasma has been widely used

for generating a strong THz radiation. A plasma wake excitation mechanism was

introduced to explain the generation mechanism of THz [202]. In this model, the

ponderomotive force induced by an intense laser pulse results in the production of a

plasma wave that generates strong THz electromagnetic radiation. Recently, from a

Laser Wakefield Accelerator (LWFA), THz has been reported [30, 31] and Coherent

Transition Radiation (CTR) was proposed as the mechanism. When the electron

propagates through the plasma-vacuum interface generated by the LWFA, it emits

transition radiation. This radiation then interferes coherently for wavelengths longer

than the electron bunch length. More details of the mechanism are described in

Ref. [31].

In this section, THz generation theories will be reviewed; however, out of these, we

specifically examine the theories related to the second harmonic method. To enhance

the THz radiation for lower levels of input laser energy (< 1mJ), a frequency-doubled

beam was introduced to the fundamental beam. This second harmonic method can

enhance THz generation by more than 100 times [102]. A number of studies using
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the second harmonic method have revealed other THz generation mechanisms [103,

204–208, 210]. Among many suggested theories, the two most well-known are the

four-wave mixing model [102, 204–206] and the photocurrent model [103, 208, 215,

216]. Recently, many studies have shown that broadband THz spectra generated

by the second harmonic method have multiple origins depending on their frequency

range [210, 217–219]. In the low frequency region (1 THz to 5 THz), the free-electron

photocurrent is the major contribution to THz radiation. As the frequency increases

beyond 5 THz, the Kerr nonlinear response of the neutral molecules, which is related

to four wave mixing, dominates.

5.2.1 Four-wave mixing model

FWM is one of the nonlinear effects due to 3rd order optical nonlinearity (χ(3)).

The three input beams’ frequencies (2ω,−ω,−ω) add to nearly zero, and yield a 4th

frequency. In the THz generation process from pulsed laser system, fundamental (ω)

and its second harmonic (2ω) fields will interacts in a nonlinear medium (i.e., plasma)

generating THz radiations by χ(3)(ΩTHz : 2ω + ΩTHz,−ω,−ω). From the four wave

mixing theory, a generated THz field is given by [102]

ETHz ∝ χ(3)E2ω Eω Eω cos(θ) (5.1)

where θ is the phase difference between a fundamental and its second harmonic fields.

To prove the model, there have been many efforts. As shown in Eqn. 5.1, THz fields

are subject to two input field strengths and their phase difference. The nonlinearity

(χ(3)) is a very critical factor in the model and the value is changed by polariza-

tions (χ(3)
Ω,2ω,ω,ω). Many experimental studies have examined THz generation by

controlling polarization, phase and amplitude of input fields (ω, 2ω) [102, 204–206].

However, the four wave mixing theory based on the third order nonlinearity (χ
(3)
ions
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or/and χ
(3)
free electrons), cannot explain the observed THz field because these nonlinear-

ities are too small to explain the THz field strength [204].

5.2.2 Photocurrent model

The photocurrent model is proposed by Kim et al. [103, 208, 220]. When the strong

electric field is applied by a single-color laser, the bound electrons of air molecules are

liberated and oscillate along the laser field. Although these liberated electrons drifted

away from ions, these electrons could not produce a directional current because of

their symmetric drift from the single-color laser field. In case of two-color method,

however, a non-vanishing directional current can be generated. The non-vanishing

directional current can be shown by the asymmetry of the combined laser field (EL).

EL(t) = Eωcos(ωt) + E2ωcos(2ωt+ θ) (5.2)

where Eω and E2ω are the amplitudes of the fundamental (ω) and the second harmonic

(2ω) fields, respectively, and θ is the relative phase between ω and 2ω fields at the

focus. As shown in Fig. 5.2, the combined laser fields (EL) have different average

fields depending on phase differences (θ), and corresponding electron drift velocities

are plotted in Fig. 5.3.

The local plasma current density is given by

J(t) = −
∫
evd(t, t

′)dNe(t
′) (5.3)

where dN(t′) is the free electrons density produced by the laser field in the interval

between t′ and t′ + dt′, and vd(t, t
′) is the electron drift velocity at t.

Because the ionization occurs near the peak of the laser field, only the the electron

drift velocity near the peak would contribute to the overall electron current. In

contrast to the θ = 0 case, there is a net electron current with θ = π/2. This net
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Figure 5.2 Fundamental (ω), second harmonic (2ω) and combined laser fields
over one cycle of period with phase difference of (left) θ=0 and (right) θ=π/2

Figure 5.3 Free electron drift velocity (vd) as a function of time with the
combined laser field.

current over the entire laser field envelope produces a directional current surge which

emits radiation. If the laser pulse duration is below 100 fs, this process can generate

radiation, of which the frequency is between 1 and 10 THz.

5.3 Optimization experiment

5.3.1 Experiment setup

The experiments were performed using the Lambda-Cubed (λ3) laser facility at

the University of Michigan. Section 3.1.1 described the λ3 system in detail. GA,
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using the THz signal as a figure of merit, tested and optimized the mirror figure

to achieve higher THz signals. The λ3 laser delivered 1 to 12 mJ pulses onto a

0.1 mm thick Beta Barium Borate (BBO) frequency-doubling crystal to produce the

asymmetric laser field required for the two-color THz radiation generation method.

The laser pulses were focused by an f/15 lens to an interaction point where plasma

filaments are generated, 25 cm behind a BBO crystal. A silicon window of thickness

5 mm filtered the two laser fields (800 nm and 400 nm), allowing only the THz

field to pass. The THz field was subsequently collimated by an f/6, 90° parabolic

reflector. It was relayed by a pair of parabolic mirrors to a Michelson interferometer

and was refocused by a final parabolic mirror onto a pyroelectric detector (Gentec-

EO, QS-IL). A commercial nitrocellulose pellicle (Thorlabs BP245B2) was used as

a beam splitter. The experimental configuration is shown in Fig. 5.4. While Laser

Deformable 
mirror

Pyroelectric
detector

Interferometer 
system 

Silicon
block

BBO Crystal

Focusing
lens(f/15)

THz

BBO

25cm

Focused beam 
by f/15 lens 

Mirror OAP

Figure 5.4 (Left) The experimental setup including a DM. The DM is con-
trolled by a computer with the LabVIEW software. (Right) Corrected beam
(800 nm, red in the figure) is focused by f/15 lens. To generated 400 nm beam
(blue in the figure), a BBO crystal is located at 25 cm before the geometric
focus.

pulses reach to the BBO crystal, laser wavefront experienced distortions due to air

turbulence and optical imperfections. To compensate for these distortions and also

to optimize the THz yield, the 47 mm of the input beam first impinged on a DM and

then focused via the f/15 lens to generate plasma filaments. To find the best THz

yielding mirror shape, wavefront distortions caused by air flow or imperfections on
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optics must be corrected. Note that the correction procedure may include not only

eliminating unwanted wavefront distortions, but also adding desired imperfections.

A computer controlled translation stage with 0.1 µm step size was used to scan

the Michelson interferometer to determine the THz spectrum by Fourier Transform

Spectroscopy. In the interferometric measurements, we experienced a signal variation

due to acoustic effects, because the air-breakdown causes an acoustic signal that

vibrates the pellicle. During optimization, the acoustic signal level varied slightly for

each mirror shape generated by the genetic algorithm. To reduce the signal variation,

a box was built around the interferometer to limit the vibration. We also enclosed

the THz generation region in a foam tube to minimize microphonic effects in the

pyroelectric detector.

5.3.2 Optimization process

At the beginning of the experiment, all 37 actuators are set to 0 V, i.e., relatively

flat mirror shape for manual alignment (to have the best focus). When the genetic

algorithm starts to optimize the output signal, the system applies 30 V to all ac-

tuators and “mutates” each actuator voltage from the that setting. More details of

optimization process (GA) was descried in Sec. 3.3.2.

Figure 5.5 shows the signal improvement through 41 generations for 1.2 mJ of

incident energy. The x-axis represents the generation of the GA, and the y-axis shows

the signal relative to the starting point. In Fig. 5.5, there are the 10 best “offspring”

for each generation. For the 1st generation, the 10 results were the mutations of the

30 V parents. Because GA has no preference for mutations, the first 10 mutations

can generate both favorable mirror shapes and worse mirror shapes. Therefore, the

initial results also show lower-than-unity FOM values (0.15 to 0.91). But, after the

1st generation, the GA proceeded to find better results with consistent improvement.

After the 41st generation, the maximum signal was 2.4 times higher than the FOM
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of the original 30 V mutations. This performance was consistent from run to run,

though the particular mirror shapes were not necessarily repeated. For the THz yield,

we obtained a 5.6 mV signal with the best output mirror shape, which corresponds

to a 2.4 times improvement in THz yield relative to the 30 V mirror shape (2.3 mV).

The same level of THz signal improvement were produced months later, from the

same setup: measuring 2.1 mV (30 V mirror) and 5.1 mV (the optimized mirror)

respectively. Repeating experiment with a 3 mJ incident energy, we obtained 4.8

times improvement.
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Figure 5.5 Signal improvement through 41 generations for 1.2 mJ incident
pulse energy.

5.3.3 THz detection and spectral analysis

From the Michelson interferometry of the THz radiation, spectral analysis using

a Fourier transform spectroscopy was conducted. In Fig. 5.6, the red lines show the

interferogram and spectrum prior to optimization, and the blue lines show the results

with the optimized mirror shape. The peak-to-valley difference in the interferogram
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increased from 3.4 mV to 5.8 mV, and the bottom graph showed the THz spectrum

improvement from 1 THz to 70 THz, with the signal doubling between 5 THz and

40 THz. In these frequency ranges, the generation of THz was affected by four wave

mixing theory, indicating that our system improved the THz yields by modifying the

Kerr nonlinear response of the neutral molecules. Note that for the low frequency

range (<5 THz), there is strong attenuation due to water vapor in the air [221].
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Figure 5.6 (Top) Two interferograms before(red)/after(blue) optimization
(Bottom) Spectrum analysis.

We also characterize the THz yield with varying input pulse energy under different

conditions (see Fig. 5.7). The THz field was detected by a pyroelectric detector after

passing by a silicon window and the Michelson interferometer. The calibrated detector

sensitivity was 3.7 × 105 V/J. The maximum measured THz signal was found to be

260 nJ per pulse with a conversion efficiency of 0.004 %.

There are two main experimental factors for determining the THz yield: 1) the

use of the BBO crystal, 2) the optimization through the GA. Ideally, an optimization

would be done at the desired laser energy. However, the random mirror shapes
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Figure 5.7 THz energy measurements with a pyroelectric detector. THz emis-
sion is measured at different situations. Dotted lines represent single-color
results and solid lines show two-color results. Red and Blue color represent
before/after optimization results, respectively. For the two-color case (Opti-
mization point #1), optimization process was done at 3 mJ, and it required 99
generations, and 6.2 mJ and 47 generations for the single-color case (Optimiza-
tion point #2). Note that the pyroelectric detector sensitivity was 3.7 × 105

V/J. The maximum THz energy was 260 nJ per pulse with an input energy of
6.2 mJ, resulting in the conversion efficiency of 0.004 %.
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generated during the GA could make hotspots on the beam profile, causing damage

on the BBO crystal. To avoid damage, the optimization process was done at a lower

energy (3 mJ, optimization point #1 in Fig. 5.7), then, the resulting mirror shape was

applied to generate THz radiation at higher energies. In this experiment, the THz

signal increased a five-fold as a result of optimization, retaining greater than a three-

fold improvement between energy levels 2 mJ to 6.2 mJ. Without the BBO crystal,

damage is no longer a consideration, and the optimization process can be done with

moderate incident energies (e.g. 6.4 mJ, optimization point #2 in Fig. 5.7) and the

resulting mirror shape is applied to other energy levels showing the scalability of the

solution. In the single-color case (without the BBO), the THz generation mechanism

is different than two-color case. The source of the far-field THz radiation is the set of

plasma waves generated due to the propagation of the laser through the atmosphere

[101, 203]. Thus, the THz emission we optimized using the single-color method is

likely due to the optimization of the plasma wave amplitude. This mechanism is

more dependent on having the correct temporal pulse shape, and also having a focal

spot similar in dimensions to the relativistic plasma wavelength. The relativistic

plasma wavelength is a function of the electron density which is determined by the

laser intensity. The amplitude of the plasma wave can also be improved if there are

temporal structures in the driving laser pulse which are less than the plasma period.

So the focal spot and the electron density are connected in a complicated way that

also depends on pulse energy. Note that the temporal shape of the laser pulse is also

affected by the filamentation process [222]. Thus, the shape of the plasma wave which

optimizes the THz generation for the single-color method is not the same as that for

the second harmonic method, and in these experiments, the optimized phase front of

the single-color case is clearly different than that of the two-color case.

Figure 5.8 shows four optimized mirror shape illustrations for different THz gener-

ation mechanisms and pulse energies. It is clear that these mirror shapes will produce
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different focal spot structures. However, it should be noted that for the same pulse

energy and generation mechanism, although the precise mirror shape may differ from

experiment to experiment, the amount of THz produced after mirror optimization is

generally reproducible. Using the two-color method, diagonal voltage patterns are ob-

served on the deformable mirror which cause the mirror to form a slightly cylindrical

shape, thus generating a slight “line-focus” (see Fig. 5.8 (c) and (d)).

(a)

(d)(c)

(b)

Figure 5.8 Various result mirror shape illustrations from different optimiza-
tion conditions. The images are reconstructed from the applied voltage on
electrostrictive actuators. (a) Single-color at 3mJ, (b) single-color at 6mJ, (c)
two-color at 1.2mJ, and (d) two-color at 3mJ.

This focal spot structure is also not along the direction of laser polarization. By

contrast, in the single-color case (without the BBO crystal), no distinct patterns of

mirror deformation emerge. This suggests that a more complex and larger focal spot

is produced such that the path lengths from various parts of the beam may result in

pulse modulations. From these mirror shapes, it is clear that the presence of the BBO

crystal has changed the wavefront of the optimized laser pulses significantly which

results from optimization for a different THz generation mechanism. It is also clear
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that the focal spot structure that optimizes the THz production for a particular energy

is not the same as that which optimizes THz production at other pulse energies. This

is precisely because of the complex 3D self-focusing and diffraction effects involved

in the filamentation process. As the energy of the pulse is increased, the amount of

mirror deformation required for optimum THz enhancement is reduced even though

the amount of THz enhancement is similar as at lower energies. This is likely to be

because the amount of asymmetry in the focal spot required to “seed” a particular

filamentary structure is reduced at higher energies.

Figure 5.9 shows beam images from the two-color case, which were taken at the

location of the BBO crystal. (a) is the cross-section image of the 0 V mirror (i.e.,

relatively flat mirror) and (b) is that of optimized mirror. Compared to (a), the

intensity of (b) is lowered in its central region and higher on the lower right side.

The right panel of Fig. 5.9 shows applied voltages on the deformable mirror for the

best result and the voltage patterns on the mirror indicate that the focal spot is

elongated. The best result does not have a specific geometric shape such as tip/tilt

or focus/defocus, because it was identified via by selectively testing the various mirror

figures applied by the GA. Also, changes in plasma filamentation are observed during

(b)(a) (c)

Figure 5.9 Beam cross-section image (a) before GA, and (b) after GA. (c) Opti-
mized mirror shape generating the highest THz yield from two-color method af-
ter 75 generations. The deformable mirror with voltage distribution (c) changed
the beam cross-section from (a) to (b)

optimization. Figure 5.10 shows that the length of the filament doubles and total

light emission from filament decreases more than 3 times, denoting larger plasma
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volumes. The larger plasma volume is known to generate stronger THz signals [223,

224]. Because the laser wavefront experiences great modifications through the plasma

filaments, such variations of plasma filament characteristics are the key to understand

THz generation from the laser plasma interaction.

Figure 5.10 Plasma filament images, (a) before and (b) after optimization with
1.6 mJ laser input energy. The length of filament is doubled and its intensity
decreases. As laser input energy increases, filament length increases up to 100
mm.

Taken together, these results indicate that our active feedback system optimized

the mirror figure for enhanced THz generation correcting for defects in the whole

optical system. This includes imperfections such as air turbulence and accounts for

the details of the phase figure needed to maximize the THz generation via Kerr effects.

Here, the optimal mirror shape was the best time-averaged figure for THz generation

in the presence of air turbulence. This differs from astronomical applications which

offer real-time corrections for air turbulence.

5.4 THz optimization with radiation source

Up to now, the THz generation and its optimization using DM was examined.

From the analysis of filament characteristics (see Figs. 5.9 and 5.10), it was re-
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vealed that the THz yield is closely related to the filament generation. If a stable

predictable plasma filament can contain information regarding the ionization state of

the surrounding air, then one expects that SNM identification could be realized with

more confidence. The small volume occupied by the plasma filament (3 cm long and

150 µm in diameter) can be integrated over some time to observe any effect from

sparse ionization.

133Ba

PuBe

Figure 5.11 (Top) Optimization of the THz signal with/without PuBe neutron
source. (Bottom) Optimization of the THz signal with/without 133Ba gamma
source

One set of experiments was to measure if the signal derived from the pyroelectric

detect was modified by the presence of radiation. As the radiation source, 1 Ci of

239PuBe for neutron and 2 mCi of 133Ba for gamma were used, respectively. Each

radiation source was located next to the filament (see Fig. 5.11). The one should
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recognize that it have not been confirmed that the variation was due to air ionization

alone, because it may be due the slightly altered geometry due to the presence of

the source. Regardless, it was evident that the THz signal is highly sensitive to the

immediate environment about the plasma filament source. Using the amplitude of

the collected signal by the pyroelectric detector as the FOM to be maximized, the

each optimization result was shown in Fig. 5.11.

In this section, the THz generation with the presence of radiation sources was

examined. The next step with the THz experiment could be examination for the

extent to which the plasma filament is sensitive to various ion concentrations. As

mentioned above, THz signals are non-ideal carriers of ranged information due to

water-absorption in air. Now that we have deployed the beam optimization system

for the THz experiment, we would also utilize the technique for the ns-derived plasma

pulses in Chapter VI.

5.5 Conclusion and future works

In summary, an active wavefront correction was made to improve the output of

the THz radiation in air. The correction was controlled by a genetic algorithm and

made by a deformable mirror. The distorted wavefront resulting from air turbulence

or defects of the optical components was compensated by a deformable mirror fig-

ure obtained by the genetic algorithm. The method found the optimal spatial-phase

configuration of the fundamental light for the generation of THz radiation, which

would be impossible to obtain analytically. This included implicit manipulation of

the phase configuration of both the fundamental and the second harmonic fields, and

it yielded a significant enhancement in the THz radiation. With the optimal mirror

shape on the deformable mirror, the THz signal amplitudes can be improved by 2

to 6 times compared to that before optimization. Using the feedback method, it

shows the possibility of optimization on different THz configurations even though the
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generation mechanisms are different and unclear. The optimized phase front for the

two-color source is not the same as the optimized phase front for the single color

source. Using this technique, one could also optimize the THz signal in a particular

wavelength range by controlling the different THz generation mechanisms separately

by the advantage of adaptive optics and the feedback system. Additionally, by lo-

cating anexternal radiation source near the filament, the change of the optimization

precess was examined. It showed that the laser-induced filaments sensitively react to

the radiation source yielding more THz radiation as a result. Because the origin of

THz is still veiled, it is hard to conclude how the radiation sources result in higher

yields of THz or other electromagnetic radiation; however, the experiment shows a

possible fs-laser based SNM detection methods [225].
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CHAPTER VI

SNM detection using ns-laser

6.1 Introduction

Due to increased threats of national security, the detection of illicit SNM becomes

more important. Even though passive detection methods may work for some cases,

radiation from SNMs, for instance HEU which has a low neutron emission rate and

weak gamma, can be easily shielded. To resolve the problem, active interrogation

methods can be applied. The active interrogation can increase the detection proba-

bility of shielded materials via induced fission reactions, providing some advantages

compared to the passive way. By adjusting an interrogation energy, one can generate

different responses from different SNMs, and also map possible shielded areas con-

sisting of high density or high-Z materials from the responses. For these reasons, the

active interrogation techniques are intensively studied and already adopted for actual

applications [226, 227].

In this chapter, a novel SNM detection technique using a ns-laser system is re-

ported. Compared to other active interrogation methods, the technique interrogates

air molecules excited by SNM, rather than SNM itself. A pulsed laser delivers a suf-

ficient electric field to induce a collisional cascade of radiation sources that is inten-

sified by residual ionization and free electron density. The collisional cascade results

in plasma spark, which emits strong light and is able to detect at long range. Thus,
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a laser can be used as a radiation detector when the laser pulse encounters radiation-

induced ionization or is intersected by the impinging radiation-induced charge track.

For this study, a Q-switched Nd:YAG laser is employed and the conditions for a highly

selective signature of the presence of radiation-induced ionization will be studied. In

order to obtain a radiation-sensitive beam shape, a wavefront correction is applied

to the system. From a practical view of deploying the device, an effect of aerosol- or

dust-initiated plasma is statically analyzed.

The author wants to note that the work described in this chapter is a partial

study of “Active Detection Of Fissile Materials Via Laser-Induced Ionization-Seeded

Plasmas” funded by the Defense Threat Reduction Agency (DTRA). This chapter

includes the research conducted during Phase II to V. However, some previous work

by the group was introduced to provide background and progress before Phase II.

6.1.1 SNM detection using laser-induced plasma

Compared to typical active interrogation sources such as gamma-rays, X-rays, and

neutrons, the laser pulse, of which wavelength falls in near IR, has more than 1000

times lower energy level and it is impossible to cause a fission reaction. When the

laser pulse, however, is focused, it can introduce strong E-field to initiate breakdown

phenomena. If the laser can be used as an active interrogation source, it has two

advantages for long-range detection especially. The laser easily delivers the pulse to

the target using optics. In contrast to other interrogation sources, it has no ionizing

power until it is focused enough. The resultant is a very bright optical emission, i.e.,

breakdown plasma, which is easily detectable at long distance. The plasma emission

spectra contain the key information.

Figure 6.1 shows possible detection architecture of prove-and-detection. An airborne-

laser system may scan a target area on the ground. When the residual ionization or

free electrons from the SNM intersects the region above the collisional cascading
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Figure 6.1 Illustration of probe-and-detect architecture, in which the laser
power is mounted on a vehicle that allows one to scan out to distance on the
horizon.

threshold, a bright plasma spark is generated and detected. The laser pulse energy is

set so that plasma sparks will only occur: (a) within a Rayleigh length of the laser’s

focal spot, and (b) if a seed fast-electron (but not an ion) is present. Thus, if the

truck contains SNM, then the air ionization near the truck will produce sparks with

increased spatial frequency nearest to the source.

Figure 6.2 shows a schematic diagram of the laser waist in which the confocal

length, which is twice the Rayleigh range, is shown as b(= 2zR). For a 10 µCi source

placed 1 cm from the focus of the laser (our nominal setup), the rate in intersection

with a typical Rayleigh range area is: 206 intersections/s for a 20 cm focal length, or

650 intersections/s for a 35 cm focal length. However, the short pulse duration (a few

tens of nanoseconds) of the laser implies that the overlap between the radiation plasma

and the high field pulse is improbable. Specifically, the count rate for a 40 µs decay

time is 0.03 counts/second, for the long 35 cm focal length, yielding regular counts

(i.e., sparks) from the radiation source. However, for the short 20 cm focal length,

the small high-field volume results in a single count every 120 seconds, which implies

that the counts should be few and far between if driven by intersection between the

laser pulse and the radiation-induced electron-ion track.
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Figure 6.2 The effective volume of the radiation detector, in which the inter-
section of a radiation-induced charge track within the Rayleigh range, yields air
breakdown. z-axis: laser propagation axis, zR: Rayleigh range w(z): Gaussian
beam width as a function of the distance z along the beam, w0: beam waist, b:
depth of focus, Θ : total angular spread

The experiments (see Fig. 6.4) in which the addition of an alpha source causes

plasma-spark formation too rapidly to correspond to the coincidence between the laser

pulse and charge track - changing from roughly 1 in every 10 laser pulses to 1 in every

laser pulse - confirm that the laser channel is not a conventional detector of radiation-

induced charge tracks but rather a detector of the local ionization environment. The

consequence is that the plasma spark does not provide a direct spectroscopic measure

of the radiation, but it does provide a measure of the underlying gamma-ray and

neutron spectroscopic distributions through the spatial distribution of the ionization.

6.1.2 Previous work by the Hammig group

As mentioned above, this chapter describes the results from the DTRA basic

research project (“Active Detection of Fissile Materials via Laser-Induced Ionization-

Seeded Plasmas”). In this section, the previous work conducted during Phase I is

described. Figure 6.3 shows the experimental setup to observe laser-induced plasma

discharges. The Nd:YAG laser system was used to induce a photoionization from the
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radiation-induced tracks. The laser pulse was focused by lens (f = 300 to 1000 mm);

laser-induced plasma discharges were detected and counted by a photodiode detector

and analyzed by a oscilloscope. The number of plasma formations was counted by

photodiode and acoustic detector (to locate the plasmas). The plasma spectra were

collected by the standard manufacturer-provided 200 µm core size, 0.22 NA, high OH,

1 m-long fiber (Thorlabs P/N M0065-51-0034), and analyzed by the spectrometer

(Thorlabs, CCS200).

Figure 6.3 (a) Schematic diagram and the images of the laser system setup.
Comparison of the plasma discharge region between the (b) f = 300 mm lens
system and the (c) f = 1000 mm lens system. One can clearly observe the
extended range of breakdown region when the f = 1000 mm lens was used.
Optical fiber (orange cable in the (b) and (c)) collects the light emission and
delivers to the CCS200 spectrometer.

Figure 6.4 shows the difference between “pristine” air and air-plasmas for which

three 232Th disk sources are distributed between 45” and 50”. Using the known source

activities, the radiation-induced ion concentration is approximately 107/cm3 ( 10−3

ppt) and therefore small. Nevertheless, the plasma generation rate increases from 33

counts/min to 190 counts/min, the roughly 5 to 10 times increase that can be typically
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observed. However, the laser is producing pulses at a rate of 600 counts/min; thus,

the initiation probability is relatively low. Recall that the greatest sensitivity occurs

when the laser power is nearest the photoionization threshold. The plasma generation

rate can be substantially enhanced by the presence of moderate amounts of radiation.

Recall that in principle, nuclear materials can be detected and identified using count

rate alone because one can map the ionization distribution near the source, the radial

profile of which reveals the emissive make-up of the underlying material.

Figure 6.4 Spatial distribution of plasma formation probability as a function
of distance from the lens, measured in inches, for the Nd:YAG laser discharging
at 1300 V. The measurement periods were 755 minutes.

For a given measurement (“pristine” air vs 232Th modified air), spectra from

different locations were compared in Fig. 6.5. The source (232Th) was distributed

below the beam axis (47” to 49”). Figure 6.5 presents plasma spectra measured (a)

derived above the source (47” to 49”) and (b) away from the ionization plume (50” to

56”). As expected, Fig. 6.5 (b) shows that there was a much less noticeable difference

in the spectra when measured in the pristine air versus the case in which the ionization

density is small. That is because of the limited alpha range away from the radiation

sources. Furthermore, the section of the spectra shown in Fig. 6.6 shows that there
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were identifiable peaks (around 623 nm) with amplitude modulations compared to

the rest of the spectra. In the Fig. 6.6 case, the neutral O I line is suppressed relative

to the O II line unless the radiation source is present.

(a) above 232Th sources (47” to 49”) (b) away from 232Th sources (50” to 56”)

Figure 6.5 The spectra of average plasma compared (black) compared to that
derived in the presence of three 232Th disk sources, produced by a beam at
1000 mm focal length operated at 1400 V. (a) Plasma spectra above the alpha
sources. (b) Plasma spectra away from alpha sources.

Air
Th + Air

Figure 6.6 The spectra of the average plasma comparing air-plasmas to
thorium-modified air-plasmas, with the laser operated at 1300 V and a 1000
mm focal length. Note the suppression of the neutral O I line near 623 nm in
the radiation-present case.
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Figure 6.7 compares the O I line at 617 nm with the nearby lines produced by

ionic atomic species (N II and O II), and shows that the lines from the ionic species

increased markedly compared with the neutral line. In general, one interesting feature

was found that this line-comparison method was more sensitive as the beam was

elongated and photo-ionizing at relatively low laser powers. Based on this, beam

shape modification (optimization using DM) will be examined in Sec. 6.2.1.

Figure 6.7 Focusing on the 610 nm region, the spectra of air-plasmas produced
by an asymmetric beam at 300 mm focal length operated at 1200 V, when
discharging (left) in “pristine” air and (right) in air modulated by the presence
of an 241Am within a centimeter of the beam waist.

6.2 Experimental setup

The work described in this chapter is the continuing study and partial research of

“Active Detection of Fissile Materials via Laser-Induced Ionization-Seeded Plasmas”

funded by the DTRA. This chapter includes the research conducted during Phase

II to V. From Phase I, two interesting results were found: 1) the plasma count rate

increases with a radiation source near the focal volume, 2) the line-comparison method

can work as a radiation detecting mechanism. The latter finding, it shows that beam

shape would affect the ionizations and then make clear better signal-to-noise ratio for

line-comparison. Therefore, here, the deformable mirror and genetic algorithm was
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applied to find laser pulse shape with higher radiation detection efficiency.

6.2.1 Optimization of SNM detection using adaptive optics

A deformable mirror system is widely used not only in the astronomy field, but

also in laser experiments. The details about the deformable mirror system and its

operations with a genetic algorithm are already described in Sec. 3.3. The deformable

mirror has 47 mm of aperture, and to fully exploit its capability, beam size needs to

be matched. The Nd:YAG laser beam output is 7 mm which is the same as one DM

actuator spacing; from this small beam, significant compensation of a wavefront is

hard to achieve. Therefore, a proper beam telescope (expanding/focusing) system is

required. Four lenses were used for beam expanding and re-focusing. The last lens

(the latter of the re-focusing lens pair) was actually negative lens to achieve longer

focal distance (∼ 2 m). To design the system, a simple gaussian beam propagation

was calculated [228] and the results are shown in Table 6.1 and Fig. 6.8. The input

laser beam has 7 mm of beam width and 0.5 mrad of divergence. The actual setup had

a deformable mirror between lens #2 and #3 (200 mm behind lens #2). Four lenses

with proper separations, a 7 mm of initial laser beam expanded and refocused at 2 m

from the last lens having f/55 system. The exact separation was little modified at

the actual system to consider a margin of on the each optics and deflection angle.

Table 6.1 Gaussian beam propagation simulation result. Initial beam has 7 mm
beam width and 0.5 mrad of divergence. From given configuration, f -number
of the system is about f/55.

Lens Lens focal lens Beam diameter Beam divergence focus
Element length (mm) separation (mm) at optics (mm) (mrad) location(mm)

1 -75 100 7 93.3 −74.99
2 500 375 42.0 9.33 −4499
3 750 750 49.0 56.0 875.0
4 -1000 200 37.8 18.2 2077

The DM was installed with its supporting high voltage supplier, and two detec-
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#1 #2 #3 #4

focus

Figure 6.8 Gaussian beam propagation simulation [228].

tors and data acquisition system were included the experimental setup. The final

experimental setup for optimizing beam shape is shown in Fig. 6.9.

Nd:YAG

Telescope
system Focusing 

lens pair

CCS 200 
Spectrometer

Deformable 
mirror

High voltage 
supplier

DAQ system

PC

Microphone

Figure 6.9 Experimental setup for wavefront correction system with the de-
formable mirror. Beam line is added as red color. The telescope system consists
of four lenses to expand/re-focus beam.Two detectors (spectrometer and micro-
phone) were placed to locate plasma and collect its spectrum. The sample was
located near focus (1 cm below the focal axis).

The experiment was performed using a Q-switched Nd:YAG laser system(Continuum

Surelite II). Its central wavelength is 1064 nm and the laser delivers up to 400 mJ
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pulses with τ=7 ns FWHM duration, operating at 10 Hz, into the air. The re-

flected beam from the DM was focused down by a lens pair (f/47) and generates

air-breakdown, a plasma spark. Plasma emission light was collected by a CCS 200

spectrometer through a fiber optic. A microphone acoustic detector was located at

0.85m after the focus. These measured (acoustic and spectral) signals were collected

by a DAQ device (NI-DAQmx, USB-6343). A control PC collected signals and calcu-

lated the FOM values, which indicate how effective a current mirror generates output

values. Here, the LabVIEW controls the whole process, including data acquisition

and new voltage value generations for different mirror shapes on DM. Also, new

voltage values were amplified by a high voltage supplier and applied to the DM.

6.2.2 Detection of dust-initiated plasma

Under a practical operation condition, the aerosol or dust particles can intercept

laser beams and cause aerosol- or dust-initiated breakdown instead of air-breakdown

that gives radiation-related spectral data. If the radiation signal was driven primarily

by the altered charge-states of the aerosol particles, a kind of dust detector/imager

can be used then extract a nuclear-material signature from the altered dust state

in the air. In order to understand the nature of the initiating seed source of the

plasma, the aerosol or dust particles imaging system was built (see Fig. 6.10), which

was modified from the former optimization setup (Fig. 6.9). The imaging system was

spatially and temporally correlated with the Nd:YAG laser pulse so that any partic-

ulate seed-sources producing the plasma discharges could be identified. The setup

included a 405 nm blue laser-diode as an illumination source, a fast line-camera (The

Imaging Source, DMK 23UX174) and associated optics to image both the aerosols

and the plasma, and filters utilized to protect the components, principally from the

high-intensity 1064 nm light. The laser diode illumination source used a microscope

objective to collimate and focus a beam, and it was protected, from the 1064 nm
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light, by a band-pass filter (Thorlabs, FGS600). The scatter of the blue light from

the aerosols was imaged through a lens array and a filter (Thorlabs, FB405-10) that

allowed 40 % transmission at 405 nm, in order to both protect the camera from

the breakdown laser pulse at 1064 nm, but to also diminish the photonic loading

of the CCD by the broadband plasma breakdown. Even with the filter, the CCD

took several milliseconds to recover from the high-intensity splash of photons that

accompanied the plasma discharge. The spatial imaging resolution of the system was

calibrated and it has the resolution of 15.75 µm per pixel.

Nd:YAG

Telescope
system Focusing 

lens pair

CCS 200 
Spectrometer

Deformable 
mirror

CCD camera 
& 

filter

405 nm
laser diode

Delay 
generator

Figure 6.10 Experimental setup for the dust-initiated plasma detection. To
image interaction region, a blue laser diode illuminate the interaction region,
and its timing is controlled by a delay generator, which is triggered by a laser
flashlamp signal.

6.3 Experiment results

6.3.1 Plasma position control

The deformable mirror with the genetic algorithm was employed in the laser sys-

tem as shown in Fig. 6.9. Using the optimization process, a laser beam was modified
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and optimized to have better radiation sensitivity. First, the DM and GA were tested

to identify a controllability of the plasma by the optimization system. As the sim-

plest characteristic, its position was set as the FOM. To locate the plasma, the time

difference between the laser flash lamp signal and the measured acoustic signal was

recorded by the DAQ system and the plasma location was calculated. (see Fig. 6.11).

Figure 6.11 An example of time delay between a laser flash lamp and and
acoustic signal to calculate plasma position. X-axis shows time axis (PC internal
clock). The laser flash lamp signal (red) is recorded first, then acoustic signal
(blue) follows after the flash lamp. The time delay gives plasma location.

Although there is also few nanoseconds of time delay between flash lamp and laser

pulse arrival time, it is negligible compared to acoustic signal time scale (hundreds

of µs to few ms). A microphone acoustic detector, located upstream (i.e., before

the focus) of the laser beam, detects an acoustic signal from the air breakdown phe-

nomenon. It should be noted that acoustic detector was located upstream (before

the focus), and for other optimization experiment, it was located at downstream as

shown in Fig. 6.9.

The data from Fig. 6.12 was collected by placing a solid target on the focus and

measuring the histograms of the distributions of time delay. The lateral position along

the optical bench was varied in 3 inch steps, from 12” to 30”. Since the microphone
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was below the laser and plasma plane, these positions were modified to reflect the

diagonal distance between the plasma source and the center of the microphone. As

shown in Fig. 6.12, there is a systematic offset of 0.5”, which indicates a fixed delay

in the measurement system which is of no consequence as long as the plasma position

is known in this experiment. The important metric from Fig. 6.12 is that the position

was measured with high certainty. For instance, for the 13.4” measurement, the

standard deviation is 0.14”, or 3.5 mm. This few millimeters of uncertainty is sufficient

to localize the plasma because the radiation sources of interest are larger than this

extent.

Figure 6.12 A measured spatial resolution of the detection system. A solid tar-
get is located generating plasma (optical, acoustic) signals. The target location
varies in 3 in steps. There is systematic offset of 0.5 in.

The position of plasma is set to the FOM. Because the GA developed the mirror

figures toward having higher FOMs, the optimization will push the plasma away

from the microphone detector which cause a higher value of FOM. In Figs 6.13 and

6.14, the results of position optimization are plotted. More than 1200 data points

were collected and y-axis represents the relative distance against to system geometric

focus. The red line is the calculated moving average of the position. It was calculated

from a total 31 data points. From the average line, plasma movement during the

optimization process was observed and it moved further from original position about
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3 cm, which is more than two times longer than system Rayleigh range (zr=1.2 cm).

As the optimization proceeded, the breakdown position moved toward downstream

(i.e., away from the final optics). That meant the system would have longer focal

length (higher f -number), and bigger beam width, then focal intensity lowered. As

a consequence, the count rate (plasma formation per time) significantly dropped.
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Figure 6.13 Distance optimization results. Through 1300 plasma data, plasma
location was moved by about 3 cm. Red line is added to show moving average
of 31 plasma locations (before/after 15 data).

In Fig. 6.14, three histograms of the plasma positions are shown. The blue, red,

and grey histograms represent the earliest 33 % of the plasma-counts during opti-

mization, the middle 33 %, and last 33 %, respectively, which reflected the temporal

evolution of the system. The plasma moved away from the microphone and changed

the position by several centimeters, as desired. Ideally, all optical components were

aligned with a flat shape on the DM (i.e., all 37 actuators have 0 Volt). When the

genetic algorithm applied any other shape except the flat mirror, the system lost

the best focus beam alignment resulting in a low plasma count rate. Therefore, the

modified results (the grey histogram in Fig. 6.14) required more data acquisition

time for the same number of plasma counts. From the results (Figs. 6.13 and 6.14),
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it was confirmed that DM working with GA has an ability to control the plasma

characteristics.
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Figure 6.14 A histogram of spatial distribution of plasma.

Figure 6.15 The best mirror shape result from the distance optimization. The
dotted line is added to show mirror aperture size (diameter of 47 mm).

Figure 6.15 shows mirror displacements on the deformable mirror for the best

result and the voltage patterns on the mirror indicated that the outer perimeter of
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the mirror was pushed forward and center region was pulled back, having a negative

mirror shape on the DM. The negative mirror shape can be expected in delayed

plasma positions.

6.3.2 Plasma spectral ratio control

After testing DM (with GA) to control one of the plasma characteristic, the

radiation-sensitive beam shape optimization was tested. As an index of radiation-

sensitivity, a new FOM should be defined and assigned in GA. A change of surround-

ing air characteristics due to a presence of SNMs affects many characteristics of the

air breakdown plasma such as its count rate, temperature, or ionization order (note:

atomic line or 1nd ionization line, NI or NII, etc.). Specifically, an intensity of certain

spectral emission lines would be suppressed/enhanced by an extra ionization due to

radiation track from SNMs. If the beam profile can be optimized to be more sensitive

to the certain spectral lines, the beam would be more effective for SNM detection.

From the previous results (Sec. 6.1.2), it was already shown that the radiation ma-

terials such as 232Th or 241Am modified the plasma spectra from radiation-modified

air (e.g., Figs. 6.6 and 6.7) and these changes were recognized from laser-induced air-

breakdown spectra. To stand out this spectral feature, the line-comparison method

was used, which can show the ionization degree of surrounding air. The optimiza-

tion parameter (FOM), therefore, was set as the ratio between two emission lines of

nitrogen (NII / NI, NI: 744nm, NII: 777 nm). To reduce collection error of the spec-

tral ratio, the FOM value was calculated from 10 air-breakdowns with each mirror

shape. The plasma formation process is stochastic in the sense that a given beam

shape will not produce the same plasma every time but its characteristics will vary

from plasma to plasma because the initiation and growth conditions are statistical.

Note that if the mirror does not generate a plasma for a certain time period, a FOM

value was assigned to zero to exclude the mirror shape due to low plasma count rate.
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To optimize the spectrum ratio with the DM, the 241Am alpha sources was located

near the focal region. As shown in Fig. 6.9, plasma light was collected by an optical

fiber and analyzed by CCS 200 spectrometer. The DAQ system collected spectral

signals and acoustic signals and saved the spectral data when the spectral intensity

is higher than certain threshold level. All DAQ and DM operation were controlled

by LabVIEW code.

Figure 6.16 shows the evaluation of FOM values with the radiation sources (241Am).

The optimization process was taken more than 100th generation, and on the figure,

the top 10 highest FOM values were plotted. and the averaged value was added with

a thick black line. Two vertical dotted lines indicated the moments, at which a level

of mutation was changed to guide and accelerate the GA process to the optimized so-

lution. If the mutation percentage is too big through whole optimization stage, then

the GA will not be allowed to steadily climb the hill to the local maximum because

it would jump around the peak in the parameter space. Thus, when the progress

chart was flattened (at the 57th generation), the mutation percentage was changed

from 20 % to 10 %, and again from 10 % to 5 % at the 83rd generation. For the

optimization, the 777 nm/747 nm spectral ratio improved by roughly 50 % (from 1

to 1.5) and the best mirror figure is shown in Fig. 6.17, which have a multi-modal

shape, as will be explained later.

Temporal evolution of the spectral ratios is shown in Fig. 6.18. Compared to

early duration of the optimization (blue bars), the last 33 % results showed higher

spectral ratio values (grey bars). As the beam shape developed and got optimized,

the spectral ratio distribution experienced obvious improvement. To check radiation

sensitivity (the ratio of 777 and 747 nm emission lines), the final optimized mirror

results were compared to non-optimized mirror results in Fig. 6.19.

These were collected in the presence of weakly ionizing radiation (< 100 nCi

241Am). The rightward shift in the red histogram from the optimized mirror relative
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Figure 6.16 Spectral ratio (777/747 nm) optimization progress chart. The top
10 FOM values of each generation were plotted and average FOM was added
as thick black line. Two vertical dotted lines indicate the moments when the
mutation percentage changed.

Figure 6.17 Mirror voltage distribution of the spectral optimization results
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Figure 6.18 Histograms of spectral ratio optimization result. Three histograms
represent early/middle/last 33 % results. As the optimization progresses, spec-
tral ratio (FOM) becomes greater, at the last stage, peak values of the FOM
are about 1.3.
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Figure 6.19 Spectral ratio comparison between two mirror shapes. The op-
timized mirror (red) generated higher spectral ratio than 0 V mirror results
(blue). An inset figure shows time-normalized spectral ratio. The optimized
mirror had a lower count rate.
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to the blue histogram (flat mirror) shows the expected improvement in the ratio of

atomic lines. For both measurements, a total of more than 13,000 data points were

analyzed. The spectral ratio from flat mirror had a peak at 0.88 and the optimized

result showed the peak spectral ratio at 1.01. Again, the ratio was defined as NII

line intensity relative to NI lines. Therefore the laser beam from optimized mirror

excited the neutral nitrogen (N I, 744 nm) more, having more the 1st degree of

ionized nitrogen (N II, 777 nm). The histograms were clearly distinguishable, which

were about one FWHM deviated from each other. However, as the explained above

in Sec. 6.3.1, the optimized mirror lost the original beam alignment, suppressing

count rate of the system significantly. The inset of Fig. 6.19 shows time-normalized

histograms of two results. The optimized mirror histogram (red) was significantly

lowered than flat mirror result.

Interestingly, that change in the optical characteristics of the plasma was also

accompanied by a change in the plasma location, as shown in Fig. 6.20. This shows

the temporal plasma location for the first, middle, and last of the plasmas formed

during the spectral optimization. The breakdown positions were spatially moved by

up to 4 cm along the beam line. For a 2-meter focal length, this few centimeter

position variation was not sufficient to markedly increase/decrease the f/# of the

optical system such that a sharper focus and more intense plasma results. Instead,

as will be discussed below, the beam shape changed substantially, evolving into a bi-

modal distribution, the effect of which was to extend the length along which radiation-

induced ionization can impact the plasma formation. That impact can be gauged by

examining the distributions with and without the presence of radiation sources. It

should be noted again, the spectral optimization setup had acoustic detector at the

downstream as shown in Fig. 6.9 (after the focus), thus, the plasma was moving

toward upstream during the optimization process. Figure 6.21 compares the plasma

location result between using the spectral optimization mirror and using flat mirror
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shape. Clearly, the most probable location of the plasma was moved from zero to

+2.5 cm.

-6 -4 -2 0 2 4 6

Plasma location from original focus (cm)

0

200

400

600

800

1000

1200

P
la

s
m

a
 c

o
u

n
t

Early
Middle
Final

Figure 6.20 Plasma spatial movement during spectral optimization process. As
the optimization proceeded, plasmas moved away from the acoustic detector.
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Figure 6.21 Plasma position comparison between the optimized mirror and a
flat mirror. The optimized mirror generated plasmas at the upstream.

From the optimized mirror shape (see Fig. 6.17), a specific mirror shape (tip/tilt,
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focus/defocus) was not founded. (c.f., the defocusing mirror shape was developed

from the distance optimization, Fig. 6.15). Instead, two modal shapes were located

at 12 o’clock and 8 o’clock. To check more details, the optimized beam profile was

measured and compared with a flat mirror generating beam profile. Due to high

beam intensity, a second-order reflection beam from a wedge is measured by a beam

profiler (Thorlabs, BC106-VIS) with ND filters. Figure 6.22 shows the 2D images of

the beam 5.5 cm before the focus (from the flat mirror) and beyond. The flat mirror

(0 V) generated a circular beam shape with some fringes due to the various telescopes

incorporated in the optical system (left). In contrast, the beam profile generated by

the optimized mirror had three tails extending out from the hot spot and a highly

asymmetric shape along the beam axis.

Figure 6.22 Beam profiles of 0 V mirror (left) and the optimized mirror (right)
before the focus (−5.5cm). The optimized beam profile has a single hotspot at
the center and three tails from the hot spot (red arrows).

In Fig. 6.23, beam shapes are captured at seven locations along the beam axis

using 0 V mirror (top raw) and the optimized mirror (bottom row). The location of

the focal point with 0 V, set as 0 cm, appears in the 3rd column. Different levels of

ND filters were applied to the beam profiler to adjust proper saturation levels on the

CCD. At the original focus (0 cm), the flat mirror focused the beam tightly and the

beam had a 70 µm spot size with the hottest spot on beam center. However, for the

optimized case, beam energy was shared between multiple modes in the beam front,

135



which impacts the energy level within each mode, as gauged by the saturation level of

the sensor. At the original focus (0cm), the peak intensity of flat mirror case was 80 %

of the saturation level of the beam profiler, but the optimized mirror peak intensity

was only 30 %. As the beam passes the focal point, the 0 V flat mirror resulted in a

rapidly expanding beam that quickly loses it intensity; however, the optimized mirror

formed a bimodal distribution (two hot spots), which survived from 1.5 cm to 7.5 cm.

Figure 6.23 Beam profile table.

6.3.3 Detection of aerosol-induced plasmas

To understand the nature of the seed source of the plasma, the imaging system

was built and the images were analyzed a motion of the rapidly moving, microscopic

aerosol particles, spatially and temporally. A seemingly simpler method of identifying

those plasmas that were initiated by dust is to use a Laser-Induced Breakdown Spec-

troscopy or LIBS modality in which non-air atomic peaks are sought in the optical

spectra. For instance, the water-dominated aerosols reveal their participation in the

seeding process through an observable hydrogen line, and carbon (organic particu-

late) or silicon (dirt) revealed through their appearance in the spectra. The imaging

system was already described in Fig. 6.10.

The illuminating 405 nm beam focused and had a focal diameter of approximately

300 µm. The experimental requirement is to image any aerosols within this diameter

just before the plasma discharge so that any spatial and temporal coincidence between
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Figure 6.24 Photograph (top) and schematic diagram of the aerosol illumina-
tion system.

the aerosol streaks and the plasma formation can be observed. In order to have one-

way directed aerosols, air-duct was installed at the one side. (see Figs. 6.24 and

6.25). Under one directional flow condition, aerosol speed was measured using CCD

Air duct is off Air duct is on

Air flow direction

Figure 6.25 By introduce air-duct next to main laser beam focus, aerosol
particles have one directional movement (upward direction in figure. Aerosol
particles were imaged by a CCD camera and illumination source with air-duct
(left) off and (right) on.

and illumination LED source. Using a pulse generator the illumination source was
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Figure 6.26 Dust movement is captured by CCD and the image was processed
to find location. (Left) To image dusts, CCD camera records 4 ms duration,
and a pulse generator illuminates dust four times during the camera exposure.
(Right) Dust movement is recorded as dotted line due to four times of pulsed
illuminations. Bottom graph shows peak a detection result. From given images,
dust speed can be calculated.

turned on/off with 1 kHz with 50% duty factor while the CCD camera captured 4 ms.

The timing and one example of dust movement were shown in Fig. 6.26. From this

captured image, the dust speed can be calculated and range of the speed was from 100

m/s to 150 m/s when the air-duct was off and when the air-duct was on, particle move

a lot faster (200 m/s to 300 m/s). The size of particles can be estimated from lateral

dimension of the streak image. Some particles move along an angle, which make

particles appear bigger. Through the post image process, image was rotated and the

particle FWHM was estimated. In Fig. 6.27, a process of rotation and difference of

the particle size was compared and the average particle size was 19.7±6.55 µm.

The plasma generation probability and aerosol-involvement probability were mea-

sured as a function of beam energy (per pulse). One expects that the plasma gener-

ation probability will be low until the photoionization threshold is approached above

which a plasma will form on every laser shot. If a plasma is generated on every

shot, whether or not a aerosol particle is present, then the aerosol generation prob-

ability will be low because there will be many more plasma generation events than

aerosol transversal events. The important regime is the laser intensity just below the
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Figure 6.27 Example of tilted movement of a dust particle. The particle is
diverted from the normal direction to 14 degree. False color is applied to identify
the small particles. By rotating the image, estimated FWHMs of the particle
sizes are shown (middle and right).

photoionization threshold where the greatest sensitivity to radiation sources can be

found. In Fig. 6.28, the intensity profile was measured along with a line showing the

photoionization threshold. When the main ns-laser pulse energy was focused by the
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Figure 6.28 Laser intensity and air-breakdown threshold calculated from the
measured beam profiles.

f/35 system, air-breakdown plasmas can be generated within ±1.5 cm of the focus

with 200 mJ of pulse energy. Because the clean air (aerosol-free) breakdown threshold

is 100 times higher (> 1011 W/cm2) than the aerosol-induced breakdown threshold

(∼ 109 W/cm2) [229], plasma at lower energy (< 1010 W/cm2) could be initiated by

139



aerosol particles. The generation of plasma were measured and captured by triggering

a CCD camera. The camera was triggered at −7.6 ms to capture dust image (before

a main laser pulse arrives). And the plasma is imaged about 3 ms after its (potential)

onset, a 3 ms of delay necessary to reduce the optical intensity so that the plasma

position could be localized. The aerosol was then imaged as close in time as possible

to the pulse arrival, but was restricted to 5 ms before the pulse beam because of the

timing limitations of the camera operation speed related to size of region of interest.

The detailed timing diagram is shown in Fig. 6.29. Note that a 89 nCi 241Am sources

modulate the radiation condition.

Figure 6.29 Timing diagram of the plasma formation, which starts at 0.19 ms.
The blue boxes show the exposure windows of the delay-line camera, noting that
there is a 2.81 ms delay from the arrival of the laser pulse and the opening of
the plasma exposure window. The minimum possible frame separation allowed
by the triggered camera, 7.8 ms is used to image the dust particle.

Figure 6.30 shows the beam-on views of the illumination and probe beams. Two

beams (main beam and probe beam) were intentionally misaligned in horizontal axis

(aerosol movement direction) to consider time gap between images, and aligned in

vertical direction (z-axis) at the CCD focus plane. The relative horizontal positioning

between the illumination and main beams depends on the aerosol velocity and angular

offset. Specifically, during 2.8 ms pre-imaging stage, the dust particle left the streak
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Main beam (Nd:YAG) 
diameter: 70µm

Probe beam(405nm) 
diameter: 300µm

Figure 6.30 Illustration of vertical alignment of the 405 nm blue LD illumina-
tion beam and the 1064 nm Nd:YAG probe beam in the measured beam profile
at the focus (top) and illustrated relative sizes (bottom)

Dust streak (750 to 800 µm) during 2.8 ms CCD exposure

Plasma region

Blue LED region

Laser direction

Figure 6.31 Accumulated z-projected image compilation of 50 images (25 dust
streak images and 25 plasma images) showing the relative positioning of the 405
nm blue LD illumination beam and the 1064 nm Nd:YAG probe beam.
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lengths of 750 µm (see streak lines in blue box in Fig. 6.31). This indicates a straight-

line speed of 270 µm/ms. The aerosols imaged at a pre-illumination image (−7.6 to

−4.8 ms) have a possibility to be ablated by main laser pulses only if those location

is away from the main beam axis (red box region in Fig. 6.31) between 1.4 mm and

2.1 mm. The time required for the 270 µm/ms dust particle to traverse the 70 µm of

probe beam is 0.25 ms, but the beginning of the dust particle track tells one where

the dust particle at the beginning of the window, and the position some 7.8 ms later

can be determined and correlated with the probe beam. Figure 6.32 (a) and (b) show

(a) (b) (c)

Figure 6.32 Dual successive images of dust and plasma, adjusted for contrast
and brightness so that both can be observed, showing the separation [(a) 1.7 mm
or (b) 1.5 mm ] that results in a dust-initiated condition. (c) Dual successive
images of dust and plasma, adjusted for contrast and brightness so that both
can be observed, showing the separation (2.5 mm) that results in non-initiation
by the dust.

examples in which the aerosol track is coincident, spatially and temporally, with the

centroid of the after-image of the plasma. Figure 6.32 (c) shows an example of a

track that, at first blush, appears to potentially initiate the plasma the collinear with

the aerosol track. However, if the speed and positioning is taken into account, the

separation of 2.5 mm implies that the particle is too far away to cause the plasma.

From this imaging system, plasma generation rate and dust-initiated plasma prob-

ability were measured and the results were plotted in Fig. 6.33. The ionization level

was altered by two orders of magnitude from the background level of 2,000 ions/cm3

to an 241Am-induced ionization of 400,000 ions/cm3. Nevertheless, if far from the
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Figure 6.33 (Left) Plasma generation rate for the f/35 system as a function
of pulse energy for two different levels of ionization. (Right) Probability that a
plasma is initiated by an aerosol particle for the f/35 system as a function of
pulse energy for two different levels of ionization.

photoionization threshold (Iphoto) then the additional ionization has negligible con-

sequence on the plasma generation rate. This observation is counterintuitive to the

expectation that operation at those intensities where collisional cascading is domi-

nant should be governed by seed-source initiation rather than multi-photon processes.

However, this is consistent with our large collection of experimental results that in-

dicate that the greatest sensitivity to seed-sources is for those experiments in which

the laser intensity if nearest Iphoto. The physical explanation for this observation is

that the electric field is primed, readily to avalanche from any small perturbation

in the environment. The increase in the plasma generation rate is roughly 50 %, as

shown in Fig. 6.33 (left), for a laser profile that is not optimized, noting that the

data was derived for the flat mirror case, rather than the optimized mirror figure.

Figure 6.33 (right) reveals the percentage of plasmas initiated by aerosol particles

that were imaged. As shown in the graphs, the number was quite high, at roughly

20 % regardless of the ionization level, at least for these relatively small ionization

levels. Interestingly, the dust-initiated probability was higher when the ionization was

higher, as one would expect given the higher charging of the dust in the environment.
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One of the critical questions was whether aerosols could serve as long-term storage

components for the radiation-induced ionization, which can be important if one is

depending on the ionization to escape deliberate shielding of a SNM. As shown in

Fig. 6.33 (right), the ionization near the targets do not modulate the sensitivity to a

large degree. Furthermore, the results demonstrate that air ionization itself remains

important even in an operational environment where high humidity or high dust-filled

winds might spoil the entire approach. Instead, the results demonstrate the charged

dust is still different than pristine dust and the count rate and spectral characteristics

can still be converted into an ionization quantification.

6.4 Conclusion and future works

In conclusion, a new type of active interrogation technique for SNM detection

using plasmas is reported. To induce plasma, a Nd:YAG laser is focused, and within

the detection volume (near the focus), intensity is controlled below the air-breakdown

threshold level to enhance the possibility of plasma generation by radiation-seeded

ionizations. Previous studies showed that a radiation source could modulate sur-

rounding environments (ionization orders), which were confirmed by optical emission

spectra of plasmas. To generate specific mirror shapes that have better sensitivities

for a certain ionization, a deformable mirror optimization was tested with the genetic

algorithm. One of the prominent spectral features (ratio of N II by N I) was assigned

as a FOM of the optimization. Through an optimization process, the values of NII

emission over NI emission were changed from 1 to 1.5. The optimized beam profile

was measured to show what features of the beam made this change. The beam had

elongated the focal shape, and was fragmented (three tails from one hotspot in the

center of the beam). This beam shape caused a slow intensity profile along the beam

axis, rather than a fast rising/falling intensity profile near the focus. In addition, an

involvement of aerosol in plasma generation was analyzed statistically. Probe beam
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and imaging systems were aligned spatially and temporally to detect aerosol (or dust

particles) that initiated breakdown phenomena. Because a breakdown threshold of

aerosol is two order of magnitude lower than the air, a higher aerosol-initiated prob-

ability was expected at the low intensity level of laser, and it was confirmed experi-

mentally. With a radiation source near the focus, the dust-initiated probability was

higher, as one would expect, given the higher charging of the dust in the environment.

For practical deployment of long-range detection, some system modifications are

recommended. With larger sized optics (keeping the same f -number of the system),

the range of system could be extended to 30 m or 100 m with the same interaction

volume. If the beam is expanded from a 7 mm diameter to 1”, 5”, 10”, or 12”

diameters−most simply accomplished through a telescope-sized mirror (see Fig. 6.34)

− then the maximum achievable volume does not change, but instead, is realized at

longer focal lengths, reflecting optical systems with equivalent f -number. With a 10”

or 12” telescope mirror (∼ $1,000), the interrogation region can be moved from a 1 m

to 30 m or 40 m long distance.

Figure 6.34 Telescopic mirror system used to enlarge the beam through a
dual-mirror system.

As another alternative, a higher power laser system can enlarge a detection volume

with the same level of energy density (intensity). For example, a CO2 laser would

be a good candidate because it can deliver higher energy, and its wavelength (λc =
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10.6 µm) lowers air-breakdown threshold about 100 times as well. However, as target

range increases, larger optical components are required to keep a proper level of f -

number and to secure enough collection angle.
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CHAPTER VII

Conclusions and outlook

7.1 Conclusions

The experiments in this thesis are proof-of-principle demonstrations of the use of

high-power lasers for Homeland Security applications. The results of the experiments

improve our understanding of laser-plasma interactions and the resulting radiation

emission, as well as demonstrating the possibility that laser-plasma interactions may

be used for these applications due to the unique characteristics of the radiation gen-

erated.

The main objectives of this work were to develop laser-plasma based radiation

sources (neutron and THz) and an advanced laser-based SNM detection scheme. For

the neutron generation experiment, the system has been simplified using a heavy-

water liquid stream target, and it was the first demonstration of neutron production

at room temperature conditions using pulse energies as low as a few millijoules. With-

out a bulk target-cooling system, a high time-averaged neutron flux (105 neutrons per

second) was achieved, comparable to commercial neutron generators and far higher

than previous laser-plasma studies in terms of neutrons per second per joule of laser

energy. Another notable achievement in the thesis was a wide application of adaptive

optics with active feedback techniques. The deformable mirror and the genetic algo-

rithm improved the selected radiation signal (THz generation in Chapter V) and built
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a specific mirror figure which is sensitive to certain emission spectra (SNM detection

in Chapter VI). The combination of the deformable mirror and the genetic algo-

rithm could be an important method for helping understand laser-plasma interaction

physics.

7.2 Future applications and outlook

As future interrogation sources, these experimental studies demonstrated the po-

tential for high power laser-based radiation sources. However, the laser-based scheme

still has a number of challenges and room for improvement. For instance, to minimize

unnecessary radiation exposure, directed radiation (anisotropic) sources are favorable.

In order to have a directional (beam-like) DD fusion neutron source, a higher than

1 MeV energy, well-collimated deuteron beam is required. In this section, further

follow-up experiments for practical applications will be suggested and possible appli-

cations will be reviewed.

7.2.1 Neutron generation

One challenge of the laser-based neutron sources presented in this thesis is neu-

tron flux. A higher flux of neutron is required for better resolution of neutron imag-

ing/scattering. Most of laser-driven neutron sources employ relatively high laser pulse

energy (> few joules) with low repetition-rate. Though high time-averaged neutron

fluxes were achieved in this thesis, this flux is still a few orders lower compared to

other high-flux neutron generating systems. In order to overcome this flux limitation,

a high-power fiber laser can be used, which can support sub-millijoule, sub-picosecond

pulses at 10 kHz or higher repetition-rate. In addition, using a coherent pulse stack-

ing amplification technique, a fiber laser system generated a multi-millijoules of pulse

energy [230]. If the fiber laser systems are employed for the neutron generation, a

neutron flux can be scaled with its higher repetition rate. Of course, a complete
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target surface recovery from the last laser pulse interaction should be guaranteed. In

addition, as found in the preliminary research, the neutron flux was measured as a

function of pulse duration or chamber backing pressure. The pulse duration experi-

ment confirmed a nominal neutron generation at sub-picosecond pulse, which shows

the possibility of neutron generation from a longer laser pulse (i.e., the fiber laser).

By introducing background helium gas (up to atmospheric pressure), a vacuum-free

neutron generation possibility was also examined.

7.2.2 THz generation

Although THz radiation has very attractive characteristics for security applica-

tions, it has struggled with a few challenges when considering real-world applications,

not laboratory experiments, such as attenuation, and low conversion efficiency.

THz radiation experiences extreme atmospheric absorption due to water vapor.

In Chapter V, the atmospheric absorption was also observed. With current THz

source power levels, the absorption issue limits THz applications within a very small

deploying distance. In addition, when a sample is covered by a metal or good conduc-

tive materials, THz imaging will fail; therefore, current THz sources can be utilized

only in very limited conditions. Because of this issue, a relativistic laser-plasma THz

source has been intensively studied to generate higher power THz radiation; how-

ever, the exact generation mechanisms are still unclear. In this thesis, THz power

enhancement was achieved by a deformable mirror and the genetic algorithm without

details of the mechanism. From the understanding of laser wavefronts, one could re-

trieve background interaction physics and figure out which mirror figures allow higher

THz radiation. The activation feedback in this thesis controlled/optimized the laser

system spatially using the deformable mirror. Because the THz generation process,

especially in the case of two-color beams, is very sensitive to temporal structure of the

laser pulse, an optimization of the laser temporal profile may have a greater impact
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on THz generation. Thus, the active feedback could be applied to the acousto-optic

programmable dispersive filter (Fastlite, Dazzler) to optimize a temporal profile of

laser pulses.

7.2.3 SNM detection using ns-pulse laser

In order to have better SNM detection probability, the detection volume should

be expanded as much as possible. Within the detection volume, the laser intensity

(or E-field strength) is kept a little below air-breakdown threshold to allow the most

sensitivity to radiation particles traversing the detection volume. To extend the de-

tection volume, a large f -number optical system with a higher power laser would be

required. For future applications (> 100 m detection), a longer wavelength laser sys-

tem is required to ensure enough dwell-time of the charge (ion or electron) within the

high electric field, giving more chances to initiate plasma. The breakdown threshold

is scaled with λ−2 empirically. Given 10.6 µm light (CO2 laser), the effective detection

volume will expand by a factor or 1,000. However, this application must be accom-

panied by a large collection system to secure enough statistical sampling of plasma

spectra.
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