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Abstract 

 

The traveling-wave tube (TWT) is a widely used amplifier in satellite communications 

and radar. An electromagnetic signal is fed into one end of the device and is amplified over a 

distance until it is extracted downstream at the output. The physics behind this spatial 

amplification of an electromagnetic wave is predicated on the interaction of a linear DC electron 

beam with the surrounding circuit structure. J. R. Pierce, known as the “father of 

communications satellites,” was the first to formulate the theory for this beam-circuit interaction, 

which was since used in other electronic devices such as free-electron lasers, gyrotrons, and 

Smith-Purcell radiators. In this thesis, we extend the classic Pierce theory in two directions: 

harmonic generation and the effect of high beam current on both the beam mode and circuit 

mode. 

 The classical Pierce theory was formulated for a single (fundamental) frequency, same as 

the input signal. However, in a TWT with an octave bandwidth or greater, in particular the 

widely used helix TWT, the second harmonic of the input signal may also be within the 

amplification band and thus may also be generated and amplified. There is no input at this 

second harmonic frequency. An extension to the Pierce formulation that incorporates the 

generation of harmonics, including non-uniform taper, will be presented. We show that the 

second harmonic arises mostly from a newly discovered dynamic synchronous interaction 

instead of by the kinematic orbital crowding mechanism that is the most dominant harmonic 

generation mechanism in a klystron. The methodology provided may be applicable to the bi-

frequency recirculating planar magnetron and other high-power microwave sources. 



 xii 

 In beam-circuit interactions, the space-charge effect of the beam is important at high 

beam currents. In Pierce's TWT theory, this space-charge effect is modeled by the parameter 

which he called Q in the beam mode. A reliable determination of Q remains elusive for a realistic 

TWT. In this thesis, the author constructed the first exact small-signal theory of the beam-circuit 

interaction for the tape helix TWT, from which Q may be unambiguously determined. In the 

process of doing so, it was discovered that the circuit mode in Pierce's theory must also be 

modified at high beam current, an aspect overlooked in Pierce’s original analysis. We quantify 

this circuit mode modification by an entirely new parameter that we call q, introduced here for 

the first time in TWT theory. For the example using a realistic tape helix TWT, we find that the 

effect of q is equivalent to a modification of the circuit phase velocity by as much as two percent, 

which is a significant effect equivalent to a detune of two percent. 

 Lastly, we apply the theory developed for Q and q to a high-power TWT amplifier of 

current interest, the disk-on-rod TWT. For this configuration, the exact analytical forms of these 

parameters are extracted from the exact dispersion relation, which the author has also 

constructed. Comparisons of the numerical solutions to the analytic results to simulations done in 

ANSYS HFSS, ICEPIC, and MAGIC are made. 
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Chapter 1 : Introduction 

 

There is considerable current interest, for commercial and defense applications, in 

microwave and millimeter wave amplifiers with wide bandwidth and high-power 

capabilities. The traveling-wave tube (TWT) is one such device. This thesis provides a novel 

theoretical study of certain previously neglected physical mechanisms operating in a TWT. 

1.1  Traveling-Wave Tubes 

An electron beam may yield its kinetic energy to coherent electromagnetic radiation by 

passing through a periodic structure. One such source, widely used in satellite 

communications and radars, is the traveling-wave tube (TWT) [1-5]. In such a device, an 

electromagnetic signal is fed into one end and is amplified over some distance until it is 

extracted downstream. In between the input and output ends, there is a continuous interaction 

between the signal on the circuit and a linear DC electron beam. 

Before the invention of the TWT, the klystron amplifier (1935) was one of the first 

microwave amplifiers used [1-2,4,5]. This device had several limitations. The most notable 

one is that the klystron had narrow bandwidth, as amplification is restricted to small intervals 

around the resonant frequencies of the klystron cavities. The idea then came about to couple 

the individual cavities of a multi-cavity klystron to a common transmission line so that there 

may be a continuous in-phase interaction between beam and circuit [4-5]. This eventually led 

to the development of the traveling-wave tube amplifier, abbreviated TWT, TWTA, or TWA 
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depending on context and usage. Figure 1.1 shows the evolution of the klystron to the 

traveling-wave tube. 

 

 

Figure 1.1. Schematic diagram showing the evolution of a multi-cavity klystron (a) to a 

traveling-wave tube amplifier (c). (b) shows the multi-cavity klystron with its cavities 

coupled to a common transmission line. Image from [4]. 

 

 Rudolph Kompfner of England, interestingly an architect by profession, was the first to 

propose the idea of a traveling-wave tube. He and Nils Lindenblad of the United States used 

a metallic helix as the circuit structure for propagating the signal in phase with the centered 
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pencil electron beam in vacuum and are credited with being the first to create the TWT as it 

is known today [6-7]. Kompfner’s invention of the TWT aroused the intense interest of John 

R. Pierce who laid the foundation of the TWT theory and was later known as the “father of 

communication satellites” [8]. A schematic diagram of a modern TWT is shown in Figure 

1.2. Prior to this, Andrei Haeff, a doctoral student at Caltech at the time who later joined the 

Naval Research Laboratory, used a design where the beam propagated outside of the helix, 

which led to poorer gain [9].  

 

 

Figure 1.2. Schematic diagram of a traveling-wave tube amplifier. There are many 

components to a TWTA. In this thesis, we will concentrate only on the middle section, the 

helix, of the above figure: the beam-circuit interaction region. The slow-wave circuit referred 

to is the helix with support rods. Image from [10]. 

 

As can be seen in Figure 1.2, an actual TWT is a fairly complex device, consisting of 

components (left: cathode, electron gun, etc.) that create and form the electron beam, the 

beam-circuit interaction region (middle: helix, electron beam, attenuator, etc.), and 

components (right: collector) that collect the “spent” beam. In this thesis, we will exclusively 

focus on the physics in the beam-circuit interaction region containing the helix (Figure 1.2).  
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Like most beam-driven microwave sources and amplifiers, the operation of a TWT is 

predicated on the interaction between an electron beam propagating in vacuum and a circuit 

structure containing the signal to be amplified. In this chapter, we will first give a qualitative 

description of the beam and the circuit separately and then an explanation of the interaction 

(this section). The standard theory of Pierce analytically modeling this beam-circuit 

interaction will be presented in Section 2. Prior work will be described in Section 3, and 

Section 4 will outline the new work of this thesis in the subsequent chapters. 

1.1.1 The Electron Beam 

The electron beam is formed outside of the beam-circuit interaction region. Electrons are 

boiled off from a thermionic cathode (thermionic emission) or emitted from a material using 

strong electric fields (field emission). In either scenario, a voltage is externally applied to the 

cathode and this essentially dictates the kinetic energy of the beam entering the interaction 

region. We will denote the kinetic energy of this beam by voltage eVb, corresponding to a DC 

beam velocity v0.   

Including relativistic effects, v0 is determined from (𝛾0 − 1)𝑚𝑒𝑐
2 = 𝑒𝑉𝑏, where 𝛾0 ≡

1

√1−
𝑣0
2

𝑐2

 is the Lorentz relativistic mass factor. Solving this equation for v0 gives: 𝑣0 =

𝑐√1 −
1

(1+
𝑒𝑉𝑏

𝑚𝑒𝑐2)
2 = 𝑐 (1 −

1

𝛾0
2)

1

2
. In the non-relativistic regime, 𝑣0 ≪ 𝑐 or 𝑒𝑉𝑏 ≪ 𝑚𝑒𝑐

2 so that 

upon Taylor-expanding the last equation to first-order, one gets, as expected, 

 𝑣0 = √
2𝑒𝑉𝑏

𝑚𝑒
. (1.1) 

For simplicity, it is assumed that there are no temperature effects on the beam so that the 

beam is “cold” or monoenergetic. We further assume that the DC beam motion is one-
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dimensional, i.e., we implicitly assume that there is an infinite axial magnetic field confining 

the beam. 

The current density of the beam is defined as: 𝐽 = −𝑒𝑛𝑣⃗, where e is the magnitude of the 

electron charge and n is the electron number density of the beam. This current density is 

related to the beam current, which is externally adjustable, given by 𝐼0 = 𝐽𝑆 = 𝑒𝑛0𝑣0𝑆, 

where S is the cross-section of the beam. Solving for n0 gives 

 𝑛0 =
𝐼0

𝑒𝑣0𝑆
. (1.2) 

The two externally adjustable parameters of the beam: the DC beam voltage Vb and the 

DC beam current I0 control the unperturbed electron beam velocity v0 and the electron 

number density n0, respectively. In the absence of any perturbation, the electron beam travels 

through vacuum in the axial direction with these unperturbed properties.  

An input signal of frequency ω would induce a density perturbation on the beam, whose 

characteristic propagation constant on the beam is 𝛽𝑒 =
𝜔

𝑣0
. That is, the wave-like density 

perturbation on the beam is carried along the beam with the beam’s unperturbed velocity v0. 

The simple relation, 𝜔 = 𝛽𝑣0, is often known as the beam mode, where β is the wavenumber 

(usually designated as k in the plasma physics literature). 

1.1.2 The Circuit 

In vacuum, an electromagnetic signal, a transverse electric and magnetic (TEM) wave, 

propagates at the speed of light, c. However, for there to be appreciable gain for the input 

signal, the condition of synchronism between the wave and electrons in the beam must be 

satisfied. That is, 𝑣0 ≈ 𝑣𝑝ℎ, where vph is the phase velocity component of the wave that co-

propagates with the beam. This synchronism condition is required for the beam’s kinetic 

energy to be effectively transferred to the wave energy of the electromagnetic signal. Since 
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the speed of the electrons cannot exceed c, one must slow down the phase velocity of the 

wave in the direction of beam propagation so that this condition of synchronism is achieved. 

This is realized through the use of a slow-wave structure (SWS). A good SWS is designed so 

that the signal has the axial projection of its phase velocity approximately equal to the beam 

velocity over a wide range of frequencies for broadband amplification. A metallic helix wire 

has such a property.  

The reason why a helix TWT may offer a wide bandwidth is qualitatively illustrated in 

Figure 1.3. 

 

 

 

Figure 1.3. (a) Depiction of the TEM fields of a thin wire over a perfectly conducting 

metal plate. (b) The formation of a helix TWT from “wrapping” the set-up in (a). 

 

Figure 1.3(a) shows a very thin metallic wire over a perfectly conducting plane. This 

idealized system admits a TEM wave that propagates along the wire at the speed of light, 

regardless of the frequency. Moreover, since the RF electric and RF magnetic fields of this 
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TEM mode decay like 1/r from the wire, for a thin wire, the electromagnetic power carried 

along this thin wire will then be concentrated in the immediate vicinity of the thin wire. It is 

then easy to understand the figure shown in Figure 1.3(b): a thin helix inside a conducting 

cylindrical waveguide is able to transport electromagnetic energy in the vicinity of the wire at 

the light speed along the helix, for a very wide range of frequencies, i.e., wide bandwidth. 

The phase speed of this TEM mode along the z-axis is greatly reduced from c if the helix is 

tightly wound. From Figure 1.3(b), the incremental distance (ds) along the helix of radius a 

and pitch p is 𝑑𝑠 = √(𝑎𝑑𝜃)2 + (𝑑𝑧)2 = 𝑑𝑧√1 + (𝑎
𝑑𝜃

𝑑𝑧
)
2

= 𝑑𝑧√1 + (
2𝜋𝑎

𝑝
)
2

. Since 
𝑑𝑠

𝑑𝑡
= 𝑐, 

for the TEM wave propagating along the helix, the phase speed of this local TEM wave 

projected along the z-axis is, 
𝑑𝑧

𝑑𝑡
= (

𝑑𝑠

𝑑𝑡
)

1

√1+(
2𝜋𝑎

𝑝
)
2
= 𝑐

𝑝

√𝑝2+(2𝜋𝑎)2
≡ 𝑣𝑝ℎ. Note that vph is 

independent of frequency in this approximation. Thus, the synchronism condition for beam-

circuit interactions, 𝑣0 ≈ 𝑣𝑝ℎ, may be maintained over a wide frequency band. Since this 

phase velocity is independent of the frequency of the injected signal ω, multiple octave 

bandwidths for the helix TWT are a reality. This fact prompted our study of harmonic 

generation (Chapter 2).  

In Chapters 2 and 3 of this thesis, we will mainly concentrate on the helix for the SWS, 

but in Chapter 4, we will consider another circuit (and beam) configuration for high-power 

operation. 

Because we are essentially dealing with the propagation of electromagnetic waves in 

some media, it should be expected that the governing equations will be the Telegrapher’s 

Equations and hence the Wave Equation (or Helmholtz Equation with a wavenumber along 
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the direction of beam propagation, 𝛽𝑝ℎ ≡
𝜔

𝑣𝑝ℎ
) with some modification due to the presence of 

the beam. This is indeed the case and will be quantified in Section 2. 

1.1.3 The Beam-Circuit Interaction 

Now that we have qualitatively described the beam and circuit separately, how do they 

interact in such a way to produce amplification of the injected signal? When the beam enters 

the beam-circuit interaction region and co-propagates with the circuit wave, the electrons in 

the beam will respond to the sinusoidal nature of the electric field of the signal. 

Consequently, one can imagine that some electrons will be accelerated by the accelerating 

portion of the wave and some electrons will be decelerated by the decelerating portion of the 

wave. This leads to the formation of electron bunches in the electron beam. These bunches in 

turn cause the electric field in the circuit to increase by inducing more current in the circuit. 

The resulting amplitude increase in the electric field in the circuit causes more bunching in 

the beam. The physical mechanism is illustrated in Gilmour [1-2]. 

From a wave mechanics picture, a pair of space-charge waves on the electron beam are 

created from interacting with the circuit wave. These space-charge waves on the beam are 

analogous to longitudinal pressure waves in air consisting of compressions and rarefactions. 

In this case, we have the fast and slow space-charge waves that co-propagate on the electron 

beam with the circuit wave. The energy difference from the slowing-down of the electrons in 

the beam to the slow space-charge wave phase velocity is given to the circuit, causing 

amplification of the circuit wave. This beam-circuit interaction has proven to be effective: the 

growth of the input signal, at least in the small-signal regime, is exponential with distance 

along the tube [1-2]. TWT power gain of 60 dB (1 million times) can be realized [11]. 
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As more bunching occurs, the space-charge forces of the beam will cause the electron 

bunches in the beam to de-bunch. Furthermore, other effects, such as the slowing down of the 

beam as a whole due to the loss of energy to the circuit, will limit TWT gain because the 

synchronism condition (𝑣0 ≈ 𝑣𝑝ℎ) is no longer satisfied [1-2,5]. Phenomena such as 

saturation, wave-trapping of electrons, etc. constitute fully non-linear operation of the TWT 

and are beyond the scope of this thesis. The linear theory is important as it essentially feeds 

into the non-linear theory (the formulation of non-linear theory is predicated on the concepts 

introduced in the linear theory) and is stated to be able to accurately describe ~85% of the 

tube length [1-2,5]. Historically speaking, the linear theory was also the first comprehensive 

theory developed to describe the inner workings of the beam-circuit interaction. This thesis 

focuses mainly on the linear theory and its quasi-linear extension when we consider 

harmonic generation. 

The classical theory of beam-structure interactions in a TWT was developed by Pierce 

[3], whose treatment also provided the foundations for the understanding and design of a 

wide range of contemporary sources such as free-electron lasers [5,12-17], Smith-Purcell 

radiators [5,13,17,18-19], gyrotron amplifiers [5,19-24], and metamaterials TWTs [25-27]. In 

this chapter, we will present the standard Pierce theory (Section 2). We further develop it to 

indicate other novel effects (Chapters 2 and 3) not previously considered by Pierce. Pierce 

described the energy transfer mechanism in terms of the interaction between the space-charge 

waves on the electron beam and the electromagnetic mode supported by the electromagnetic 

circuit. Amplification of a signal of frequency ω is described by the complex wavenumber β 

that is a solution of what is known as the Pierce dispersion relation, which, in its most basic 

form [1,3-5,12-16,19-24,27], is a third-degree polynomial for β(ω). This dispersion relation 
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describes the coupling between the beam mode and the circuit mode [28-29]. It has been used 

in the validation of non-linear, large-signal numerical codes in the small-signal regime. 

 

1.2 The Pierce Theory of Traveling-Wave Tubes 

Pierce adopted a mode coupling theory that has since found extensive use in a variety of 

other fields in electronics and in laser science [28-29]. We follow him and consider the beam 

mode and the circuit mode separately and will couple them at the end to arrive at the final 

result. It should be stressed that Pierce’s theory is a linear, small-signal theory. The theory’s 

relative simplicity and its validation of the non-linear, large-signal theories (in the small-

signal regime) have allowed its extensive use for over sixty years. 

1.2.1 The Electronic Equation 

To start, we may analytically treat the electron beam using the cold fluid model (with 

zero temperature). The fluid force law for the electron beam in a general electromagnetic 

field then reads:  

 
𝐷𝑣⃗

𝐷𝑡
= −

𝑒

𝑚𝑒
(𝐸⃗⃗ + 𝑣⃗ × 𝐵⃗⃗), (1.3) 

where 
𝐷

𝐷𝑡
 is the operator for the convective derivative (using an Eulerian formulation) and 𝐸⃗⃗ 

and 𝐵⃗⃗ are the electric and magnetic fields. We assume an infinite axial magnetic field in this 

thesis so that the electrons move only one-dimensionally in the z-direction, even though, in 

practice, beam focusing and beam confinement are provided by external periodic permanent 

magnets or a solenoid. For 1D motion, 𝑣⃗ = 𝑣𝑧̂, Eq. (1.3) reads 

 (
𝜕

𝜕𝑡
+ 𝑣

𝜕

𝜕𝑧
) 𝑣 = −

𝑒

𝑚𝑒
𝐸, (1.4) 
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where E describes the z-component of the electric field (which consists of the circuit electric 

field and the space-charge field of the beam, see Eq. (1.9) below) and the convective 

derivative has been explicitly written out. It is assumed that all dependent variables propagate 

in the z-direction. We may also write Eq. (1.4) in terms of the displacement of a fluid element 

in the beam s using the relation: 

 𝑣 = (
𝜕

𝜕𝑡
+ 𝑣

𝜕

𝜕𝑧
) 𝑠. (1.5) 

Following Pierce (and standard first-order perturbation analysis), we linearize the force 

law and assume a wave-like dependence for the perturbation, as follows, 

 𝑠 = 𝑠0 + 𝑠1̃𝑒
𝑗𝜔𝑡−𝑗𝛽𝑧, (1.6a) 

 𝑣 = 𝑣0 + 𝑣1̃𝑒
𝑗𝜔𝑡−𝑗𝛽𝑧, (1.6b) 

 𝐸 = 𝐸0 + 𝐸1̃𝑒
𝑗𝜔𝑡−𝑗𝛽𝑧 . (1.6c) 

The subscript “0” refers to the unperturbed or DC state, in which case, for a TWT, 𝑠0 = 𝑣0𝑡, 

𝑣0 = const. given by Eq. (1.1) above assuming a non-relativistic beam, and 𝐸0 = 0. The 

subscript “1” then refers to the perturbed state, and {𝑠1̃, 𝑣1̃, 𝐸1̃} are the complex amplitudes of 

their respective variables. The linearized force law, also known as the electronic equation [1-

4], becomes algebraic, 

 (
𝜕

𝜕𝑡
+ 𝑣0

𝜕

𝜕𝑧
)𝑣1 = −

𝑒

𝑚𝑒
𝐸1 → 𝑗(𝜔 − 𝛽𝑣0)𝑣1̃ = −

𝑒

𝑚𝑒
𝐸1̃, 

(1.7) 

where  

 𝑣1 = (
𝜕

𝜕𝑡
+ 𝑣0

𝜕

𝜕𝑧
) 𝑠1 → 𝑣1̃ = 𝑗(𝜔 − 𝛽𝑣0)𝑠1̃. 

(1.8) 

We next separate the electric field E1 into a component due to the circuit EC and a component 

due to the space-charge in the beam ESC (note we drop the subscript “1”): 
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 𝐸1̃ = 𝐸𝐶̃ + 𝐸𝑆𝐶̃ . (1.9) 

Equations (1.7) and (1.8) with (1.9) may now be combined to read: 

 (𝜔 − 𝛽𝑣0)
2𝑠1̃ =

𝑒

𝑚𝑒
(𝐸𝐶̃ + 𝐸𝑆𝐶̃). (1.10) 

The circuit part of Eq. (1.9), 𝐸𝐶̃  , will be described in the next sub-section. We will only note 

here that the space-charge component 𝐸𝑆𝐶̃  is described through what is known as QC, a long-

standing quantity of uncertainty that will be thoroughly discussed in Chapters 3 and 4. Here, 

we simply follow the most common notation, as given in virtually all microwave tube 

textbooks [3-5], and express the AC space-charge field 𝐸𝑆𝐶̃  as  

 

𝑒

𝑚𝑒
𝐸𝑆𝐶̃ = 𝜔𝑞

2𝑠1̃ 

≡ 𝜔𝑝
2𝐹2𝑠1̃ 

≡ 𝜔2(4𝑄𝐶3)𝑠1̃ 

(1.11a-c) 

where ωq is the reduced plasma frequency, F2 is the plasma frequency reduction factor, 𝜔𝑝 =

√
𝑒2𝑛0

𝑚𝑒𝜀0
 is the plasma frequency associated with the beam electrons, Q is the so-called 

dimensionless Pierce space-charge parameter, and C is the dimensionless Pierce gain 

parameter, defined by 

 𝐶 = (
𝐾𝐼0
4𝑉𝑏

)

1
3
 (1.12) 

in terms of the DC beam current I0, DC beam voltage Vb, and the Pierce interaction 

impedance K which is defined in Eq. (1.15) below, where we consider the circuit wave. 

The motivation of writing Eqs. (1.10) and (1.11) is that in the absence of the circuit 

electric field, 𝐸𝐶̃ = 0, Eq. (1.10) and Eq. (1.11b) yields the intuitive space-charge wave 

dispersion relation,  
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 (𝜔 − 𝛽𝑣0)
2 = 𝜔𝑝

2𝐹2 (1.12a) 

where F2 is a dimensionless plasma frequency reduction factor mentioned above that depends 

only on ω, β, and on the geometry of the circuit and of the electron beam. Setting 𝐹2 = 1 in 

Eq. (1.12a) is the familiar space-charge wave dispersion relation (𝜔 − 𝑘𝑣0)
2 = 𝜔𝑝

2 that 

appears in plasma physics textbooks (𝑘 ≡ 𝛽, see for example, [30-32]), whose two solutions 

𝜔 = 𝑘𝑣0 ± 𝜔𝑝 represent the fast (+ sign) and slow (- sign) space-charge waves mentioned 

above. 

From Eqs. (1.11b) and (1.11c), we may express the beam mode Eq. (1.12a), including the 

“space-charge effect,” as  

 (𝜔 − 𝛽𝑣0)
2 − 𝜔24𝑄𝐶3 = 0 (1.12b) 

in Pierce’s notation. Upon using Eq. (1.11c) into Eq. (1.10), we arrive at the electronic 

equation, in Pierce’s notation, 

 [(𝜔 − 𝛽𝑣0)
2 − 𝜔24𝑄𝐶3]𝑠1̃ =

𝑒

𝑚𝑒
𝐸𝐶̃ . (1.12c) 

As a final note on beam dynamics, the equation of continuity for the beam electrons gives 

 
𝜕𝑛

𝜕𝑡
+ ∇⃗⃗⃗ ⋅ 𝑛𝑣⃗ = 0 → 𝑗(𝜔 − 𝛽𝑣0)𝑛1̃ = 𝑗𝛽𝑛0𝑣1̃ (1.13) 

upon linearizing. The AC beam current I1 becomes 

 𝐼1 = 𝐽1𝑆 = −𝑒(𝑛0𝑣1 + 𝑛1𝑣0)𝑆 = −𝑗𝑒𝑛0𝑆𝜔𝑠1, (1.14) 

upon using Eq. (1.8) and Eq. (1.13). 

1.2.2 The Slow-Wave Circuit Equation 

Pierce treated the circuit structure, whatever it may be (helix, coupled-cavity, folded 

waveguide, etc.), as an idealized transmission line. An equation for the electric field in this 

transmission line will now be derived [3-5].  
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Recall that in basic circuit theory, the power P into a pair of terminals is 𝑃 = 𝐼𝑉 =
𝑉2

𝑍
, 

where I is the current in, V is the voltage across, and Z is the impedance looking into the 

terminals. Analogously, we may write the power flowing along the slow-wave circuit as: 𝑃 =

−𝐼𝐸𝑧𝐿 =
|𝐸𝑧|

2

𝛽𝑝ℎ
2 𝐾

 in terms of the (axial) electric field. Here, L is the equivalent length of the 

circuit (TWT). In writing the last expression, we used the fact that the induced current on the 

circuit is proportional to the axial circuit electric field Ez, and K is Pierce’s interaction 

impedance defined as: 

  𝐾 ≡
∬|𝐸𝑧|

2𝑑𝑆

2𝛽𝑝ℎ
2 𝑃𝑟𝑆

, 𝛽𝑝ℎ =
𝜔

𝑣𝑝ℎ
, (1.15) 

where Pr is the power flow on the slow-wave circuit and S is the cross-section of the slow-

wave structure. Note that K is a function only of the geometry and frequency ω. 

Dividing the beam into infinitesimal segments of length dz, the differential power from 

each segment is: 𝑑𝑃 = −𝐼1𝐸𝑧𝑑𝑧 =
2𝐸𝑧

𝛽𝑝ℎ
2 𝐾

𝑑𝐸𝑧 → 𝑑𝐸𝑧 = −
𝛽𝑝ℎ

2 𝐾𝐼1

2
𝑑𝑧. This differential electric 

field is the field that is induced from the current of the beam on the circuit at an axial location 

z. There are two waves launched at z due to the beam: a forward wave dEz+ and a backward 

wave dEz-. Because of symmetry, one can see that 𝑑𝐸𝑧+ = 𝑑𝐸𝑧−. 

Thus, the total electric field in this system at an arbitrary location is: 
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𝐸𝑧(𝑧, 𝑡) = (𝐸10𝑒
−𝑗𝛤0𝑧 + ∫𝑑𝐸𝑧+𝑒−𝑗𝛤0(𝑧−𝑧′)

𝑧

0

+ ∫𝑑𝐸𝑧−𝑒−𝑗𝛤0(𝑧′−𝑧)

𝐿

𝑧

)𝑒𝑗𝜔𝑡

= (𝐸10𝑒
−𝑗𝛤0𝑧 −

𝛽𝑝ℎ
2 𝐾

2
∫𝐼1(𝑧

′)𝑒−𝑗𝛤0(𝑧−𝑧′)𝑑𝑧′

𝑧

0

−
𝛽𝑝ℎ

2 𝐾

2
∫𝐼1(𝑧

′)𝑒−𝑗𝛤0(𝑧′−𝑧)𝑑𝑧′

𝐿

𝑧

)𝑒𝑗𝜔𝑡. 

(1.16) 

Equation (1.16) is an integral equation giving the electric field at a point z from all 

possible sources: (1) the electric field from the input signal E10 located at z = 0 (first term), 

(2) the electric field from the beam segments before z (middle term), and (3) the electric field 

from the beam segments after z (last term). To be completely general, the traveling waves 

from each source have propagation constant 𝛤0 ≡ 𝛽𝑝ℎ − 𝑗Im(𝛤0), where the imaginary part 

accounts for attenuation in the circuit (Im(𝛤0) > 0). We may readily convert this equation 

into a differential equation by twice differentiating the equation with respect to z. Doing so 

and using Eq. (1.16) gives, 

 
𝑑2𝐸𝑧(𝑧)

𝑑𝑧2
+ 𝛤0

2𝐸𝑧(𝑧) = 𝑗𝛤0𝛽𝑝ℎ
2 𝐾𝐼1(𝑧) 

(1.17) 

where Ez and I1 have an 𝑒𝑗𝜔𝑡 dependence. Equation (1.17) is given in p. 150 of Chodorow 

and Susskind [33]. Physically, Eq. (1.17) describes the excitation of the circuit wave, whose 

cold-tube AC electric field at the location of the beam is Ez, by an AC beam current I1. 

Assuming time and spatial harmonic dependence for Ez, 𝐸𝑧 = 𝐸𝐶 = 𝐸𝐶̃𝑒𝑗𝜔𝑡−𝑗𝛽𝑧 in Eq. 

(1.17) yields Eq. (10.1-34) of [4]: 

 𝐸𝐶̃ =
𝑗𝛤0𝛽𝑝ℎ

2 𝐾

𝛤0
2 − 𝛽2

𝐼1̃, 
(1.18) 
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which gives the circuit electric field 𝐸𝐶̃ excited by the beam’s AC current 𝐼1̃ at frequency ω. 

Note that if there is no electron beam, 𝐼1̃ = 0, there will be a non-zero circuit electric field 𝐸𝐶̃ 

only if 𝛽 = 𝛤0, which is the vacuum circuit mode dispersion relation, and this circuit electric 

field 𝐸𝐶̃ is then simply the vacuum mode solution. In other words, if 𝛽 = 𝛤0, any finite AC 

current on the beam will yield an infinite response on the circuit electric field 𝐸𝐶̃, a well-

known fact for synchronous excitation, as clearly shown in Eq. (1.18). It should be noted that 

this analysis of the circuit, following Pierce, deals only with the fundamental passband and 

its interaction with the beam. In general, there are an infinity of passbands and space 

harmonics of the circuit mode and the beam mode. Pierce’s theory is also used for the 

interaction between a single space harmonic of the circuit and the fundamental mode of the 

beam to assess the strength of interaction at that space harmonic. The major objective in 

Chapters 3 and 4 is to relax these restrictions. 

A sample Brillouin or cold-tube dispersion diagram (ω vs. β plot, obtained from 𝛽 = 𝛤0) 

is shown in Figure 1.4 for the tape helix (Figure 1.5). In this example, no cold-tube circuit 

loss is assumed (Im(𝛤0) = 0). This tape helix has a period p whose property will be fully 

discussed in Chapter 3. Here, we simply note the multiple passbands (two shown in Figure 

1.4) in blue and the periodic nature of each passband corresponding to the space harmonics n. 

The propagation constant, βn, of the nth spatial harmonic is: 

 𝛽𝑛 = 𝛽0 +
2𝜋𝑛

𝑝
, 𝑛 = 0,±1, ±2,…, (1.19) 

where p is the period of the periodic structure (Figure 1.5). β0 is called the fundamental 

and βn (n≠0) is called the nth space harmonic. 

The beam mode 𝜔 = 𝛽𝑣0 is also shown in Figure 1.4 in red. As can be seen, the 

synchronism condition (𝑣0 ≈ 𝑣𝑝ℎ) between the beam mode and the circuit mode is satisfied 



 17 

for a wide range of frequencies. This is what gives the tape helix its characteristic wide 

bandwidth.  

 

 

Figure 1.4. Dispersion diagram for a tape helix showing several circuit modes (𝛽 = 𝛤0, blue) 

and the beam mode (𝛽 =
𝜔

𝑣0
, red). Also included in the Figure is the light line (𝛽 =

𝜔

𝑐
, black, 

dashed).  
 

 

Figure 1.5. Schematic depiction of a thin tape helix radially stratified by a dielectric to 

represent the support rods. The parameters and details are given in Chapter 3 below (see first 

paragraph of Section 3.3). Image from [34]. 
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1.2.3 The General Pierce Dispersion Relation and the Pierce Parameters 

We combine the electron dynamics in Section 1.2.1 and the circuit response in Section 

1.2.2 to derive the Pierce dispersion relation, as follows. 

Inserting Eq. (1.14) into Eq. (1.18) yields  

 𝐸𝐶̃ =
𝑗𝛤0𝛽𝑝ℎ

2 𝐾

𝛤0
2 − 𝛽2

[−𝑗𝑒𝑛0𝑆𝜔𝑠1̃], 
(1.20a) 

which expresses the excitation of the circuit electric field 𝐸𝐶̃ by the beam’s perturbation 

displacement 𝑠1̃. Multiply Eqs. (1.20a) and (1.12c) and cancel 𝑠1̃𝐸𝐶̃ to yield Pierce’s four-

wave dispersion relation: 

 [(𝛽 − 𝛽𝑒)
2 − 𝛽𝑒

24𝑄𝐶3][𝛽2 − 𝛤0
2] = −2𝛽𝑒𝛽𝑝ℎ

2 𝛤0𝐶
3, (1.20b) 

where 𝛽𝑒 =
𝜔

𝑣0
 and 𝛽𝑝ℎ =

𝜔

𝑣𝑝ℎ
, v0 is the beam velocity and vph is the cold-circuit wave phase 

velocity. The first square bracket on the LHS represents the beam mode, the second bracket 

represents the cold-tube circuit mode, and the RHS represents the coupling of the two.  

To derive the three-wave dispersion relation of Pierce, we ignore the reverse propagating 

circuit mode in Eq. (1.20b), by assuming 𝛽 ≈ 𝛤0 =
𝜔

𝑣𝑝ℎ
≡ 𝛽𝑝ℎ. To include the cold-tube loss 

rate (represented by the Pierce parameter d defined in Eq. (1.21d) below), we approximate 

the second square bracket of Eq. (1.20b) as  

 [𝛽2 − 𝛽𝑝ℎ
2 ] ≈ 2𝛽𝑝ℎ[𝛽 − 𝛽𝑝ℎ − 𝑗𝐶𝑑𝛽𝑒]. 

(1.20c) 

Inserting Eq. (1.20c) into (1.20b), we obtain the traditional Pierce three-wave dispersion 

relation: 

 [(𝛽 − 𝛽𝑒)
2 − 𝛽𝑒

24𝑄𝐶3][𝛽 − 𝛽𝑝ℎ − 𝑗𝐶𝑑𝛽𝑒] = −𝛽𝑒𝛽𝑝ℎ
2 𝐶3. (1.20d) 
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This equation thus only admits two forward-propagating space-charge waves (first square 

bracket) and one forward-propagating circuit wave (second square bracket). Typical 

numerical values are: 𝛽~𝛽𝑒~𝛽𝑝ℎ~𝑂(1), 𝐶~𝑂(10−3 − 10−1), 𝑄~𝑂(1 − 10), and 𝑑~𝑂(1). 

Pierce expresses his three-wave dispersion relation, Eq. (1.20d), in dimensionless form, 

in terms of his incremental propagation constant, δ, and the cubic polynomial for δ then reads 

 (𝛿2 + 4𝑄𝐶)(𝛿 + 𝑗𝑏 + 𝑑) = −𝑗 (1.21) 

where1 

 𝛿 =
𝛽 − 𝛽𝑒

𝛽𝑒𝑗𝐶
 (1.21a) 

 𝑏 =
𝑣0 − 𝑣𝑝ℎ

𝐶𝑣𝑝ℎ
 (1.21b) 

 𝐶3 =
𝐾𝐼0
4𝑉𝑏

 (1.21c) 

 𝑑 =
1

40𝜋 log10 𝑒
∗

𝐿𝑜𝑠𝑠

𝐶
=

Im(𝛤0)

𝛽𝑒𝐶
, (1.21d) 

In Eq. (1.21c), the interaction impedance K is defined by Eq. (1.15), and “Loss” in Eq. 

(1.21d) is the cold-tube circuit attenuation (in dB) per unit axial wavelength of the beam 

mode. The three solutions of δ in Eq. (1.21) depends only on the four dimensionless 

parameters, C, b, Q, and d, representing respectively the strength of mode coupling in the 

beam-circuit interaction (also known as the Pierce gain parameter or coupling constant), the 

degree of synchronism between the beam motion and the cold-circuit wave (velocity 

mismatch or detune parameter), the space-charge effect (Pierce’s AC space-charge 

parameter), and the cold-tube circuit loss [1,3,4]. Among these four parameters, Q is the most 

                                                 
1 The full form of the RHS of Eq. (1.21) should read: −𝑗 → −𝑗(1 + 𝐶𝑏)2. That is, Eq. (1.21) is obtained by 

approximating 𝛽𝑝ℎ = 𝛽𝑒 in the RHS of Eq. (1.20d). This approximation is valid only for small C or close to 

synchronism (𝑏 ≈ 0). 
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difficult to evaluate accurately [35-37]. In this thesis, we present a new, precise method to 

calculate Q for a TWT based on a tape helix structure [34]. In so doing, we find that the 

circuit mode – like the beam mode – is modified by a new space-charge parameter, which we 

call q, and this is a major finding of this thesis.  

In this thesis, we will deal solely with the Pierce three-wave dispersion relation. 

Reflection from the ends and waves near the band edges cannot be accounted for by Pierce’s 

three-wave theory. A classical look into Pierce’s four-wave theory and its reduction to the 

three-wave theory is provided by Birdsall and Brewer [38] (The importance of the four-wave 

description, and the effects of reflection on the TWT stability may be found in [39-41].). 

 

1.3 Prior Work 

Now that the ground work for the Pierce theory of TWTs has been laid out, we now turn 

our attention to extending the classic theory in two directions to account for effects not 

covered by Pierce’s theory: harmonic generation and beam loading on the circuit. These 

theories are described in Chapters 2 and 3 respectively. First, we will review previous work 

on these subjects. 

1.3.1 Harmonic Generation 

The subject of harmonic generation in a TWT has traditionally been studied in the non-

linear, large-signal regime. We will not delve into large-signal theory in this thesis as it is 

beyond the scope of this text. We will note that large-signal TWT theory and also the study 

of harmonics of the input signal can be traced back to the classical paper by A. Nordsieck 

[42], who provided the first analysis of TWT efficiency. References may be made to Tien et 
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al. [43], Rowe [44], Giarola [45], and Dionne [46] whose subsequent works heavily relied on 

Nordsieck’s theory.  

Linearized orbital motion due to an input signal may lead to orbital crowding, which 

leads to harmonic generation kinematically (See Figure 2.1 below). This effect is well-known 

in klystrons and is the dominant cause for harmonic generation in klystrons. It was not until 

recently that such a theory on harmonic content in the beam current of a TWT was developed 

by Dong et al. [47] in the small-signal regime. In that work, the linearized electron orbits 

might lead to a second harmonic AC current as high as 25% of the DC beam current, and this 

was favorably compared to the large-signal TWT code CHRISTINE [48].  

In this thesis, we discover another source of harmonic content in a TWT: weak non-

linearities in the electron orbits. It turns out, with respect to the RF power output, that this 

source of harmonic generation is much more important as it possesses the property of 

synchronism between the beam and circuit in both space and time. The effect of orbital 

crowding described in the preceding paragraph is negligible in comparison. 

1.3.2 Evaluation of the Pierce Parameters 

As we have stated, the weakest aspect of Pierce’s theory of mode coupling concerns the 

modification of the beam mode at high beam currents; this modification was characterized by 

Pierce’s space-charge parameter, Q, for which no general calculation has been given (c.f. 

Eqs. (1.20d) and (1.21)). 

Many theories have been proposed that attempt to give a general formulation for 

calculating Q for a general beam and circuit structure. A treatise of the subtlety of this 

problem is given by Lau and Chernin [36], who ultimately advance the idea that Q is due to 

the interaction of the beam with the higher-order circuit modes (passbands higher than the 
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fundamental). This interpretation was actually also proposed by Pierce [3], who quickly 

abandoned such an interpretation [36].  

Physically speaking, the calculation of the space-charge parameter boils down to 

calculating the “reduced” plasma frequency ωq, as mentioned in the previous section (see 

Eqs. (1.11a) and (1.11c)). By “reduced,” we mean only the axial component of the RF 

electric field (not the total RF electric field which has a radial component and possibly an 

azimuthal component as in the tape helix) could exchange energy with the linear electron 

beam. We seek to calculate the reduction factor to the plasma frequency that accounts for the 

circuit structure (including the SWS, taking into account, for example, the “field leakage” in 

the opened sections of a helix). This calculation is intimately tied to the higher-order circuit 

modes mentioned in the preceding paragraph. Prior to our work, no general formulation 

exists, but many approximations have been developed. Here, we will look at perhaps the 

most widely used one for the also widely used helix TWT. 

The most widely used space-charge parameter QC is prescribed by Branch and Mihran 

[49]. In the particular case of a thin tape helix TWT (Figure 1.5) with a pencil electron beam, 

Branch and Mihran assume that the helix is replaced with a perfectly conducting metallic 

cylinder of the same radius. Hence, they then calculate the plasma frequency reduction factor 

𝐹 =
𝜔𝑞

𝜔𝑝
= √

1

1+(
𝑇

𝛽𝑒
)
2, where the radial propagation constant T is given explicitly in terms of 

Bessel functions by solving Maxwell’s equations in this simplified geometry (we shall also 

adopt the Branch and Mihran calculation for the disk-loaded TWA with an annular electron 

beam in Chapter 4, for comparison.). An improved model for the helix structure makes use of 

what is known as a sheath helix, in which current is allowed to travel on the circuit in a 
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helical direction. While there are more elaborate models [37,48,50-52] on the AC space-

charge effects in a helix TWT, none give the procedure of evaluating QC. 

Prior to our analytic calculation of Q in Chapter 4 for a realistic structure, a study using 

the pedagogical model of a dielectric TWT that consists of a planar dielectric slab and sheet 

electron beam was done by Simon et al. [35]. In that model, where an exact dispersion 

relation may be readily derived, the idea of the higher-order circuit modes yielding Q was 

established conclusively. In addition, that paper showed how to accurately evaluate the 

Pierce parameters once a closed analytic form was found. This model is deficient in that there 

is no periodic structure in this dielectric TWT, so higher harmonics in the beam mode are 

excluded. Thus, the new parameter q = 0 in this dielectric TWT model. 

 

1.4 Thesis Organization 

The focus of this thesis is on the modeling of some aspects of the beam-circuit interaction 

in a TWT that are of current interest, namely, harmonic generation and accurate modeling of 

the space-charge effects.  

At the University of Michigan Plasma, Pulsed Power, and Microwave Laboratory, there 

is an on-going experiment on a bi-frequency recirculating planar magnetron, where output 

powers of up to 44 MW and 21 MW at 1 GHz and 2 GHz respectively are being generated 

[53-54]. The physical process that generates second harmonic is explored in this thesis for a 

much simpler model, that of a TWT.  

Our study of Pierce’s space-charge parameter Q was initially motivated by the disk-on-

rod TWA studied by Hoff and French [55-56] at the Air Force Research Laboratory. The 

analysis of backward wave oscillations in a helix TWT motivated us to study QC in a helix 
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TWT also [57-58]. An accurate determination of Q (and q) is important for at least three 

reasons:  

(i) A small discrepancy in Q can lead to a large change in the predicted small-

signal gain.  

(ii) An accurate value of Q (or QC) is required by the non-linear TWT simulation 

codes such as CHRISTINE [48] in order to compute large-signal quantities 

like saturated output power and efficiency.  

(iii) In Johnson’s classical theory for the onset of backward wave oscillations in 

TWT [57], the threshold conditions depend only on QC and on d [4,57], 

which implies that prediction of BWO threshold current requires accurate 

values of QC and d. 

In response to these objectives, a quasi-linear theory on second harmonic generation 

extending the classic Pierce theory will be considered in Chapter 2. We will next examine 

Pierce’s AC space-charge parameter Q for a realistic TWT, a tape helix, via the exact hot-

tube dispersion relation. In Chapter 4, another TWA, the disk-loaded rod with annular 

electron beam, will be subjected to a similar exact, small-signal analysis. Chapter 5 

concludes with a summary of the main results and suggested future work. 
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Chapter 2 : 
The Origin of Second Harmonic Signals in Octave Bandwidth Traveling-Wave Tubes 

 

 

2.1 Introduction 

We shall now present our first extension to the classic Pierce three-wave theory for the 

traveling-wave tube (TWT): harmonic generation. Besides its fundamental nature, this work 

was motivated by current experiments on harmonic generation in a bi-frequency recirculating 

planar magnetron (RPM) [53-54,59]. We would like to model the harmonic generation that is 

present in such a device, and we start first with the TWT in order to understand the 

dynamical nature of harmonic generation. A TWT has a well characterized beam. In 

particular, we will consider a helix TWT, which has a wide bandwidth that is unmatched [5], 

for reasons qualitatively explained in Chapter 1. With such a wide bandwidth, the second 

harmonic of an input signal could be generated and amplified. There are also contemporary 

simulations and experiments of harmonic generation in a TWT (see for example, [60]). This 

chapter might provide a new theoretical framework for such works. 

In a helix TWT with octave bandwidth, the electrons can synchronously interact with the 

circuit wave over a wide range of frequencies, when the beam’s velocity is about equal to the 

phase velocity (which is roughly independent of frequency; see e.g. Figure 1.4) an input 

signal near the low frequency end of the amplification band may then generate a second 

harmonic signal if the beam current carries a second harmonic component. This chapter 

analyzes the generation of second harmonic in a TWT, due solely to an input signal at the 
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fundamental frequency, ω0, in the case that the second harmonic experiences a finite small-

signal gain. Here, we focus on the physical mechanism by which the second harmonic is 

generated, its analytic description, and its validation with a simulation code. 

First, a well-known non-linear process in vacuum electronics that leads to harmonic beam 

current, due to an input signal of a single frequency, ω0, is crowding of the electron orbits 

[4], in which neighboring electrons are getting closer together, as shown in Figure 2.1. Here, 

if there are no perturbations, the electrons leaving the input, located at z = 0, simply stream 

down the axis following 𝑧(𝑡) = 𝑣0(𝑡 − 𝑡0), where t0 is the departure time from the input and 

v0 is the DC electron velocity. Adding in a perturbation in the form of the input signal, the 

electron orbits are consequently altered so that 𝑧(𝑡) = 𝑣0(𝑡 − 𝑡0) + 𝑧1(𝑡, 𝑡0), where the 

linear perturbation z1 accounts for the effects. In this scenario, one can see that at a later time 

t and at a downstream position L, the perturbed orbits may come closer together, as depicted 

in Figure 2.1. This occurs in the drift tube of a klystron and the harmonic content in the AC 

current has been calculated exactly in a one-dimensional (1D) model [4,61]; this calculation 

has been explicitly shown to be valid even for the case where the electron orbits have 

crossed, i.e., when charge overtaking has occurred [61]. Significant harmonic current 

appears even if the electron perturbation velocity is strictly in the linear regime, that is, the 

velocity of an electron has only a DC component, plus a fundamental frequency component 

at a very low level [4,62-63]. The non-linearity in the AC current arises kinematically, from 

the exact solution to the non-linear continuity equation that accounts for orbital crowding 

(including charge overtaking) in the linearized electron orbits [61-62]. While this orbital 

crowding process has been well-known for a klystron in generating harmonic AC current, 

this process was relatively unknown to the TWT literature until Dong et al. adopted the 



 27 

theory [47]. From that study, the second harmonic AC current in the beam in a TWT was 

found to be quite high, reaching 1/4 of the DC beam current, even though the electron's AC 

velocity is in the linear regime (as in the klystron analysis). This level of second harmonic 

current in a TWT, due to orbital crowding, was corroborated by the code, CHRISTINE [48].   

 

 

Figure 2.1. An (exaggerated) illustration of harmonic generation due to orbital crowding. 

Crowding in the linear orbits may lead to harmonic current generation, as shown in klystron 

theory [4] and TWT theory [47]. 

 

Despite the high harmonic current due to orbital crowding that was described in the 

preceding paragraph, in this chapter, we report another non-linear effect that is far more 

important in the generation of second harmonic power in a wideband TWT. The latter is due 

to the quasi-linear correction in the electron orbit, which is described by the non-linear 

convective derivative in the force law, 𝑣1
𝜕𝑣1

𝜕𝑧
, where 𝑣1 = 𝑣10𝑒

𝑗𝜔0𝑡−𝑗𝛽0𝑧 is the linearized 

electron fluid velocity at the fundamental frequency, whose wavenumber 𝛽0 ≈
𝜔0

𝑣0
 where v0 is 
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the DC beam velocity. This convective derivative, 𝑣1
𝜕𝑣1

𝜕𝑧
, then contributes a "force" 

proportional to 𝑣10
2 𝑒𝑗2𝜔0𝑡−𝑗2𝛽0𝑧 (analogous to the "ponderomotive force" in the latter's 

derivation [64]). This "force" is a traveling wave at the second harmonic frequency. It has a 

phase velocity also synchronized with the electron beam because 
𝜔

𝛽
=

2𝜔0

2𝛽0
=

𝜔0

𝛽0
≈ 𝑣0, the 

condition for synchronism in a TWT. This "force" may then synchronously excite a second 

harmonic wave, both in time and space, which makes it a much more powerful contributor to 

second harmonic generation. The AC harmonic current due to orbital crowding, described in 

the preceding paragraph, does not possess this property of synchronization in both time and 

space, and is therefore a much weaker contributor in the generation of RF power at the 

second harmonic. This is a rather unexpected finding, because it was not anticipated that the 

quasi-linear term 𝑣1
𝜕𝑣1

𝜕𝑧
 would be so important, as v1 is admittedly in the linear regime (and 

hence 𝑣1
𝜕𝑣1

𝜕𝑧
 is second-order in nature). Comparison with CHRISTINE simulations 

confirmed these facts, as we shall show in the numerical examples in Section 2.3. 

It should be mentioned that, largely based on Nordsieck’s seminal paper [42] on non-

linear TWT theory, harmonic generation in broadband TWT was extensively studied [43-46]. 

These works did not identify the physical origin of the harmonic generation, even though 

they have all included the effect of orbital crowding (including charge overtaking). It is also 

not immediately clear how these works could be applied to a realistic tube that has a spatially 

non-uniform circuit loss, and a sever region. The analytic approach, based on a 

straightforward expansion given here (Section 2.2), is a marked departure from the Nordsieck 

formulation [42]. It readily includes spatially non-uniform circuit loss and a sever, in addition 

to the discovery that orbital crowding (including charge overtaking) is not the dominant 
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cause for harmonic generation. The numerical examples presented below validated our 

approach, whose results were favorably compared with the non-linear simulation code, 

CHRISTINE [48]. Other works on harmonic generation in a TWT may be referenced, which 

either used an Eulerian [65-66] or Lagrangian description [67]. None of these prior works 

recognized the main result of this chapter, namely, the dominant influence of synchronous 

excitation, over orbital crowding, in harmonic generation in a wideband TWT. 

In Section 2.2, the classical TWT theory of Pierce [3] is extended to include the 

generation of second harmonic. We shall indicate how the nonsynchronous charge overtaking 

effect, and the synchronous excitation due to 𝑣1
𝜕𝑣1

𝜕𝑧
, would enter in our formulation of 

harmonic generation. Numerical examples for a TWT with a sever and spatially non-uniform 

cold-tube loss are given in Section 2.3, and compared with simulation results. Section 2.4 

presents the concluding remarks. 

 

2.2 Formulation 

The Eulerian description will be used to formulate the force law and the circuit equation. 

We shall indicate how harmonic current due to orbital crowding can be accounted for in such 

a formulation. We shall closely follow, but extend Pierce's classical three-wave theory of 

TWTs [3-4] to include harmonic generation. The lowest order (linear) theory is identical to 

Pierce's. The force law (electronic equation) and the circuit equation will be considered 

separately. 

We digress to remark that we shall use Pierce’s classical three-wave theory of TWT, 

instead of the more complete Pierce’s four-wave theory (Eq. (1.20b)), for the following 

reasons: 
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(i) We shall compare our analytic formulation with the CHRISTINE code, which is 

a well-validated large-signal helix TWT simulation code. The governing 

equations solved by CHRISTINE reduce to those of Pierce’s three-wave theory 

for small-signal amplitudes.  

(ii) A careful case study of a dielectric TWT [35] showed that the value of the space-

charge parameter, QC, would be different between the three-wave and four-wave 

theory.  

(iii) Perhaps most importantly, since the four-wave theory includes the reverse-

propagating circuit mode, an absolute instability could arise if the beam current is 

sufficiently high [68-69], and such a possibility is beyond the scope of this thesis. 

Pierce’s three-wave theory of TWT rules out the excitation of absolute instability 

(in the absence of reflections, as we assumed in this thesis). 

2.2.1 Electronic Equation 

We assume that the electron beam is cold, confined by an infinite axial magnetic field, 

and drifts at constant velocity v0 in the unperturbed (DC) state. In the 1D model, the non-

linear force law for the electron fluid reads 

 (
𝜕

𝜕𝑡
+ 𝑣(𝑧, 𝑡)

𝜕

𝜕𝑧
) 𝑣(𝑧, 𝑡) = −

𝑒

𝑚𝑒
𝐸(𝑧, 𝑡), (2.1) 

where the fluid velocity v(z,t) is related to the fluid displacement s(z,t) by 

 𝑣(𝑧, 𝑡) = (
𝜕

𝜕𝑡
+ 𝑣(𝑧, 𝑡)

𝜕

𝜕𝑧
) 𝑠(𝑧, 𝑡), (2.2) 

and the total electric field E(z,t) consists of circuit and space-charge electric fields (c.f. Eq. 

(1.9)), 

 𝐸(𝑧, 𝑡) = 𝐸𝐶(𝑧, 𝑡) + 𝐸𝑆𝐶(𝑧, 𝑡). (2.3) 
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The circuit field EC is excited by the AC current, as modeled by Pierce (c.f. Eq. (1.17)), and 

the space-charge field ESC will also be modeled by Pierce through his space-charge 

parameter, QC (c.f. Eq. (1.11c)). Note that all quantities in Eqs. (2.1)-(2.3) are expressed in 

the Eulerian description. 

 The dependent variables {s,v,E} may be expanded as follows: 

 𝑠(𝑧, 𝑡) = 𝑠0 + 𝜀𝑠1(𝑧, 𝑡) + 𝜀2𝑠2(𝑧, 𝑡) + ⋯ (2.4a) 

 𝑣(𝑧, 𝑡) = 𝑣0 + 𝜀𝑣1(𝑧, 𝑡) + 𝜀2𝑣2(𝑧, 𝑡) + ⋯ (2.4b) 

 𝐸(𝑧, 𝑡) = 𝐸0 + 𝜀𝐸1(𝑧, 𝑡) + 𝜀2𝐸2(𝑧, 𝑡) + ⋯ (2.4c) 

where ε is a small expansion parameter in harmonics, which measures the ratio of the beam's 

perturbation velocity to its DC velocity. We substitute Eqs. (2.4a)-(2.4c) into Eqs. (2.1) and 

(2.2) and collect terms of the same order in ε. The ε0 terms describe the DC state. The ε1 

terms describe the familiar linearized force law, 

 (
𝜕

𝜕𝑡
+ 𝑣0

𝜕

𝜕𝑧
) 𝑣1 = −

𝑒

𝑚𝑒
𝐸1, (2.5) 

 𝑣1 = (
𝜕

𝜕𝑡
+ 𝑣0

𝜕

𝜕𝑧
) 𝑠1. (2.6) 

The ε2 terms then give, 

 (
𝜕

𝜕𝑡
+ 𝑣0

𝜕

𝜕𝑧
) 𝑣2 = −

𝑒

𝑚𝑒
𝐸2 − 𝑣1

𝜕𝑣1

𝜕𝑧
, (2.7) 

 𝑣2 = (
𝜕

𝜕𝑡
+ 𝑣0

𝜕

𝜕𝑧
) 𝑠2 + 𝑣1

𝜕𝑠1

𝜕𝑧
, (2.8) 

which describe the generation of second harmonic on account of the 𝑣1
𝜕𝑣1

𝜕𝑧
 in the right-hand 

member of Eq. (2.7). Such a term represents the quasi-linear correction on the electron orbit. 
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If the ε1 terms give the linearized response to the fundamental frequency ω0, we may write 

the εn terms as 

 {𝑠𝑛, 𝑣𝑛, 𝐸𝑛} = {𝑠𝑛(𝑧), 𝑣𝑛(𝑧), 𝐸𝑛(𝑧)}𝑒𝑗(𝑛𝜔0)𝑡. (2.9) 

Thus, the operator 
𝜕

𝜕𝑡
 in Eqs. (2.5) and (2.6) may be replaced by jω0 for v1 and s1, whereas the 

operator 
𝜕

𝜕𝑡
 in Eqs. (2.7) and (2.8) may be replaced by j2ω0 for v2 and s2, i.e. Eqs. (2.5)-(2.8) 

then become first-order ordinary differential equations in z.  

 We next follow Pierce and decompose the total electric field E into the circuit electric 

field EC and space-charge electric field ESC, for the nth harmonic fields (c.f. (1.11c)): 

 𝐸𝑛 = 𝐸𝑛𝐶 + 𝐸𝑛𝑆𝐶 = 𝐸𝑛𝐶 +
4(𝑛𝜔0)

2𝑄𝑛𝐶𝑛
3𝑠𝑛

𝑒 𝑚𝑒⁄
. (2.10) 

In Eq. (2.10), Qn and Cn are, respectively, Pierce’s space-charge parameter and gain 

parameter at the nth harmonic. The last equality in Eq. (2.10), giving the explicit form of the 

space-charge electric field, follows Pierce's definition of the QC parameter (as applied to a 

wave at the nth harmonic frequency, ωn = nω0). In Pierce's notation, we use Eq. (2.10) into 

Eq. (2.5) to write the electronic equation at the fundamental frequency (n = 1) as [3-4,47], 

 [(
𝑑

𝑑𝑧
+ 𝑗

𝜔0

𝑣0
)
2

+ 4(
𝜔0

𝑣0
)
2

𝑄1𝐶1
3] 𝑠1(𝑧) = −

𝑒

𝑚𝑒𝑣0
2 𝐸1𝐶(𝑧). (2.11) 

Similarly, Eqs. (2.7) and (2.8) yield the electronic equation at the second harmonic (n = 2), 

see also Eq. (1.12c), 
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[(
𝑑

𝑑𝑧
+ 𝑗

2𝜔0

𝑣0
)
2

+ 4(
2𝜔0

𝑣0
)
2

𝑄2𝐶2
3] 𝑠2(𝑧)

= −
𝑒

𝑚𝑒𝑣0
2 𝐸2𝐶(𝑧) −

𝑣1(𝑧)

𝑣0
2

𝑑𝑣1(𝑧)

𝑑𝑧

− (
𝑑

𝑑𝑧
+ 𝑗

2𝜔0

𝑣0
)
𝑣1(𝑧)

𝑣0

𝑑𝑠1(𝑧)

𝑑𝑧
. 

(2.12) 

The linear theory for the fundamental frequency, Eq. (2.11), is identical to Pierce's theory 

(Eq. (1.12c)). Equation (2.12) then is the quasi-linear extension of Pierce’s theory for the 

second harmonic. Note that Eq. (2.12) is similar in form to Eq. (2.11), except for the 

additional non-linear forcing terms at the end of the RHS of (2.12). These non-linear terms, 

comprised of quantities from the fundamental, are what generate and drive the evolution of 

the second harmonic.  

  The excitation of the circuit electric field, EnC, also follows the classical TWT theory 

and is considered next. 

2.2.2 Circuit Equation 

The excitation of the circuit wave electric field, E1C, at the fundamental frequency (n = 

1) is the same as the classical, linear theory of TWTs. In Pierce's notation, it reads, 

 (
𝑑

𝑑𝑧
+ 𝑗

𝜔0

𝑣0

[1 + (𝑏1 − 𝑗𝑑1)𝐶1])𝐸1𝐶(𝑧) = 𝑗
𝑚𝑒

𝑒𝑣0
𝜔0

3𝐶1
3(1 + 𝐶1𝑏1)

2𝑠1(𝑧). 
(2.13) 

In Eq. (2.13), b1 and d1 are, respectively, Pierce’s detune parameter and circuit loss 

parameter at the fundamental frequency (n = 1). See Eqs. (1.21b) and (1.21d). 

Note that the RHS of Eq. (2.13) represents the AC current at the fundamental frequency, 

which is proportional to the electronic displacement at the fundamental frequency, s1. It is 

this AC current, at the fundamental frequency, that excites the circuit field, E1C. The Pierce 
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three-wave dispersion relation (Eq. (1.20d)) may readily be obtained from Eqs. (2.11) and 

(2.13) by assuming a wave-like solution for 𝑠1(𝑧), 𝐸1(𝑧) ∝ 𝑒−𝑗𝛽𝑧 [70]. 

The AC current at the second harmonic frequency would similarly excite the circuit 

wave electric field at the second harmonic, E2C. The composite electronic displacement, s1 

and s2, now both contribute to the second harmonic current, kinematically. The displacement 

s2, at the second harmonic frequency, will contribute to a second harmonic current that is 

represented by the first term in the RHS of the circuit equation, now constructed for the 

second harmonic, 

 

(
𝑑

𝑑𝑧
+ 𝑗

2𝜔0

𝑣0

[1 + (𝑏2 − 𝑗𝑑2)𝐶2])𝐸2𝐶(𝑧)

= 𝑗
𝑚𝑒

𝑒𝑣0

(2𝜔0)
3(1 + 𝐶2𝑏2)

2𝐶2
3𝑠2(𝑧) + 𝑗

𝑚𝑒

𝑒𝑣0
𝛬𝐼2(𝑠1), 

(2.14) 

which may readily be compared with Eq. (2.13). The last term in Eq. (2.14) represents the 

second harmonic current due solely to the displacement s1. It is denoted as I2(s1), and its 

physical origin comes from orbital crowding from the first-order (linearized) electron orbit, 

s1. Dong et al. [47] provided the procedure to compute the spatial evolution of I2(s1), which 

is also valid even if charge overtaking occurs. Λ here is a coupling coefficient that is defined 

as: 𝛬 ≡ −𝑗
(2𝜔0)2𝑣0

𝐼0
𝐶2

3. It turns out that quasi-linear contributions to the s2 term (that are 

described by the last two terms in the RHS of Eq. (2.12)) in the RHS of (2.14) are much 

more important than the I2(s1) term. 

Equations (2.11) and (2.13) may be solved for the evolution of the fundamental 

frequency solutions, s1(z) and E1C(z), subject to the boundary conditions at z = 0 (TWT 

input), 
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 𝑠1(𝑧 = 0) = 0,  

 
𝜕𝑠1

𝜕𝑧
|
𝑧=0

= 0, (2.15a,b,c) 

 𝐸1𝐶(𝑧 = 0) = 𝐸10, 
 

where E10 is the circuit electric field at the input, which is at the fundamental frequency. 

Equation (2.15b) states that there is no velocity perturbation at the input, as can be seen 

from 𝑣1 = 𝑗𝜔0𝑠1 + 𝑣0
𝜕𝑠1

𝜕𝑧
 and using Eq. (2.15a). Once s1(z) and v1(z) are obtained, Eqs. 

(2.12) and (2.14) may be solved for the evolution of the second harmonic solutions, s2(z) 

and E2C(z), subject to the boundary conditions at z = 0, 

 𝑠2(𝑧 = 0) = 0,  

 
𝜕𝑠2

𝜕𝑧
|
𝑧=0

= 0, (2.16a,b,c) 

 𝐸2𝐶(𝑧 = 0) = 0.  

Equations (2.16c) and (2.15c) state that all second harmonic quantities are generated by 

the input signal at the fundamental frequency. Note further that the second harmonic signal 

that is generated will have a definite phase relation with respect to the input signal. 

 

2.3 Numerical Examples 

We shall consider several test cases involving a helix TWT with parameters tabulated 

below (Table 2.1). This example includes a sever and spatially non-uniform cold-tube loss. 
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Table 2.1. Tabulation of parameters for test cases. 

Parameter Value 

Input power (Pin) 1 mW 

Length of circuit 

(L) 

9.5758 cm 

Beam radius (Rb) 0.05 cm 

Beam voltage 

(Vb) 

3 kV 

Beam current 

(I0) 

0.170 A 

 

Frequency 

[GHz] 

vph/c K [Ω] b C QC 

4.5 0.103818 111.27 0.337 0.116 0.281 

9.0 0.093908 8.97 2.961 0.050 1.053 

 

Here vph is the wave phase velocity (normalized to the speed of light in vacuum, c), K, b, 

C, and QC are the Pierce interaction impedance, detuning parameter, gain parameter, and AC 

“space-charge” parameter, respectively. For the Pierce circuit cold-tube loss parameter d (c.f. 

Eq. (1.21d)), we consider the cases of (i) a spatially uniform profile (d = constant) given by 

the gray line and (ii) an attenuation profile given by the black line, as shown in Figure 2.2. 
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Figure 2.2. Attenuation profile of a helix TWT used for the test cases. The mid-stream sever of 

radius Rsever=0.2794 cm is located between z=2.667 cm and z=2.921 cm. 

 

As can be seen in Figure 2.2, there is an addition of a sever mid-stream. The modeling of the 

sever region is given in Appendix A. 

The results for the RF power profile for both test cases (uniform and non-uniform 

attenuation profile) are shown in Figure 2.3. 
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Figure 2.3. RF power profile in semi-log plot for (a) the case with constant attenuation and (b) 

the case with the attenuation profile. The bottom curves show second harmonic RF power due 

only to the orbital crowding term, 𝛬𝐼2(𝑠1), in Eq. (2.14). 

 

The top four curves in Figure 2.3(a) and Figure 2.3(b) show the RF power profile for both 

test cases and for both the fundamental and second harmonic in semi-log plot. There is 

excellent agreement between the analytical calculation (blue solid curves) and the 

CHRISTINE code (blue dashed curves) for the evolution of the fundamental, as is expected. 

For the second harmonic, it may be seen that there is also reasonable agreement. This may be 

more explicitly seen in the linear plots of the second harmonic RF power profile (Figure 2.4). 
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Figure 2.4. RF power profile for the second harmonic in linear plot for (a) and (b) case with 

constant attenuation and (c) and (d) case with the attenuation profile. 

 

As can be seen from Figure 2.4, there is reasonable agreement between the analytic 

theory (red solid curves) and CHRISTINE (red dashed curves) for the second harmonic RF 

power profile. In the pre-sever region, (Figures 2.4a and 2.4c), there is excellent agreement 

for both constant attenuation and spatial taper (attenuation profile). In the post-sever region, 

(Figures 2.4b and 2.4d), the analytic formulation differs from CHRISTINE by only 50 

percent, after the second harmonic RF power exponentiates by six orders of magnitude 

beyond the sever region. This difference might well be attributed to the differences in 

modeling the sever region in CHRISTINE and in the analytic theory (Appendix A). These 

tests may then be taken as a validation of both the CHISTINE code and the analytic theory, 
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for both the fundamental and second harmonic, with and without the effects of spatial tapers.  

It should be noted that the synchronous non-linear terms in s2 (i.e., the 𝑣1
𝜕𝑣1

𝜕𝑧
 and 𝑣1

𝜕𝑠1

𝜕𝑧
 

terms in Eq. (2.12)) are the main contributors to describing the growth of the second 

harmonic RF power. Without these non-linear terms for s2, but retaining only the orbital 

crowding term 𝛬𝐼2(𝑠1) in the RHS of Eq. (2.14), the second harmonic RF power is orders of 

magnitude lower, as shown in the bottom curve in Figures 2.3(a) and 2.3(b). The non-

synchronicity of the orbital crowding term means that the second harmonic RF power does 

not grow beyond its initial value (0 W). In other words, the top four curves in Figures 2.3(a) 

and 2.3(b), and all curves in Figure 2.4, are hardly changed if we drop the 𝛬𝐼2(𝑠1) term in the 

RHS of Eq. (2.14), when we solve Eqs. (2.12) and (2.14). It should also be noted that from 

no initial power at the second harmonic frequency and an input power of 1 mW at the 

fundamental frequency, RF power on the order of 10 mW is derived at the second harmonic 

for this example. 

 

2.4 Conclusions 

In a helix TWT that has an octave bandwidth (or greater), the second harmonic of the 

input signal at the fundamental frequency may be within the tube’s amplification band and 

thus may also be generated and amplified. In such a case, there are two possible sources of 

harmonic content: the process of orbital crowding from the linear orbits (similar to that in 

klystrons) and non-linearities in the electron orbits. Much to our surprise, it was found that 

orbital crowding did not play as important of a role as was initially thought. Rather, quasi-

linear terms in the force law that drive the second harmonic electronic displacement played 

a much more important role in describing the second harmonic RF power growth. These 
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terms represent synchronous excitation, in both time and space, between the beam mode and 

the circuit mode at the second harmonic frequency.  

This chapter has provided a method to ascertain the synchronous non-linear terms in the 

governing equations for the beam-circuit interaction. In so doing, we extend Pierce’s 

original formulation to quantify harmonic contents in the electron beam. The method in this 

chapter also recovers Pierce’s original equations for the beam-circuit interaction at the 

fundamental (input) frequency and allows for axial variations in the Pierce parameters. 

Since we used an Eulerian description, the theory is applicable only when the electronic 

displacement is small. 

Several test cases were considered and compared with the large-signal, non-linear 

CHRISTINE simulation code. In these test cases, a helix TWT with a mid-stream sever and 

a spatial attenuation profile was considered. As was expected, excellent agreement in the RF 

power profiles was found between theory and CHRISTINE at the fundamental. We have 

also validated the second harmonic RF power profile in the pre- and post-sever regions for 

the cases of uniform and non-uniform attenuation.  

Future work may include extension to higher harmonics, and application of this theory to 

harmonic generation in other devices. 
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Chapter 3 : 
A Modification of Pierce’s Classical Theory of Traveling-Wave Tubes 

 

3.1 Introduction 

In the previous chapter, we extended Pierce’s classical three-wave theory for the beam-

circuit interaction in a traveling-wave tube to include the generation of harmonics in a 

perturbation analysis. We had assumed that his theory of mode coupling was correct as is and 

that we have information on all of the Pierce parameters to be used in the governing 

equations (c.f. the electronic and the slow-wave circuit equations). In general, the calculation 

of the Pierce parameters is not trivial, especially for the so-called “Pierce AC space-charge 

parameter,” Q, which has remained an open question for over sixty years [35]. Here, we 

attempt to provide an answer to the exact calculation of the Pierce parameters in a realistic 

TWT: the tape helix.  

An accurate determination of Q is important for at least three reasons:  

(i) A small discrepancy in Q can lead to a large change in the predicted small-

signal gain.  

(ii) An accurate value of Q (or QC) is required by the non-linear TWT simulation 

codes such as CHRISTINE [48] in order to compute large-signal quantities 

like saturated output power and efficiency.  

(iii) In Johnson’s classical theory for the onset of backward wave oscillations in 

TWT [57], the threshold conditions depend only on QC and on d [4,57], 
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which implies that prediction of BWO threshold current requires accurate 

values of QC and d. 

We may also add that, when the free-electron laser dispersion relation is cast in Pierce’s form 

[5,12-17], the parameter Q characterizes the so-called “Raman regime”; setting Q = 0 

corresponds to operation in the “Compton regime”. 

Approximate models of Q have been presented in the literature [35,49-51]. One widely 

used model is due to Branch and Mihran [49], in which the helix is replaced with a perfectly 

conducting metallic cylinder. This model does not take into account the higher-order circuit 

modes or field leakage through the helix windings. An improvement to this model is the 

sheath helix model [48,50,52] which allows current to flow in the helical direction. However, 

this model still does not fully take into account the field leakage in a finite width tape or wire 

helix. A general formulation that does take the circuit geometry and field leakage into 

account exactly has been given by Cooke, et al. [37], but these authors do not specify how to 

extract a value for Q from their approach. These models have been implemented in the large-

signal helix TWT code CHRISTINE [48,50,52]. 

For a realistic case of an electron beam interacting with the electromagnetic fields 

supported by a thin perfectly conducting tape helix, the author derives the exact dispersion 

relation, from which an unambiguous determination of Q is made. In the process of doing so, 

we discover that the circuit mode in the equivalent three-wave theory of Pierce must be 

modified at high beam current also, an aspect overlooked in Pierce’s original analysis. We 

quantify this circuit mode modification by an entirely new parameter that we call q, 

introduced here for the first time in TWT theory. In a realistic example, we find that the 
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effect of q is equivalent to modification of circuit phase velocity by as much as two percent, 

which is a significant effect - equivalent to a detune of two percent. 

The aforementioned exact dispersion relation captures the complete information on the 

geometry, the circuit, the beam, and their interaction. It not only provides an exact value of Q 

by the method we describe below, it also demands that the circuit mode as represented in 

Pierce’s three-wave form be modified by the introduction of a new dimensionless parameter 

q when the beam current is high. We have evaluated both Q and q numerically for a realistic 

tape helix TWT model. We compare our exact value of Q with those of the Branch and 

Mihran and sheath helix models. 

Section 3.2 contains a presentation of our beam-wave interaction model and the 

numerical results obtained from the exact dispersion relation. The modified Pierce dispersion 

relation including the new parameter q is presented in Section 3.2. Sections 3.3 and 3.4 

include a test case study and concluding remarks. Details of the derivation of the exact 

dispersion relation of an electron beam interacting with an electromagnetic mode of a thin 

tape helix is provided in Appendix B. 

 

3.2 Modification of Pierce’s Classical TWT Theory 

Pierce’s classical dispersion relation (Eq. (1.21)) reads, 

 [(𝛽 − 𝛽𝑒)
2 − 4𝛽𝑒

2𝑄𝐶3][𝛽 − 𝛽𝑝ℎ] = −𝛽𝑒
3𝐶3 (3.1) 

where 𝛽𝑒 =
𝜔

𝑣0
, 𝛽𝑝ℎ =

𝜔

𝑣𝑝ℎ
, v0 is the beam velocity, and vph is the phase velocity of the circuit 

wave on the cold helix. This equation quantifies the coupling of the beam mode [first bracket 

on the LHS, which includes the so-called "space-charge effect" represented by Q] with the 
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cold-tube circuit mode [second bracket, assuming zero circuit loss, i.e., d = 0]. The quantity 

C3 on the RHS is a measure of the strength of the coupling between the beam and the circuit; 

it is proportional to the DC beam current (c.f. Eq. (1.21c)). 

To illustrate explicitly why Eq. (3.1) must be modified, we consider the realistic model of 

a helix circuit [34], shown in Figure 1.5 and redrawn in Figure 3.1 with the electron beam. It 

consists of an infinitesimally thin tape helix of radius a, pitch p, and width w, surrounded by 

a stratified dielectric and an outer perfectly conducting metallic cylinder of radius b (Figure 

3.1). The pitch angle ψ of the helix is defined by cot 𝜓 ≡ 𝑘𝐻𝑎, where 𝑘𝐻 ≡ 2𝜋/𝑝. A 

stratified (layered) dielectric is included between the outer cylinder and the helix in order to 

represent the dielectric effects of the support rods in an approximate way. It has been shown 

(see refs. [12,13] of [34]) that this model is a good approximation to an actual helix TWT 

circuit without dispersion control elements (vanes). 

 

 

Figure 3.1. Schematic diagram of tape helix TWT model. 

 

An exact dispersion relation for this helix in the absence of a beam (the cold-tube 

dispersion relation) was obtained by Chernin et al. [34]. This dispersion relation may be 

solved numerically for the propagation constant  given the signal frequency ω. This cold-
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tube dispersion relation is shown by the blue curves in Figure 1.4. For simplicity, we assume 

as in [34] that the dielectric layers are lossless and the tape helix is perfectly conducting; 

consequently there is no cold-tube loss (the Pierce loss parameter d = 0) for the cases 

considered in this study. 

We next consider the addition of a mono-energetic electron beam of radius Rb and 

uniform density n0 centered on the axis of the helix and confined by an infinite axial 

magnetic field so that electrons move only axially. We denote the DC beam current by I0 and 

the beam velocity by v0. We assume that the beam is non-relativistic, 𝑣0 ≪ 𝑐. 

Outside the beam region, the calculation in [34] for the vacuum electromagnetic fields 

carries over. Within the beam region, we may calculate the small-signal AC current and the 

electromagnetic fields. At the interface between beam and vacuum all components of the RF 

electric and magnetic fields are continuous [71]. Applying these conditions we find that the 

dispersion relation in the presence of the beam (the hot-tube dispersion relation) may be 

written in a form very similar to that in [34], namely, 

 𝐷(𝛽;𝜔) = det(𝑀) = 0, (3.2) 

where the infinite matrix M is given in Eq. (B34) of Appendix B. 

We note that Eq. (3.2) does not have the form of Eq. (3.1); it is much more complicated 

and must be solved numerically for , given the frequency . However, for all examples that 

we have tried, we find that Eq. (3.2) always admits three roots for β with positive real parts, 

corresponding to positive phase velocity, that is, phase velocity in the direction of 

propagation of the beam; two of which (β1, β3) are complex conjugates (corresponding to 

spatial decay and growth, respectively) and the third root (β2) is purely real (see Figure 3.3 

below). Thus, the exact dispersion relation may be represented in a three-wave theory as: 
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 𝐷(𝛽;𝜔) ≡ (𝛽 − 𝛽1)(𝛽 − 𝛽2)(𝛽 − 𝛽3) = 0. (3.3) 

An equivalent form of Eq. (3.3) may be written in a form similar to Eq. (3.1), 

 [(𝛽 − 𝛽𝑒)
2 − 4𝛽𝑒

2𝑄𝐶3][(𝛽 − 𝛽𝑝ℎ) − 4𝛽𝑝ℎ𝑞𝐶3] = −𝛽𝑒
3𝐶3, (3.4) 

where q is a new parameter introduced to account for the space-charge effect on the circuit 

mode. This new term is necessary to make Eqs. (3.3) and (3.4) equivalent, whose three roots 

of β are identical to the numerical roots obtained from the exact theory, Eq. (3.2). Note from 

Eq. (3.4) that q produces a circuit phase velocity change due to a space-charge effect, by a 

fraction equal to 4qC3. This new parameter, q, is introduced here for the first time in the 

literature of TWTs. Physically, Eq. (3.4) describes the modification of the beam mode at high 

current through Q, and the modification of the cold-tube circuit mode through q. In terms of 

the numerically obtained roots β1, β2, and β3 of Eq. (3.2) the parameters qC3, QC3, and C3 

may be obtained by equating coefficients of β2, β1, and β0 in Eqs. (3.3) and (3.4), 

 

𝑞𝐶3 =
1

4
(
𝛽1 + 𝛽2 + 𝛽3 − 2𝛽𝑒

𝛽𝑝ℎ
− 1) ,

𝑄𝐶3 =
1

4
(1 −

𝛽1𝛽2 + 𝛽2𝛽3 + 𝛽1𝛽3 − 2𝛽𝑒𝛽𝑝ℎ(1 + 4𝑞𝐶3)

𝛽𝑒
2

) ,

𝐶3 =
𝛽𝑒

2(1 − 4𝑄𝐶3)𝛽𝑝ℎ(1 + 4𝑞𝐶3) − 𝛽1𝛽2𝛽3

𝛽𝑒
3 .

 (3.5a-c) 

Numerical solutions for C, Q, and q will be presented next, and compared with previous, 

approximate theories. 

 

3.3 Numerical Examples 

We consider the first test case in [34] with the following circuit parameters: tape helix 

radius a = 0.12446 cm, pitch p = 0.080137 cm, helix pitch angle ψ = 5.851 deg, tape width w 

= 0.0159 cm, wall radius b = 0.2794 cm, and dielectric constant of supporting layer εr
(2) = 
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1.25. For the electron beam, we assume beam radius Rb = 0.05 cm, DC beam voltage Vb = 3.0 

kV, and DC beam current I0 = 0.17 A.  

We first confirm that the cold-tube dispersion relation [34] is recovered from our hot-tube 

dispersion relation if we set the DC beam current very close to zero numerically. This is 

demonstrated in the phase velocity vs. frequency plot of Figure 3.2. 

 

 

Figure 3.2. Plot of the phase velocity/c, as a function of frequency. 

 

The cold-tube limit of the hot-tube dispersion relation may also be verified analytically. 

This is shown explicitly in Appendix B.  

Figure 3.3 shows the solutions of Eq. (3.2) as functions of frequency along with the 

solutions of Pierce’s classical three-wave dispersion relation Eq. (3.1) with different models 

of Q (Branch and Mihran [49] and sheath helix [48]). The solutions of Eq. (3.1) were used as 

initial guesses in the iterative numerical solution of Eq. (3.2). 
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Figure 3.3. Roots of the hot-tube dispersion relation Eq. (3.2) for a tape helix TWT, along 

with the solutions of Eq. (3.1) for different models of Q. The quantity plotted in (a) and (c) is 

the phase shift per period/; the quantity plotted in (b) is the growth or attenuation in dB per 

period. 

 

The exact values of the Pierce parameters obtained from Eq. (3.5) are plotted against 
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frequency in Figure 3.4, along with results using various previous models of Q. In Figure 

3.4a the ‘classical’ value of 𝐶 is obtained from 𝐶 = (𝐾𝐼0/4𝑉𝑏)
1/3 (c.f. Eq. (1.21c)), where 𝐾 

is the Pierce impedance, averaged over the beam cross-section (c.f. Eq. (1.15)). From the hot-

tube results, we see that the new q parameter is required in order to obtain sensible results for 

the Pierce parameters. For example, we see in Figure 3.4a that the value of C obtained from 

Eq. (3.5c) by setting q = 0 is at least a factor of 2 too large. Likewise, Figure 3.4b shows that 

the value of Q is too small if we set q = 0 in Eq. (3.5b). The values of C, Q, and q at 4.5 GHz 

as functions of the beam current are plotted in Figure 3.5(a,b,c). Note that both Q and q 

depend on the beam current by this theory. 

For q = 5 and C = 0.1 (Figure 3.5), we have 4qC3 = 0.02, which is equivalent to a change 

of circuit phase velocity of two percent according to Eq. (3.4). This is equivalent to a 

detuning between the beam velocity and the circuit phase velocity of two percent which is 

very significant. 
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Figure 3.4. Plots of the exact Pierce parameters [(a) C, (b) Q, (c) q] and their traditional 

definitions as a function of frequency. 
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Figure 3.5. Plot of the Pierce parameters [(a) C, (b) Q, (c) q] at 4.5 GHz, and their 

traditional definitions as functions of DC beam current. Also shown in (a) is the plot of C3. 
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3.4 Conclusions 

From a study of the numerical solutions of the exact dispersion relation for a beam 

interacting with the electromagnetic fields of a tape helix, we have concluded that the phase 

velocity of the circuit mode is affected by the beam current. This effect may be represented 

by a new parameter q defined in Eq. (3.4), and is equivalent to a change of circuit phase 

velocity by the fraction of 4qC3. 

The space-charge parameters Q and q appear symmetrically in Eq. (3.4) as modifications 

of the beam mode and the circuit mode, respectively. In their earlier work [36], Lau and 

Chernin have shown explicitly for a sheet electron beam propagating inside a corrugated 

waveguide (c.f. Figure 3a and Eq. (C17) of Ref. [36]) that  

(i) Q originates from the higher-order circuit modes, as noted by Pierce [3],  

(ii) though not explicitly pointed out in [36], there is a hidden effect like q that 

originates from the higher-order beam modes (this will be explicitly 

demonstrated in Chapter 4 for the disk-on-rod TWT), and 

(iii) both Q and q depend on ω and β.  

The present work here demonstrates that the ‘q’ term is important for the tape helix. It is 

anticipated that a finite value of q is generally required for the accurate representation of the 

dispersion relation of an electron beam interacting with the electromagnetic fields of any 

periodic structure.
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Chapter 4 : 
A Traveling-Wave Amplifier Using a Disk-on-Rod Slow-Wave Structure and an Annular 

Electron Beam 

 

4.1 Introduction 

In Chapters 2 and 3, we concentrated on a particular type of slow-wave structure and 

electron beam: a thin tape helix SWS and a pencil electron beam. While this combination of 

circuit structure and beam-type is the most commonly used in industry [1-2,4], its power 

handling capabilities is severely limited because of its very small size. In this chapter, we 

will analyze another traveling-wave amplifier that may operate at much higher power levels 

and is of current interest [55-56]. This TWA features an on-axis disk-loaded or Disk-on-Rod 

(DoR) SWS and an outer annular electron beam; these components are enclosed by a 

cylindrical metallic waveguide. Figure 4.1 shows a schematic diagram of the DoR TWA. 

This DoR geometry was first introduced by Field [72], where he experimentally tested an 

X-band variant. A U.S. patent [73] for this device was filed in 1953, but since then, this 

design seems to have been abandoned in the TWT literature in favor of other designs. 

Recently in the simulation papers by Hoff and French [55-56], this design was revisited. 

However, instead of using an annular beam as in Field’s original work (and here), a set of 

pencil beams at a constant radius from the center conductor and equally spaced azimuthally 

are used to form a discretized version of the annular beam. This was done to enable better 

separation of the electron gun and the support points of the centered SWS, which also serve 

as the injection and extraction ports upstream and downstream respectively. This in turn may 



 55 

enable higher beam voltages than originally designed by Field. Since multiple pencil beams 

necessarily make the geometry three-dimensional, in this Chapter, we use the simpler model 

of an annular beam to enable a much more tractable two-dimensional analytic treatment. 

 

 

With the exception of a helix TWT (which has wide bandwidth), most other amplifiers 

concentrate on high power output and, in doing so, sacrifice bandwidth. The DoR TWA has 

garnered interest because this particular device may provide both high power and moderate 

bandwidth by virtue of its annular electron beam and the DoR slow-wave structure. A large 

diameter annular beam may produce high power for two reasons: (a) its large cathode area, 

and (b) its much higher limiting current than a pencil beam, especially if the annular beam is 

Figure 4.1. Schematic diagram of the Disk-on-Rod TWA. A thin annular electron beam at 

radius R is assumed. 
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placed close to the outer wall [74-76]. This leads to much higher output power than the use of 

a pencil beam. 

The objective of this chapter is to provide an in-depth analytic study of the Disk-on-Rod 

TWA. A case study will be considered. In particular, we consider the exact dispersion 

relation and the values of the Pierce parameter Q and our new parameter q for this DoR 

TWA. The design values of this case study are tabulated below (Tables 4.1 and 4.2). A small-

signal (linear) analysis will be cast into Pierce’s three-wave TWT theory, similar to our 

treatment of the helix TWT in Chapter 3. We will also derive traditional TWT metrics such 

as C and QC so that comparisons may be made with existing theories. In so doing, we will 

investigate several theories on QC in greater detail and look further into the new space-

charge parameter qC introduced in the previous chapter. Comparisons with ICEPIC [77] and 

MAGIC [78] simulations will also be made. 

 

Table 4.1. Dimensions for the Disk-on-Rod TWA for a case study. 

Dimensions [cm] 

b 3.5 

R 2.8 

a 2.3 

h 1.3 

L 0.6 

w’ 0.3 

w 0.3 

τ 0.1 
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Table 4.2. Operating parameters for a case study of the Disk-on-Rod TWA. 

Operating Parameters 

V [kV] 124 

β01 [m
-1] 100 

f1 [GHz] 2.832 

 

 

4.2 The Cold-Tube Dispersion Relation 

To begin, the electron beam is removed to characterize the cold-tube structure of the DoR 

TWA. We will consider transverse magnetic (TM) electromagnetic waves in regions (Figure 

4.1) outside of the vanes (𝑟 > 𝑎) and assume transverse electric and magnetic (TEM) waves 

inside the cavities (𝑎 − ℎ < 𝑟 < 𝑎). The TM modes admit an axial electric field, which is 

required for axial bunching of the beam. The assumption of TEM modes in the cavities, 

which is commonly used, turns out to be a good assumption [79-81]. Inhomogeneous wave 

equations for the magnetic and electric fields (decoupled) can be derived from combining 

Maxwell’s Equations. Assuming 𝑒𝑗𝜔𝑡−𝑗𝛽𝑛𝑧  (time and nth spatial harmonic) dependence for 

the fields and employing the Floquet Theorem for periodic structures, the equations for the 

fields (up to arbitrary constants) may be derived. We next apply the appropriate boundary 

conditions: (1) tangential electric field must be zero at 𝑟 = 𝑎 − ℎ, (2) tangential electric field 

must be continuous at 𝑟 = 𝑎, (3) the spatially-averaged (across the cavity opening) magnetic 

field must be continuous at 𝑟 = 𝑎, and (4) the electric field must be zero at 𝑟 = 𝑏. By 

boundary conditions (1) and (4), we assume that the metallic structures in the problem are 

perfectly conducting. In so doing, the Pierce cold-circuit loss parameter d is zero (c.f. Eq. 
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(1.21d)). With some algebra, the field solutions with the above boundary conditions may be 

rearranged to give a dispersion relation of the form: 

 𝐺(𝜔, 𝛽0) ≡
𝑈′(𝜔𝑎

𝑐
)

(
𝜔𝑎
𝑐

)𝑈(𝜔𝑎
𝑐

)
− ∑

(𝑠𝑖𝑛 𝜃𝑛)2

𝜃𝑛
′ 𝜃𝑛

∙
𝑉′(𝑝𝑛𝑎)

(𝑝𝑛𝑎)𝑉(𝑝𝑛𝑎)

∞

𝑛=−∞

= 0, (4.1) 

where 

 𝛽𝑛 = 𝛽0 +
2𝜋𝑛

𝐿
, 𝑛 = 0, ±1,±2,… (4.2) 

 

 𝜃𝑛 =
𝛽𝑛𝑤

2
, 𝜃𝑛

′ =
𝛽𝑛𝐿

2
 (4.3) 

 

 𝑝𝑛 = √𝛽𝑛
2 −

𝜔2

𝑐2
 (4.4) 

 

 𝑈 (
𝜔𝑟

𝑐
) = 𝐽0 (

𝜔(𝑎−ℎ)

𝑐
) 𝑌0 (

𝜔𝑟

𝑐
) − 𝐽0 (

𝜔𝑟

𝑐
)𝑌0 (

𝜔(𝑎−ℎ)

𝑐
) (4.5) 

 𝑈′ (
𝜔𝑟

𝑐
) = 𝐽0 (

𝜔(𝑎−ℎ)

𝑐
)𝑌1 (

𝜔𝑟

𝑐
) − 𝐽1 (

𝜔𝑟

𝑐
)𝑌0 (

𝜔(𝑎−ℎ)

𝑐
) (4.6) 

 𝑉(𝑝𝑛𝑟) = 𝐼0(𝑝𝑛𝑟)𝐾0(𝑝𝑛𝑏) − 𝐼0(𝑝𝑛𝑏)𝐾0(𝑝𝑛𝑟) (4.7) 

 𝑉′(𝑝𝑛𝑟) = 𝐼1(𝑝𝑛𝑟)𝐾0(𝑝𝑛𝑏) + 𝐼0(𝑝𝑛𝑏)𝐾1(𝑝𝑛𝑟). (4.8) 

J and Y are the Bessel functions of the order of the subscript, and I and K are the 

corresponding modified Bessel functions. Equation (4.1) is the dispersion relation for the 

vacuum mode; it is also known as the cold-tube dispersion relation. 

In obtaining Eq. (4.1), the continuity of the spatially-averaged magnetic field across the 

cavity opening is assumed. This assumption is commonly used for treatments of SWS’s, and 

it provides significant simplification [82]. Unlike the previous study of the tape helix where 
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the goal was to give a formally exact dispersion relation for the purposes of numerically 

obtaining exact values of the space-charge parameter Q, here we seek to analytically 

manipulate the equations to give closed-form analytic expressions for the Pierce parameters. 

To that end, we may represent the cold-tube dispersion relation, Eq. (4.1), as 𝜔2 − 𝜔𝑐
2(𝛽0) =

0 → 𝜔 = 𝜔𝑐(𝛽0), where ωc are the cold-tube eigen-frequencies corresponding to a 

propagation constant β0. This cold-tube dispersion relation is shown in Figure 4.2. 

We digress to remark that our formulation presented here differs from that presented by 

Field [72] in that we consider all spatial harmonics in the structure. This was not done in his 

brief analysis of the “disk-loaded rod.” Furthermore, we will go one step further and look at 

the “hot-tube” dispersion relation that has the effects of the beam incorporated. We will 

evaluate the derived analytic forms of the Pierce parameters and the newly discovered space-

charge parameter q, something that Chen [83] did not consider. In other words, Field’s and 

Chen’s analyses cannot yield reliable values of Q. 

4.2.1 Comparison with ANSYS HFSS and ICEPIC 

The solutions to the cold-tube dispersion relation, Eq. (4.1), are next considered. The 

fundamental circuit mode for the case study and the second passband are shown (Figure 4.2). 

To validate that this dispersion relation derived from field theory is correct, Dr. David Simon 

of the Air Force Research Laboratory [84] designed the Disk-on-Rod TWA in the program 

High Frequency Structural Simulator (HFSS from ANSYS) [85] and ran simulations to 

determine the eigen-frequencies. Validation was also done by comparing with the data 

furnished by Dr. Brad Hoff, also of the Air Force Research Laboratory, who used the 

Electromagnetic Particle-in-Cell (PIC) code ICEPIC (Improved Concurrent Electromagnetic 
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Particle In Cell) [77]. Shown in Figure 4.3 are the plots of the results from HFSS and ICEPIC 

compared to the analytic field theory. The beam line for the case study is also included here. 

 

 

Figure 4.2. Plot of the numerical roots of the analytical cold-tube dispersion relation for 

the case study of the DoR TWA. β0L is the phase shift per period. 
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Figure 4.3. Comparison of the solutions of the cold-tube dispersion relation between 

analytic field theory, HFSS, and ICEPIC for the case study of the DoR TWA. 

 

As can be seen in Figure 4.3, the HFSS and ICEPIC simulations agree well with the 

analytic field theory. There is a slight discrepancy in the second passband between the 

analytic theory and ICEPIC with HFSS for low phase advances. This may be due to the 

limitation of resolution for the HFSS simulations. It may also be due to the identification of 
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The beam line intersects the fundamental passband at (
𝜔1

2𝜋
, 𝛽01) ≈ (2.832 GHz, 100 m-1), 

which denotes the operating point. At 2.832 GHz, β0L = 34.37°. Synchronous interaction 

between beam and circuit occurs when an input signal of this frequency is injected.  

Note that the beam line happens to intersect the second passband near the upper band-
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in ICEPIC at 15 GHz. Extensive studies, involving the Briggs-Bers Criterion [86], on band-

edge oscillations have been done [68-69,87], where it is shown that the upper band-edge in 

general is more susceptible to oscillations than the lower band-edge [87]. Suppression of 

oscillations at the upper band-edge has been achieved with industrial proprietary techniques. 

This is an ongoing issue and will not be further considered here. The main purpose of this 

chapter is to reliably determine all of the Pierce parameters, including q, for the DoR TWA. 

 

4.3 The Hot-Tube Dispersion Relation 

We next place an annular sheet electron beam in the structure and derive the hot-tube 

dispersion relation. The beam is assumed to be monoenergetic with velocity v0 and is guided 

by an infinite axial magnetic field so the beam motion is one-dimensional. The beam 

thickness τ is assumed to be much smaller than its radius, so an electron sheet is essentially 

assumed. This thin-beam assumption has been widely used with good results [36,74-

75,83,88]. The four boundary conditions stated in the paragraph that contains Eq. (4.1) still 

hold, but we now add two more to account for the electron beam: (5) the tangential electric 

field must be continuous at the location of the sheet electron beam (𝑟 = 𝑅) and (6) the 

normal electric field suffers a discontinuity (
𝜎𝑛

𝜀0
, where 𝜎𝑛 is the surface charge density of the 

electron beam at the nth space harmonic and 𝜀0 is the permittivity of free space) at 𝑟 = 𝑅. 

With this and some mathematics, it can be shown that the hot-tube dispersion relation takes 

the form: 
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𝐷(ω,𝛽𝑛) ≡
𝑈′(𝜔𝑎

𝑐
)

(
𝜔𝑎
𝑐

)𝑈(𝜔𝑎
𝑐

)

− ∑
(𝑠𝑖𝑛 𝜃𝑛)2

𝜃𝑛
′ 𝜃𝑛

∞

𝑛=−∞

∙ {
𝜔𝑝

2(
𝜏
𝑎)

(𝜔 − 𝛽𝑛𝑣0)2 − 𝑝𝑛
2𝜔𝑝

2𝜏𝑅𝑉(𝑝𝑛𝑅)
𝑉(𝑝𝑛𝑎)

𝑊𝑛

∙
𝑅

𝑎
∙ (

𝑉(𝑝𝑛𝑅)

𝑉(𝑝𝑛𝑎)
)

2

+
𝑉′(𝑝𝑛𝑎)

(𝑝𝑛𝑎)𝑉(𝑝𝑛𝑎)
} = 0 

 

(4.9) 

where  

 𝑊𝑛 = 𝐼0(𝑝𝑛𝑅)𝐾0(𝑝𝑛𝑎) − 𝐼0(𝑝𝑛𝑎)𝐾0(𝑝𝑛𝑅), (4.10) 

and 𝜔𝑝
2 ≡

𝑒2𝑛0

𝑚𝑒𝛾0
3𝜀0

 is the plasma frequency (squared), that includes the relativistic beam 

dynamics where 𝛾0 =
1

√1−
𝑣0
2

𝑐2

 is the relativistic mass factor. 

We may rewrite Eq. (4.9) in the equivalent form, when using the definition of G from Eq. 

(4.1), 

 𝐺(𝜔, 𝛽0) = ∑
(𝑠𝑖𝑛 𝜃𝑛)2

𝜃𝑛
′𝜃𝑛

∞

𝑛=−∞

𝜔𝑝
2(

𝜏
𝑎)

(𝜔 − 𝛽𝑛𝑣0)2 − 𝑝𝑛
2𝜔𝑝

2𝜏𝑅𝑉(𝑝𝑛𝑅)
𝑉(𝑝𝑛𝑎)

𝑊𝑛

∙
𝑅

𝑎
∙ (

𝑉(𝑝𝑛𝑅)

𝑉(𝑝𝑛𝑎)
)

2

. (4.9’) 

When the beam is removed, 𝜔𝑝 → 0 and both Eqs. (4.9) and (4.9’) reduce to the cold-

tube dispersion relation, Eq. (4.1).  

 

4.3.1 Pierce’s Form and Identification of the Pierce Parameters 

We may rewrite Eq. (4.9) into a more familiar and physically intuitive form: 



 64 

 (𝜔 − 𝛽0𝑣0)
2 = 𝜔𝑝

2 ∙ 𝐹2, (4.11) 

where F2 is the plasma frequency reduction factor, given in Eq. (4.12) below. If we set 𝐹2 =

1, Eq. (4.11) is the familiar dispersion relation for the space-charge waves of a uniform 

electron beam drifting at velocity v0 in free space. F2 then provides a correction to this 

textbook case that accounts for the finite geometry of the beam and its surrounding 

structures. For the DoR TWA (Figure 4.1), the plasma frequency reduction factor may be 

extracted from the exact dispersion relation Eq. (4.9) and it has the form: 

 

𝐹2

=
𝜏

𝑎

[
 
 
 
 
 (𝑠𝑖𝑛 𝜃0)

2

𝜃0
′𝜃0

𝑅
𝑎 (

𝑉(𝑝0𝑅)
𝑉(𝑝0𝑎)

)
2

𝐺(𝜔, 𝛽0) − ∑
(𝑠𝑖𝑛 𝜃𝑛)2

𝜃𝑛
′ 𝜃𝑛

𝑛≠0

𝜔𝑝
2(

𝜏
𝑎)

(𝜔 − 𝛽𝑛𝑣0)2 − 𝑝𝑛
2𝜔𝑝

2𝜏𝑅𝑉(𝑝𝑛𝑅)
𝑉(𝑝𝑛𝑎)

𝑊𝑛

∙
𝑅
𝑎 ∙ (

𝑉(𝑝𝑛𝑅)
𝑉(𝑝𝑛𝑎)

)
2

+ (𝑝0𝑅)(𝑝0𝑎)
𝑉(𝑝0𝑅)

𝑉(𝑝0𝑎)
𝑊0

]
 
 
 
 
 

. 

(4.12) 

When the exact hot-tube dispersion relation is written in the form of Eq. (4.11), 

resonance is said to occur when 𝐹 → ∞. Note that the function in Eq. (4.12) is singular (𝐹 →

∞) when the denominator of the first term is zero, i.e. when 

 𝐺(𝜔, 𝛽0) = ∑
(𝑠𝑖𝑛 𝜃𝑛)2

𝜃𝑛
′ 𝜃𝑛

𝜔𝑝
2(

𝜏
𝑎
)

(𝜔 − 𝛽𝑛𝑣0)2 − 𝑝𝑛
2𝜔𝑝

2𝜏𝑅𝑉(𝑝𝑛𝑅)
𝑉(𝑝𝑛𝑎)

𝑊𝑛

∙
𝑅

𝑎
∙ (

𝑉(𝑝𝑛𝑅)

𝑉(𝑝𝑛𝑎)
)

2

𝑛≠0

. (4.13) 

For low beam currents, the plasma frequency is small and this condition of resonance 

becomes 𝐺(𝜔, 𝛽0) = 0; that is, there is resonance in this beam-circuit interaction at the 

natural modes of the cold structure [36,89]. However, for high beam currents, this circuit 
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resonance condition is modified by higher-order spatial harmonics of the beam mode, which 

is what gives rise to our new space-charge parameter q, as explicitly shown below. 

Similar to the tape helix TWT that we studied in Chapter 3, near the operating point, the 

exact dispersion relation, Eqs. (4.11) or (4.9), always admits three numerical roots for β0, 

with Re(𝛽0) > 0, two of which are complex conjugates, and the third root is real, for all tube 

parameters that we tested. Thus, we may likewise cast the exact dispersion relation for the 

DoR TWA, Eq. (4.11), in Pierce form, as given in Eqs. (4.15a) and (4.15b) below. 

To cast the exact hot-tube dispersion relation into a Pierce-like form analytically, we 

decompose this plasma frequency reduction factor into a singular part (singular at the now 

modified cold-tube circuit frequencies that satisfy Eq. (4.13)) RS and a remainder part RN 

[36]: 

 𝐹2(𝜔, 𝛽0) =
𝑅𝑆

(𝜔 − 𝜔1) − 𝑣𝑔(𝛽0 − 𝛽01) + 𝑅𝑁,𝑏𝑒𝑎𝑚
+ 𝑅𝑁,𝑐𝑖𝑟𝑐𝑢𝑖𝑡, (4.14) 

where ω1=2πf1 and β01 are given in Table 4.2, vg is the group velocity (𝑣𝑔 ≡
𝜕𝜔

𝜕𝛽0
=

−
𝜕𝐺(𝜔,𝛽0)

𝜕𝛽0
⁄

𝜕𝐺(𝜔,𝛽0)
𝜕𝜔

⁄
|

𝜔1,𝛽01

) and 
𝜕𝐺(𝜔,𝛽0)

𝜕𝜔
|
𝜔1,𝛽01

[(𝜔 − 𝜔1) − 𝑣𝑔(𝛽0 − 𝛽01)] is the first-order Taylor 

expansion of the cold-tube dispersion relation G(ω,β0) about the operating point (ω1,β01) 

(Note: 𝜕𝐺(𝜔, 𝛽0)/𝜕𝜔 has been absorbed into RS. See Eqs. (4.15a,b) and (4.16) below.). We 

emphasize that Eqs. (4.12) and (4.14) are equivalent. Substituting Eq. (4.14) into Eq. (4.11) 

and rearranging, we arrive at a form of the Pierce dispersion relation, which is exact, 

 [(𝜔 − 𝛽0𝑣0)
2 − 𝜔𝑝

2𝑅𝑁,𝑐𝑖𝑟𝑐𝑢𝑖𝑡][(𝜔 − 𝜔1) − 𝑣𝑔(𝛽0 − 𝛽01) + 𝑅𝑁,𝑏𝑒𝑎𝑚] = 𝜔𝑝
2𝑅𝑆, (4.15a) 

which may be written as, 
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 [(𝜔 − 𝛽0𝑣0)
2 − 4𝜔2𝑄𝐶3][(𝜔 − 𝜔1) − 𝑣𝑔(𝛽0 − 𝛽01) + 4𝜔𝑞𝐶3] =

𝑣𝑝ℎ

𝑣0
𝜔3𝐶3. (4.15b) 

Comparing Eq. (4.15a) with Eq. (4.15b), we see that in Eq. (4.14), RN,circuit gives rise to Q 

and RN,beam gives rise to q. Furthermore, 𝜔𝑝
2𝑅𝑆 =

𝑣𝑝ℎ

𝑣0
𝜔3𝐶3, relating RS to C3. We stress that 

Eqs. (4.11), (4.15a), and (4.15b) are all exact, equivalent, hot-tube dispersion relations. They 

yield the same three roots of β0 that were numerically obtained. Comparing Eqs. (4.15a) with 

(4.15b), and using Eq. (4.14), we may determine C, Q, and q as follows, for the exact 

dispersion relation Eqs. (4.11) and (4.15a), 

 𝐶3 =
𝑣0

𝑣𝑝ℎ

𝜔𝑝
2

𝜔3

(𝑠𝑖𝑛 𝜃0)
2

𝜃0
′𝜃0

𝑅

𝑎
(
𝑉(𝑝0𝑅)

𝑉(𝑝0𝑎)
)

2 (
𝜏
𝑎)

𝜕𝐺
𝜕𝜔⁄ |

𝜔1,𝛽01

 (4.16) 

 4𝑄𝐶3 =
𝜔𝑝

2

𝜔2
[𝐹2 −

𝑅𝑆

(𝜔 − 𝜔1) − 𝑣𝑔(𝛽0 − 𝛽01) − 𝑅𝑁,𝑏𝑒𝑎𝑚
] (4.17) 

 

4𝑞𝐶3 = (𝜔
𝜕𝐺

𝜕𝜔
|
𝜔1,𝛽01

)

−1

∑
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𝜃𝑛
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𝑛≠0
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𝜏
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2𝜏𝑅𝑉(𝑝𝑛𝑅)
𝑉(𝑝𝑛𝑎)

𝑊𝑛

∙
𝑅

𝑎

∙ (
𝑉(𝑝𝑛𝑅)

𝑉(𝑝𝑛𝑎)
)

2

 

(4.18) 

Once more, it is clear from Eq. (4.18) that the new parameter q is due to the higher-order 

beam modes that are represented by the non-zero n’s in the infinite sum. The complexity in 

the tape helix TWT treated in Chapter 3 prevents an explicit derivation of C, Q, and q, so the 

physical origin of q could not be identified for the tape helix TWT. 

We may now compute each of the Pierce parameters C (or C3 as is sometimes used in the 

literature) and Q (or QC). Note first that the Pierce parameters C, Q, and q as analytically 

expressed in Eqs. (4.16)-(4.18) are functions of ω and β. The next question of where to 

evaluate the functions (so that β0 remains a cubic polynomial in Eq. (4.15b)) was studied 
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extensively for a TWT with a smooth dielectric waveguide and a sheet electron beam [35]. It 

was found that evaluating the Pierce parameters at the beam line 𝛽𝑒 =
𝜔

𝑣0
 gave the most 

accurate solutions when compared to the exact solution, and we shall use this approximation 

in the analytic theory for the DoR TWA. Note that for that “toy problem” of a dielectric 

TWT with smooth walls, the new space-charge parameter q was not present. This is because 

the smooth-walled dielectric TWT yields no spatial harmonics, hence there are no higher-

order beam modes, i.e. q = 0. 

From Eqs. (4.17) and (4.18), we note that both Q and q depend on the beam current, as in 

the tape helix TWT. Below, we further examine C, Q, and q for the DoR TWA, and present 

their numerical values. 

4.3.1.1 The Pierce Coupling Constant, C 

C (or C3) is a parameter that measures the coupling between the electron beam and the 

waveguide circuit. Before the discovery of q, this parameter was calculated in two very 

different ways. In the first method, the coupling constant was extracted from an exact 

formulation of the space-charge wave on the SWS (see above). We shall denote this by C, 

which is Eq. (4.16). In the second method, which will be described in the next paragraph, the 

coupling constant was extracted from a consideration of the action of the beam on just the 

operating circuit mode. We shall denote this by C’. As seemingly different as these two 

methods (and hence values of the coupling constant) appear to be, the author has 

mathematically proven that both of these methods yield identical results. That is, 𝐶 = 𝐶′. 

This proof will not be presented here, as the technique is similar to that given in Eqs. (D15) 

and (D16) in Appendix D of [36]. 
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We now look at method 2 in more detail, for completeness, as it explicitly describes the 

physics of the action of the beam on just the operating circuit mode. We again begin with the 

exact inhomogeneous wave equation for the magnetic field obtained from Maxwell’s 

Equations  

 [∇⃗⃗⃗2 −
1

𝑐2

𝜕2

𝜕𝑡2
] 𝐻⃗⃗⃗ =  −∇⃗⃗⃗ × 𝐽. (4.19) 

Taking the inner product of this equation with 𝐻⃗⃗⃗∗(the complex conjugate of the magnetic 

field 𝐻⃗⃗⃗), approximating the field with the vacuum field: 𝐻⃗⃗⃗ ≈  𝐻⃗⃗⃗𝑣, and using the 

corresponding equation for the vacuum mode: ∇⃗⃗⃗2𝐻𝑣
⃗⃗ ⃗⃗ ⃗ =  −

𝜔𝑐
2

𝑐2 𝐻𝑣
⃗⃗ ⃗⃗ ⃗ (Helmholtz equation), we 

may derive an approximate equation of the form from Eq. (4.19) [5,13,36]: 

 𝜔2 − 𝜔𝑐
2 = ∭𝐽1⃗⃗ ⃗ (𝐸1

⃗⃗⃗⃗⃗) ∙ 𝐸1
∗⃗⃗⃗⃗⃗𝑑𝑉/U (4.20) 

where 𝐸1
⃗⃗⃗⃗⃗ is the cold-circuit RF electric field, 𝐽1⃗⃗ ⃗ is the AC beam current induced by the 

vacuum mode electric field 𝐸1
⃗⃗⃗⃗⃗, U is the normalized energy content in the vacuum mode, and 

the volume integral is taken over a period of the structure. 

Note that setting the right-hand side of Eq. (4.20) equal to zero gives the cold-tube 

dispersion relation, which is Eq. (4.1), whose numerical solution is shown in Figure 4.2. 

For the integral in Eq. (4.20), since 𝐽1⃗⃗ ⃗ is assumed to be the linearized AC current response 

to the cold-tube RF 𝐸1
⃗⃗⃗⃗⃗ field, we take only the fundamental component of the space 

harmonics. After some mathematical rearrangement, we may derive from Eq. (4.20) 

 (𝜔 − 𝛽0𝑣0)
2 ∙ (𝜔 − ωc) = 𝜔3𝐶′3, (4.21) 

which is the Pierce dispersion relation to the lowest order. We have proven that: 𝐶3 = 𝐶′3. 

The actual proof, which involves showing that 𝑅𝑆 = 𝑅𝑆
′ , has been rigorously performed by 

the author, where RS and RS’ are the singular parts of the two approaches; see Eq. (4.14).  
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This derivation not only shows the nature of C as a coupling constant between the beam 

mode and the circuit mode but also illustrates that C measures the interaction at the 

fundamental of all space harmonics. Plots of the Pierce parameter C (or C3) as a function of 

frequency (Figure 4.4) and as a function of DC beam current (Figure 4.5) are given below. 

The range of C (C3), as can be seen in Figures 4.4 and 4.5, is within the range of typical 

values for this parameter. Furthermore, 𝐶3 ∝ 𝐼0 in Figure 4.5, as expected (c.f. Eq. (1.21c) 

from Chapter 1). This gives confidence that we have correctly identified the parameter from 

our full hot-tube dispersion relation. 

In any waveguide circuit, there are infinite passbands, and the presence of the beam 

excites all modes in these bands, to various degrees [36,89]. Although this type of interaction 

is much weaker, they may still play a significant role in determining the overall gain of a 

device. This residual interaction is characterized by QC, presented next.  

 

 

Figure 4.4. Plot of the Pierce Coupling Parameter as a function of frequency for the case 

study; I0 = 50 A. 
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Figure 4.5. Plot of the Pierce Coupling Parameter as a function of DC beam current for 

the case study at 2.832 GHz. 

 

4.3.1.2 Pierce’s AC Space Charge Parameter, QC 

We next investigate the so-called AC Space-Charge Parameter, usually denoted by Q or 

QC. This term has been the subject of much debate and has been calculated in several 

different ways [36,48-51]. Most of these traditional approaches employ some sort of 

approximation (e.g. using a simplified geometry: a perfectly conducting metallic cylinder or 

sheath helix instead of a full helix) or numerical backtracking technique from simulation data 

[90]. That is, the values of QC used are virtually all approximations. We look at one such 

approximation for QC for the Disk-on-Rod geometry and compare this to our exact analytical 

theory. 

Consider first the limit ℎ → 0 in Figure 4.1. That is, the vane height vanishes and the 

disk-on-rod structure becomes a smooth coax. This is equivalent to the approximation used 

by Branch and Mihran [49], where the boundary of the periodic structure is replaced by a 

0.0E+00

1.0E-04

2.0E-04

3.0E-04

4.0E-04

5.0E-04

6.0E-04

7.0E-04

8.0E-04

0 50 100 150 200

C
3

I0 [A]



 71 

smooth wall in the evaluation of QC. Equations (4.11) and (4.12) becomes, by taking only 

the n = 0 term and setting 𝛽0 = 𝑘𝑧, 

 

(𝜔 − 𝑘𝑧𝑣0)
2

= −𝜔𝑝
2
𝜏

𝑅

𝜋(𝑝𝑅)2

2
𝑌0

2(𝑝𝑅) [
(
𝐽0(𝑝𝑅)
𝑌0(𝑝𝑅)

−
𝐽0(𝑝𝑏)
𝑌0(𝑝𝑏)

) (
𝐽0(𝑝𝑅)
𝑌0(𝑝𝑅)

−
𝐽0(𝑝𝑎)
𝑌0(𝑝𝑎)

)

𝐽0(𝑝𝑏)
𝑌0(𝑝𝑏)

−
𝐽0(𝑝𝑎)
𝑌0(𝑝𝑎)

], 
(4.22) 

which is the dispersion relation for space-charge waves on an annular beam in a coaxial 

waveguide with inner wall radius a and outer wall radius b [49,74]. 

For the smooth coax case, Eq. (4.22) may be cast into the form: 

 [(𝜔 − 𝑘𝑧𝑣0)
2 − 4𝜔2𝑄𝐶3] = 0, (4.23) 

where QC may then be readily extracted using Eq. (4.22), and this is basically the approach 

by Branch and Mihran in their formulation of QC. Because of the nature of the smooth coax, 

there can be no synchronous interaction between the circuit wave and the electron beam 

(analogous to the Branch & Mihran approximation for a helix TWT); there is no slow-wave 

structure. It is interesting to note that this QC term obtained for the smooth coax case was 

already built in to the hot-tube dispersion relation, Eq. (4.11). It is given by the last term, 

(𝑝0𝑅)(𝑝0𝑎)
𝑉(𝑝0𝑅)

𝑉(𝑝0𝑎)
𝑊0, in Eq. (4.12) (The first term in Eq. (4.12) tends to zero as ℎ → 0, in 

which case 𝐺 → ∞, as 𝑈 (
𝜔𝑎

𝑐
) → 0). 

To investigate the validity of this approximation, we plotted QC as a function of 

frequency for the disk-on-rod structure and for a smooth coax with inner radius equal to: (1) 

the rod radius (a – h) in Figure 4.1 and (2) the vane-tip radius a. The operating parameters 

are the same as above and the input DC beam current is 50 A. The results are shown below 

(Figure 4.6). 
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Figure 4.6. Plot of the AC Space-Charge Parameter QC as a function of frequency for the full 

Disk-on-Rod structure and for coax 1 (which has inner radius equal to the rod radius, r = a-h) 

and coax 2 (which has inner radius equal to the vane-tip radius, r = a); I0 = 50 A. 
  

This numerical test did not yield the expected results. Namely, it was expected that QC 

for the disk-on-rod geometry would lie between the QC curves of the two smooth coaxes, but 

as can be seen, the exact values of QC exceed the approximations except near the higher 

frequencies of the operating band, where the exact QC values happen to coincide with the 

coax 1 approximation. This shows that a simplified coax geometry for which QC may be 

easily calculated, as in Branch and Mihran, cannot fully capture the effects of the more 

complex geometry of the DoR TWA. We conclude that the resonance between beam and 

circuit wave at higher spatial harmonics and the extra fields introduced in the cavities must 

be accounted for in order to obtain an accurate value of the space-charge parameter QC. 

4.3.1.3 The New Space-Charge Parameter, q 

Lastly, we consider our newly discovered space-charge parameter q, which is the 

symmetric complement to Pierce’s AC space-charge parameter Q and accounts for the effects 
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of higher-order beam modes on the circuit mode. See Eqs. (4.15b) and (4.18). This term, as 

mentioned for the tape helix TWT, becomes more prominent in the high current regime. 

Here, for the first time, we give a closed analytic form of this parameter (c.f. Eq. (4.18)). A 

plot of this parameter as a function of frequency is presented in Figure 4.7. At 2.832 GHz, q 

as a function of DC beam current is shown in Figure 4.8. 

 

 

Figure 4.7. Plot of the new space-charge parameter q as a function of frequency for the 

case study; I0 = 50 A. 
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Figure 4.8. Plot of the new space-charge parameter q as a function of DC beam current 

for the case study at 2.832 GHz. 

 

The values of q for this particular DoR TWA geometry are much smaller than expected. 

The underlying reason is unclear. One conjecture may be that the dispersion curves for this 

structure (c.f. Figure 4.1 and 4.2) are a lot more dispersive than those for a tape helix. 

Because of this, there is more of a detune between the beam modes from the other circuit 

modes, and the effect of the higher-order beam modes on the circuit modes are not as 

important in the DoR TWA. This issue remains to be examined. 

 

4.3.2 Comparison with MAGIC and ICEPIC 

Because there is no (immediate) way to identify the Pierce parameters in a simulation 

code, we compare the exponentiation rate obtained from the full hot-tube dispersion relation 

with the results of the simulation codes. Since this analytic theory only uses the spatial 

amplification rate of the unstable mode from the exact dispersion relation, only one mode is 

considered. 
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The (small-signal) spatial amplification rate Im(β) as a function of DC beam current I0 is 

plotted in Figure 4.9, which includes simulation results obtained by Dr. Brad Hoff and Dr. 

David Simon using two (2) different codes: ICEPIC [77] and MAGIC [78]. 

 

  
Figure 4.9. Plot of the small-signal spatial amplification rate as a function of DC beam 

current for the operating parameters in Tables 4.1 and 4.2. 

 

Figure 4.9 shows that there is agreement in the general trend between theory, ICEPIC, 

and MAGIC. The discrepancy between simulation and field theory may lie in the 

approximations used to formulate the theory. Perhaps more importantly, the field theory 

shown in Figure 4.9 is a linear theory using only the most unstable mode in the equivalent 

Pierce three-wave theory, while simulation codes are fully non-linear and include launching 

loss [4] which involves all three waves in Pierce’s three-wave theory. It is therefore difficult 

to extract the small-signal gain from simulation codes. 

The frequency response of the spatial gain is shown in Figure 4.10, where the analytic 

theory is compared to ICEPIC. 
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Figure 4.10. Frequency response of the Disk-on-Rod TWA for the operating parameters in 

Tables 4.1 and 4.2; I0 = 50 A. 

 

Again, there is agreement only in the trend between ICEPIC and the field theory. The 

ICEPIC results seem to be slightly shifted to higher frequencies when compared to theory. 

Nonlinearity and launching loss in the system may be the main reasons for the discrepancies. 

 

4.4 Conclusions 

In this chapter, we present an analysis of a Disk-on-Rod Traveling-Wave Amplifier. Both 

the cold-tube dispersion relation and the small-signal hot-tube dispersion relation for the 

problem were derived. For the case study, the numerical solution to the analytic cold-tube 

dispersion relation for both the fundamental and second passbands agreed well with 

simulations ran in both HFSS and ICEPIC, validating the analytic theory and the simulation 

codes. The small-signal hot-tube dispersion relation was formulated exactly and was cast into 

a Pierce-like three-wave dispersion relation, also exactly, from which analytical forms of the 

Pierce parameters C, Q, and q were extracted, all given analytically. For the DoR TWA, we 
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conclude that Q is due to higher-order circuit modes, whereas q is due to the higher-order 

beam modes. 

A numerical analysis of each of these Pierce parameters was done. It was found that C (or 

C3) behaved as expected as a function of input signal frequency and DC beam current. 

Comparisons of Q (or QC) with a standard Branch and Mihran approximation were also 

made, highlighting how such an approximation fails to capture the beam-circuit interaction in 

this complex geometry. The newly introduced space-charge parameter q was evaluated also 

for the first time. It was found that q was extremely small for this set-up, compared to those 

of the tape helix studied in the previous chapter. This result is unexpected, and the underlying 

reason is unknown. 

Lastly, the numerical solution to the analytic hot-tube dispersion relation was computed 

and compared to simulation runs using MAGIC and ICEPIC, two PIC codes. The match 

between simulation and theory was only fair, but both exhibited the same trends. 

Disagreement may be due to the fact that the simulation codes are fully non-linear and 

contain all three modes of Pierce, whereas our theory is completely in the small-signal 

regime, using only the most unstable mode for spatial amplification among the three modes 

in Pierce theory.  
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Chapter 5 : 
Summary and Future Work 

 

5.1 Summary 

In this thesis, the classical Pierce theory of traveling-wave tubes was critically re-

examined. In particular, we focused on the interaction and coupling of the beam mode and 

the circuit mode. In doing so, we have provided several extensions to the basic theory much 

beyond the well-established small-signal theory of TWTs by Pierce.  

In Chapter 2, we extended the classical Pierce theory to include second harmonic 

generation. This second harmonic of the input signal is generated dynamically with input 

only at the fundamental frequency. There are two possible sources for this harmonic 

generation: (1) from current crowding (including charge overtaking), a kinematic process 

similar to that found in klystron theory, and (2) from non-linear perturbations to the electron 

beam from the circuit wave. It turns out that the dynamical process (2) is much more 

important for a wideband TWT with regards to second harmonic RF power generation, and 

the governing equations modeling this have been derived. We discovered the important 

mechanism of synchronous excitation in both time and space of the second harmonic. For 

several test cases with an octave bandwidth tape helix TWT, including a realistic one with a 

spatial taper, the developed analytic theory was applied and excellent agreement was found 

with simulations using the non-linear CHRISTINE code. 

In Chapter 3, an in-depth investigation into the most elusive Pierce parameter was 

performed. The so-called Pierce “AC space-charge” parameter Q has never been reliably 
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calculated for a realistic TWT. Here, we solved this problem exactly for a thin tape helix 

radially stratified by a dielectric layer(s); the stratified dielectric(s) approximately represents 

the support rods of the helix TWT. The exact analysis of this cold-tube circuit by Chernin et 

al. [34] is extended to include a centered, monoenergetic electron beam guided by an infinite 

axial magnetic field. The exact hot-tube dispersion relation is derived for the first time. From 

the numerical solution to this hot-tube dispersion relation (at a given input frequency), we 

always find three roots of the propagation constant which may then be cast in the form of 

Pierce’s three-wave theory. From this, the Pierce parameters are unambiguously determined. 

It turns out that a new parameter that we call q has to be introduced to the traditional Pierce 

formulation to conform with the numerical results obtained from the exact theory. This new 

parameter appears as a modification to the circuit mode and acts as a detune to the circuit 

phase velocity (as much as 2% for the tape helix TWT, which is very significant) due to 

space-charge effects. Physically, this q modifies the cold circuit mode in the dispersion 

relation and serves as a symmetric complement to Pierce’s Q, which modifies the beam 

mode. 

In Chapter 4, we turned our attention to a problem of current interest to the Air Force 

Research Laboratory: a disk-loaded or Disk-on-Rod coaxial Traveling-Wave Amplifier 

driven by an annular electron beam. This set-up promises high power (due to the higher 

current of the annular electron beam) and moderately large bandwidth (by virtue of its slow-

wave structure). To test the viability of such a device, we began a small-signal Pierce-like 

analysis. The cold-tube and the exact hot-tube dispersion relations have been derived, with 

the cold-tube results agreeing well with simulations ran in HFSS and ICEPIC. The analytical 

forms of the Pierce parameters: C, Q, and q have been extracted from the hot-tube dispersion 
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relation and are analytically given. This allows us to infer that Q is the modification of the 

beam mode due to the presence of higher-order circuit modes, whereas q is the modification 

of the circuit mode by the higher-order beam modes, both due to space-charge effects. Such a 

physical interpretation of Q and q is lacking for the thin tape helix TWT. The properties of 

these parameters were extensively studied. We found that q is surprisingly small numerically 

for the DoR TWA. The predicted gain from the analytic theory was also compared against 

the PIC simulation codes MAGIC and ICEPIC. There is only fair agreement, possibly due to 

the non-linear effects and launching loss (energy sharing between all of the three waves in 

the Pierce dispersion relation) that are in the code but are absent in the present analytic 

theory. Both theory and simulation predict the same trends, however.  

 

5.2 Future Work 

As stated in Chapter 2, the work on harmonic generation in a TWT was motivated in part 

by experiments at the University of Michigan Plasma, Pulsed Power, and Microwave 

Laboratory on a bi-frequency Recirculating Planar Magnetron (RPM) [53-54,59]. We started 

with a linear beam device like a TWT because it had a much better characterized beam than a 

magnetron. The method that was presented may be extended to other HPM devices. Thus, for 

future work, it will be interesting and challenging to apply the harmonic generation theory 

developed here to the bi-frequency RPM, or other HPM devices that employ an electron 

beam. Furthermore, it will also be interesting to consider what would happen if there was a 

non-zero input signal at the second harmonic frequency (in addition to the input signal at the 

fundamental frequency). This may be important because there are instances where the second 

or higher harmonics of the input signal are unwanted. To suppress these harmonics, one can 
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operate the device (a TWT, say) below saturation so as to not induce harmonic generation 

[5]. As shown here, harmonics may still arise even in the small-signal regime. Another 

method, by Wirth et al. [91], makes use of injecting a phase-appropriate signal at the 

harmonic frequency to cancel the undesired wave. Future work may follow this line of 

thought. Higher harmonic generation (i.e. keeping more terms in the expansion technique in 

Chapter 2) may also be investigated, as high harmonic generation may be desired in certain 

applications. 

The discovery of the new space-charge parameter q that accounts for beam-loading on 

the circuit by taking into account the higher-order beam modes is expected to open a plethora 

of other questions. For example, what is the phenomenological origin of this parameter in 

general (recall: this q was discovered through numerical means)? In particular, why is the 

effect of q large for the tape helix TWT but small in the Disk-on-Rod TWT? How does this 

new parameter affect non-linear, large-signal theory? What are the values of Q and q for the 

backward wave mode in a tape helix TWT, and how do they affect the threshold condition in 

backward wave oscillations (BWO) as classically formulated by Johnson [57]?  

The list of potential future work for the above two topics can go on. Common questions 

to both include: (1) how may the three-wave theories be modified to include the neglected 

backward wave? That is, what is the Pierce four-wave theory equivalent to the above? This 

issue is important to analyze the stability of TWT, especially near the band edges. (2) What 

will be the effects on q if there is cold-tube loss (non-zero Pierce loss parameter, d)? (3) How 

is q formulated for a beam with Brillouin flow instead of an immersed flow (with an infinite 

axial magnetic field as in this thesis)? 

Each of Chapters 2, 3, and 4 contain novel, unexpected results. Much remains to be done. 
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 Appendix A 

Modeling of a Mid-Stream Sever in a Traveling-Wave Tube 

We model the mid-stream sever (z-<z<z+, z-=2.667 cm, 

z+=2.921 cm, see Figure 2.2 of Chapter 2) in the test cases as a cylindrical drift tube that is 

perfectly conducting. We assume that the circuit electric field is completely cut off in the sever 

region (i.e., 𝐸𝐶 = 0). Information from the pre-sever region to the post-sever region is 

transmitted only through the beam. The governing equation for the evolution of the beam within 

the sever region is: 

 
(
𝜕

𝜕𝑡
+ 𝑣0

𝜕

𝜕𝑧
) 𝑣(𝑧, 𝑡) + 𝜔𝑞

2𝑠(𝑧, 𝑡) = 0, 

𝑧− < 𝑧 < 𝑧+ 

(A1) 

Assuming 𝑒𝑗(𝑛𝜔0)𝑡 dependence for a signal of frequency 𝜔 = 𝑛𝜔0, Eq. (A1) becomes 

 (𝑗𝑛𝜔0 + 𝑣0

𝑑

𝑑𝑧
) 𝑣𝑛(𝑧) + 𝜔𝑞𝑛

2 𝑠𝑛(𝑧) = 0. (A2) 

Equation (A1) is just a statement of the (linearized) force law with space-charge effects and no 

circuit fields, as in the drift tube of a klystron [62]. Here, 𝜔𝑞 = 𝜔𝑝𝐹 is the reduced plasma 

frequency, where the plasma frequency reduction factor F was calculated using the method 

prescribed in Branch and Mihran [49] (in particular, the case where the pencil electron beam is 

concentric with a metallic cylinder). The initial conditions for Eq. (A2) are that sn(z) and vn(z) are 

continuous at 𝑧 = 𝑧−. 

At the exit of the sever region (𝑧 = 𝑧+), sn(z) and vn(z) are continuous. In addition, 

𝐸𝐶(𝑧+) = 0, meaning that the circuit field is zero at 𝑧 = 𝑧+. These are the boundary conditions 
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for the post-sever region (𝑧 > 𝑧+) for Eqs. (2.11) and (2.13) for n = 1, and for Eqs. (2.12) and 

(2.14) for n = 2 of Chapter 2. 
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Appendix B 

Derivation of the Exact Dispersion Relation for an Electron Beam Interacting with the 

Electromagnetic Fields of a Thin Cylindrical Tape Helix 

We consider an electron beam interacting with electromagnetic fields propagating on a thin 

tape helix that is supported by a stratified dielectric layer and enclosed by a perfectly conducting 

cylindrical shell, as shown in Figure 3.1 of Chapter 3. The exact (“cold-tube”) dispersion relation 

governing waves propagating on such a helix in the absence of a beam was obtained by Chernin 

et al. [34]. In this Appendix, we show how to include self-consistent interactions of these waves 

with a mono-energetic electron beam centered on the axis of the helix. We will refer to the resulting 

dispersion relation as the “hot-tube” dispersion relation. 

We assume that the beam is nonrelativistic with velocity 𝑣0 ≪ 𝑐, and has uniform density 𝑛0 

within radius Rb. We assume that the beam is confined by an infinite axial magnetic field so that 

the electron motion is limited to the axial (𝑧̂) direction. 

We define the region occupied by the beam as “Region 0”,  

 0 < 𝑟 < 𝑅𝑏 , 𝑅𝑒𝑔𝑖𝑜𝑛 0 (B1) 

 and the vacuum region between the beam and the helix as “Region 1”, 

 𝑅𝑏 < 𝑟 < 𝑎, 𝑅𝑒𝑔𝑖𝑜𝑛 1 (B2) 

where a is the radius of the infinitesimally thin helix (see Figure 3.1 of Chapter 3). Beyond 

Region 1 (r > a), including the boundary conditions at the helix, the cold-tube analysis of 

Chernin et al. [34] carries over. Thus we focus here mainly on Regions 0 and 1. 
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In Region 0, Maxwell’s equations may be combined to read, 

 ∇2 𝐸1
⃗⃗⃗⃗⃗ −

1

𝑐2

𝜕2𝐸1
⃗⃗⃗⃗⃗

𝜕𝑡2
= −

𝑒

𝜖0
∇⃗⃗⃗𝑛1 + 𝜇0

𝜕𝐽1⃗⃗ ⃗

𝜕𝑡
 (B3) 

and 

 ∇2𝐻1
⃗⃗ ⃗⃗⃗ − 𝜖0𝜇0

𝜕2𝐻1
⃗⃗ ⃗⃗⃗

𝜕𝑡2
= −∇⃗⃗⃗ × 𝐽1⃗⃗ ⃗ (B4) 

In Eqs. (B3) and (B4), 𝐽1⃗⃗ ⃗ = −𝑒(𝑛0𝑣1 + 𝑛1𝑣0)𝑧̂ ≡ 𝐽1𝑧̂  is the AC electron current density, 

expressed in terms of the density perturbation n1, and the (axial) velocity perturbation v1.   

Following reference [34], we write all quantities in the ‘Floquet’ form, 

 𝐹(𝑖)(𝑟, 𝜃, 𝑧, 𝑡) = ∑ 𝐹𝑛
(𝑖)

(𝑟)𝑒𝑗𝜔𝑡+𝑗𝑛𝜃−𝑗𝛽𝑛𝑧

∞

𝑛=−∞

 (B5) 

in the ith (𝑖 = 0,1) region. The nth term in the sum in Eq. (B5) is the nth space harmonic, the 

propagation constant of which is 

 𝛽𝑛 ≡ 𝛽 + 𝑛𝑘𝐻 , 𝑛 = 0,±1,±2,… (B6) 

where 𝑘𝐻 =
2𝜋

𝑝
 (p is the helix pitch; see Figure 3.1). 𝛽 itself is unknown. Its value must be 

determined from the solution of the full dispersion relation (Eq. (B34), below), for a specified 

real value of frequency 𝜔. 

The perturbation quantities, n1, v1, and J1, may be obtained from the linearized force law and 

the linearized continuity equation: 

 (
𝜕

𝜕𝑡
+ 𝑣0

𝜕

𝜕𝑧
) 𝑣1 = −

𝑒

𝑚𝑒
𝐸1𝑧 (B7a) 
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𝜕𝑛1

𝜕𝑡
+

𝜕

𝜕𝑧
(𝑛0𝑣1 + 𝑛1𝑣0) = 0, (B7b) 

which yield, for the nth space harmonic, 

 𝑣1𝑛 =
−

𝑒
𝑚𝑒

𝐸1𝑧𝑛

𝑗(𝜔 − 𝛽𝑛𝑣0)
 (B8a) 

 

 𝑛1𝑛 =
𝛽𝑛𝑛0

𝜔 − 𝛽𝑛𝑣0
𝑣1𝑛 =

−
𝑒

𝑚𝑒
𝛽𝑛𝑛0

𝑗(𝜔 − 𝛽𝑛𝑣0)2
𝐸1𝑧𝑛 (B8b) 

 
𝐽1𝑛 =

𝑒2

𝑚𝑒
𝜔𝑛0

𝑗(𝜔 − 𝛽𝑛𝑣0)2
𝐸1𝑧𝑛 

(B8c) 

 

The z-component of Eqs. (B3) and (B4) yields, upon using Eqs. (B8b) and (B8c), 

 𝑟2
𝑑2𝐸1𝑧𝑛

𝑑𝑟2
+ 𝑟

𝑑𝐸1𝑧𝑛

𝑑𝑟
− (𝑝𝑛

2𝑟2 + 𝑛2)𝐸1𝑧𝑛 = 0 (B9) 

and 

 𝑟2
𝑑2𝐻1𝑧𝑛

𝑑𝑟2
+ 𝑟

𝑑𝐻1𝑧𝑛

𝑑𝑟
− (𝛾𝑛

(1)2𝑟2 + 𝑛2)𝐻1𝑧𝑛 = 0, (B10) 

where  

 𝛾𝑛
(1)2 ≡ 𝛽𝑛

2 −
𝜔2

𝑐2
 (B11) 

 

 𝑝𝑛
2 ≡ 𝜖𝑟𝑛

(0)
𝛾𝑛

(1)2, (B12) 

 

 𝜖𝑟𝑛
(0)

≡ 1 −
𝜔𝑝

2

(𝜔 − 𝛽𝑛𝑣0)2
 (B13) 
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and 𝜔𝑝 = √
𝑒2𝑛0

𝑚𝑒𝜖0
  is the electron plasma frequency. 

From Eqs. (B9) and (B10), we obtain the axial fields in Region 0, 

 𝐸1𝑧
(0)(𝑟, 𝜃, 𝑧, 𝑡) = ∑ 𝐸1𝑧𝑛

(0) (𝑟)𝑒𝑗𝜔𝑡+𝑗𝑛𝜃−𝑗𝛽𝑛𝑧

∞

𝑛=−∞

= ∑ 𝐴𝑛
(0)

𝐼𝑛(𝑝𝑛𝑟)𝑒𝑗𝜔𝑡+𝑗𝑛𝜃−𝑗𝛽𝑛𝑧

∞

𝑛=−∞

 (B14) 

 

 𝐻1𝑧
(0)(𝑟, 𝜃, 𝑧, 𝑡) = ∑ 𝐻1𝑧𝑛

(0) (𝑟)𝑒𝑗𝜔𝑡+𝑗𝑛𝜃−𝑗𝛽𝑛𝑧

∞

𝑛=−∞

= ∑ 𝐶𝑛
(0)

𝐼𝑛(𝛾𝑛
(1)

𝑟)𝑒𝑗𝜔𝑡+𝑗𝑛𝜃−𝑗𝛽𝑛𝑧

∞

𝑛=−∞

 (B15) 

where {𝐴𝑛
(0)

, 𝐶𝑛
(0)

} are arbitrary constants and In is the nth order modified Bessel function of the 

first kind. 

 

The other components of the hot-tube RF electric and magnetic fields may be obtained in 

terms of E1z and H1z using Maxwell's equations, ∇⃗⃗⃗ × 𝐸1
⃗⃗⃗⃗⃗ = −𝑗𝜔𝐵1

⃗⃗⃗⃗⃗ and ∇⃗⃗⃗ × 𝐻1
⃗⃗ ⃗⃗⃗ = 𝐽1⃗⃗ ⃗ + 𝑗𝜔𝜖0𝐸1

⃗⃗⃗⃗⃗: 

 𝐸1𝑟𝑛
(0)

=
𝑗𝛽𝑛

𝛾𝑛
(1)2

𝐴𝑛
(0)

𝑝𝑛𝐼𝑛
′ (𝑝𝑛𝑟) −

𝑛𝜔𝜇0

𝛾𝑛
(1)2𝑟

𝐶𝑛
(0)

𝐼𝑛(𝛾𝑛
(1)

𝑟) (B16) 

 

 𝐸1𝜃𝑛
(0)

= −
𝑛𝛽𝑛

𝛾𝑛
(1)2𝑟

𝐴𝑛
(0)

𝐼𝑛(𝑝𝑛𝑟) −
𝑗𝜔𝜇0

𝛾𝑛
(1)2

𝐶𝑛
(0)

𝛾𝑛
(1)

𝐼𝑛
′ (𝛾𝑛

(1)
𝑟) (B17) 

 

 𝐻1𝑟𝑛
(0)

=
𝑛𝜔𝜖0

𝛾𝑛
(1)2𝑟

𝐴𝑛
(0)

𝐼𝑛(𝑝𝑛𝑟) +
𝑗𝛽𝑛

𝛾𝑛
(1)2

𝐶𝑛
(0)

𝛾𝑛
(1)

𝐼𝑛
′ (𝛾𝑛

(1)
𝑟) (B18) 

 

 𝐻1𝜃𝑛
(0)

=
𝑗𝜔𝜖0

𝛾𝑛
(1)2

𝐴𝑛
(0)

𝑝𝑛𝐼𝑛
′ (𝑝𝑛𝑟) −

𝑛𝛽𝑛

𝛾𝑛
(1)2𝑟

𝐶𝑛
(0)

𝐼𝑛(𝛾𝑛
(1)

𝑟) (B19) 
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where the prime denotes differentiation of the modified Bessel function with respect to its 

argument. In passing we remark that the dielectric tensor for the present pencil beam model is 

 𝜖 = 𝜖0 (

1 0 0
0 1 0

0 0 𝜖𝑟
(0)

) (B20) 

where, for the nth space harmonic, 

 𝜖𝑟
(0)

= 𝜖𝑟𝑛
(0)

. (B21) 

 

For Region 1, the z-component of the RF electric and magnetic fields satisfies 

 [
1

𝑟

𝜕

𝜕𝑟
𝑟

𝜕

𝜕𝑟
− (𝛾𝑛

(𝑖)2 +
𝑛2

𝑟2
)] 𝐹𝑛

(𝑖)(𝑟) = 0, (B22) 

where  

 𝛾𝑛
(𝑖)2 ≡ 𝛽𝑛

2 − 𝜖𝑟
(𝑖) 𝜔2

𝑐2
 (B23) 

and 𝜖𝑟
(𝑖)

= 1 and Eq. (B23) becomes Eq. (B11). (This notation is used to conform with that used 

in Ref. [34].) Thus, the solutions to Eq. (B22) may be written 

 

𝐸1𝑧
(1)(𝑟, 𝜃, 𝑧, 𝑡) = ∑ 𝐸1𝑧𝑛

(1) (𝑟)𝑒𝑗𝜔𝑡+𝑗𝑛𝜃−𝑗𝛽𝑛𝑧

∞

𝑛=−∞

= ∑ [𝐴𝑛
(1)

𝐼𝑛(𝛾𝑛
(1)

𝑟) + 𝐵𝑛
(1)

𝐾𝑛(𝛾𝑛
(1)

𝑟)] 𝑒𝑗𝜔𝑡+𝑗𝑛𝜃−𝑗𝛽𝑛𝑧

∞

𝑛=−∞

 

(B24) 

 

 

𝐻1𝑧
(1)

(𝑟, 𝜃, 𝑧, 𝑡) = ∑ 𝐻1𝑧𝑛
(1) (𝑟)𝑒𝑗𝜔𝑡+𝑗𝑛𝜃−𝑗𝛽𝑛𝑧

∞

𝑛=−∞

= ∑ [𝐶𝑛
(1)

𝐼𝑛(𝛾𝑛
(1)

𝑟) + 𝐷𝑛
(1)

𝐾𝑛(𝛾𝑛
(1)

𝑟)] 𝑒𝑗𝜔𝑡+𝑗𝑛𝜃−𝑗𝛽𝑛𝑧

∞

𝑛=−∞

 

(B25) 
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 where Bn and Dn, like An and Cn, are arbitrary constants and Kn is the nth order modified Bessel 

functions of the second kind. The other field components are found using Maxwell's equations: 

 

𝛾𝑛
(𝑖)2𝐸1𝑟𝑛

(𝑖) = 𝑗𝛽𝑛

𝜕

𝜕𝑟
𝐸1𝑧𝑛

(𝑖) −
𝜔𝑛

𝑟
𝜇0𝐻1𝑧𝑛

(𝑖)
 

→ 𝐸1𝑟𝑛
(1)

=
𝑗𝛽𝑛

𝛾𝑛
(1)

[𝐴𝑛
(1)

𝐼𝑛
′ (𝛾𝑛

(1)
𝑟) + 𝐵𝑛

(1)
𝐾𝑛

′(𝛾𝑛
(1)

𝑟)]

−
𝜔𝑛

𝛾𝑛
(1)2𝑟

𝜇0 [𝐶𝑛
(1)

𝐼𝑛(𝛾𝑛
(1)

𝑟) + 𝐷𝑛
(1)

𝐾𝑛(𝛾𝑛
(1)

𝑟)] 

(B26) 

 

 

𝛾𝑛
(𝑖)2𝐸1𝜃𝑛

(𝑖) = −
𝑛𝛽𝑛

𝑟
𝐸1𝑧𝑛

(𝑖) − 𝑗𝜔𝜇0

𝜕

𝜕𝑟
𝐻1𝑧𝑛

(𝑖)
 

→ 𝐸1𝜃𝑛
(1)

= −
𝑛𝛽𝑛

𝛾𝑛
(1)2𝑟

[𝐴𝑛
(1)

𝐼𝑛(𝛾𝑛
(1)

𝑟) + 𝐵𝑛
(1)

𝐾𝑛(𝛾𝑛
(1)

𝑟)]

−
𝑗𝜔𝜇0

𝛾𝑛
(1)

[𝐶𝑛
(1)

𝐼𝑛
′ (𝛾𝑛

(1)
𝑟) + 𝐷𝑛

(1)
𝐾𝑛

′(𝛾𝑛
(1)

𝑟)] 

(B27) 

 

 

𝛾𝑛
(𝑖)2𝐻1𝑟𝑛

(𝑖) = 𝜖(𝑖)𝜔
𝑛

𝑟
𝐸1𝑧𝑛

(𝑖) + 𝑗𝛽𝑛

𝜕

𝜕𝑟
𝐻1𝑧𝑛

(𝑖)
 

→ 𝐻1𝑟𝑛
(1)

=
𝜖0𝜔

𝛾𝑛
(1)2

𝑛

𝑟
 [𝐴𝑛

(1)
𝐼𝑛(𝛾𝑛

(1)
𝑟) + 𝐵𝑛

(1)
𝐾𝑛(𝛾𝑛

(1)
𝑟)]

+
𝑗𝛽𝑛

𝛾𝑛
(1)

[𝐶𝑛
(1)

𝐼𝑛
′ (𝛾𝑛

(1)
𝑟) + 𝐷𝑛

(1)
𝐾𝑛

′(𝛾𝑛
(1)

𝑟)] 

(B28) 

 

 𝛾𝑛
(𝑖)2𝐻1𝜃𝑛

(𝑖) = 𝑗𝜖(𝑖)𝜔
𝜕

𝜕𝑟
𝐸1𝑧𝑛

(𝑖) −
𝑛𝛽𝑛

𝑟
𝐻1𝑧𝑛

(𝑖)
 (B29) 
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→ 𝐻1𝜃𝑛
(1)

=
𝑗𝜖0𝜔

𝛾𝑛
(1)

[𝐴𝑛
(1)

𝐼𝑛
′ (𝛾𝑛

(1)
𝑟) + 𝐵𝑛

(1)
𝐾𝑛

′(𝛾𝑛
(1)

𝑟)]

−
𝑛𝛽𝑛

𝛾𝑛
(1)2𝑟

[𝐶𝑛
(1)

𝐼𝑛(𝛾𝑛
(1)

𝑟) + 𝐷𝑛
(1)

𝐾𝑛(𝛾𝑛
(1)

𝑟)] 

 

The boundary conditions between the beam (Region 0) and vacuum (Region 1) are: 

 𝐸1𝑧𝑛
(0) (𝑟 = 𝑅𝑏) = 𝐸1𝑧𝑛

(1)
(𝑟 = 𝑅𝑏) (Bi) 

 

 𝐻1𝑧𝑛
(1) (𝑟 = 𝑅𝑏) − 𝐻1𝑧𝑛

(0) (𝑟 = 𝑅𝑏) = 0 (Bii) 

 

 𝐸1𝑟𝑛
(1) (𝑟 = 𝑅𝑏) − 𝐸1𝑟𝑛

(0) (𝑟 = 𝑅𝑏) = 0 (Biii) 

 

 𝐻1𝑟𝑛
(0) (𝑟 = 𝑅𝑏) = 𝐻1𝑟𝑛

(1)
(𝑟 = 𝑅𝑏) (Biv) 

 

 𝐸1𝜃𝑛
(0) (𝑟 = 𝑅𝑏) = 𝐸1𝜃𝑛

(1)
(𝑟 = 𝑅𝑏) (Bv) 

 

 𝐻1𝜃𝑛
(1) (𝑟 = 𝑅𝑏) − 𝐻1𝜃𝑛

(0) (𝑟 = 𝑅𝑏) = 0 (Bvi) 

Eqs. (Bi)-(Bvi) state that all components of the RF electric and magnetic fields are continuous; 

this must be so since there is no surface charge or surface current on the beam-vacuum boundary 

by the assumption of 1-D motion (infinite axial magnetic field) [71]. Of the six boundary 

conditions, only four are needed; the remaining two are redundant. 
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Using Eqs. (Bi)-(Bvi), we may express one undetermined constant for the electric field (e.g. 

An
(1)) and one undetermined constant for the magnetic field (e.g. Cn

(1)) in terms of the other 

constants, i.e. {𝐴𝑛
(1)

, 𝐶𝑛
(1)

} = 𝑓(𝐴𝑛
(0)

, 𝐶𝑛
(0)

, 𝐵𝑛
(1)

, 𝐷𝑛
(1)

). 

 

The dimensionless logarithmic derivatives for the electric and magnetic fields are defined to 

be: 

 𝑙𝐸𝑛
(𝑖)

≡
1

𝛾𝑛
(𝑖)𝐸𝑧𝑛

(𝑖)

𝜕𝐸𝑧𝑛
(𝑖)

𝜕𝑟
]

𝑟→𝑎

 (B30a) 

 

 𝑙𝐻𝑛
(𝑖)

≡
1

𝛾𝑛
(𝑖)𝐻𝑧𝑛

(𝑖)

𝜕𝐻𝑧𝑛
(𝑖)

𝜕𝑟
]

𝑟→𝑎

. (B30b) 

For Region 1, Eqs. (B30a) and (B30b) become 

 𝑙𝐸𝑛
(1)

=
𝐴𝑛

(1)
𝐼𝑛
′ (𝛾𝑛

(1)
𝑎) + 𝐵𝑛

(1)
𝐾𝑛

′(𝛾𝑛
(1)

𝑎)

𝐴𝑛
(1)

𝐼𝑛(𝛾𝑛
(1)

𝑎) + 𝐵𝑛
(1)

𝐾𝑛(𝛾𝑛
(1)

𝑎)
 (B31a) 

 

 𝑙𝐻𝑛
(1)

=
𝐶𝑛

(1)
𝐼𝑛
′ (𝛾𝑛

(1)
𝑎) + 𝐷𝑛

(1)
𝐾𝑛

′(𝛾𝑛
(1)

𝑎)

𝐶𝑛
(1)

𝐼𝑛(𝛾𝑛
(1)

𝑎) + 𝐷𝑛
(1)

𝐾𝑛(𝛾𝑛
(1)

𝑎)
. (B31b) 

Using the results from Eqs. (Bi)-(Bvi), we may write all of the undetermined variables in terms 

of An
(1)  in Eq. (B31a) and Cn

(1) in Eq. (B31b). This gives: 

 𝑙𝐸𝑛
(1)

=
𝐼𝑛
′ (𝑥𝑛

(1)
)𝐾𝑛(𝑦𝑛

(1)
) − 𝐼𝑛(𝑦𝑛

(1)
)𝐾𝑛

′(𝑥𝑛
(1)

) + 𝐹𝐼𝑛(𝑝𝑛𝑅𝑏)𝐾𝑛
′(𝑥𝑛

(1)
)

𝐼𝑛(𝑥𝑛
(1)

)𝐾𝑛(𝑦𝑛
(1)

) − 𝐼𝑛(𝑦𝑛
(1)

)𝐾𝑛(𝑥𝑛
(1)

) + 𝐹𝐼𝑛(𝑝𝑛𝑅𝑏)𝐾𝑛(𝑥𝑛
(1)

)
 (B32a) 
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 𝑙𝐻𝑛
(1)

=
𝐼𝑛
′ (𝑥𝑛

(1)
)

𝐼𝑛(𝑥𝑛
(1)

)
, (B32b) 

where 𝑥𝑛
(1)

≡ 𝛾𝑛
(1)

𝑎 and 𝑦𝑛
(1)

≡ 𝛾𝑛
(1)

𝑅𝑏, and  

 𝐹 ≡
1

[(𝑝𝑛𝑅𝑏)𝐼𝑛′ (𝑝𝑛𝑅𝑏)𝐾𝑛(𝑦𝑛
(1)

) − 𝑦𝑛
(1)

𝐼𝑛(𝑝𝑛𝑅𝑏)𝐾𝑛
′(𝑦𝑛

(1)
)]

. (B32ai) 

 

lEn
(1) contains the information about the beam in the parameter F. If the beam is removed, then 

𝜔𝑝 → 0 ⇒ 𝜖𝑟𝑛
(0)

→ 1 ⇒ 𝑝𝑛 → 𝛾𝑛
(1)

 and 𝐹 → 1, and the equations from [34] are recovered, 

namely, 

 𝑙𝐸𝑛
(1)

= 𝑙𝐻𝑛
(1)

=
𝐼𝑛
′ (𝑥𝑛

(1)
)

𝐼𝑛(𝑥𝑛
(1)

)
. (B33a,b) 

 

The rest of the calculation of the fields and boundary conditions at the helix and beyond 

follows Ref. [34]. The final result for the small-signal hot-tube dispersion relation is 

 𝐷(𝛽;𝜔) = det(𝑀) = 0, (B34) 

where the matrix M is given by: 

 

𝑀𝑙𝑙′

= (−1)𝑙𝑗𝑙+𝑙′ ∑ (

𝐽𝑙(𝛼𝑛) 0

0
𝑙 + 1

𝛼𝑛
𝐽𝑙+1(𝛼𝑛)

)𝑍𝑛̃ (

𝐽𝑙′(𝛼𝑛) 0

0
𝑙′ + 1

𝛼𝑛
𝐽𝑙′+1(𝛼𝑛)

)

∞

𝑛=−∞

 

(B34a) 

for 𝑙, 𝑙′ = 0,1,2, … J here is the lth (l’th) order Bessel function of the first kind. Its argument, αn, is 

𝛼𝑛 ≡
𝑤

2
[

𝑛

𝑎 sin𝜓
+ 𝛽 cos𝜓] . The matrix 𝑍𝑛̃ is defined to be 

 𝑍𝑛̃ ≡ 𝑅𝑍𝑛 (
0 1

−1 0
)𝑅−1 (B34b) 
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where R is the rotation matrix 

 𝑅 ≡ (
cos𝜓 sin𝜓

−sin𝜓 cos𝜓
) (B34c) 

and Zn is the impedance matrix 

 𝑍𝑛 ≡ (𝑌𝑛
(2)

− 𝑌𝑛
(1)

)
−1

 (B34d) 

defined in terms of the admittance matrices 

 𝑌𝑛
(𝑖)

≡
−𝑗𝛽𝑛𝑐

𝜍0𝛾𝑛
(𝑖)𝑙𝐻𝑛

(𝑖) 𝜔𝑎

(

 
 

𝑛
𝑛2𝛽𝑛

𝛾𝑛
(𝑖)2𝑎

− 𝜖𝑟
(𝑖) 𝜔2

𝑐2

𝑎

𝛽𝑛
𝑙𝐻𝑛
(𝑖)

𝑙𝐸𝑛
(𝑖)

−
𝛾𝑛

(𝑖)2
𝑎

𝛽𝑛
−𝑛

)

 
 

 (B34e) 

where 𝜍0 ≡ 𝜇0𝑐 is the impedance of free space. 
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