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Abstract 

The emerging concept of reconfigurable mechanical metamaterials has received increasing 

attention for realizing future advanced multifunctional adaptive structural systems partially due to 

their advantages over conventional bulk materials that are beneficial and desirable in many 

engineering applications. However, some of the critical challenges remain unaddressed before the 

concept can effectively and efficiently achieve real-world impacts. For instance, in the state-of-

art, modules of mechanical metamaterials only reconfigure collectively to achieve global topology 

adaptation. As a result, the structure merely exhibits limited number of configurations that are 

discretely different from each other, which greatly undermines the benefits and impact of the 

reconfiguration effect. Additionally, most of the metamaterials investigations are focusing on the 

“materials” characteristics assuming infinite domain without considering the “structure” aspect of 

the systems. The effects of having finite domains and boundary conditions will generate new 

research issues and phenomena that are critical to real-world systems.  

To address the challenges and fundamentally advance the state of the art of multifunctional 

adaptive structures, this dissertation seeks to create a paradigm shift by exploiting and harnessing 

metastable modular mechanics and dynamics. Through developing new analysis and synthesis 

methodologies and conducting rigorous analytical, numerical, and experimental investigations, 

this research creates a new class of reconfigurable metastructure that can achieve mechanical 

property and topology adaptation as well as adaptive non-reciprocal vibration/wave transmission. 
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The intellectual merit of this dissertation lies in introducing metastable modules that can be 

synergistically assembled and individually tuned to realize near continuous topology and 

mechanical property adaptation and elucidating the intricate nonlinear dynamics afforded by the 

metastructure. This research reveals different kinds of nonlinear instabilities that are able to 

facilitate the onset of supratransmission, a bandgap transmission phenomenon pertained to 

nonlinear periodic metastructure. In addition, utilizing this novel phenomenon, supratransmission, 

together with inherent spatial asymmetry of strategically configured constituents, the proposed 

metastructure is shown to be able to facilitate unprecedented broadband non-reciprocal vibration 

and wave transmission and on-demand adaptation. 

Since the proposed approach depends primarily on scale-independent principles, the broader 

impact of this dissertation is that the proposed metastructure could foster a new generation of 

reconfigurable structural and material systems with unprecedented adaptation and unconventional 

vibration control and wave transmission characteristics that are applicable to vastly different length 

scales for a wide spectrum of applications. 

 



 1 

  

Introduction 

1.1 Overview 

The goal of this research is to create a paradigm shift for multifunctional adaptive structures by 

exploiting and harnessing metastable modular mechanics and dynamics to provide novel pathways 

for shape, mechanical property, vibration and wave energy transmission controls. The idea is based 

on the translation of modular architectures, which have been observed in many biological and 

atomistic systems in nature or implemented in artificial metamaterials [1] [2] [3] [4] [5] [6] [7] [8] 

[9] to the macroscopic structural scale. The following section first gives an overview of the field 

of metastructures and metamaterials followed by some concepts and methodologies pertaining to 

this thesis. Then, the motivations and research objectives are discussed and highlighted.  

1.2 Metastructures and metamaterials 

The mechanical properties of natural materials can span only a specific, limited parameter range 

and are often times coupled with each other. For instance, Poisson’s ratio of most natural materials 

is positive [10] and elastic modulus and density for certain classes of materials are related to each 

other through a power law [7]. These constraints largely limit the design space and practical 

applications of natural materials. It is therefore desirable to develop structures/materials that could 

exhibit a chosen set of mechanical and physical properties. To engineer such structures/materials, 

large amount of research effort has been directed towards metastructures and/or metamaterials: 

structure/material with some form of spatial periodicity, either in its constituent material 
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properties, internal micro architecture or boundary conditions. These systems comprised of 

repeating patterns, sometimes known as unit cells, are attractive, in part, because the purposefully 

designed micro-architectures can often give rise to global mechanical properties that are much 

different and more desirable than the material from which the structure is made.  

 

Metastructures and metamaterials mainly exhibit two prominent advantages over its counterpart, 

conventional bulk materials and/or structures. First, these systems are invested with unprecedented 

adaptivity that can more effectively interact with a wide range of environmental variations and 

operating conditions. Such system-level multifunctionality can help minimize weight and 

maximize suitability to diverse missions and maneuvers, factors which are favorable, for example, 

in aerospace, automotive, and defense industries [11]. By periodic and cellular designs, the global 

properties of metamaterials have exhibited tunable Poisson's ratio [12] [13], negative stiffness [14], 

inverted compressibility [15], simultaneous high stiffness and low thermal expansion [16], as well 

as simultaneous low in-plane stiffness and very high out-of-plane flexural bending stiffness [17], 

just to name a few. See [18] [19] [20] for more detailed reviews on related topics.  

 

Secondly, these spatially periodic structures also exhibit intriguing wave propagation 

characteristics, amongst which wave filtering is of particular interest in many engineering 

applications. The filtering property refers to the fact that metastructures/metamaterials only allows 

the propagation of wave energy with frequency content in a certain interval. The frequency band 

in which wave energy propagates through the chain is called passband [21]. All other frequency 

components are spatially attenuated with energy localized to the source of excitation and this 

interval is called stopband. The wave filtering properties of metastructures has also enabled an 
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array of applications spanning from vibration isolation [22], wave steering [23], energy harvesting 

[24], acoustic wave signal processing [9], to even cloaking [25]. See [26] [27] [28] [29] for recent 

reviews on these topics.  

 

1.3 Reconfigurable metastructure and metamaterial 

Since the filtering properties depend highly on lattice geometry as well as stiffness and mass 

distributions [21], this poses a major limitation on linear metastructure, in which band structures, 

locations of passband and stopband, are fixed unless the overall structure or the periodicity is 

altered. To overcome this restriction a lot of research effort has been focused on systems with 

capability of in-situ changing lattice geometry or mechanical properties. One approach is to utilize 

continuous active actions. For instance, Goffaux and Vigneron [30] controlled phononic bandgaps 

by rotating a set of parallel solid square-section columns distributed in air. Wang et. al. [31] 

exploited different degrees of buckling of elastic beams to manipulate the wave propagation using 

an elastic matrix. Yeh [32] demonstrated tunable bandgaps by varying the applied electric field 

with electrorheological material, whose physical properties depend on the applied electric field. 

Robillard et.al [33] achieved controlling of bandgaps by varying applied magnetic field of a 

magneto-elastic periodic structure. For detailed discussions and other works related to this topic, 

see reviews in [18] [26] [34] [35] [36] [37] [38] [39]. In these investigations, physical parameters 

of the periodic structure are modified by constantly applying external sources of control such as 

magnetic or electric fields. These active approaches can theoretically achieve continuous changes 

in system properties but at the same time they require continuous external control power  
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Another approach to realize reconfigurable metamaterials is to take the advantage of coexisting 

multiple stable states (multistability); these are adaptive-passive methods often facilitate property 

changes without the need for continuous, active control intervention. Exemplary demonstrations 

of the adaptivity enabled by multiple stable states include the morphing capabilities of prestressed 

composite laminates [19] [40] or origami-inspired designs [41] [42] [43], such that the system 

topology may dramatically vary between the statically stable shapes. Engineered carefully, 

reversible adaptation on system properties can also be achieved switching amongst the equilibrium 

positions, which is desirable for wave filtering characteristics. For instance, Schaeffer and Ruzzene 

[44] studied multistable magneto-elastic lattice that exhibit different mechanical properties in each 

of their stable configurations. Haghpanah et. al. [45] designed a multistable architected structure 

based on building blocks encompassing fexible hinges and showed variable mechanical response 

enabled by multistability. Rafsanjani et. al. [46] presented a monolithic metamaterial whose tensile 

stress-strain curved can be tuned by harnessing snap-through instabilities. See [47] [48] [49] for 

recent reviews on related topics. 

 

1.4 Nonlinear metastructure and metamaterial 

Many of the aforementioned investigations on reconfigurable metastructures and metamaterials 

comprise unit cells that are bistable or multistable, which is inherently nonlinear [50]. This entails 

that, dynamically, when motion amplitudes are small, wave transmission is still dominated by 

linear dispersion relations. However, when amplitudes become large enough that nonlinear forces 

are no longer negligible, in the presence of nonlinearity, systems can exhibit rich nonlinear 

dynamical behaviors such as bifurcation phenomena, nonlinear resonances, and even chaotic 

vibrations just to name a few. Therefore, exploiting the nonlinear response of structures can reveal 
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new phenomena and hidden design opportunities that otherwise not possible using only linear 

systems which can potentially accommodate broader design goals. In this section, we review some 

of the literature related to dynamical phenomena in nonlinear periodic metastructure and 

metamaterial. 

 

One of the famous and well-known wave propagation phenomenon in continuous nonlinear 

systems is called solition [51] [52]. It describes a localized wave packets that is able to maintain 

their shape when traveling at a constant speed generated by a balance between nonlinearity and 

dispersion. More intriguingly, when two solitons travel in the same direction passing through each 

other, instead of obeying the superposition rule for linear waves, they maintain individual shapes 

with only a phase change [53]. For discrete systems, due to lack of arbitrarily translational 

invariance, solitions sometimes are prevented from propagating through the chain [54]. However, 

another type of localized, time-periodic dynamical energy in a perfect nonlinear lattice can be 

stabilized by the lattice discreteness and is known as intrinsic localized modes or discrete breathers 

[55]. Unlike solitons, collision between discrete breathers results in energy transfer from less 

localized breathers to more localized ones. Discrete breathers have been observed in many physical 

systems ranging from nonlinear crystal dynamics [56] [57], magnetic lattices [58] [59], electron-

phonon systems [60] [61] to tailored optical materials [62] [63]. It should be also noted that when 

there exists damping in the system, external harmonic excitation is required to sustain the discrete 

breathers. For instance, both stationary and moving discrete breathers have been observed in 

micromechanical cantilever arrays that are believed to be important for future designs of 

microresonator arrays intended for signal processing, communication, and sensor applications in 



 6 

MEMS devices [64] [65]. See [55] [66] for detailed reviews of related topics with other 

applications.  

 

Besides discrete breathers, which mostly concerns the energy localization in nonlinear periodic 

structures subject to external uniform harmonic excitation, there are two other important classes 

of problems: pulse propagation and response to external point harmonic excitation in nonlinear 

periodic structures [67]. For pulse propagation, a large body of literature in nonlinear mechanics 

focuses on granular chains, in which, nonlinearity arises from the contact forces between adjacent 

units [68]. Detailed theoretical and experimental investigations on pulse wave propagation in both 

homogeneous and inhomogeneous granular medium with different pre-stresses have been studies 

by many researchers [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80]. For the situation 

where an external point harmonic excitation is applied to one unit cell of a nonlinear periodic 

structure, influence of nonlinearity on wave propagation characteristics are two folds. First, since 

resonant frequencies of the nonlinear system depend on the total energy of the system, which can 

be described by the vibration amplitude of the motion, dispersion characteristics of a nonlinear 

periodic structure is hence amplitude dependent [81] [82]. As a result, nonlinearity offers the 

opportunity to design metastructures and metamaterials with tunable wave filtering characteristic 

that can potentially enhance the performance over linear periodic structure [83] [84] [85] [86] [87]. 

Secondly, due to nonlinear resonance [88] or bifurcation phenomena [89] [90], nonlinear periodic 

structures offer a pathway to enhanced wave energy propagation. Nonlinear resonance can occur 

due to internal or combination resonances with harmonic excitation [91] [92] [93] and this may 

occur for frequencies inside or outside the linearized pass band. The latter mechanism, also known 

as nonlinear supratransmission, occurs when excitation frequency lies outside the pass band. 
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Supratransmission describes a sudden transmission of wave energy in periodic structure excited at 

one end with input frequency inside the linear bandgaps [94]. For small excitation amplitude, 

similar to a linear system, energy injected into the system is spatially attenuated away from the 

input and does not propagate through the chain. However, when input exceeds a threshold 

amplitude, even though the excitation frequency is still in the bandgaps, energy transmission 

becomes possible due to nonlinear instability [95]. Supratransmission was first studied in discrete 

periodic structures by Geniet and Leon [94] [95] and since then, this intriguing phenomenon has 

been observed and extensively investigated in many discrete nonlinear systems, such as sine-

Gordon and Klein-Gordon chains of coupled oscillators [89] [96] [97] [98], Josephson junction 

parallel array [99], Fermi-Pasta-Ulam (FPU) nonlinear chains [100] [101] , granular crystals [102] 

[103] and periodic bistable chains [104] [105]. 

 

We are aware of the fact that there is also a large body of literature concerning nonlinear structures 

with disorder. Such disorder can be induced by adding nonlinearity to a linear system to achieve 

novel phenomena such as tunable broadband resonator [106], irreversible nonlinear energy sink 

[107] [108], and tunable nonlinear bandgaps [109] just to name a few. An alternative way of 

realizing disorder is by introducing defects on a nonlinear periodic structure [110]. Disorder in a 

periodic structure, either engineered intentionally or induced by manufacturing tolerance, can give 

rise to Anderson localization where response of a disordered periodic structure decays 

exponentially away from the source of excitation even though the excitation is within the passband 

of an otherwise periodic system [111] [112] [113] [114] [115] [116]. However, since the focus of 

this research is on dynamics of periodic nonlinear metastructures, we leave out on purpose a 

myriad of papers on the interplay between nonlinearity and disorder in periodic structures. 
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1.5 Motivations 

As surveyed above, reconfigurable metastructures and metamaterials in general are desirable for 

engineered structural-material systems to achieve high performance, versatility, and multi-

functionality in many mechanical, aerospace, and civil applications [12] [17] [19] [117] [118] 

[119] [120] [121] [122] [123] [124]. Particularly for the adaptive-passive approach [44] [48] [49], 

it has been demonstrated to be an effective and efficient method for creating multifunctional 

adaptive structural systems. On the other hand, there are still critical challenges to address and 

significant room for improvement before the concept can achieve real-world impacts. First, with 

current approaches, the modules reconfigure collectively to achieve global topology adaptation. 

As a result, the structure only exhibits limited number of configurations that are discretely different 

from each other, which greatly undermines the impact of the reconfiguration. In addition, since the 

current focus has been on achieving reconfiguration utilizing global external fields, independent 

changes of the individual modules are not possible or not explored. Such local module adaptation, 

on the other hand, can be very powerful to accomplish many more distinct configurations that can 

potentially enable near continuous changes for the adaptive-passive approach. Lastly, Most of the 

metamaterials investigations are focusing on the “materials” characteristics assuming infinite 

domain without considering the “structure” aspect of the systems. The effects of having finite 

domains and boundary conditions will generate new research issues and phenomena that are 

critical to real-world systems. 

 

In the pursuit of novel vibration and wave transmission control, the notion of non-reciprocal or 

one way wave energy propagation through a lattice has been found to be useful and achieved in 



 9 

various energy forms [102] [125] [126] [127] [128] [129] [130] [131]. For instance, Fleury et al. 

presented an acoustic circulator based on angular-momentum biasing through a circulating fluid 

[132]. Swinteck et al. demonstrated bulk waves with unidirectional backscattering-immune 

topological states using superlattice with spatial and temporal modulation of the stiffness [133]. 

Wang et al. proposed an all-optical optical diode via a “moving” photonic crystal to control the 

flow of light [134]. Liang et al. coupled a nonlinear medium with a supperlattice and accomplished 

unidirectional acoustic wave propagation by exploiting second-harmonic generation (SHG) of the 

nonlinear medium together with frequency selectivity of the linear lattices [129]. Popa and 

Cummer characterized an active acoustic metamaterial coupled to a nonlinear electronic circuit 

and demonstrated an isolation factor of >10 dB [135]. Recently, studies on non-reciprocal waves 

in systems with bistable elements have also received attentions [136] [137] for their intriguing 

nonlinear behavior [138]. See [28] [139] for reviews on recent developments for this unique wave 

propagation characteristics. While many of these and other previous studies pivot on the realization 

of unidirectional energy transmission are intriguing, investigations on systems capable of on-

demand tuning of such non-reciprocal wave propagations that are beneficial in many applications 

[28] [139] are still limited. Boechler et al. illustrated that taking advantage of the localized defect 

mode, tunable rectification could be achieved by adjusting the static load of a defected granular 

chain [102]. They demonstrated the one-way wave propagation phenomenon experimentally for 

selected frequencies below and close to the defect frequency. Chen and Wu presented a tunable 

topological insulator through both analysis and numerical experiments using a 2D phononic crystal 

[140]. They showed the existence of the topologically nontrivial bandgaps by actively inducing 

airflow and frequency ranges that exhibit one-way wave propagation can be tuned by varying 

airflow velocity as well as lattice geometry. However, once the static load [102] or air flow rate 
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[140] is fixed, both studies showcased the non-reciprocal harmonic wave propagations only for a 

limited frequency range. For transition waves, Raney et al. realized a tunable soft mechanical diode 

capable of one-way solitary wave propagation in elastomeric bistable lattices [141]. They observed 

unidirectional pulse propagation using a heterogeneous chain composed of a region with soft 

connectors combined in series with a region with stiff connectors and discovered that the 

propagation speed can be tuned by varying the beam end-to-end distance. While all these studies 

[102] [140] [141] demonstrate tunable non-reciprocal wave propagation, such adaptation can only 

be induced by the change of global topology or constraint. The reconfiguring of the numerous 

internal modules/components individually and synergistically for a given global confinement, 

which can significantly expand the adaptation space and greatly benefit wave control, are not 

allowed with the current approaches.  

 

1.6 Research objectives 

With the aforementioned motivations, focus of this research is on the meso- and macro-scale 

metastructures with structural components beyond materials level and taking into account of 

having finite domains and boundary conditions that are more realistic for real-world applications. 

Objectives of this research are therefore to: 

1. Devise unit module that can be synergistically assembled and individually tuned to 

facilitate multifunctional reconfigurable structures with unprecedented adaptivity for 

mechanical property, vibration and wave transmission control. 

2. Develop analytical methods to evaluate system properties of the assembled metastructure 

and investigate the adaptivity afforded by the reconfiguration of individual module. 
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3. Investigate the dynamical response of the structure and propose analytical methods to assist 

analyzing and synthesizing system with desired vibration and wave transmission properties. 

4. Explore the opportunity to achieve adaptive nonreciprocal wave transmission using the 

proposed metastructure and further the understanding of the phenomenon by uncovering 

the underlying mechanisms. 

5. Validate analytical findings for both static and dynamic analyses by constructing testbeds 

and performing experimental investigations. 

 

1.7 Thesis outlines 

The rest of this work is organized in six main chapters. We start in Chapter 2 by presenting the 

proposed metastable module and a proof of concept experiment setup. We derive the analytical 

formulation for metastructure assembled from metastable modules in parallel and perform 

parametric study on a two-module assembly both analytically and experimentally. Motivated by 

the promising results, in Chapter 3, we seek to build upon previous foundational concept by 

redesigning the mechanical module in such a way as to investigate how the favorable system-level 

adaptivity and performance of modular metastructures should be tailored with the assembly of 

many metastable modules. We perform both analytical and experimental investigations on 

harnessing transitions amongst metastable states for shape change and system property adaptation 

and develop Genetic Algorithm (GA) optimization routine to synthesize system with desired 

property profiles. In Chapter 4, we start to investigate the dynamical characteristics of a single 

metastable module. We derive analytical estimation on the response of the module under harmonic 

excitation using harmonic balance (HB) method and perform numerical and experimental study to 

verify the analytical findings. In Chapter 5, we study the dynamics of metastructure assembled 
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from metastable modules in series for on-demand reconfiguration of band structures and present 

experimental and numerical evidence on opportunity of realizing non-reciprocal wave 

propagation. We discover that this unique phenomenon is achieved by exploiting the nonlinear 

supratransmission property of a spatially asymmetric metastructure. In Chapter 6, we further the 

analysis by discovering intricate dynamics affordable by the metastructure and elucidating 

different kinds of nonlinear instabilities that facilitate the onset of supratransmission. We then 

propose a localized nonlinear-linear model to analytically estimate the input threshold amplitude 

required to trigger supratransmission. We conclude in Chapter 7 by summarizing the contributions 

of this work and providing suggestions for future work and research opportunities. 
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Metastable Modular Metastructure: Analysis and Experiments 

2.1 Chapter overview 

This chapter introduces the metastable modular structure as a platform to illustrate the 

unprecedented adaptivity. In complement but in contrast to previous investigations, we 

demonstrate in depth that through the bottom-up procedure, each metastable module can be 

engineered and tuned independently and the proposed integrated systems termed as metastructures 

can exhibit exceptional adaptive characteristics resulting from a synergy of the constituents. 

Analytical and experimental results demonstrate that when metastructures are prescribed a global 

shape/topology, the systems may yield unique properties adaptation including variation in reaction 

force magnitude and direction and may realize orders of magnitude change in stiffness. The 

metastructures also exhibit numerous global statically-stable topologies, the number of which may 

multiply exponentially. The influences of important parameters on tailoring the displacement 

range of coexistent metastable states are investigated to provide understanding of how the 

assembly strategy governs the intriguing versatility and functionality which may be harnessed. The 

findings suggest that these metastructures represent a major leap forward in adaptive structural-

material systems and introduce new concepts for phase-transition structures. 

 



 14 

2.2 Proof-of-concept metastable module 

A passive, mechanical modeling of muscle's microscale contractile systems, sarcomeres, has 

suggested that its building blocks, nanoscale cross-bridges [1], are a critical source for muscle's 

intriguing passive macroscopic functionalities observed in biological data [2] [142]. In the 

mechanical representation, the cross-bridge was shown to exhibit coexistent metastable states for 

the same sarcomere length [2] [142]. The metastable configurations represent the cross-bridge in 

either pre- or post-power stroke during the sarcomere contraction cycle which is the origin of 

contractile force. The study modeled the passive cross-bridge as bistable and linear springs in 

series [2], thus identifying equivalent structural constituents that emulate the essential ingredients 

of muscle's manifestation of metastability. Recent study further reveals that responses of such 

mechanical model are fundamentally different in hard (displacement controlled) and soft (force 

controlled) loading devices [143]. To harness the cross-bridge modeling insight [2], this research 

seeks to create and explore a concept for engineering passive-adaptive metastructures from the 

development and strategic integration of mechanical metastable modules. The term "metastable 

module" denotes that the module exhibits coexistent metastable states like the cross-bridge pre- 

and post-power stroke configurations for a prescribed sarcomere length and "metastructures" 

denotes that the global structural/material systems are invested with unprecedented characteristics 

derived from the synergy of their constituents. Although we are inspired by muscle, our goal is not 

bio-mimicry. Instead, we seek to uncover and elucidate the advanced functionalities and versatility 

invested in passive-adaptive engineered systems when a metastable module building block is 

translated upwards from the nanoscale. 
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Following the cross-bridge model [2] adapted here as shown in schematic in Figure 1(a), we devise 

and create a metastable module composed of bistable and linear springs in series. It is important 

to note that although the module includes a bistable spring, the capacity for multiple coexistent 

metastable states that is empowered by the metastable module composition sharply differentiates 

our module from a strictly bistable system which cannot realize multiple states for one 

displacement constraint [144]. Also, contrasting the previous modeling of the cross-bridge which 

utilized a bilinear/bistable spring [2] [142] [143], metastable module employs a continuous bistable 

spring characterized using a continuous, cubic polynomial expression for the spring restoring force, 

given by 𝐹𝑏 = 𝑘(𝑥 − 𝑎)(𝑥 − 2𝑎). Here, 𝑥 is the displacement of bistable spring which we refer 

to as the internal coordinate; 𝑘 is a stiffness coefficient; and 𝑎 is the distance between the bistable 

spring unstable equilibrium and a stable equilibrium. Note that this force expression indicates 

symmetry between the statically-stable equilibria of the bistable spring and the central unstable 

position. In Figure 1(a), the potential energy of the bistable spring restoring force is illustrated as 

the classical, double-well potential energy, within which the internal coordinate is located. This 

bistable spring is connected in series to a linear spring which exhibits a restoring force expressed 

by 𝐹𝐿 = 𝑘𝐿(𝑧 − 𝑥) where 𝑧 denotes the global end displacement and 𝑘𝐿  is the spring stiffness. 

These are the essential components of our metastable module which is employed in the assembly 

of metastructures in later investigations.  

 

To fabricate proof-of-concept metastable modules, frame-mounted bistable springs, realized using 

compressed and buckled spring steel beams fixed into supporting PMMA frames, are connected 

in series to a linear compression coil spring, aligned to translate uniaxially, Figure 1(c). The coil 

springs is attached to the center point of the buckled beam and is acted upon by a prescribed global 
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topologies/displacements z on the opposing end. For single-module experimentation, the opposing 

coil spring end is attached to a load cell which is attached to a quasi-statically actuated 

electrodynamic shaker. Shaker displacement or global topologies/displacements z is measured 

using a laser interferometer. Stiffness is determined by the derivative of the force-displacement 

profiles. The supporting frames measure 0.15 m 0.15 m by 6.5 mm with an interior cavity of 0.1 

m by 0.1 m. Thus, 0.1 m is the spring steel beam length prior to applying axial compression to 

buckle the beam. The spring steel beams are 0.127 m wide by 0.18 mm thick. Axial beam 

compression is accomplished via micrometer adjustments against a sliding end of the beam 

clamping fixture inside the frame. The straightforward design of the fabricated metastable modules 

captures the essential, passive mechanical ingredients of the cross-bridge, and, indeed, is 

advantageous so that investigations can be focused on the new phenomenological behavior without 

potential misdirection by nonessential elements. In Figure 1(a,b) and (c,d), the two coexistent 

metastable states are illustrated for the metastable module model and experimental system, 

respectively, showing that for one prescribed global end displacement 𝑧 , the internal state 

(coordinate) 𝑥 may rest at one of two metastable configurations. Such coexistence of metastable 

states for our module is the key feature derived from our cross-bridge inspiration. 
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Figure 1. (a) Mechanical model of the metastable module of bistable and linear springs in series. The potential function of 

the bistable spring is shown as a double-well potential energy within which the internal coordinate is located. Between (a) 

and (b), the coexistent metastable states for a prescribed end displacement, 𝒛 , are illustrated. (c,d) Proof-of-concept, 

experimental metastable module, illustrating comparable coexistent metastable states as shown in (a,b), respectively. 

2.3 Exploration of single metastable module mechanical properties 

To illustrate the novelty and advantageous feature of the metastable module, this section explores 

a preliminary study of a single module with parameters 𝑘 = 1 N/m3, 𝑎 = 1 m, 𝑘𝐿 = 0.3 N/m. 

Detailed analytical work will be presented in next section. Results show that the coexistence of 

multiple metastable states yields notable adaptation of global structural features, including 

potential energy, reaction force, and stiffness, as shown in Figure 2(b,c,d) respectively. When the 

coexistent metastable states exhibit distinct potential energies, like that shown across the 
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metastability range, defined as the range of global displacements 𝑧  within which multiple 

metastable configurations coexist, for our module in Figure 2(b), it is known that a system may 

exhibit adaptive or non-natural characteristics while the external shape/structure remains fixed [15] 

[145] [146] [147] [148] [149] [150], which helps support the premise of the modular metastructural 

development. Analytical and experimental results, Figure 2(c,d) respectively, reveal multiple static 

equilibria topologies, indicated by the global displacements satisfying zero force. Moreover, the 

results in Figure 2(c,d) show magnitude and direction adaptation of module reaction forces is 

possible via switching between coexistent metastable states. The connections between metastable 

state realization and corresponding reaction force behaviors are exemplified by the markers labeled 

1 and 2 shown in Figure 1(c) and Figure 2(d). The variation in reaction force direction is a 

particularly unique adaptivity. For example, when length z is fixed, the module will exert either 

resistive or assistive forces at the global end depending on which metastable configuration is 

realized. Such capacity is not possible using a bistable system alone, because a bistable system 

cannot realize multiple reaction forces for one displacement constraint. Consequently, the 

metastable module is more analogous to a phase-transition structure since the shape remains 

constant while its reaction to the environment drastically alters via change between coexistent 

metastable states. Such phase-transition characteristics may manifest into large energy dissipation 

when actuated amongst statically-stable equilibria. To exemplify this, a dynamical model is also 

derived with bistable mass 𝑚 = 1 kg and damping 𝑏 = 0.5 N/(m/s), Figure 2(a). The global end 

displacement 𝑧 is quasi-statically actuated back and forth at a rate of 0.5mm/s starting from one of 

its stable position (yellow circle) covering the range from -2m to 4m, Figure 2(c). The 

corresponding force displacement profile shown in thick solid cyan, Figure 2(c), clearly depicts 
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the large hysteresis loop formed by encompassing the two statically stable equilibria/zero force 

positions.  

 

Over the metastability range, we find that modules may also exhibit one of two stiffnesses 

corresponding to the respective metastable states. Between these two states, experimentally and 

analytically we observe orders of magnitude in stiffness variation may be effected, Figure 2(e,f). 

The global topologies for which stiffness adaptations are most dramatic are seen to occur near the 

extremes for which the respective metastable configurations occur. For example, measurements 

reveal more than four orders of magnitude stiffness change by switching between metastable 

configurations when the global displacement is fixed at z=10 mm (86.71 N/m to 0.02799 N/m), 

Figure 2(f). Moreover, analytical and experimental results find that the module may realize 

negative stiffness at the extremities of the metastability range, Figure 2(e,f). Due to the global end 

displacement constraint for the module, it has been shown that negative stiffness may in fact be 

"stabilized" [151]. To summarize, the module-level theoretical and experimental results show that 

exploiting multiple coexistent metastable states in the structural module cultivates considerably 

advanced adaptation features. 
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Figure 2. (a) Schematic of single-module for quasi-static dynamical analysis. Single-module analytical results of (b) potential 

energy, (c) reaction force, and (d) stiffness as functions of global displacement. Single-module experimental measurements 

of (e) reaction force and (f) stiffness. Markers regarding coexistent forces/displacements in (e) correspond to coexistent 

metastable configurations in Figure 1(c). Light shading denotes metastability range where structural adaptation is realized, 

and each line indicates a metastable state. 

2.4 Mathematical formulation for metastructures assembled from metastable modules in 

parallel 

In this research, one dimensional metastructures are assembled via metastable modules in parallel 

with a common, global end displacement. The assembly strategy follows the biological 

architecture where sarcomeres are assemblies of cross-bridges in parallel [1]. In this way, we 

emulate the fundamental mechanical phenomena and organization of the biological inspiration 

using our mechanical metastructure. A schematic of an assembled metastructure is shown in Figure 
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3. For this system, 𝑛  modules are arranged in parallel with respect to a common global end 

displacement 𝑧. Within each module, a bistable spring with restoring force 

 𝐹𝑖𝑏 = 𝑘𝑖𝑥𝑖(𝑥𝑖 − 𝑎𝑖)(𝑥𝑖 − 2𝑎𝑖)  (Eq. 1) 

is connected in series to a linear spring having restoring force 𝐹𝑖𝐿 = 𝑘𝑖𝐿(𝑧 − 𝑥𝑖), where 𝑥𝑖 is the 

𝑖𝑡ℎ module internal displacement representing the deformation of the bistable spring from the static 

equilibrium 𝑥𝑖 = 0; 𝑎𝑖  is the 𝑖𝑡ℎ  bistable spring span which denotes the distance between the 

unstable and stable equilibrium positions of the bistable spring; and 𝑘𝑖 and 𝑘𝑖𝐿 are stiffnesses. The 

total potential energy of the metastructure is then expressed by 

 𝑈 = ∑ [
1

2
(2𝑎𝑖

2𝑘𝑖 + 𝑘i𝐿)𝑥𝑖
2 − 𝑎𝑖𝑘𝑖𝑥𝑖

3 +
1

4
𝑘𝑖𝑥𝑖

4 − 𝑘𝑖𝐿𝑧𝑥𝑖 +
1

2
𝑘𝑖𝐿𝑧2]𝑛

𝑖=1   (Eq. 2) 

which is a function of internal coordinates 𝑥𝑖  as well as the global end displacement 𝑧 . A 

metastable internal state/configuration for a fixed global topology 𝑧 of the metastructure must 

satisfy 𝜕𝑈 𝜕𝑥𝑖⁄ = 0 and 𝜕2𝑈/(𝜕𝑥𝑖𝜕𝑥𝑗) > 0, where the latter indicates that the Hessian matrix is 

positive definite [152]. The former constraint leads to a series of force balance equations, one for 

each module in the assembly: 

 𝑘𝑖𝑥𝑖
3 − 3𝑎𝑖𝑘𝑖𝑥𝑖

2 + (2𝑎𝑖
2𝑘𝑖 + 𝑘𝑖𝐿)𝑥𝑖 − 𝑘𝑖𝐿𝑧 = 0; ∀ 𝑖 = 1,2, … , 𝑛 (Eq. 3) 

The solutions to equation (3), i.e., the roots of the cubic polynomials, are then substituted into the 

Hessian matrix to evaluate for positive definiteness. Since the system is assembled from modules 

in parallel, the modules are decoupled. Therefore, non-zero entries of the Hessian matrix only 

occur on the diagonal and determination of positive definiteness is equivalent to inspecting 

𝜕2𝑈/𝜕𝑥𝑖
2 > 0, ∀ 𝑖 = 1,2, … , 𝑛. From equation (3), the cubic polynomial may have at most three 

stationary points, and at most two which are stable via 𝜕2𝑈/𝜕𝑥𝑖
2 > 0. Thus, for each module in 

the metastructure, there are at most two configurations satisfying both of the constraints. The two 

real roots of the 𝑖𝑡ℎ cubic polynomial require that the discriminant of equation (3) satisfies: 
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𝛥𝑖 = 54𝑘𝑖
2𝑎𝑖𝑘𝑖𝑙(2𝑎𝑖

2𝑘𝑖 + 𝑘𝑖𝐿)𝑧 − 108𝑘𝑖
3𝑎𝑖

3𝑘𝑖𝑙𝑧 + 9𝑘𝑖
2𝑎𝑖

2(2𝑎𝑖
2𝑘𝑖 + 𝑘𝑖𝐿)2 − 4𝑘𝑖(2𝑎𝑖

2𝑘𝑖 + 𝑘𝑖𝐿)3 −

27𝑘𝑖
2𝑘𝑖𝐿

2 𝑧2 ≥ 0  (Eq. 4) 

Equation (4) can be rearranged into a quadratic polynomial inequality in terms of global end 

displacement 𝑧: 

 𝐶𝑖2𝑧2 + 𝐶𝑖1𝑧 + 𝐶𝑖0 ≤ 0  (Eq. 5) 

Here, coefficients 𝐶𝑖2 = 27𝑘𝑖𝐿
2 𝑘𝑖

2 , 𝐶𝑖1 = −54𝑎𝑖𝑘𝑖𝐿
2 𝑘𝑖

2  and 𝐶𝑖0 = 𝑘𝑖(4𝑘𝑖𝐿 − 𝑎𝑖
2𝑘𝑖)(𝑘𝑖𝐿 + 2𝑎𝑖

2𝑘𝑖) 

are functions of system spring stiffnesses and the bistable spring span. Therefore, end 

displacements leading to multiple coexistent metastable states for each module can be explicitly 

derived as a function of system parameters from equation (5) and satisfy the following criterion. 

 
−𝐶𝑖1−√𝐶𝑖1

2 −4𝐶𝑖2𝐶𝑖0

2𝐶𝑖2
≤ 𝑧 ≤

−𝐶𝑖1+√𝐶𝑖1
2 −4𝐶𝑖2𝐶𝑖0

2𝐶𝑖2
;  ∀ 𝑖 = 1,2, … , 𝑛  (Eq. 6) 

Consequently, the extent of the metastability range for the metastructure assembled from 𝑛 

modules is determined using 

 ⋃ [
−𝐶𝑖1−√𝐶𝑖1

2 −4𝐶𝑖2𝐶𝑖0

2𝐶𝑖2
,

−𝐶𝑖1+√𝐶𝑖1
2 −4𝐶𝑖2𝐶𝑖0

2𝐶𝑖2
]𝑛

𝑖=1   (Eq. 7) 

Having determined the metastable states of the metastructure, the total end (reaction) force at 

global topology 𝑧 is found using 𝐹𝑒𝑛𝑑 = ∑ 𝑘𝑖L(𝑧 − 𝑥𝑖)𝑛
𝑖=1 . The stiffness of the metastructure at 

each global end displacement is obtained by Hooke’s law  

 𝑘𝑎 =
𝜕𝐹𝑒𝑛𝑑

𝜕𝑧
= ∑ 𝑘𝑖𝐿(1 − 𝜕𝑥𝑖 𝜕𝑧⁄ )𝑛

𝑖=1       (Eq. 8) 

where 𝜕𝑥𝑖 𝜕𝑧⁄  can determined implicitly from equation (3). 
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Figure 3. Schematic of the modular metastructure with n metastable modules assembled in parallel 

2.5 Analytical and experimental case studies 

2.5.1 Analytical case study for a two-module metastructure 

 In this section, a preliminary analytical study of a two-module metastructure is performed to 

investigate representative structural characteristics invested in the system via the coexistence of 

metastable states for each module. The two modules are different in design parameters, and hence 

in structural features. The specific parameters used in the analysis are 𝑘1 = 1 N/m3, 𝑎1 = 1 m, 

𝑘1𝐿 = 0.3  N/m and 𝑘2 = 16/81  N/m3, 𝑎2 = 3/2  m, 𝑘2𝐿 = 8/45  N/m. The parameter values 

indicate that the stable equilibria of the two bistable springs of the modules are located at (0,2) m 

and (0,3) m. We note that these parameters are chosen arbitrarily and are thus used for 

representative purposes in deriving first insights pertaining to the primary features of the 

metastructures. Using the equations from the mathematical formulation, the metastable states of 

the two-module metastructure are determined and the corresponding global end forces and 

stiffnesses are plotted in Figure 4. Throughout this work, in the profiling of force and stiffness as 

end displacement is varied, the distinct line styles represent different combinations of metastable 
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internal configurations. Here, AA is used to indicate that the attachments between linear and 

bistable springs of both modules remain at positions with displacements greater than the unstable 

static equilibria, i.e., in this case study satisfying 𝑥1 > 1  m and 𝑥2 > 1.5  m, respectively. 

Conversely, the label BB means that these spring connections remain at positions with 

displacements less than the unstable static equilibria, and thus satisfy 𝑥1 < 1 m and 𝑥2 < 1.5 m, 

respectively. The mixed labels AB and BA denotes the corresponding mixed cases of internal 

module configurations. Lastly, for completeness, we add that if the internal coordinate of a 

metastable module maintains the unstable equilibrium position of the bistable spring for fixed end 

displacement 𝑧  (here, the internal coordinates would satisfy 𝑥1 = 1  m or 𝑥2 = 1.5  m), this 

indicates that the metastable module design is such that coexistent metastable states are not 

realized and the module is equivalent to a bistable spring directly acted upon by the end 

displacement, implying 𝑥1,2 = 𝑧 . This trivial limiting case does not occur in the following 

investigations. 

 

Figure 4(a) shows that the two-module metastructure exhibits multiple distinct force profiles, one 

representing each metastable configuration set of the system. The plot also reveals four global 

displacements yielding zero reaction force, i.e., statically-stable equilibrium positions. As 

identified using the analytical model, the number of metastable topologies of the metastructures 

may increase exponentially according to the number 𝑛 of modules employed. In other words, an 

𝑛-module metastructure may exhibit at most 2𝑛 stable configurations: this is evidently a synergy 

due to the assembly of the strategically designed metastable modules. This is exemplified by a 

representative force-displacement profile in figure 4(c) for a six-module metastructure. Using an 

example set of parameters, 64 (N=6 and thus 26=64) statically-stable equilibria topologies are 
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found along a broad metastability range. When prescribed an end displacement, figure 4(c) shows 

that significant and near-continuous force magnitude/direction adaptivity (and hence stiffness) is 

effected via the switching amongst coexisting metastable states. Note that an exponentially 

multiplying number of statically-stable equilibria can’t be realized using traditional bistable 

systems in parallel, which clearly indicates the enhanced benefits of the metastructural assembly 

of metastable modules. 

 

As shown in Figure 4, for this representative case, the metastability range spans from 

approximately 𝑧 = 0.25 m to 𝑧 = 2.17 m. Shown in the force profile, Figure 4(a), when the end 

displacement 𝑧  is prescribed, at most four different reaction forces can be realized for this 

metastructure. For example, at 𝑧 = 1 m, the metastructure can react differently as its internal 

metastable configurations are changed which, similarly to single-module, for some transitions in 

metastable states, leads to a change in force magnitude as well as  direction. In other words, when 

the metastructure originally requires one to pull the system to maintain length 𝑧 = 1  m, a 

metastable state transition may require one to push the metastructure to hold the system at the same 

length. Likewise, when actuated amongst the four statically stable equilibria, large hysteresis loop 

can be formed, Figure 4(a). Detailed investigation on tailoring the amount of energy dissipation 

per cycle for a metastructure will be presented elsewhere.  The unique adaptability of reaction 

force is made possible owing to the fact that our metastable module is bi-valued in displacement 

for one force as well as bi-valued in force for one end displacement. This characteristic contrasts 

that of traditional bistable systems which are only bi-valued in displacement for one force value. 

Thus, even though the metastable module includes a bistable spring, its global properties are 

significantly distinct from those of traditional bistable systems.  
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In addition to changes in reaction force, by Hooke's law Figure 4(b) shows that the two-module 

metastructure exhibits large and continuous adaptability in stiffness when the global 

shape/displacement is held constant. In fact, orders of magnitude of stiffness variation may be 

achieved by switching among the internal states when global end displacement is fixed, e.g., at 

𝑧 ≈ 1.7 m. The change of sign of metastructure stiffness is an indicator that the specific internal 

configuration is destabilized and would transition into a new metastable configuration set if the 

global end constraint is removed [151]. Large stiffness adaptation is an important structural feature 

to enhance numerous engineering systems due to the multifunctionality it may enable, such as for 

shape morphing, wave-guiding, actuation concepts, vibration control, just to name a few 

applications [19] [123] [122] [153] [154] [155] and the giant adaptation of stiffness afforded by 

the metastable module is an attractive capability to leverage. The ability for assemblies of 

metastable modules to realize such drastic stiffness tailoring over a broad metastability range of 

global topology indicates these metastructures empower a high versatility.  
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Figure 4. Analytical profiles for two-module metastructure as global end displacement is varied: (a) end force and (b) 

stiffness. Different line styles denote different metastable configurations. Thick solid cyan line in (a) represents the force 

displacement profile of the metastructure from quasi-static actuation. (c) Analytical force profiles for six-module 

metastructure as global end displacement is varied. 

2.5.2 Experimental case study for a two-module metastructure 

Following the analytical case study, we employ our proof-of-concept experimental system to 

verify the primary trends of the analysis which revealed that the metastructure could realize a 

multitude of statically-stable equilibria across a broad metastability range and could enable 

significant adaptation of mechanical properties for prescribed global shapes. Figure 5 shows the 
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experimental setup of a two-module metastructure, where the modules are labeled using I and II. 

Similar to single module, the bistable springs are realized via compressed spring steel beams of 

0.18 mm thickness, 0.127 m length, and 0.013 m width, which are clamped into PMMA frames. 

The linear springs are realized by coil springs which are attached to the bistable beams at the center 

points. The other end of the coil springs are attached to a common rigid connecting bar which is 

connected to a shaker. The shaker moves uniaxially so as to constrain the global end displacements 

𝑧 to one-dimension. Experiments are conducted by quasi-statically displacing the shaker while 

global end (reaction) force and global end displacement are recorded using a force sensor and laser 

interferometer, respectively. Due to the coexistence of metastable states, we perform multiple 

measurements by starting from all statically-stable global topologies to measure the force profiles 

related to the potential sets of metastable configurations of the assembled modules. As a result, the 

experiments are conducted to reconstruct the profiles satisfying the conditions that: (AA) both 

modules' bistable beam displacements remain to the right of the unstable equilibrium positions 

with respect to a central, vertical, pre-buckled configuration; (BB) both bistable beam 

displacements remain to the left, as shown in Figure 5; (AB) the bistable spring displacement of 

module I remains right and that of module II remains left; and (BA) the bistable spring 

displacement of module I remains left and that of module II remains right.  
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Figure 5. Photograph of a two-module metastructure. 

Figure 5(a) presents the measured force profiles of a two-module metastructure as end 

displacement varies. In agreement with trends predicted analytically in Figure 4(a), the 

measurements shown in Figure 5(a) reveal four distinct force profiles depending on the metastable 

configurations exhibited within the metastructure. In this case, each profile exhibits one global 

topology/displacement satisfying zero reaction force; thus, each metastable configuration set 

induces a different statically-stable global topology. The measurements show that when the 

metastructure is prescribed a global displacement, switching amongst internal configurations may 

change amplitude and direction of the reaction force, which is also in agreement with analytical 

predictions. For example, as seen in Figure 5(a), when the global displacement is 0.01 m, 

depending on the metastable configuration, the reaction force may take on four amplitudes, two in 

each direction. Similar to the analytical results presented in Figure 4(b), the experimental results 

plotted in Figure 5(b) indicate extreme change in stiffness may be realized by switching amongst 
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the metastable configurations while the global end displacement is fixed. The maximum stiffness 

variation is seen to occur close to the limits of stability for each metastable state, thus close to the 

displacements for which the stiffnesses may become negative. 

 

Because the metastructure mechanical properties may adapt while the global end displacement (or 

constraint) remains fixed, these first analytical and experimental results suggest that metastructures 

assembled from metastable modules still exhibit features similar to phase-transitions: the global 

constraint remains fixed while the reactions to the environment vary. The collective results of 

Figure 5(a) and (b) verify the primary trends of the analysis and clearly demonstrate that the 

metastructures can yield dramatic mechanical properties adaptivity for constant global topology, 

induce a multiplying number of statically-stable equilibria across a broad metastability range of 

global displacement and potentially forming large hysteresis loops when actuating amongst these 

statically-stable equilibria. 
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Figure 6. (a) Force and (b) corresponding stiffness profiles of the two-module metastructure as global end displacement is 

varied.  

These analytical and experimental results suggest that switches amongst the metastable states 

provide immediately reversible properties adaptation or change of global metastructure shape. To 

provide experimental evidence of the reversible topology changes using metastable state switching, 

we examine another two-module metastructure that dynamically undergoes transitions of the 

metastable configurations. First, Figure 6(a) plots the force profiles of the system, once again 

uncovering the characteristic multitude of unique mechanical properties which may be realized 

depending on the metastable configuration set of the assembled modules. The four statically-stable 

equilibria are labeled 1 to 4 in Figure 6(a) and highlighted via the circle points. Then, in Figure 
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6(b) we plot the time history of the global end displacement while the various metastable 

configurations are changed via fast manual actuations upon the attachments between module 

bistable and linear springs. In the experiment, both modules start at positions to the right of the 

unstable equilibrium of the bistable beams (AA) with respect to the pre-buckled configurations. 

Therefore, without constraint on global end displacement, the metastructure starts from the 

position labeled 1 in Figure 6(a), which is the statically-stable topology corresponding to the 

metastable configuration AA. By switching the internal coordinate of module I to the left of the 

bistable beam unstable equilibrium, realizing the BA configuration, without an external constraint 

the global end position immediately changes to the topology labeled 2 in Figure 6(a). The 

corresponding time history of global displacement at the point of the metastable state switch is 

shown in Figure 6(b) at time around 6 s, and the reversible switch back to topology 1 occurs around 

time 15 s. This process is repeated for the changes in topology 1 to 3 to 1, and 1 to 3 to 4 to 1. Note 

that during the experiments, the global end displacement 𝑧 is not constraint and free to move 

therefore instead of following any of the force displacement profiles, end displacement 𝑧 will 

naturally settle down at corresponding zero force positions when metastable configuration/internal 

coordinate switches. This experimental demonstration of metastable state transitions verifies the 

reversibility of switching amongst the metastable configuration sets as means to realize repeatable 

and consistent changes in statically-stable global topologies. Because the number of such 

statically-stable equilibria may increase exponentially as the number of metastable modules 

increases within the assembly, the global shape change may become nearly continuous, 

empowering large, smooth compliance for the one-dimensional metastructure.  
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Figure 7. (a) Force profiles of the two-module metastructure as end displacement is varied. (b) Time history of global end 

displacement as metastable configuration is changed. 

2.6 Parametric study for two-module metastructure 

The unique adaptation of shape and mechanical properties observed from the prior case studies 

show that these metastructures may provide high potential for engineering applications for which 

such versatility is advantageous [19] [119] [120] [123] [153] [156]. To take greatest advantage of 

these features, the sensitivity of the metastructure properties is now evaluated as key design 

parameters are changed. In this research, excepting the number of modules in the parallel assembly, 
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all of the design parameters are at the module-level. Thus, in the following sections, we examine 

the influence on the overall system characteristics as individual metastable module design 

parameters are changed. 

2.6.1 Analytical study of change in bistable spring span 𝑎2 

In this section, we use the analytical model to investigate the influence on metastructure 

characteristics by changing the span between the statically-stable equilibria of the bistable spring 

of the second module, denoted by parameter 𝑎2. The other system parameters for the following 

study are 𝑘1 = 𝑘2 = 1 N/m3, 𝑘1𝐿 = 𝑘2𝐿 = 0.5 N/m, 𝑎1 = 1 m, and 𝑎2 = [0.8 1.2 1.6] m. The top 

row of Figure 8 plots the global end force as a function of global displacement, while the bottom 

row of Figure 8 depicts the corresponding stiffness profiles. The labeling convention for the 

metastable configurations is the same as was employed in the case studies. From left to right, the 

bistable spring span 𝑎2 increases from 0.8 to 1.2 to 1.6 m. 

As clearly shown in Figure 8, the metastability range increases as the bistable spring span 𝑎2 

increases. This is due to the fact that as the bistable spring span of the second module increases, 

according to equation (1) the corresponding peak force amplitudes of the second module bistable 

spring are increased at the displacements which transition from positive to negative stiffness values 

(for reference, the feature here discussed is explicitly observable in Figure 10 in the following 

experimental studies). This in turn makes it possible to stabilize the metastable states over 

progressively increasing ranges of global displacements because larger forces from deformation 

of the linear spring (and hence of the global end displacement) are required to counterbalance the 

increasing bistable spring forces. 

To investigate the influence of metastability range on damping capacity of the metastructure, two-

module metastructures are actuated quasi-statically at a rate of 0.5mm/s starting at the same 
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statically stable equilibrium marked by yellow circle with corresponding force displacement 

profiles plotted in thick gray lines, Figure 8(a-c). The actuation range, from -1m to 4m, is chosen 

such that it encompasses every possible statically stable equilibria for all three cases. As clearly 

depicted in Figure 8(a-c), hysteresis loop increases as metastability range increases. Specifically, 

with damping 𝑏 = 0.5 N/(m/s) and mass 𝑚 = 1 kg for both modules, energy dissipation per cycle 

of the metastructure increases from 0.42 J to 1.70 J to 6.65 J as a result of increase in bistable span. 

Such more than 10 times increment in energy dissipation capacity is another testimony of the 

extreme tailorablility of the proposed metastructure as well as a valuable justification of exploring 

the influence of system parameters on metastability range.  

It is also observed that the change of bistable spring span 𝑎2 has little effect on the stiffness profiles 

at very small and large displacements of the two-module metastructure, as shown in Figure 8(d-f). 

On the other hand, increases in the second module bistable spring span parameter are seen to 

gradually increase the location at which the static equilibrium position of the AA metastable 

configuration occurs. Finally, we see that as the bistable spring span 𝑎2 increases, considering the 

columns of Figure 8 from left to right, the ranges of displacements over which the metastable 

configurations AB and BA occur also increase. This effect is especially prominent for 

configuration AB, where the range is almost non-existent considering the case of shortest bistable 

spring span, Figure 8(a,d), yet it seen to extend over a majority of the total metastability range for 

the largest bistable spring span, Figure 8(c,f). The latter finding is important because each 

metastable state provides for a unique force and stiffness profile, which the metastructure may 

favorably harness for adaptation of mechanical properties. Thus, a wider range of displacements 

across which each unique metastable configuration profile exists provides for a broader range of 

global topologies that are empowered with advantageous adaptivity. 
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Figure 8. Profiles of (a,b,c) end force, and (d,e,f) stiffness as global end displacement is varied for the two-module 

metastructure. From left to right for both rows, the bistable spring span 𝒂𝟐  of the second module increases. 

2.6.2 Analytical study of change in linear spring stiffness 𝑘2𝐿 

Then, we utilize the model to explore how characteristics of the two-module assembly are 

influenced due to changes in linear spring stiffness 𝑘2𝐿. The parameters for the study are 𝑘1 =

𝑘2 = 1 N/m3, 𝑘1𝐿 = 0.5 N/m, 𝑎1 = 1 m, 𝑎2 = 1.25 m and 𝑘2𝐿 = [0.4 0.8 1.2] N/m.  Similar to 

the plotting convention in Figure 8, the top row of Figure 9 presents the end force profiles together 

with hysteresis loop formed by quasi-static actuation while the bottom row shows the 

corresponding stiffness profiles for the two-module metastructure. In both rows of Figure 9 from 

the left-most column to the right-most column, the linear spring stiffness 𝑘2𝐿 increases from 0.4 

to 0.8 to 1.2 N/m. For the range of the linear spring stiffnesses 𝑘2𝐿 employed in this parametric 

study, all three cases preserve the characteristic four distinct force profile paths per two-module 

assembly, as shown in Figure 9(a-c). As the linear spring stiffness 𝑘2𝐿  increases, two primary 
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trends are observed. First, the metastructure stiffnesses for very small or very large end 

displacements are seen to increase, Figure 9(d-f); this is in sharp contrast to the observations in the 

prior section that metastructure stiffness variation is negligibly influenced for the extreme end 

displacements as bistable spring span is changed. Yet, for displacements within the metastability 

range, the trends of global stiffness change are more intricate as linear spring stiffness is tailored. 

For example, as the linear spring stiffness 𝑘2𝐿 increases, the metastable configurations labeled as 

AB exhibit broader spans of end displacement having very small positive or negative stiffness 

values, as shown in Figure 9(d-f) by considering the plots from left to right. These trends may be 

explained by considering that the effective stiffness of two springs in series is determined by the 

weaker link. Therefore, as the linear spring stiffness 𝑘2𝐿  increases, the “negative stiffness” 

characteristic of the bistable spring constituent has greater influence on the module-level stiffness 

profiles, which is reflected in the profile for the two-module metastructure.  

The second primary trend is that the metastability range decreases as linear spring stiffness 𝑘2𝐿 

increases. This finding is intuitive if we consider the limiting case in which the linear spring 𝑘2𝐿 

becomes extremely stiff. In this situation, the global end displacement is effectively connected 

directly to the bistable spring internal coordinate of the second module. Consequently, the 

metastability range for the second module will be zero, although, there is still the possibility of a 

finite metastability range of the two-module metastructure but this depends on the design 

parameters of the first module according to equation (7). Lastly, same as previous findings, 

hysteresis loops/energy dissipation per cycle decreases as metastability range decreases. 
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Figure 9. Profiles of (a,b,c) end force, and (d,e,f) stiffness as global end displacement is varied for the two-module 

metastructure. From left to right for both rows, the linear spring stiffness 𝒌𝟐𝑳 increases 

2.6.3 Experimental parametric study 

We employ an experimental two-module metastructure to examine the influences of changing the 

parameters that were investigated in the prior sections: linear spring stiffness and bistable spring 

span of one of the modules. The experimental studies are intended to verify the primary analytical 

observations as well as to gather meaningful insight about practical factors involved in assembling 

metastructures from our current proof-of-concept modules. 

To begin, a series of experiments are conducted by varying the bistable spring span of module II 

while all other parameters of the metastructure remain constant. The span is changed by adjusting 

the compression distance on the buckled beam in module II. The measured force profiles for the 

four cases of bistable springs used bistable in module II are presented in Figure 10, showing that 

from case 1 to case 4, the span gradually increases. For completeness, Figure 10 also shows the 

relation of the spring span for module I with respect to those considered for module II in the 
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following parametric study. In addition, note the feature that was discussed in the analytical 

parametric study which indicated that the peak force amplitude prior to the transition to negative 

stiffness gradually increases as the static equilibria span of the bistable spring of module II is 

progressively increased. 

In Figure 11, the end force (top row) and stiffness (bottom row) profiles of the two-module 

metastructure are presented for all four cases of bistable spring span, as it is gradually increased 

from case 1 to case 4 considering the figure columns from left to right. In agreement with the 

analytical trends shown in Figure 8, we find that as the bistable spring span of module II increases 

from cases 1 to 4, the range of existence for metastable configuration AB noticeably increases. 

Due to the experimental constraints in realizing the metastable states from statically-stable 

configurations, the absence of the AB metastable configuration in Figure 11(a,b,e,f) does not 

necessarily indicate the AB configuration set does not exist, but rather that the AB profile does not 

include a statically-stable configuration that experiments could begin quasi-static profiling around. 

Considering Figure 11 further, also in agreement with analytical findings we find that the change 

in bistable spring span does not appreciably affect the stiffness of the metastructure for very small 

or very large end displacements, as seen in Figure 11(e-h): the maximum stiffness for such 

displacements remains around 300 N/m for all cases. However, the increase in the bistable spring 

span is observed to shift the location of the statically-stable equilibrium of configuration AA to 

higher values of displacement, from approximately 7.5 mm to 10 mm as shown in Figure 11. Each 

of these findings is in very good agreement with the observations made in the analytical parametric 

study by employing our mathematical model.   
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Figure 10. Force profiles of the bistable springs of modules I and II as the bistable spring displacement is varied. The dashed 

curve corresponds to the bistable spring force profile for module I, whereas the remaining curves are those employed for 

module II. The spans of the bistable springs used for module II increase from 1 to 4 as labeled in the plot. 

 

Figure 11. Measured profiles of (a,b,c,d) end force, and (d,e,f,h) stiffness as global end displacement is varied for the two-

module metastructure. From left to right for both rows, the bistable spring span of module II increases from example 1 (far 

left) to example 4 (far right). 

Experiments are then performed to investigate the influence of changing the linear spring stiffness 

of module II using the coil spring stiffnesses of 54 N/m, 77 N/m, 98 N/m, and 122 N/m, denoted 

here as cases 1 through 4, respectively, while all other metastructure parameters remain the same. 
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For comparison, the linear spring stiffness of module I was 122 N/m throughout the following 

evaluations. Figure 11 quantifies the trends observed in the measurements on how the metastability 

range of the two-module metastructure is affected as linear coil spring stiffness (solid bars/blue) 

and bistable spring span (dashed bars/red) of module II are varied. Cases 1 through 4 correspond 

to either increase in linear coil spring stiffness or increase in bistable spring span, where the latter 

results were considered in full detail via Figure 11. As depicted in Figure 11, the general trend is 

that the metastability range of a two-module metastructure increases as the linear spring stiffness 

decreases or as the bistable spring span increases. These findings are in accordance with the 

analytical observations described in the analytical and experimental parametric studies and 

examined in Figures 8 and 9. To maximally harness the mechanical properties adaptivity of the 

metastructure, a multitude of coexistent metastable states must be realized over a broad range of 

end displacements. The results of the parametric studies indicate that the linear spring stiffness and 

the span between bistable spring static equilibria are critical towards governing the breadth of the 

metastability range. Moreover, the findings indicate that even one module of a multi-module 

assembly may play a lead role in determining the metastructure properties by the adjustment of a 

single module-level constituent.  
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Figure 12. Metastability range as linear coil spring stiffness (solid/blue) and bistable spring span 

(dashed/red) varies.  
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Harnessing the Metastable States of A Modular Metastructure for 

Programmable Mechanical Properties Adaptation 

3.1 Chapter overview 

Previous studies on periodic metamaterial systems have shown that remarkable properties 

adaptivity and versatility are often products of exploiting internal, coexisting metastable states. 

Motivated by this concept, in this chapter we seek to build upon previous foundational concept by 

redesigning the mechanical module in such a way as to investigate how the favorable system-level 

adaptivity and performance of modular metastructures should be tailored with the assembly of 

many metastable modules. In so doing, this presents the opportunity to explore how to best design 

such modular metastructures for a given set of targeted macroscopic characteristics. Thus, this 

research begins to establish a new local-global design framework whereby the local modules are 

designed such that a targeted global synergy is effected once the modules are assembled into 

modular metastructures. In the process of exploring this local-global framework, answers to 

several design-based questions are sought. These questions include (i) what degree of parametric 

heterogeneity is permissible or desirable towards realizing the target adaptivity performance, (ii) 

what types of heterogeneity are to be considered, and (iii) are such conclusions extensible to 

metastructures composed of any number of metastable modules?  

To accomplish the research objective and explore the local-global design framework, a series of 

tasks are performed and discussed in the following sections.  First, the experimental module 
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created to facilitate the assembly of many such modules into metastructures is introduced, and 

gives evidence that the product of this design strategy may be a remarkable synergy at the 

macroscopic level. Then, a theoretical study provides insights to the qualitative persistence and 

evolution of metastable states and property adaptivity. Next, additional experimental evaluations 

elucidate how modularity can be exploited to invest metastructures with direct means for massive 

property change such as reaction force variation and tunable hysteresis. Finally, a genetic 

algorithm routine is developed and investigated to probe the parametric sensitivities exhibited with 

respect to achieving specific properties adaptivity goals, thus establishing rational means to locally 

design the metastable states of modules to realize targeted global metastructure performance once 

the modules are thereafter assembled. 

 

3.2 Experimental module, assembly strategy, and exemplary properties adaptivity 

Prior researchers have shown that inducing coexisting metastable states in mechanical systems is 

fundamentally accomplished using a bistable (negative stiffness) spring in series with a positive 

stiffness spring [2] [151] [157], Figure 13(a). Properly designed, the two, local minima of potential 

energy of the bistable component enables the module to possess two metastable states, whereby 

the macroscopic topology, 𝑧 in Figure 13(a), remains the same while the reaction force 𝐹𝑖 (and 

related properties such as stiffness) may be adapted. A module employing a bistable spring alone 

is insufficient to induce coexisting metastable states because the additional positive stiffness series 

spring introduces the means to equalize the macroscopic load at two coexisting internal 

configurations, which is the essential adaptation mechanism [151]. In this study, building upon the 

authors' prior study of assembling two such archetypal metastable modules together, a new one-

dimensional metastable module is created and investigated so as to facilitate the assembly of many 
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modules together into metastructures. This enables the evaluation of how the macroscopic 

properties of the metastructure are tailored due to the design and switching among the many 

metastable states, as sketched in Figure 13(b).  

 

A schematic of the new module created here is given in Figure 13(c). The essential components 

for effecting metastable states are retained: a bistable spring in series with a positive stiffness 

spring. The bistable spring is generated by geometric constraints: four spring steel beams are 

bonded between an acrylic/PMMA housing and shuttle such that the distance between the housing 

and shuttle (𝛿 ≈13 mm) is less than the beam lengths prior to bonding (ℓ ≈14 mm). In series with 

the bistable spring is a spring that connects the bistable shuttle, displaced by 𝑥, to the PMMA 

facing element which is acted upon by the end displacement 𝑧. This series spring force is due to 

tensioned elastic bands that interface the shuttle and facing components. Parallel assemblies are 

created by stacking and constraining the modules at the housing ends using alignment rods while 

a common, rigid guide rod governs the resulting metastructure end displacement 𝑧, as shown in 

Figure 13(c). Photographs of one experimental proof-of-concept module and multi module 

metastructure assembly are given in Figure 13(c) and (d), respectively. 

 

Experiments are undertaken with the housing ends of assembled modules secured to an optical 

table (Newport RS 3000) while the guiding end displacements 𝑧  are governed by a motion 

controller/stage system (Newport IMS500CC) moving at a rate of 100 μm/s with displacement 

resolution of 1.25 μm. The same experimental routine applies whether capturing data for an 

individual module or for a multi module metastructure. Measurements are taken for the one-

dimensional end displacement 𝑧 using a potentiometer (Novotechnik TR-100) and for the resulting 
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reaction force 𝐹  using a load cell (Measurement Specialties ELAF-TIE-100L) at the end 

displacement location. The load cell measurements pass through an analog, fourth-order low-pass 

Butterworth filter (DL Instruments 4302) at 10 Hz at the point of acquisition while all data is post-

processed using a digital, second-order low-pass butterworth filter at 1 Hz. 

 

 

Figure 13. (a) Model schematic of bistable spring (double-well potential energy profile) in series with positive stiffness spring 

acted upon by end displacement. (b) Illustration of reaction force F adaptation when a one metastable module of a multi 

module metastructure transitions from one to another metastable state: the force is modified to F+ ΔF while end 

displacement z is constant. (c) Schematic of experimental, mechanical metastable module. Dimensions are given in mm. (d) 

Schematic of multi module metastructure assembly and experimental implementation. (e) Top view photograph of one 

experimental module and (f) a multi module metastructure. 

To first evaluate the efficacy of the new module design towards realizing coexisting metastable 

states and possibility for adaptivity growth in metastructure assemblies, experiments are conducted 

using the methods detailed above for an individual module, and then for metastructures assembled 

from two, four, and six modules in parallel. Figure 14 presents exemplary measurements of 

normalized reaction force as the end displacement is varied quasi-statically. Each curve indicates 

a metastable state; when multiple states are discovered, multiple experiments are conducted to 
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measure them all. To measure each state, data collection is begun at an end displacement 

approximately halfway along the full range considered and then two measurements are taken 

where one involves reducing end displacement values and the other uses increasing end 

displacements from this interior starting point. The reaction force normalization used in plotting 

is with respect to the largest absolute force measured for the six module metastructure, which 

occurs around an end displacement 𝑧 = 22 mm. 

 

For the individual module results shown in the top panel of Figure 14, over a range of end 

displacements there are two coexisting metastable states that induce unique macroscopic 

mechanical properties. In other words, for topologically identical end displacements, the module 

may provide two distinct reaction forces. The metastable module design investigated here therefore 

meets the requirements for properties adaptation by effecting such necessary metastable states. 

Then, Figure 14 shows that modular metastructures of increasing number of modules produce a 

massive increase in the number of possible coexisting metastable states. In spite of a significant 

heterogeneity from module-to-module, the measurements uncover 4, 16, and then 64 coexisting 

metastable states for the two, four, to six module metastructures, respectively, which suggests that 

heterogeneity may play an important role to realize the many coexisting states. The consequence 

of the many metastable states is that near-continuous properties adaptivity is effected for particular 

macroscopic topologies. For example, the bottom panel of Figure 14 shows that around 8 mm end 

displacement for the six module metastructure, the reaction force may be tailored amongst an 

enormous number of values spanning the range from about -0.08 to 0.11 normalized force. As 

Figure 13(d) illustrates, the effort required to achieve such properties adaptation is the switching 

of internal metastable states amongst the assembled modules from initial to desired, final 
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states/properties. Once the final state is realized, no additional active effort is needed to maintain 

the new macroscopic property unlike many active materials that require persistent electrical, 

temperature, or other interventions to sustain the tailored property. In addition, for these examples 

Figure 14 shows that each module and modular assembly effects more than one stable equilibrium 

(zero reaction force), which is a statically stable shape. The bottom panel of Figure 14 shows that 

the large number of metastable states and stable topologies for the six module metastructure gives 

rise to near-continuous stable shape change over a certain displacement range. In contrast to zero-

stiffness structures that undergo large free displacements due to a lack of restoring forces [158], 

the modular metastructures retain viable stiffness at each stable topology, providing a means to 

"lock" in shape once the new stable form is realized. In a way, this property is similar to a reversible 

plasticity [159] realized using a strategic combination of elastic constituents. These results 

exemplify that effective module design -- providing coexisting metastable states -- leads to 

exceptional, synergistic properties adaptivity on the metastructural scale following strategic 

assembly, justifying the design concept and motivating closer investigation. 
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Figure 14. Normalized experimental reaction force as end displacement is varied. From top to bottom panels, measurements 

of one module, and then of two-, four-, and six module metastructures. Each curve is a metastable state. 

3.3 Theoretical formulation and study 

An analytical model of modular metastructures is formulated to verify and validate the intriguing 

experimental trends and, in Sec. 3.5, to explore characteristics of the metastructure design concept 

not currently accessible via the experimentation. Similar to previous analysis, for the ith module 

of an n module metastructure, the bistable spring force is approximated using 𝐹𝑖𝐵 = 𝑘𝑖𝐵𝑥𝑖(𝑥𝑖 −

𝑎𝑖)(𝑥𝑖 − 2𝑎𝑖) where the displacement of the shuttle is 𝑥𝑖, the stiffness coefficient is 𝑘𝑖𝐵, and the 

distance between the stable equilibria is 2𝑎𝑖, denoting the "span" by 𝑎𝑖 as the distance between 

one stable equilibrium and the central unstable internal configuration. Although this is an inexact 

expression for the true spring force exhibited between the guided-fixed beams and the shuttle, the 

cubic polynomial formulation is still qualitatively comparable to the exact profile [160] and 
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usefully enables an analytical determination of the numerous metastable, force-displacement 

profiles without the need for nonlinear equation solvers or finite element modeling [161]. The 

forces exerted in the axis of end displacement by deforming the elastic bands are purely nonlinear 

[144], and are expressed using 𝐹𝑖𝑁𝐿 = 𝑘𝑖𝑁𝐿(𝑧 − 𝑥𝑖)
3 . Using the same theoretical formulation 

discussed in Sec. 2.4, analytical investigations can likewise be performed for the new system. 

From the top to bottom panels, Figure 15 presents exemplary analytical results of the normalized 

reaction force 𝐹 as the end displacement 𝑧 is varied quasi-statically for an individual module, and 

then for two, four, and six module metastructures, respectively. To compute these results, the 

bistable spring stiffness coefficient values 𝑘𝑖𝐵 and span distances 𝑎𝑖 are arbitrarily selected (𝑘𝑖𝐵= 

2 N/m3, 𝑎𝑖= 0.5 m) so as to emulate the qualitative trends of the measurements for the sake of 

illustration. The remaining coefficients include notable heterogeneity. Specifically, stiffness 

coefficients 𝑘𝑖𝑁𝐿  are randomly selected from a normal distribution of values having standard 

deviation of 1 N/m3 and mean of 0.6 N/m3; the attachment offset distances 𝑑𝑖  are likewise 

randomly selected where standard deviation is 0.07 m and mean is 0 m. For a given module, these 

random variations influence the extent of end displacements across which coexisting metastable 

states occur which is the most apparent distinguishing factor among fabricated modules once 

assembled. 
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Figure 15. Theoretical predictions of normalized reaction force 𝑭 as end displacement 𝒛 is varied. From top to bottom 

panels, results for one module, and then of two-, four-, and six module metastructures. Each curve is a metastable state.  

The trends observed in Figure 15 are in overall good qualitative agreement to the measurements 

in Figure 14 with respect to the exponential growth of the total number of coexisting metastable 

states as greater numbers of modules are assembled together. For theoretical exploration purposes 

at the current phase of concept development, this level of agreement is sufficient; future model 

formulations of the current platform may account for the precise bistable spring behavior which is 

slightly more intricate that the cubic polynomial expression employed here [160]. According to 

the theory, at most 2n coexisting states are possible for an n module metastructure. Indeed, the 

analytical results show that the growth of the total number of metastable states is robust to the 

appreciable heterogeneity applied via coefficient perturbations from nominal values. Comparable 

to measurements, the bottom panel of Figure 15 shows that a metastructure assembled from six 
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modules effects a capability for near-continuous mechanical properties adaptivity and shape 

change, both over a given extent of values. These features are specifically enabled by the 

modularity of the system. In contrast with periodic metamaterial systems which may possess large 

multistability but have limited means to exploit or explicitly realize the various states to tailor 

properties, modular metastructures (composed of even only a few modules) facilitate the direct 

creation of a vast number of metastable states that represent unique mechanical properties useful 

for adaptation purposes. It is clear that by developing a suitable module possessed with coexisting 

metastable states, the assembly of such constituents promotes a synergistic growth of structural 

adaptivity, even accounting for considerable parametric heterogeneity. 

 

3.4 Harnessing transitions among metastable states for properties adaptation 

Enormous properties adaptivity and stable shape change are desirable features for many advanced 

engineering systems, including for morphing aircraft [124] and for structures with dramatic 

dynamics-based energy transfer features [162] [163]. Beyond the favorable static characteristics 

of the modular metastructures exhibited in Sec. 3, here experiments are conducted by subjecting a 

six module metastructure to slow, periodic excitation to explore intelligent passive-adaptation 

capabilities in response to time-varying external influences. For example, such valuable 

transformations include maintaining a constant global topology while an applied force changes or 

maintaining a constant reaction force while an applied end displacement is varied.  

 

To illustrate the prior, Figure 16(a) plots the reactions forces from 13 trials of transitioning an 

experimental six module metastructure from a common initial metastable state (0-0-1-0-1-0) to a 

common final state (1-0-0-1-0-1), where 0s and 1s indicate the bistable springs are buckled away 
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from or towards the facing ends, respectively. The experiments are conducted by maintaining an 

8 mm end displacement while sequential, manual actuations (by direct point force application) 

upon the shuttles induce switches amongst internal configurations, and hence amongst global 

macroscopic properties. For example, one experiment follows the transition series (0-0-1-0-1-0), 

(0-0-1-0-0-0), (0-0-0-0-0-0), (0-0-0-1-0-0), and so on until the state (1-0-0-1-0-1). The unique 

plotted curves, Figure 16(a), are therefore the reaction forces generated for 13 different trials of 

transitions from common initial to common final states, and therefore common reaction forces. 

The curve shading from light to dark indicates increasing mean value of force with respect to the 

13 trials. Reaction forces are normalized to initial common values, while time is normalized 

according to the number of discrete, sequential transitions. For these experiments, five discrete 

transitions are executed, leading to six stages for each trial. 

 

The results in Figure 16(a) make clear that modularity invests a significant opportunity for reacting 

to applied forces in unique ways that maintain global metastructure topology. In this example, 

transitioning from common initial to common final reaction forces may be undertaken using an 

enormous number of possible series of reaction force variations. Thus, considering the applied 

force conditions with respect to maintaining a desired global topology, an appropriate transition 

series may be selected. For instance, an increasing/decreasing applied force may be best reacted 

to using the transition series shown as the darkest curve, whereas a decreasing/increasing applied 

force may be best reacted against using the lightest curve transition path. In this way, the 

metastructure may most effectively adapt to different environment loading conditions while the 

global topology is fixed. Indeed, assessing the combinatorics of the permutations [164], the 
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number of possible adaptable transition series for metastructures undergoing g discrete transitions 

from common initial to common final reaction forces is g! (here, 5! = 120). 

 

Figure 16. Experimental measurements. (a) Transitioning a six module metastructure from common initial to common final 

states via different orders of transitions. Light to dark line shading indicates increasing mean value of reaction force with 

respect to all trials. (b) Distinct hysteresis loops having common minimum and maximum global end displacements, but 

unique sets of metastable states throughout slow actuation cycles. (c) Distinct hysteresis loops having common starting end 

displacement but qualitatively distinct unloading paths due to different maximum end displacement. In (b,c), background 

grey curves are quasi-static reaction force measurements; thick curves (colored) show two cycles of data, indicating 

repeatability to the measurements; circles indicate starting points. 

When the end displacement of the metastructure is guided periodically, the resulting loops of 

hysteresis are found to be unique based upon the switches in state that are effected due to loss of 

stability from one metastable state to the next. The measurements in Figure 16(b) from a six 

module metastructure exemplify the case in which the same loading and unloading end 

displacement is prescribed but different starting sets of internal metastable configurations lead to 

different hysteresis over the course of the slow (near quasi-static) actuation cycle. In this example, 

the measurements begin for an end displacement near 6 mm (circle points). During the slow 

actuation cycles, distinct, steady-state hysteresis loops are uncovered, four of which are shown in 

Figure 16(b) by the thick curves plotted over the thin, light grey plot of the static measurements of 

the six module metastructure mechanical properties (previously given in Figure 14). The hysteresis 
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loops are seen to vary in terms of the energy loss per cycle (area enclosed in the Lissajous curves) 

as well as in terms of the mean value of reaction force, which extends the properties adaptivity 

potential of recent advancements in metamaterials [165]. Thus, by exploiting these "hidden" 

degrees-of-freedom [166], the macroscopically-observable hysteresis of the metastructure may be 

leveraged in novel ways. 

 

Figure 16(c) presents measurements when the six module metastructure is slowly actuated by an 

end displacement starting near 2 mm. Different amplitudes of actuation are applied from the 

common starting position, before the unloading half cycle. The results show that the coexistence 

of many metastable states leads to distinct hysteresis based upon which internal transitions are 

induced during the cyclic loading. Thus, rather than rely solely upon conventional damping 

mechanisms such as Joule heating to dissipate the cyclic, actuation energies, the modular 

metastructures leverage a feature similar to a "reversible plasticity" wherein the internal 

instabilities promote tunable energy decay to "high frequency [dissipative] modes" even in the 

near quasi-static actuation scenario [159]. Comparable phenomena are observed in the experiments 

when metastructures are actuated starting from different initial end displacements. Collectively, 

enormous and adjustable hysteresis is effected based upon the initial end displacement and initial 

metastable state. Moreover, in spite of the considerable heterogeneity in the experimental 

metastructures, it is worth highlighting that the results in Figure 16(b,c) overlay two cycles of 

measurements which shows that the adaptable characteristics are repeatable and consistent. 

3.5 Design of multi module metastructures 

The results shown in Secs. 3.2 through 3.4 indicate that the static and quasi-static characteristics 

of modular, mechanical metastructures exhibit enormous potential for adaptivity. Even in this 
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conceptual phase of development, questions could be raised as to the viability of realizing many 

metastable states that yield desirable property adaptation. For example, to "program" the desired 

adaptivity feature or its level in this local-global design framework, (i) what degree of parametric 

heterogeneity is permissible and/or desirable, (ii) what types of heterogeneity are permissible, and 

(iii) are these conclusions consistent for multi module metastructures of any number of assembled 

modules? In the face of near open-ended opportunity for parameter selection, a design 

methodology is needed to take this structural/material assembly concept beyond a seminal phase. 

To explore these parametric influences, a genetic algorithm (GA) is devised based upon the 

analytical model foundation. According to the formulation, the model uses the most reduced set of 

design variables possible to describe the salient factors that govern the macroscopic properties of 

the metastable modules: the bistable spring span 𝑎𝑖, the stiffness of the bistable and attachment 

springs, 𝑘𝑖𝐵 and 𝑘𝑖𝑁𝐿, respectively, and the attachment offset distance 𝑑𝑖. The genetic algorithm is 

first composed to evaluate and optimize performance measures by manipulating and evolving the 

bistable spring stiffness 𝑘𝑖𝐵 and span 𝑎𝑖 design variables over the course of 50 generations each 

having a population of 100 individuals, where an individual is a six module metastructure. The 

algorithm is developed in-house and is devised upon an architecture described by Haupt and Haupt 

[167]. From one generation to the next, the selection/retention rate is 50% and the mutation rate is 

20%, which together promote an aggressive search protocol useful for performance planes that 

exhibit multiple local minima. 

3.5.1 Designing metastructures with equi-distant stable equilibria 

Two, prominent adaptivity characteristics were uncovered in Secs. 3 and 4 regarding multi module 

metastructures: near-continuous change of stable topologies while reaction force is zero, or near-

continuous change in reaction force while the global end displacement topology is prescribed. 
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Therefore, the GA is programmed to optimize relevant features of these adaptivity characteristics. 

In the following example, the first performance measure considered is the achievement of an equal 

spacing between adjacent statically stable equilibria of the six module metastructure, as illustrated 

in the top left panel of Figure 18. Thus, a metastructure with the best "fitness" possible would have 

exactly equi-distant adjacent stable equilibria (e.g., with stable equilibria locations at 𝛼𝑗 where 𝛼 

is the spacing distance and 𝑗 = 1,2, …). Since each of the six modules possess stiffness and span 

parameters, this suggests that 12 design variables are required to evaluate this performance 

measure using the GA. To circumvent difficulties encountered with GAs using many free variables, 

a novel statistical approach of GA utilization is undertaken here. Thus, a large range of permissible 

values are initially prescribed for the selection of 𝑘𝑖𝐵 and 𝑎𝑖, but, for a given module, the precise 

parameter value is selected at random within the range. By this modification to traditional GAs, it 

is recognized that complete convergence is not ensured. On the other hand, the findings presented 

below show that important design-based knowledge emerges from the statistics of the steadily 

convergent results. 

Figure 17 presents the results of the GA towards achieving six module metastructures designs 

having equally spaced adjacent statically stable equilibria. Each data point in Figure 17 is the 

statistic with respect to the mean value for all individuals of the generation (triangles) or the value 

computed for the best-fit individual of the generation (circles). Note that because each individual 

is a six module metastructure, each individual has a set of six bistable spring stiffnesses and six 

spring spans, and thus yields statistics that characterize those parameter value distributions. The 

top row shows how the mean value of the six (a) bistable spring stiffnesses and the (b) bistable 

spring spans relatively converge over the course of the GA routine. It is seen that the generation 

means of the mean bistable spring span values, Figure 17(b), converge towards a value around 
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0.28 m while the best-fit individual means converge towards a slightly smaller value nearer to 0.23 

m. Together, these trends demonstrate the importance of appropriate selection of span values 

towards achieving equally spaced stable equilibria. In contrast, while the generation means of the 

bistable spring stiffness values, Figure 17(a), converge to around 1.7 N/m3, the best-fit individual 

mean values are seen to vary considerably from one generation to the next. Such low correlation 

between the convergence of the mean values for the whole generation of individuals and the mean 

value represented by the best-fit individual indicates that the bistable spring stiffness plays little 

role towards successfully meeting the target performance measure of equi-distant stable equilibria. 

The fact that the generation mean itself converges simply illustrates a conventional fact of statistics 

that large, randomly selected variables from uniform distributions of continuous values exhibit 

common means when the range of permissible parameter values is bounded [168]. Similarly as 

with the mean itself, Figure 17(c,d) find that the mean difference among the ordered parameter 

values is loosely correlated for the bistable spring stiffness but strongly correlated for the bistable 

spring span, which supports the prior conclusions.  
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Figure 17. GA results for equi-distant stable equilibria. Design variable statistics, showing triangles as the mean statistics 

for a given generation whereas circles are the statistics according to the best-fit individual of that generation. (a) The mean 

of the six bistable spring stiffnesses, (b) the mean of the six bistable spring spans, (c) the mean difference among the ordered 

values of bistable spring stiffness and the corresponding statistic in (d) for the bistable spring span. 

Figure 18 plots the statistics of the design variable (a) range, (b) mean, and (c) ordered difference 

for all individuals of the final generation as produced by the GA. The horizontal axes show the 

respective statistics computed for the bistable spring stiffnesses, whereas the vertical axes are those 

statistics for the bistable spring spans. Each data point is the statistic computed for one of the 100 

individuals of the final generation and the data point shading varies from light to dark for 
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increasing fitness of the individual. From this evaluation throughout Figure 18(a,b,c), the 

concentrations of parameter values for the bistable spring spans (i.e., concentrations along vertical 

axes), notably for higher-fitness individuals, exemplify that particular range, mean, and mean 

difference among the ordered spring span design variables of the six module metastructure are 

needed to ensure that the stable equilibria are as equally spaced apart as possible. In contrast, the 

assessment in Figure 18(a,b,c) verifies the observation from Figure 17 that the bistable spring 

stiffness value selection is not as important towards achieving this particular performance 

objective. Therefore, by the utilization of the genetic algorithm in such a novel, statistical manner, 

important insights may be derived to make design decisions that result in the sought-after 

performance and properties adaptivity of multi module metastructures. 

 

Figure 18. In (a,b,c), the performance objective is equi-distant spacing among stable equilibria of a given six module 

metastructure. In (d,e,f), the objective is equally spaced reaction forces while the global end displacement is fixed. The left-

most panels illustrate the performance objectives according to the particular mechanical properties shown as circle points 

on the full profiles. In (a-f), design variable statistics of all 100 individuals in the final generation produced by the GA. 

Shading from light to dark shows increasing fitness towards achieving the performance objective. (a,d) Range, (b,e), mean, 
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and (c,f) mean difference among the ordered design variable values as plotted in terms of the bistable spring stiffness and 

bistable spring span. 

3.5.2 Designing metastructures with equally incremented reaction force levels 

Then, considering the second performance measure, the GA is programmed to optimize the 

mechanical properties by pursuing an equal spacing between adjacent reaction force levels of a 

multi module metastructure when the global end displacement is prescribed, illustrated for clarity 

in the bottom left panel of Figure 18. In other words, for any global end displacement of 𝑧0 where 

multiple metastable states occur, the GA aims to identify a metastructure design having adjacent 

reaction forces equally spaced by a consistent force increment Δ𝐹. The design variables and GA 

settings are the same as those described above, and the results of the algorithm for a six module 

metastructure are shown in Figure 19. In contrast to simply achieving equi-distant stable equilibria, 

the findings in Figure 19 indicate that both the bistable spring span and the bistable spring stiffness 

are essential design variables to strategically select towards realizing equally incremented levels 

of metastructure reaction force. Figure 19(a,b) show that the generation mean values of the bistable 

spring stiffness and span, respectively, both converge to respective values as the GA optimization 

proceeds. Likewise, the results of Figure 19(c,d) find that the ordered parameters are also required 

to exhibit certain mean differences, as evidenced by the statistical convergence of the generation 

mean values over the course of the GA evolutionary computations. Figure 18(d,e,f) presents the 

set of statistics produced by the final GA generation towards achieving equally spaced reaction 

forces across the range of end displacement for which multiple forces are possible. The higher 

performing individuals (darker shaded data) of this last generation are seen to cluster to particular 

statistical regimes for both design variables in agreement with the overall evolutionary results 

shown in Figure 19. These results indicate that the selection of bistable spring stiffnesses 𝑘𝑖𝐵 and 

spans 𝑎𝑖, among the six modules of a given metastructure, must comply with particular statistical 
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properties in order to achieve the preferred equal spacing between adjacent reaction forces. Thus, 

more stringent design variable control is needed to realize this performance measure when 

compared to the design variable sensitivities involved towards effecting equi-distant stable 

equilibria. 

 

 

Figure 19. GA results for equally spaced reaction force levels. Design variable statistics, showing triangles as the mean 

statistics for a given generation whereas circles are the statistics according to the best-fit individual of that generation. (a) 

The mean of the six bistable spring stiffnesses, (b) the mean of the six bistable spring spans, (c) the mean difference among 

the ordered values of bistable spring stiffness and the corresponding statistic in (d) for the bistable spring span. 

3.5.3 Influence of the number of assembled metastable modules 
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The findings in Secs. 3.5.3 and 3.5.2 elucidate the roles of two key design variables towards 

achieving target properties adaptivity or topological variation in six module metastructures. Yet, 

it may be asked how general such conclusions are, namely whether they are extensible to 

metastructures assembled from any number of metastable modules. To assess such an influence of 

scalability, the second performance metric of equally spaced levels of reaction force is re-evaluated 

by the GA, considering six and twelve module metastructure platforms. Based on preliminary 

results, it was determined to introduce an additional design variable to the optimization routine, 

namely the attachment offset distance 𝑑𝑖, while the GA algorithm again considered 100 individuals 

in each of 50 evolutionary generations.  

 

Figure 20(a,b) plots the values of the design statistics for the range and mean, respectively, of the 

mean generation result for the six module metastructure, while Figure 20(c,d) presents the 

corresponding data for the twelve module metastructure. The shading of the line from first (triangle) 

to last (circle) generation is indicated by increasing darkness to highlight the trajectory of the GA 

over the course of the evolutionary routine. It is seen that the strategic selection of bistable spring 

stiffnesses and spans plays an appreciable role towards realizing this performance metric for the 

six module platform. This is evident in Figure 20(a,b) based on the observation that the statistics 

for the range and mean values of bistable spring stiffness and span converge as the GA routine 

proceeds, while in contrast the attachment offset distance statistics exhibit poor consistency in 

value from one generation to the next (i.e., much greater variation in the trajectories in the vertical 

axis).  
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Yet, considering the findings for the twelve module metastructure as shown in Figure 20(c,d), a 

different conclusion may be drawn. In fact, from these results, the role of the attachment offset 

distance is apparent since the GA trajectories exhibit undeniable convergence in the statistics for 

all three design variables. Because the final generation mean values of the statistics for the 

bistable spring stiffness and span are nearly identical when comparing the six and twelve module 

metastructures, the role of the number of assembled modules is therefore to introduce an 

important, new design variable influence in terms of the attachment offset distance. Collectively, 

the discoveries of this section reveal important sensitivities of multi module metastructure design 

towards achieving performance measures, such as prescribed stable topological change and 

preferred adaptation in reaction force by transitioning among the many metastable states. 

Although the concept of utilizing an assembly of metastable modules to create metastructures 

may potentially introduce an open-ended design problem, it is found that strategic design 

variable selection -- in a statistical sense -- is an effective means to realize target adaptation 

performance. Future efforts of this research will pursue further insights on the interplay between 

statistics and design as it relates to the development of modular metastructures possessing target 

performance and functionality. 
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Figure 20. Generation mean design variable statistics over the course of 50 evolutionary generations. Shading from light to 

dark shows increasing generation number. Results in (a,b) are for the six module metastructure while those in (c,d) are for 

the twelve module metastructure. In (a,c) are the design variable ranges, while (b,d) show the design variable means. 

The design concept presented here suggests that great potential is effected by the assembly of 

metastable modules into mechanical metastructures. This paper presents one exemplary realization 

of a fully-functional (i.e., adaptable) module, but it is recognized that combining a bistable 

spring/elasticity in series with an additional non-negative stiffness spring/elasticity has many 

possible module-based embodiments. This includes magnetoelastic interactions within structural 

materials [44] or architected material systems [46] [169] [170], and material-type building blocks 

with voids [165]. These recent innovations exploit periodic designs and the potential for internal 

instabilities in the periodic arrangements to result in macroscopic adaptivity. In contrast, the 

approach established here is to design the modules at the local level to facilitate a prescribed global 

synergy in performance and functionality once thereafter assembled. By the design investigation 

of Sec.3.5, it is seen that this method facilitates macroscopic features in a rational way useful for 

engineering design purposes. In summary, this investigation shows that modularity in an 
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assembled structural system invests direct means to create and harness the metastable states of 

metastructures for programmable properties adaptivity. Experimental and analytical results 

exemplify that near-continuous properties adaptivity and stable topology change are effected as 

the number of assembled modules increases. The measurements also uncover opportunities to 

realize adjustable hysteresis (hence, energy dissipation) by harnessing the vast number of 

metastable states. Although the development of multi module metastructures poses interesting 

design-based challenges, the incorporation of the analytical model into a novel genetic algorithm 

routine demonstrates that the achievement of target global metastructure performance 

characteristics are met for preferred statistical distributions of key design variables at the local 

level, thereby closing the open-ended-ness of the design problem and guiding future assembly 

strategies. Altogether, this research shows that a new concept using building blocks having an 

essential variation of mechanical properties (coexisting metastable states) promotes enhanced and 

synergistic adaptivity via assembled, modular metastructures, which leverage design variable 

heterogeneities to achieve target performance measures. 
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Dynamics of Metastable Module: Analysis and Experiment 

4.1 Chapter overview 

Previous investigations focus on mechanical properties adaptation afforded via metastability. 

Next research question we’d like to address is what are the dynamical responses of the 

assembled metastructure. To that end, we first study the vibration of a unit metastable module 

consists of a linear oscillator coupled with a bistable oscillator. The method of harmonic balance 

and perturbation analysis are used to predict the existence and stability of the bistable device 

interwell vibration. The influences of important parameters on tailoring the system response are 

investigated. We demonstrate analytically that for excitation frequencies in a bandwidth less than 

the natural frequency of the uncoupled linear oscillator having net mass that is the combination 

of the bistable and linear bodies, the bistable oscillator dynamics may be substantially intensified 

as compared to a single (individual) bistable oscillator. In addition, the coupled metastable 

module may introduce a stable out-of-phase dynamic around the natural frequency of the 

uncoupled linear oscillator, providing a second interwell response not possible when using a 

single bistable oscillator. Key analytical findings are confirmed through numerical simulations 

and experiments, validating the predicted trends. 

4.2 Mathematical formulation of the unit metastable module 

4.2.1 Governing equations 
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A bistable oscillator of mass 𝑚1 is coupled to a linear oscillator of mass 𝑚2 which is 

harmonically excited through base excitation �̈�(𝜏) = −𝑍0 cos(𝛺𝜏), as depicted in Figure 21. The 

governing equation for the system can be expressed as  

 𝑚1(�̈� + �̈� + �̈�) + 𝑑1�̇� − 𝑘1𝑥 + 𝑘3𝑥3 = 0 (Eq. 9) 

 𝑚2(�̈� + �̈�) + 𝑑2�̇� + 𝑘2𝑦 − 𝑑1�̇� + 𝑘1𝑥 − 𝑘3𝑥3 = 0 (Eq. 10) 

where 𝑥 is the relative displacement between the linear oscillator mass and bistable inertial mass, 

and 𝑦 is the relative displacement between the linear oscillator and base. The double well 

potential of the bistable device can be expressed as 𝑈(𝑥) = −
1

2
𝑘1𝑥2 +

1

4
𝑘3𝑥4, where 𝑥 is 

measured from the unstable equilibrium of the bistable device. 

 

After substitution of equation (10) into equation (9) and nondimensionalization, the governing 

equations become 

 𝑥′′ + (1 + 𝜇)𝑓𝛾1𝑥′ − (1 + 𝜇)𝑓2𝑥 + (1 + 𝜇)𝑓2𝛽𝑥3 − 𝛾2𝑦′ − 𝑦 = 0 (Eq. 11) 

 𝑦′′ + 𝛾2𝑦′ + 𝑦 − 𝜇𝑓𝛾1𝑥′ + 𝜇𝑓2𝑥 − 𝜇𝑓2𝛽𝑥3 = 𝑝cos𝜔𝑡 (Eq. 12) 

where the parameters are defined as  

 𝜔1
2 = 𝑘1/𝑚1;  𝜔2

2 = 𝑘2/𝑚2;  𝜇 = 𝑚1/𝑚2; 𝑓 = 𝜔1/𝜔2; 𝑝 = 𝑍0/𝜔2
2  

 𝛾1 = 𝑑1/𝑚1𝜔1;  𝛾2 = 𝑑2/𝑚2𝜔2;   𝜔 = Ω/𝜔2 ; 𝛽 = 𝑘3/𝑘1; 𝑡 = 𝜔2𝜏  

and the operator (●)' represents derivative with respect to nondimensional time 𝑡.  
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Figure 21. Base-excited linear-bistable metastable module. 

 

4.2.2 Solution formulation by harmonic balance 

Harmonic balance method (HB) is one of the mostly used method for analyzing nonlinear systems. 

It’s also known as the Fourier-Galerkin method, since it consists in the application of the Galerkin 

method with Fourier basis functions. The main idea behind the method is to “balance” the different 

harmonics terms arising in the equations of motion due to nonlinearities. The main advantage of 

HB is when low orders of approximation are sufficient to obtain an accurate solution, which 

usually holds for smooth nonlinearities. The concept “harmonic balance” was first introduced by 

Kryloff and Bogoliuboff [171] by performing linearization of nonlinear dynamical equations with 

single harmonic term approximation. Later on, in the 1960s, Urabe [172]  demonstrated the 

convergence of the method for Fourier approximations truncated to several harmonic. Since then, 

several adaptation and extension of the method have been proposed by researchers such as 

incremental HB [173], adaptive HB [174] as well as coupling HB with continuation schemes [175], 

just to name a few.  Due to the effectiveness, HB balance and its extensions found their success on 

numerous applications. In electrical engineering, Kundert and Sangiovanni-Vincentelli [176] 

discussed its advantage over time-domain simulations for nonlinear circuits; Genesio and Tesi 

[177] derived analytical expressions for regions of chaotic behaviors of Lur’e systems; Stanton et. 
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al. [178] analytically predicted the existence, stability, and influence of parameter variations on 

the intrawell and interwell oscillations of bistable piezoelectric inertial generator; and Fang [179] 

applied HB method on a class of switched linear system which are commonly find in DC-DC 

converters and derived critical conditions to trigger bifurcation phenomena. In aerospace 

engineering, HB method was successfully applied to aeroelastic systems: Shen [180] analyzed the 

wing-control surface flutter; Liu and Dowell [181] studied the response of a two-dimensional 

airfoil including a control surface with freeplay placed in an incompressible flow; Lee et. al. [182] 

investigated limit cycle oscillations of a two-degree-of-freedom airfoil motion with cubic 

nonlinearity in the restoring forces; Dimitriadis [183] provided a comparative review of HB 

method applied to nonlinear aeroelastic systems. For aerospace engineering, HB method is also 

used to analyze fluid dynamics with unsteady nonlinear flows [184] with applications for 

nonsynchronous vibrations in turbomachinery [185] and helicopter rotors [186]. In mechanical 

engineering, HB method is applied in nonlinear vibration analysis for many examples as well, 

including nonlinear multi-harmonic vibrations of bladed disks [187], vibro-impact systems [188], 

vibrations of buckled beams [189] or twin-well potential systems [190] just to name a few. For 

metastructures consist of periodic nonlinear unit cells [191] or linear unit cells with nonlinear 

attachments [85] [192], HB method also find its applications in successfully predicting the 

amplitude dependent dispersion relations.  

 

Due to its success in analytically predicting the response of nonlinear systems, particularly for 

highly nonlinear systems, method of harmonic balance is selected here and is applied to solve the 

governing equations (11) and (12). To capture the most fundamental dynamics, the response of the 

bistable and linear oscillator can be modeled as 
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 𝑥(𝑡) = 𝑐1(𝑡) + 𝑎1(𝑡) sin(𝜔𝑡) + 𝑏1(𝑡)cos (𝜔𝑡)  (Eq. 13) 

 𝑦(𝑡) = 𝑎2(𝑡) sin(𝜔𝑡) + 𝑏2(𝑡)cos (𝜔𝑡)  (Eq. 14) 

with slowly varying coefficients. Substituting equations (13) and (14) and their derivatives into 

(11) and (12), eliminating higher order terms, and grouping the constant, sin(𝜔𝑡) and cos(𝜔𝑡) 

terms yield five governing equations for coefficients 𝑐1, 𝑎1, 𝑏1, 𝑎2, 𝑏2. 

 −𝛾1𝑐1
′ = 𝑓Λ𝑐𝑐1 (Eq. 15) 

 −𝛾2𝑎2
′ + 2𝜔𝑏2

′ + 𝜇𝑓𝛾1𝑎1
′ = (1 − 𝜔2)𝑎2 − 𝛾2𝜔𝑏2 − 𝜇𝑓2Λ𝑎1 + 𝜇𝑓𝛾1𝜔𝑏1 (Eq. 16) 

 −2𝜔𝑎2
′ − 𝛾2𝑏2

′ + 𝜇𝑓𝛾1𝑏1
′ = 𝛾2𝜔𝑎2 + (1 − 𝜔2)𝑏2 − 𝜇𝑓𝛾1𝜔𝑎1 − 𝜇𝑓2Λ𝑏1 − 𝑝 (Eq. 17) 

 𝛾2𝑎2
′ − (1 + 𝜇)𝑓𝛾1𝑎1

′ + 2𝜔𝑏1
′ = −𝑎2 + 𝛾2𝜔𝑏2 + Σ𝑎1 − (1 + 𝜇)𝑓𝛾1𝜔𝑏1 (Eq. 18) 

 𝛾2𝑏2
′ − 2𝜔𝑎1

′ − (1 + 𝜇)𝑓𝛾1𝑏1
′ = −𝛾2𝜔𝑎2 − 𝑏2 + (1 + 𝜇)𝑓𝛾1𝜔𝑎1 + Σb1 (Eq. 19) 

where the terms are defined as 

 Λ𝑐 = −1 + 𝛽 (𝑐1
2 +

3

2
𝑟1

2) ;       Λ = −1 + 𝛽 (3𝑐1
2 +

3

4
𝑟1

2)  

 Σ = (1 + 𝜇)𝑓2Λ − 𝜔2;   𝑟1
2 = 𝑎1

2 + 𝑏1
2  

 Λ𝑐 = −1 + 𝛽 (𝑐1
2 +

3

2
𝑟1

2) ;       Λ = −1 + 𝛽 (3𝑐1
2 +

3

4
𝑟1

2)  

 Σ = (1 + 𝜇)𝑓2Λ − 𝜔2;   𝑟1
2 = 𝑎1

2 + 𝑏1
2  

The steady-state response of the system is determined by solving the coupled equations (15)-(19) 

with the condition that the time derivatives of the coefficients equal zero. From equations (16) and 

(17), 𝑎2  and 𝑏2  can be expressed in terms of 𝑎1  and 𝑏1 . Substituting them into (18) and (19), 

squaring and summing resulted equations yields the characteristic equation for 𝑟1
2 

𝑝2[1 + (𝛾2𝜔)2] =

{
[(𝑓2 − (1 + 𝜇)𝑓2𝜔2)2 + (𝑓2𝛾2𝜔)2]Λ2 + [−2𝑓2𝜔2{(1 − 𝜔2)(1 − (1 + 𝜇)𝜔2) + (𝛾2𝜔)2}]Λ +

𝜔2[(1 − 𝜔2)2𝜔2 + (𝑓𝛾1)2(1 − (1 + 𝜇)𝜔2)2 + ((𝑓𝛾1𝛾2)2 + (𝛾2𝜔)2 + 2𝜇𝑓𝛾1𝛾2𝜔2)𝜔2]
} 𝑟1

2 

  (Eq. 20) 
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Equation (20) contains two unknowns 𝑐1 and 𝑟1
2. The constant term may be obtained by solving 

the steady-state response of equation (15). If the bistable device undergoes interwell oscillation, 

the corresponding 𝑐1 is zero. If the response is intrawell oscillation, oscillation around one of its 

stable equilibria, 𝑐1
2 is found to be 

 𝑐1
2 =

1

𝛽
−

3

2
𝑟1

2  (Eq. 21) 

Depending on the dynamics one is interested in, unique 𝑐1 are substituted into Λ such that equation 

(20) is a function only of  𝑟1
2. The roots of equation (20) can then be determined. Solutions are 

considered to be physically meaningful if the roots are positive, real numbers. Coefficients 𝑎1 and 

𝑏1 are explicitly computed after obtaining 𝑟1
2. 

 𝑎1 =
𝑝𝜔

𝜅
{[(1 + 𝜇)𝑓2Λ − 𝜔2]𝛾2𝜔2 + [1 − (1 + 𝜇)𝜔2 + (𝛾2𝜔)2]𝑓𝛾1} (Eq. 22) 

 𝑏1 =
−𝑝

𝜅
{[1 − 𝜔2 + (1 + 𝜇)𝑓2Λ + (𝛾2𝜔)2 + (1 + 𝜇)(𝑓𝛾1𝜔)(𝛾2𝜔)]𝜔2 − [1 + (𝛾2𝜔)2]𝑓2Λ} (Eq. 23) 

where 𝜅 is defined as 

𝜅 = {[(𝑓2 − (1 + 𝜇)𝑓2𝜔2)2 + (𝑓2𝛾2𝜔)2]Λ2

+ [−2𝑓2𝜔2{(1 − 𝜔2)(1 − (1 + 𝜇)𝜔2) + (𝛾2𝜔)2}]Λ

+ 𝜔2[(1 − 𝜔2)2𝜔2 + (𝑓𝛾1)2(1 − (1 + 𝜇)𝜔2)2

+ ((𝑓𝛾1𝛾2)2 + (𝛾2𝜔)2 + 2𝜇𝑓𝛾1𝛾2𝜔2)𝜔2]} 

Coefficients 𝑎2 and 𝑏2 can be subsequently computed from 

 𝑎2 =
1

Δ
[Γ1𝑎1 + Γ2𝑏1 + (𝛾2𝜔)𝑝] (Eq. 24) 

 𝑏2 =
1

Δ
[−Γ2𝑎1 + Γ1𝑏1 + (1 − 𝜔2)𝑝] (Eq. 25) 

where the terms are defined as 

 Δ = (1 − 𝜔2)2 + (𝛾2𝜔)2  

 Γ1 = (1 − 𝜔2)(𝜇𝑓2Λ) + (𝛾2𝜔)(𝜇𝑓𝛾1𝜔)  

 Γ2 = (𝛾2𝜔)(𝜇𝑓2Λ) − (1 − 𝜔2)(𝜇𝑓𝛾1𝜔)  
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Having computed all five coefficients, stability of the physically meaningful solution can be 

determined via perturbation analysis [12]. 

To take phase relationships into consideration, steady state responses of equations (13) and (14) 

can be alternatively expressed as 

 𝑥 = 𝑐1 + 𝑟1𝑐𝑜𝑠(𝜔𝑡 − 𝜑1)  (Eq. 26) 

 𝑦(𝑡) = 𝑟2cos (𝜔𝑡 − 𝜑2)  (Eq. 27) 

additionally defining  

 𝑟2
2 = 𝑎2

2 + 𝑏2
2 (Eq. 28) 

 tan (𝜑1) = 𝑎1/𝑏1 ; tan (𝜑2) = 𝑎2/𝑏2 (Eq. 29) 

The relative vibration amplitudes and phase lags between bistable and linear oscillator (𝑟1, 𝜑1) and 

between linear oscillator and base (𝑟2, 𝜑2) are evaluated by substituting equations (22) to (24) into 

equations (28) and (29).  

4.2.3 Stability analysis 

To determine the stability of physically meaningful solutions, equations (15) through (19) are cast 

into the form 𝑨𝒙′ = 𝑭(𝒙)  where vector 𝒙  is defined by 𝒙 = [𝑎1, 𝑏1, 𝑐1, 𝑎2, 𝑏2]𝑇 . Stability of 

response solutions may then be determined by assessing the eigenvalues of the Jacobian of 𝑮 =

𝑨−𝟏𝑭(𝒙)|𝒙=𝒙𝒔𝒔
 [28]. 

4.3 Analytical investigation of coupling influences 

4.3.1 Effect of bistable oscillator mass ratio 

In this section, we investigate the influence of mass ratio 𝜇 on bistable oscillator response. The 

responses were determined using the system characteristics  𝑝 = 0.2, 𝑓 = 0.25, 𝛽 = 1, 𝛾2 =

0.001, and mass ratio 𝜇 = [0.1,0.5,1]. For comparison to the benchmark of the single bistable 
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oscillator, we compute the single bistable device response from its governing equation 

nondimensionalized using the time of the coupled system 𝑡 = 𝜔2𝜏. 

 

Figure 22 shows the response amplitude and phase between the bistable oscillator and linear 

oscillator, as well as the response amplitude and phase between the linear oscillator and base. The 

response of the bistable device on its own (without the linear oscillator) relative to base is also 

provided as a baseline for comparison. Figure 22(a) shows that the coupled system increases the 

response of the bistable oscillator above the baseline of the single bistable device for cases with 

large mass ratio 𝜇, in a relatively broad frequency range below 𝜔 = 1. Even for small mass ratio, 

there still exists a frequency bandwidth close to 𝜔 = 1 where the coupled bistable oscillator 

outperforms the uncoupled device. One of the reasons for such an increase is due to the large 

vibration amplitude of the linear oscillator, depicted in Figure 22(d), which amplifies the input a 

bistable device experiences from base excitation. As the mass ratio 𝜇 increases from 0.1 to 1, the 

amplification of the bistable response for the coupled system becomes more substantial with the 

tradeoff that high-energy dynamics destabilize at lower frequencies. The reason for this result is 

indicated by the phase relationship. Figure 22(b) shows that as driving frequency nears the point 

at which high-energy dynamics are destabilized, the bistable and linear oscillators approach a 90o 

phase lag. Thus the system approaches an in-phase resonance, similar to the lowest mode of a 

classical linear 2DOF system. Likewise, as shown in Figure 22(a), the relative amplitude of the 

bistable device for stable in-phase response remains greater than 1 (greater than the amplitude 

between the two stable equilibria, determined to be 1/√𝛽 using the definitions from Sec.4.2), 

indicating a snap-through action as opposed to simply moving in-phase with the same response 

magnitude of the linear resonator. As the excitation frequency approaches this resonance feature, 
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we find in Figure 22(b) that the coupled bistable and the linear oscillators exhibit greater and 

greater phase difference. With large relative displacements, Figure 22(a), the bistable oscillator 

requires large excitation levels in order to sustain such a snap through response. We find that the 

current excitation level becomes insufficient for this purpose and therefore stability of high-energy 

dynamics are lost. 

 

As the excitation frequency approaches the linear oscillator natural frequency (𝜔 = 1), another 

branch of stable out-of-phase high-energy dynamics is predicted. Increasing mass ratio 𝜇 reduces 

the out-of-phase snap through response but broadens the stable frequency range. In contrast to the 

prior destabilization of in-phase system dynamics, the 180o phase difference between the 

oscillators is accompanied by a much smaller difference in relative displacement, as depicted in 

Figure 22(a). Thus, even though the two oscillators are out-of-phase with each other, the snap 

through dynamic remains stable. We observe that in some cases, the bistable oscillator amplitude 

is less than the amplitude between the stable and unstable equilibria 𝑟1 < 1, for example Figure 

22(a) lower amplitude stable branches around 𝜔 = 0.8. Since the bistable oscillator exhibits such 

small snap through vibrations, this represents a stabilization of the unstable equilibrium position. 

Excitation-induced stability is also observed in other nonlinear systems, for example the 

parametrically excited inverted pendulum [14]. 
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Figure 22. High-energy dynamics as mass ratio 𝛍 varies from (blue) 0.1, (red) 0.5, (black) 1. Solid curves correspond to 

response of the coupled linear-bistable system; dashed curves to the response of the single bistable device. Thin grey lines 

are unstable solutions. Top row: relative dynamics between bistable and linear oscillator (a) displacement amplitude (𝒓𝟏); 

(b) phase lag (𝝋𝟏); Bottom row: relative dynamics between linear oscillator and base (d) displacement amplitude (𝒓𝟐); (e) 

phase lag (𝝋𝟐). 

4.3.2 Effect of bistable oscillator tuning ratio 

To explore the influence of tuning ratio 𝑓, we retain parameters of the prior investigations but now 

consider 𝜇 = 0.3 and 𝑓 = [0.1,0.2,1]. Figure 23 presents the high-energy dynamics of the bistable 

oscillator with the responses of the corresponding single bistable device for comparison.  

 

Figures 23(a) and (b) show that two distinct regions of stable high-energy dynamics can be 

identified: amplified bistable oscillator dynamics in a certain frequency region with 𝜔 less than 

𝜔 = 1 and out-of-phase response around 𝜔 = 1. Regardless of the tuning ratio, the amplification 

effect induced by coupling is always observed to be most prominent from frequencies of 

approximately  0.6 < 𝜔 < 0.8  with system response destabilized at the same frequency. This 

suggests that the frequency at which the high-energy dynamics of the coupled system are 
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destabilized is controlled by the mass ratio while the frequency ratio plays the role of determining 

the rate at which the response asymptotically grows prior to destabilization. 

 

The tuning ratio is also an important parameter controlling the existence of out-of-phase dynamics 

around 𝜔 = 1. As shown in Figure 23(a), the relative response amplitude between the bistable and 

linear oscillators of the out-of-phase dynamic decreases as tuning ratio 𝑓 increases to the point that 

stable response is eventually not possible should tuning ratio become too great. For example, 

Figure 23(c) predicts that power generated by the out-of-phase dynamic near 𝜔 = 1 is greatest for 

a tuning ratio of 𝑓 = 0.1, less substantial for 𝑓 = 0.2, but is not possible for 𝑓 = 1 since the 

dynamic is no longer stable. 

 

 

 

Figure 23. High-energy dynamics as tuning ratio 𝒇 varies from (blue) 0.1, (red) 0.2, (black) 1. Solid curves correspond to 

response of coupled linear-bistable system; dashed curves to the response of the single bistable device. Thin grey lines are 

unstable solutions. Relative dynamics between bistable and linear oscillators (a) displacement amplitude (𝒓𝟏); (b) phase lag 

(𝝋𝟏). 

4.4 Interpretation of the induced frequency response 

The coupled linear-bistable metastable module yields a frequency characteristic unique for a 

nonlinear 2DOF system. However, like a linear 2DOF system, two resonance phenomena are still 
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observed when the second oscillator has a bistability: the in- and out-of-phase snap through 

features apparent in Figures 22(a) and 23(a) and. Section 4.3.1 gives evidence that the mass ratio 

𝜇 plays a role in determining the frequency at which the first resonance feature appears and the 

second resonance seemed to be fixed, starting from the same frequency as the uncoupled linear 

system. Here, we confirm this intuition, develop guidelines for designing the frequency response 

characteristics of the linear-bistable metastable module, and also provide a new interpretation of 

the snap through phenomena. 

 

Bistable snap through may be characterized as a non-resonant phenomenon because any form or 

frequency of excitation may induce a switching of the mass from one stable state to the other. From 

the perspective of the linear oscillator of natural frequency 𝜔2 as presented in Sec. 4.2, a non-

resonant attachment of finite mass may be realized in one of two forms: when the attachment 

natural frequency approaches zero (𝑓 → 0/𝜔2 ) or when the attachment natural frequency is 

infinity (𝑓 → ∞/𝜔2). For the prior case, the attachment has an infinitesimally small natural 

frequency while in the latter case the attachment is infinitely stiff such that it appears as "dead 

weight" to the linear structure. Therefore, we may interpret the manner in which a bistable device 

interacts with a linear oscillator during snap through as being identical to a linear attachment of 

𝑓 → 0 or 𝑓 → ∞ interacting with the primary linear structure. 

 

These perspectives are supported by considering the limiting cases of the undamped linear 2DOF 

system [16]. The characteristic equation governing the split resonances of a linear oscillator with 

attached secondary linear oscillator is 

 𝜔4 − (1 + 𝑓2(1 + 𝜇))𝜔2 + 𝑓2 = 0 (Eq. 30) 
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where 𝑓 is defined as the frequency ratio between the attached and host linear oscillators. Using 

equation 𝜔4−(1 + 𝑓2(1 + 𝜇))𝜔2 + 𝑓2 = 0 (Eq. 30), a comparable linear attachment of 𝑓 → 0 

splits the original linear system resonance into normalized frequencies 𝜔∗ = 0 and 1. Thus, 

interpreted as a linear oscillator attachment of zero natural frequency, the out-of-phase snap 

through response does not shift this particular response from the uncoupled resonance of the 

primary linear system, as has been indicated in Figure 22(a,d). Likewise, for the limiting case 𝑓 →

∞, only terms multiplied by 𝑓2 in equation 𝜔4−(1 + 𝑓2(1 + 𝜇))𝜔2 + 𝑓2 = 0 (Eq. 30) are 

appreciable. There are no longer split resonances but one resonance associated with the composite 

mass: 𝜔∗ = 1/√1 + 𝜇  where 𝜇  is defined as the mass ratio between attachment and host 

oscillators. Therefore, in-phase snap through induces a resonance phenomenon associated with the 

composite mass of the system. Taken together, these two dynamic phenomena indicate the location 

in frequency at which a bistable attachment "splits" the uncoupled resonance of the linear structure, 

yielding one resonance feature at the uncoupled linear natural frequency 𝜔∗ = 1 associated with 

out-of-phase snap through and a second due to the mass of the bistable attachment 𝜔∗ = 1/√1 + 𝜇 

associated with in-phase snap through. 

 

We validate this perspective by computing the system dynamics in the absence of damping with 

𝑝 = 0.01 , 𝑓 = 0.25 , 𝛽 = 1 . Figure 24 shows the linear structure response with bistable 

attachments over a range of mass ratios 𝜇 . The frequencies at which the lower resonance 

characteristics occur are identical to those determined from the expression 𝜔∗ = 1/√1 + 𝜇, also 

confirming the observation in Sec. 4.3.1 that 𝜇 determines where this resonance feature appears.  
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This shows conclusively that for the coupled linear-bistable metastable module, snap through 

phenomena may be tailored for enhanced vibration compared to a single bistable oscillator by 

adjustment of the mass ratio 𝜇 for locating the in-phase high-energy dynamics. In a manner of 

speaking, the bistable attachment does induce frequency splitting to the primary linear system if 

we interpret bistable snap through as two simultaneous linear phenomena, 𝑓 → 0 and 𝑓 → ∞. 

Thus, the snap through phenomenon may be interpreted as both a resonance at zero natural 

frequency and a resonance at infinite natural frequency. 

 

Figure 24. High-energy dynamics of undamped bistable oscillator for coupled system as mass ratio 𝛍 changes. Bold curves 

correspond to stable response and thin grey lines are unstable solutions. Dashed lines are predicted first resonant frequency.  

4.5 Experimental validation 

The results of Sec. 4.3 indicated that coupling of a linear oscillator to a bistable oscillator could (i) 

amplify low excitation levels to intensify snap through and also (ii) yield an out-of-phase snap 

through response around the linear oscillator uncoupled natural frequency. These two results 

enhance the vibration of the bistable system esting and were shown to be tailored for fixed 

excitation level by adjusting tuning ratio 𝑓 and mass ratio 𝜇. The tuning ratio was shown to be 
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important in terms of generating the out-of-phase snap through dynamic unique to the coupled 

system. Here, we validate these key analytical trends by experiments which focus on the ability of 

an appropriately tuned, by 𝑓, linear-bistable metastable system to achieve the dynamic phenomena 

(i) and (ii) above. 

 

A photograph of the test setup is shown in Figure 25. The linear oscillator mass is composed of 

the machined aluminum frame, bottom bearing mass, and bistable oscillator bearing guide rail. 

The bistable mass is composed of the bearing mass in the middle of the photograph along with the 

hardware necessary to affix the mass to a spring pre-compressed in its upright position.  The 

bistable oscillator is developed by pre-compressing the spring (in its upright position) between the 

bistable inertial mass and a rotational pivot affixed to the linear oscillator. Therefore, the two stable 

equilibria for the bistable mass are to the right and left of the central unstable position. Guide rods 

are used to prevent the pre-compressed spring from bending or twisting as the inertial mass snaps 

from one stable state to the other. Both linear and bistable oscillators utilize low-friction linear 

slide bearings. The coupled system is mounted to an electrodynamic shaker table activated in the 

horizontal left-right direction. A number of spring connections are available to connect the linear 

oscillator mass to the shaker platform and consequently for tailoring the tuning ratio 𝑓 of the 

system; we employ two resulting tuning ratios are such that 𝑓2 < 𝑓1 < 1 which are in a range that 

analyses predicted most favorable for inducing phenomena (i) and (ii) described above. A slowly 

swept sinusoid (+0.0092 Hz/second) is the input to the shaker such that response of the system is 

evaluated from 2 to 10 Hz. To compare the dynamics of a single bistable oscillator to the same 

input conditions, the linear oscillator is locked to the shaker platform by replacing the lower spring 

connection with a solid bar linkage. The displacement of the shaker platform is measured by a 
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potentiometer while two accelerometers measure the dynamics of the linear and bistable 

oscillators. 

 

Figure 26 plots the measured acceleration frequency response functions (frf). For the single 

bistable oscillator, this is computed as the ratio of accelerations of the bistable inertial mass to the 

shaker input acceleration; for the coupled system, this is the ratio of the relative acceleration 

between the bistable and linear elements to the shaker acceleration. The sweep test is conducted 

for three excitation levels which represent typical ambient structural vibration magnitudes [17]. 

Input acceleration of 0.98 m/s2 is incapable of inducing in-phase snap through for either the 

individual device or for the system having tuning ratio 𝑓1. However, at 2.75 Hz, the coupled system 

of 𝑓2 exhibits in-phase snap through dynamics, increasing the frf by 94% over the level of the 

single bistable device. Figure 26 shows that increasing the input acceleration to 1.18 and 1.38 m/s2 

enables all of the bistable inertial masses to snap through in-phase with the linear oscillator. It also 

shows that the bistable frf magnitudes of the coupled systems are greater than the single bistable 

frf for the in-phase snap through dynamic but destabilize the high-energy dynamics at a frequency 

slightly less than the single bistable device can maintain. Figure 27(a) shows a photographic 

timeseries capture of one excitation period at 3 Hz for the coupled system using tuning ratio 𝑓2. 

The red lines serve as fixed positioning references throughout the frames. It is evident that both 

oscillators exhibit substantial in-phase vibration. This confirms trends predicted by the analyses of 

Sec. 4.3. 

 

While the single bistable system exhibits only low-energy dynamics for excitation frequencies 

greater than the maximum sustainable interwell oscillation frequency (3 to 4 Hz), the coupled 
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systems undergo another energetic out-of-phase high-energy dynamics at higher frequencies. This 

can be verified by the timeseries captures in Figure 27(b) in which at the beginning of the period 

the linear oscillator is to the left while the bistable oscillator displaces to the right, and vice versa 

halfway through the excitation period. Contrary to the previous in-phase snap through where high-

energy dynamics may be difficult to achieve based on excitation level, out-of-phase snap through 

can be induced for low levels of excitation like 0.98 m/s2. The out-of-phase resonance feature is 

achieved around 8 Hz for system with 𝑓1  and 5.5 Hz for system with 𝑓2 . The system with 𝑓2 

undergoes greater amplitude out-of-phase snap through than the system with 𝑓1 since 𝑓2 < 𝑓1, also 

verifying the trend predicted in Section 4.3.2. For maximum effectiveness and robustness, both in- 

and out-of-phase interwell dynamics should be exploited.  Lastly, Figure 26 shows that the frf of 

the out-of-phase high-energy dynamics of the bistable attachment are on the same order as the in-

phase snap through indicating that the experimental setup is actually moderately damped. 

 

 

Figure 25. Photograph of linear-bistable coupled metastable system showing elements of configuration and test setup. 
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Figure 26. Acceleration frf of the bistable oscillator mass as a function of shaker input frequency for three input acceleration 

levels. Data presented for the single bistable system and two cases of coupling tuning ratio. 

 

Figure 27. Frame by frame photographs of one excitation period for coupled system having 𝒇𝟐: a) in-phase response at 3 

Hz; b) out-of-phase response at 5 Hz. Vertical red lines are identically positioned throughout the timeseries to serve as 

position references. 
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Dynamics of Metastructures for On-Demand Reconfiguration of  

Band Structures and Non-Reciprocal Wave Propagation  

5.1 Chapter overview 

With previous understandings on dynamical response of the unit metastable modules, in this 

chapter, we present a novel approach to achieve adaptable band structures and non-reciprocal wave 

propagation by exploring and exploiting the metastable modular metastructures. Through studying 

the dynamics of wave propagation in a chain composed of finite metastable modules, we provide 

experimental and analysis results on non-reciprocal wave propagation and unveil the underlying 

mechanisms that facilitate such unidirectional energy transmission. In addition, we demonstrate 

that via transitioning amongst the numerous metastable states, the proposed metastructure is 

endowed with a large number of bandgap reconfiguration possibilities. As a result, we illustrate 

that unprecedented adaptable non-reciprocal wave propagation can be realized using the 

metastable modular metastructure. Overall, this research elucidates the rich dynamics attainable 

through the combinations of periodicity, nonlinearity, spatial asymmetry, and metastability, and 

creates a new class of adaptive structural and material systems capable of realizing tunable 

bandgaps and non-reciprocal wave transmissions. 
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5.2 Overall concept and example metastructure 

The building block of the metastructure considered in this study is a metastable module consisting 

of a bistable spring and linear spring integrated in series [193] [194]. With such arrangement, the 

proposed module will exhibit metastability that is essential to realize the broadband non-reciprocal 

wave propagation and adaptation. A lab test stand is set up to explore the concept. The bistable 

constituent is generated by press fitting three magnets with repulsive polarization inside a 3D 

printed enclosure connected in parallel with a stabilizing spring realized via spring steel. 

Characteristic force-displacement profile of a bistable element is measured with an Instron 

machine, shown in Figure 28(a). The bistable element is then connected in series with a linear 

spring steel to form a metastable module. A characteristic force-displacement profile of the module 

is depicted in Figure 28 (b). As shown in Figure 28 (b), the building block exhibits a metastable 

range, where two metastable states (internal configurations) coexist with the same overall topology 

(global displacement). The experimental setup of the metastructure consists of a chain of such 

metastable modules connected in series horizontally, aligned with guiding rail and linear sliding 

bearings. Figure 28(c) depicts the top view of the experimental test bed and Figure 28 (d) shows 

the corresponding schematic of the metastructure in which the bistable constituents are represented 

with buckled beams, the linear constituents are represented with coil springs and the inertial 

elements are symbolized with orange and yellow circles. As denoted in Figure 28 (d), free length 

of the structure 𝐿𝑓𝑟𝑒𝑒 is defined to be the zero force position when all the bistable elements are 

buckled to the left and the global displacement z is defined as the additional deformation applied 

to the structure starting from the free length 𝐿𝑓𝑟𝑒𝑒 position. In this research, we focus on steady 

state wave propagation through the metastructure as the chain is harmonically driven from one 

end. To investigate the non-reciprocal effect, two actuation scenarios are considered: one is 
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forward actuation with actuator on the left side of the lattice chain and the other is backward 

actuation with actuator on the right-hand side of the chain. The conceptual representation of the 

excitation scenarios is depicted in Figure 28 (e). For illustration purposes, only inertial elements 

denoted by orange and yellow circles are presented in Figure 28 (e) while the stiffness constituents 

connecting the masses are not shown. For both scenarios, harmonic displacement input 𝑥𝑖𝑛 is 

directly applied to the mass next to the boundary of the chain indicated by square, and output signal 

𝑥𝑜𝑢𝑡 is measured one module away from the boundary marked with circle, Figure 28 (c) and (e). 

During the experiments, both input and output displacements are measured with laser vibrometers.  
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Figure 28. (a) Characteristic force displacement profile of a bistable element. (b) Characteristic force displacement profile 

of a metastable module. (c) and (d) Top view and corresponding schematic of the experiment setup. (e) Conceptual diagrams 

of metastable module assembled in series under forward (excitation from left) and backward (excitation from right) 

actuations. 

5.3 Mathematical model and band structure analysis 

5.3.1 Metastable states 
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Figure 29 depicts a 1D discrete lattice representation of N identical metastable modules connected 

in series Each metastable module, highlighted with red dashed box, consists of two masses 𝑚1 and 

𝑚2 coupled via a linear constituent; the modules are inter-connected by bistable springs. Without 

loss of generality, the bistable and linear restoring forces are assumed of the form, 𝐹𝑁𝐿 = −𝑘1𝑥 +

𝑘3𝑥3 and 𝐹𝐿 = 𝑘𝐿𝑦, where 𝑥 and y are the deformations of bistable and linear springs respectively. 

The total potential energy of the metastable chain for a fixed global displacement z measured from 

its free length 𝐿𝑓𝑟𝑒𝑒 can be expressed as: 

𝑈 = ∑ [
𝑘𝐿

2
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−

𝑘1

2
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2 +
𝑘3

4
𝑥[1]1

4    (Eq. 31) 

which is a function of internal mass displacements 𝑥[𝑖]1, 𝑥[𝑖]2, where subscript 𝑖 refers to the 𝑖𝑡ℎ 

module. All internal displacements 𝑥[𝑖]1and 𝑥[𝑖]2 are measured from the individual positions of the 

free length configuration. For a fixed global displacement z, equilibrium positions of metastructure 

satisfy 𝜕𝑈 𝜕𝑥[𝑖]1⁄ = 0  and 𝜕𝑈 𝜕𝑥[𝑖]2⁄ = 0  under the constraint that ∑  (𝑥[𝑖]1 + 𝑥[𝑖]2) +𝑁−1
𝑖=1

𝑥[N]1 = 𝑧. According to the minimum potential energy principle [193] [194], metastable states of 

the chain satisfy 𝜕2𝑈 𝜕𝑥[𝑖]𝑘𝜕𝑥[𝑗]𝑙⁄ > 0, i.e. the Hessian matrix of the potential is positive definite.  

 

Figure 29. Schematic and discrete mass spring representation of an N metastable module assembled in series. A periodic 

unit cell, in this case same as the metastable module, is highlighted with red dashed box. 
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5.3.2 Governing equations and linear dispersion analysis 

In general, for a fixed global displacement z, a chain of N metastable modules can have up to 2𝑁 

metastable states (internal configurations) with varying system properties [193] [194]. Starting 

from one of the metastable states, equations of motion for the 𝑖𝑡ℎ module, can be expressed as: 

𝑚1�̈�[𝑖]1 + 𝐹𝑁𝐿(𝑥[𝑖]1 − 𝑥[𝑖−1]2) + 𝑘𝐿(𝑥[𝑖]1 − 𝑥[𝑖]2) = 0    (Eq. 32a) 

𝑚2�̈�[𝑖]2 + 𝐹𝑁𝐿(𝑥[𝑖]2 − 𝑥[𝑖+1]1) + 𝑘𝐿(𝑥[𝑖]2 − 𝑥[𝑖]1) = 0   (Eq. 32b) 

Eq. (32a) is applicable to ∀𝑖 = 2 to N and Eq. (32b) is applicable to ∀𝑖 = 1 to N-1. Due to the 

fixed boundary conditions, equations of motion for first and last mass in the chain can be modified 

as 

𝑚1�̈�[1]1 + 𝐹𝑁𝐿(𝑥[1]1) + 𝑘𝐿(𝑥[1]1 − 𝑥[1]2) = 0    (Eq. 33a) 

𝑚1�̈�[𝑁]1 + 𝐹𝑁𝐿(𝑥[𝑁]1 − 𝑥[𝑁−1]2) + 𝑘𝐿(𝑥[𝑁]1 − 𝑧) = 0   (Eq. 33b) 

Depending on the excitation scenarios, Figure 28 (c), external excitation will be directly applied 

to the first or last mass in the chain.  

 

To establish a linear dispersion relation, we first linearize the equations of motion about its 

metastable state and the band structure is determined by modeling a repeating periodic unit cell of 

an unforced, infinite chain. For the diatomic chain depicted in Figure 29, the periodic unit cell is 

the same as a metastable module, and the linearized equation can be written as: 

𝑚1𝜁�̈� + �̃�𝑁𝐿(𝜁𝑖 − 𝜂𝑖−1) + 𝑘𝐿(𝜁𝑖 − 𝜂𝑖) = 0  (Eq. 34a) 

𝑚2�̈�𝑖 + �̃�𝑁𝐿(𝜂𝑖 − 𝜁𝑖+1) + 𝑘𝐿(𝜂𝑖 − 𝜁𝑖) = 0  (Eq. 34b) 

where 𝜁𝑖  and 𝜂𝑖  are small perturbation of mass 𝑚1  and 𝑚2  around its initial positions and  

�̃�𝑁𝐿 is the corresponding linearized stiffness of the bistable spring. Assuming solutions in the form 
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of a traveling wave, i.e, 𝜁𝑖 = 𝐴𝑒𝑥𝑝[𝑗(𝜔𝑡 − 𝑘𝑖𝐿)] and 𝜂𝑖 = 𝐵𝑒𝑥𝑝[𝑗(𝜔𝑡 − 𝑘(𝑖 + 1)𝐿)], where k is 

the wave number and L is unit length, the model is reduced to a standard eigenvalue problem: 

[
(𝑘𝐿 + �̃�𝑁𝐿)/𝑚1 −(�̃�𝑁𝐿 + 𝑘𝐿𝑒−𝑗𝑘𝐿)/𝑚1

−(�̃�𝑁𝐿 + 𝑘𝐿𝑒𝑗𝑘𝐿)/𝑚2 (𝑘𝐿 + �̃�𝑁𝐿)/𝑚2

] [
𝐴
𝐵

] = 𝜔2 [
𝐴
𝐵

] (Eq. 35) 

The band structure can then be determined by sweeping the wave number 𝑘 from 0/L to 𝜋/𝐿. In 

general, due to the existence of multiple metastable states for a chain of N metastable modules, 

depending on the initial configuration, periodic repeating cell should be identified and similar 

dispersion analysis can be carried out accordingly. 

 

5.3.3 Analysis results of band structures 

For exploration purposes and without loss of generality, parameters used in the analysis are chosen 

to be of arbitrary unit. With stiffness 𝑘1 = 1, 𝑘3 = 1, 𝑘𝐿 = 0.2 and masses 𝑚1 = 𝑚2 = 1, Figure 

3(a) depicts the resultant force profile of the metastructure as global displacement changes. Due to 

a synergistic product of assembling together metastable modules, multiplying number of different 

internal configurations can be afforded via transitioning amongst these metastable states for the 

same global displacement z [193] [194]. Since each metastable state exhibits unique system 

property [193] [194], the ability to reconfigure amongst these states exemplifies the broad 

adaptation space of the proposed metastructure for wave propagation. For instance, configurations 

A and B in (a) represent two possible periodic chains of the same global length with different 

internal configurations or metastable states. Periodic unit cells for the two configurations are 

highlighted with red dashed box in Figure 30(a) and the corresponding band structures for 

configurations A and B are depicted in Figure 30 (b) and (c) respectively. For both configurations 

A and B, the periodic cells consist of a single metastable module with different internal 

configurations, Figure 30 (a). As illustrated in Figure 30, property programmability can be realized 
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via metastable state switching, demonstrated by the adaptation of band structures of the metastable 

chain. For configuration A, the two passbands are [0, 0.633] and [2, 2.098] whereas for 

configuration B, the first passband remains to be the same [0, 0.633] while the second passband 

shifts to [1.069, 1.242]. 
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Figure 30. (a) Reaction force profile as a function global displacement for a 10 module metastable chain. Points A, B are 

two different configurations for the same global topology realized by internal configuration switching. (b) and (c) 

Corresponding band structures for configurations A and B. Passband are within [𝟎, 𝝎𝑨𝟏], [𝝎𝑨𝟐, 𝝎𝑨𝟑] and [𝟎, 𝝎𝑩𝟏], [𝝎𝑩𝟐,

𝝎𝑩𝟑] respectively, demonstrating the massive band structures tunability via internal configuration switching.  

5.4 Non-reciprocal wave propagation and adaptation 

5.4.1 Experimental investigation 

With the same global confinement of 45.1 cm (17.75 inches), two configurations I and II of the 

experiment setup are depicted in Figure 31(a). The two configurations are obtained by switching 

between metastable states and the periodic repeating cells are highlighted with dashed boxes. To 

first identify the band structures, frequency sweep tests are performed for both configurations with 

input RMS acceleration 0.3 m/s2 via an electromagnetic shaker. Due to limitation of the shaker, 

the frequency range is selected to be from 5Hz to 50Hz and the sweep rate is chosen to be 0.05 

Hz/s. Figure 31 (b) depicts the displacement frequency response function (FRF) in forward 

actuation direction, with blue and red representing configurations I and II respectively. As depicted 

in Figure 31 (b), the first passband for configuration I extends to approximately 10Hz and for 

configuration II, the first passband ends at around 18.5Hz. Therefore, for excitation frequency in 

between 10Hz and 18.5Hz, wave propagation characteristics can be adaptively tuned between 

propagating and non-propagating as the proposed structure reconfigures between metastable states 

I and II. Furthermore, such adaptation can be exploited in-situ, depicted by the displacement time 

history in Figure 31 (c). With input RMS displacement 0.2mm and input frequency 15Hz (gray), 

the system starts in configuration II and at steady state the vibration energy is able to propagate 

through the chain since the excitation frequency is inside the passband (blue). We then switch to 

configuration I manually by sequentially reconfiguring two bistable constituents while the 

metastructure is still harmonically excited, depicted by the consecutive spikes in time history 
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(black) in Figure 31 (c). After switching in-situ to configuration I, the excitation frequency changes 

from inside the passband to stopband, and as a result, the output displacement is reduced 

significantly to nearly zero (red). Therefore, due to band structure adaptation, we are able to in-

situ create immediate change of wave propagation characteristics as system reconfigures.  

 

To illustrate the non-reciprocal wave propagation phenomenon, metastructure is prescribed in 

configuration I and is excited at 15Hz. The excitation frequency is chosen such that it is inside the 

stopband of the linearized structure. With the same starting configuration, system is excited in 

forward and backward actuation scenarios individually with a fixed input amplitude and the 

corresponding output and input displacements are measured using laser vibrometers. Same 

experimental procedures are then repeated for different input excitation amplitudes. Figure 31 (d) 

summarize the results of transmittance ratio for different input amplitudes and the discrete points 

circle (triangle) for forward (backward) excitation scenarios are connected with solid (dashed) 

lines to illustrate the trend. The transmittance ratio (𝑇𝑅) is defined as the ratio of steady state 

output RMS displacement over input RMS displacement  𝑇𝑅 = |�̅�𝑜𝑢𝑡|/|�̅�𝑖𝑛| . As indicated in 

Figure 31 (d), with small excitation level, due to the bandgap effect, the output displacement is 

negligible compared to the input amplitude for both excitation directions. As input amplitude 

increases to 0.3mm, transmittance ratio of the backward actuation increases significantly while it 

remains to be low for forward actuation, depicted in Figure 31 (d), providing experimental 

evidence on the start of non-reciprocal wave propagation. This unidirectional energy transmission 

phenomenon ends at input amplitude 0.58mm, at which sudden increase in the output amplitude 

for the forward actuation is also made possible. Such amplitude dependent wave transmission 

feature corroborates with studies on supratransmission, in which energy of a signal with input 
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frequency in the stopband is able to transmit through a nonlinear chain when input amplitude 

exceeds certain threshold [88] [94] [101] [105] [195] [196]. For the proposed architecture, 

integrating the supratransmission property of a nonlinear periodic chain with spatial asymmetry, 

the metastable structure is capable of attaining the onset of supratransmission at different input 

amplitude levels depending on actuation direction, and this threshold discrepancy creates a region 

that facilitates the non-reciprocal wave propagation. 

 

In addition to non-reciprocal wave propagation, endowed with metastability, the proposed 

structure is also capable of exhibiting onset of supratransmission at different excitation level by 

internal reconfiguration. As illustrated in Figure 31 (e), the metastructure is excited under forward 

actuation at 20Hz for both configurations I and II. Similar to previous studies, structures are excited 

with fixed input amplitude for each configuration and these individual tests are connected with 

lines to illustrate the trend on wave propagation characteristics as input amplitude increases. Since 

under small excitation level, the metastructure resembles that of a linear system and energy does 

not transmit through the chain given that the input frequency is within the stopband for both 

configurations. As input amplitude increases to 0.06mm, energy starts to transmit through the 

chain for configuration II whereas wave propagation is still prohibited for configuration I until 

excitation level reaches 0.45mm, after which wave propagates through the chain for both 

configurations. Such adaptivity on the onset of supratransmission for different configurations is 

crucial to create systems with on-demand tuning of non-reciprocal wave propagation 

characteristics. 
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Figure 31.(a) Top view of experiment setup with two different configurations. Two configurations can be reconfigured by 

switching between metastable states. Periodic cell of each configuration is highlighted with dashed box. (b) FRF of output 

displacement over input displacement as input excitation frequency changes for configuration I (red) and configuration II 

(blue) with small excitation level. Frequency 15Hz (triangle) is in the passband for configuration II and stopband for 

configuration I and 20Hz (star) is in the stopband for both configurations. (c) Time history of output displacement with 

input RMS displacement 0.2 mm and input frequency at 15Hz. Signal changes in-situ from propagating to non-propagating 

as configuration changes from configuration II to I. (d) Transmittance ratio (TR) for forward (circles connected with solid 

line) and backward (triangles connected with dashed line) actuation for configuration I with input frequency at 15Hz. 

Shaded area denotes the region of non-reciprocal wave propagation. (e) Transmittance ratio (TR) for configurations I and 

II under forward actuation at 20Hz (circles connected with solid lines), demonstrating the adaptiveness of 

supratransmission. 

5.4.2 Analysis results – generation of non-reciprocal wave propagation 
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To understand the mechanisms of non-reciprocal wave propagation of the proposed system, a 

detailed numerical analysis is performed using the same system parameters for dispersion analysis 

discussed in Sec. 5.3.3. Wave propagation characteristics are first explored for configuration A, 

defined in Figure 30, under both forward and backward actuations. Small damping coefficients 

𝜁 = 𝑐/√𝑘1𝑚1 = 0.001 is applied between lattices and simulations are performed for sufficiently 

long time (30000𝜔1  where 𝜔1  is defined as √𝑘1/𝑚1 ) to reach steady state. Small damping 

coefficients are chosen to limit the influence of energy dissipation on the transmission reduction 

phenomenon. Figure 32 depicts the displacement time history and FFT of corresponding velocities 

for input 𝑥𝑖𝑛  (magenta), output 𝑥𝑜𝑢𝑡  (cyan) and response of internal mass adjacent to input 𝑥1 

(gray), Figure 28(c). Driving frequency 𝜔 = 1.15 is chosen to be within the attenuation band 

[0.633, 2 ] of the metastructure for configuration A from dispersion analysis and two input 

amplitudes 𝛿 = 0.1 and 0.5 are considered.  

  

For small input amplitude 𝛿 = 0.1, despite the large discrepancy on steady state amplitude of 

internal mass (gray) between backward and forward actuations, the output response amplitudes 

(cyan) are both negligible compared to that of the input (magenta), Figure 32(a) and (c). Difference 

in response amplitudes of the internal masses is due to the inherent spatial asymmetry of the 

metastable chain introduced by modules with different elastic constituents. With finite lattice 

length, one end of the chain is grounded via a linear constituent whereas the other end is fixed 

through a nonlinear constituent, Figure 1. To understand the wave propagation characteristics, FFT 

of the corresponding velocities are depicted in Figure 32 (b) and (d). Red dashed lines are band 

structure boundaries 𝜔𝐴1, 𝜔𝐴2 and 𝜔𝐴3 determined from the linear analysis, Figure 30 (b). For 

both actuation scenarios, majority of the energy is localized around the fundamental driving 
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frequency 𝜔𝑑 as well as its higher harmonics 2𝜔𝑑 and 3𝜔𝑑 , Figure 32 (b) and (d). In complement 

to the time domain analysis, the FFT results also reveal that response amplitude of the internal 

mass for backward actuation is orders of magnitude greater than that for the case of forward 

actuation, due to the inherent spatial asymmetry. In fact, amplitude of the second harmonic 

2𝜔𝑑  under backward actuation is still two times larger than the amplitude of fundamental 

harmonics 𝜔𝑑 under forward actuation. However, since these dominant frequencies reside within 

the stopband of the metastable lattices, majority of wave energy does not propagate through the 

metastable chain. As exemplified by the frequency response of output signal for both scenarios, 

dominant frequencies of the remaining wave energy are prominently localized inside the first 

passband. Yet, since the vibration amplitudes of the output signals are considerably reduced 

compared to that of the input, transmittance ratios are negligible.   

 

As input amplitude increases to 𝑥𝑖𝑛 = 0.5, wave propagation for forward excitation scenario is 

still largely prohibited, similar to the low amplitude actuation case, Figure 32 (e) and (f). However, 

comparing Figure 32 (e) and (g), the response of output signal increases substantially for backward 

actuation. More specifically, with large enough input amplitude, the subsequent internal masses 

(gray) instantly undergoes large amplitude vibration, in this case chaotic response, Figure 32 (g). 

Therefore, even though the driving frequency is within the non-propagating zone, input frequency 

is immediately redistributed amongst a broad frequency range and wave energy is transmitted 

through the chain with frequencies spectrum primarily inside the propagating passband, Figure 32 

(h). This frequency conversion property is a classical nonlinear phenomenon and substantiates 

previous researches in which supratransmission is enabled via nonlinear instability and the 

transmitted signal becomes quasiperiodic or chaotic [88] [94] [101] [196] [197]. Hence, we can 
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conclude that non-reciprocal wave transmission with the proposed metastructure is facilitated 

through the interplay of spatial asymmetry, nonlinearity and periodicity. Use the same definition 

of transmittance ratio (TR), it is determined that with the given parameters, TR for forward and 

backward actuations are 0.01 and 3.73 respectively, demonstrating more than 2 orders of 

magnitude increase in transmittance as excitation direction changes and providing clear evidence 

of non-reciprocal wave transmission.  

 
Figure 32. Steady state displacements of input (magenta), output (cyan) and internal (gray) masses for configuration A 

shown in Figure 3 under forward ((a) and (e)) and backward ((c) and (g)) actuation with excitation frequency 𝝎𝒅 = 𝟏. 𝟏𝟓  
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and excitation amplitude 𝜹 = 0.1 ((a) and (c)) and 𝜹 = 0.5 ((e) and (g)). (b), (d), (f) and (h), frequency domain analysis of 

corresponding velocities. Red dashed lines are band structure boundaries frequencies for configuration A predicted from 

linear analysis and green solid line is the input driving frequency. Time t is normalized with respect to the natural frequency 

𝝎𝟏 = √𝒌𝟏/𝒎𝟏 . 

5.4.3 Analysis results - adaptive wave propagation 

Experimental and numerical studies discussed in previous sections demonstrate the non-reciprocal 

wave transmission characteristics as input excitation amplitude varies. Experimental observations 

also indicate that such anomalous energy flow is not only a result of the nonlinearity and spatial 

asymmetry of metastructure, but also tightly related to the bandgaps of the periodic chain. To 

further investigate the influence of internal reconfiguration (change of metastable states) on the 

transmittance ratio (TR) and non-reciprocity of the metastable lattice, numerical analysis is 

performed on the same metastructure by varying both internal configuration and actuation 

scenarios. Figure 33(a) depicts the transmittance ratio as input amplitude changes under constant 

input frequency 𝜔 = 0.95. This frequency is within the stopband for both configurations A and B. 

Similar to experiment investigations, starting in each configuration, harmonic excitation with fixed 

input amplitude is applied to one end of the chain depending on the excitation scenarios. 

 

For small input amplitude, configuration A (red lines), both forward and backward actuations have 

small transmittance ratio, similar to previous observations. Yet, due to spatial asymmetry, as input 

amplitude increases to 0.3 m, transmittance ratio for backward actuation increases significantly by 

2 orders of magnitude, red dashed line, whereas TR for forward actuation remains to be low, 

indicating the start of non-reciprocal wave transmission. Same as the experimental observation in 

Figure 31(d), backward actuation is able to trigger the onset of supratransmission with smaller 

excitation amplitude than forward actuation.  
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As input amplitude increases to 1.7, input energy is sufficient to trigger large amplitude vibration 

for forward actuation and is reflected by the large increase in transmission ratio, red solid line. 

Further increasing input amplitude beyond 1.7, wave energy will transmit in both directions. 

Hence, for configuration A, non-reciprocal wave transmission occurs for input amplitudes between 

0.3 to 1.7. As the metastructure is changed to configuration B (bottom row in Figure 33 (a)) by 

switching between the metastable states (Figure 30(a)), with the same excitation frequency 𝜔 =

0.95, amplitude range for such unidirectional energy transmission now shifts to between 0.1 to 

0.2. This is due to the fact that comparing with configuration A, configuration B corresponds to a 

softer state, i.e. equilibrium position is at a shallower potential well, evidenced by a lower 

passband, Figure 30(b). Therefore, nonlinear instability is more readily attainable compared to 

configuration A. This demonstrates the adaptivity of non-reciprocal wave transmission 

characteristics as switching amongst the metastable states. 

 

Additionally, as shown in Figure 30, alternating internal configurations can greatly affect the 

bandgaps of the metastable lattice, which is shown to be pivotal in manipulating frequency 

spectrum of the output signal, Figure 32. Hence, the effect of input frequency on the non-reciprocal 

wave transmission characteristics as switching amongst metastable states is investigated. Figure 

6(b) illustrates the transmittance ratio as input frequency changes with constant input 

amplitude 𝛿 = 0.5. It can be seen that for configuration A, non-reciprocal transmission exists for 

frequencies between [0.7, 1.7] and [2.3, 3] and is changed to [1.7, 2] and [2.5, 3] as switched to 

configuration B.  
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To further explore the adaptivity of wave propagation characteristics over a wide spectrum of input 

parameters, Figure 33 (c) depicts the transmittance ratio for forward and backward actuations with 

both configurations A and B as input frequency and amplitude varies. The transmittance ratio heat 

map shown in Figure 33 (c) are in log scale with lighter color region corresponds to larger TR 

values. As demonstrated in Figure 33 (c), for both configurations A and B, wave propagation 

characteristics for forward and backward actuations are considerably different for various 

combinations of input parameters. In fact, with the given system parameters, most of the signal 

transmit through the chain for backward actuation, whereas for forward actuation, wave energy 

does not propagate for some combinations of input frequency and amplitude in the parameter 

space, indicated by a greater area of dark space in Figure 33 (c). Such discrepancy in TR for two 

excitation directions creates region in parameter space in which non-reciprocal energy 

transmission exits. Additionally, this phenomenon is observed for most of the frequencies inside 

the stopbands. More intriguingly, as configurations switches from A to B, significant adaptation 

of wave propagation characteristics can be observed for forward actuations, Figure 33 (c). For 

instance, with input level 𝛿 = 1  and frequency 𝜔 = 1.5 , initially blocked wave energy for 

configuration A can propagate through the chain as switched to configuration B. It’s also worth 

noting that the non-propagating zone for configuration B, indicated by the dark blue area is much 

smaller compared to that for configuration A, corroborating with the previously discussed fact that 

configuration B corresponds to a softer state. From these observations, we can conclude that the 

proposed metastable metastructure is invested with massive adaptivity of non-reciprocal wave 

propagation characteristics for a wide frequency range by switching amongst the metastable states. 
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Figure 33. (a) and (b) Transmittance ratio (TR) for metastructure under forward (solid line) and backward (dashed line) 

actuation for configuration A (red) and B (blue) with shaded areas denoting parameter space for non-reciprocal wave 

propagation. (a) Varying input amplitude with fixed frequency 𝝎𝒅 = 𝟎. 𝟗𝟓 and (b) Varying input frequency with fixed 

amplitude  𝜹 = 𝟎. 𝟓 . Gray area indicates the region of non-reciprocal wave transmission. (c) Contour plot on transmittance 

ratio (vs. input frequency and amplitude) of forward and backward actuation for configurations A and B.  
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Supratransmission in a Metastable Modular Metastructure  

6.1 Chapter overview 

From previous investigation in a metastable modular metastructure, we find that when the driving 

frequency is within the stopband of the periodic structure, there exists a threshold input amplitude, 

beyond which sudden increase in the energy transmission can be observed. This onset of 

transmission is due to nonlinear instability and is known as supratransmission. We show that due 

to spatial asymmetry of strategically configured constituents, such transmission thresholds could 

shift considerably when the structure is excited from different ends and therefore enabling the non-

reciprocal energy transmission. While previous investigation presented a novel approach to 

achieve adaptable non-reciprocal wave propagation and showed great potential, in depth 

understanding of the mechanisms that are able to activate the onset of supratransmission and their 

implications on wave energy transmission potentials are not clear. Additionally, analytical tools 

that can provide guidelines to synthesize systems capable of attaining non-reciprocal wave 

propagation for desired operation ranges are lacking. Therefore, in this chapter, we aim to build 

upon the previous study and provide a thorough investigation and exploration on the 

abovementioned unresolved problems. Our goal is to advance the state of the art by providing 

understanding and insights on the rich and complicated dynamics in the proposed metastable 

modular metastructure and developing effective analytical tools for analyzing and synthesizing 

non-reciprocal wave energy propagation. 
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6.2 Route to supratransmission in the metastructure 

With the same system parameters used to determine the bandgaps in Sec. 5.3.3, 𝑘1 = 2, 𝑘2 =

−3, 𝑘3 = 1, 𝑘𝐿 = 0.2 and masses 𝑚1 = 𝑚2 = 1, wave propagation characteristics are explored 

using a 10 module metastructure over a wide spectrum of input parameters starting from free length 

configuration, i.e. 𝑧 = 0. Given the system parameters, distance between the two equilibrium 

positions for the bistable constituents is 2. Small damping coefficients 𝜁 =  0.001  is applied 

between lattices and input 𝑥𝑖𝑛 = 𝑝𝑠𝑖𝑛(𝜔𝑡) is prescribed to one end of the structure depending on 

excitation scenario with numerical simulations running for sufficiently long time (30000𝜔1 where 

𝜔1 is defined as √𝑘1 𝑚1⁄ ) to reach steady state. Small damping coefficients are chosen to limit the 

influence of energy dissipation on wave propagation phenomenon. To investigate the non-

reciprocal effect, two actuation scenarios are considered: one is forward actuation with input 

𝑥𝑖𝑛 on the left side of the lattice chain and the other is backward actuation with input 𝑥𝑖𝑛 on the 

right hand side of the chain. Discrete representations of the excitation scenarios are depicted in 

Figure 34. For both scenarios, displacement input 𝑥𝑖𝑛 is directly applied to the mass next to the 

boundary of the chain and output signal 𝑥𝑜𝑢𝑡 is measured one unit (two degrees of freedom) away 

from the other side of the boundary. Owning to asymmetry of the metastable module, periodic 

repeating unit for the two excitation scenarios are inherently different, highlighted with red dashed 

boxes respectively, Figure 34. 
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Figure 34. Conceptual diagrams of metastable module assembled in series under forward (excitation from left) and 

backward (excitation from right) actuations. For both scenarios, displacement input 𝒙𝒊𝒏 is directly applied to the mass next 

to the boundary of the chain, and output signal 𝒙𝒐𝒖𝒕 is measured one module away from the boundary. Repeating unit for 

both excitation scenarios are highlighted with red dashed box. The first and last units are highlighted with green and blue 

dashed boxes, respectively. 

Figure 35 depicts the contour plot of the transmittance ratio (TR) of the metastructure as input 

frequency and amplitude varies for forward actuation scenario, Figure 34. The transmittance ratio 

(TR) is defined as the ratio of output RMS displacement over input RMS displacement 𝑇𝑅 =

|𝑅𝑀𝑆(𝑥𝑜𝑢𝑡)|/|𝑅𝑀𝑆(𝑥𝑖𝑛)| . Hence, a higher transmittance ratio indicates more energy is 

transmitted through the metastructure. Contour plot is in log scale with brighter region corresponds 

to larger TR values. As shown in Figure 35, for input frequency inside the passband (PB) of the 

structure, since wave energy is able to propagate through the chain [21], transmittance ratio (TR) 

is always large. When excitation frequency is inside the stopband of the structure, an amplitude 

dependent wave transmission characteristic can be observed due to supratransmission [88] [94] 

[101] [198]. Upon close inspection, three distinct regions, labeled with I, II and III in Figure 35, 

with different input amplitude dependency can be identified when excitation frequency is inside 

the stopband. In this section, we will explore in detail different mechanisms that trigger the 

supratransmission phenomenon, which enables the energy transmission inside the bandgap. 
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Figure 35. Contour plot on transmittance ratio (vs. input frequency and amplitude) for forward actuation from free length 

configuration. Passbands (PB) from dispersion analysis are within (𝟎, 𝟎. 𝟔𝟑𝟐) and (𝟐, 𝟐. 𝟎𝟗𝟖). Passbands are bounded by 

the red dash-dotted lines. For frequency inside the bandgaps, three regions, each with unique energy transmission 

characteristics depending on input frequency and amplitude can be identified, labeled with I, II and III. Representative 

frequency for each region is labeled with (a), (b) and (c) with yellow dashed lines, respectively.  

6.2.1 Region I  

To explore the characteristic dynamics in region I, input frequency 𝜔 = 1 labeled with (a) in 

Figure 35 is chosen while excitation amplitude varies from 0.1 to 3 for forward actuation, Figure 

34. From previous study in Chapter 5, we find that energy transmission is closely related to the 

dynamics of the first unit near the excitation; therefore, Figure 4 depicts both the bistable amplitude 

𝑌 of the first unit and corresponding transmittance ratio as input amplitude increases. Bistable 

amplitude is defined to be the peak value of relative displacement between 𝑚1 and 𝑚2 at steady 

state and is chosen to represent the dynamics of the first unit. If the steady state response of the 

bistable constituent is periodic oscillation, bistable amplitude is represented with a single point in 
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Figure 36 for a fixed excitation level, whereas for aperiodic or chaotic oscillation, amplitude at 

steady state covers a wide range of magnitude and therefore is represented by a line. As input 

amplitude varies, 6 input levels 𝑝 = [0.15, 0.45, 0.8, 1.5, 1.77, 1.87], labeled A through F, are 

carefully inspected. Figure 37 depicts the phase diagram of the bistable displacement 𝑦  and 

corresponding bistable velocity 𝑣 of the first unit as well as the FFT of bistable velocity 𝑣. Bistable 

displacement 𝑦 is defined to be the relative displacement between two masses at steady state and 

likewise bistable velocity 𝑣 is the relative velocity. Black dots represent the equilibrium positions 

of the bistable constituents and red dots correspond to the stroboscopic map of the first bistable 

constituent.  

 

With small excitation level 𝑝 = 0.15, point A in Figure 36, the first bistable constituent undergoes 

intrawell oscillation (small amplitude oscillation around one of the equilibrium positions) with 

dominant frequency the same as the input frequency, Figure 37 (A). Since input frequency is inside 

the stopband, transmittance ratio is small as expected, Figure 36 (b), indicating that energy does 

not propagate through the chain. As excitation increases to for instance 𝑝 = 0.45, point B in Figure 

36, bistable amplitude bifurcates into two magnitudes. FFT of bistable velocity in Figure 37 (B) 

reveals that the vibration exhibits characteristics of superharmonic oscillation with dominant 

frequency twice as much as the driving frequency. Since all frequency spectrums with dominant 

magnitude are in the stopband, the TR remains to be low. Further increasing excitation level, steady 

state magnitude of the first bistable element becomes aperiodic. For instance, at 𝑝 = 0.8, intrawell 

aperiodic oscillation occurs with frequency contents covering a broader spectrum and some of the 

frequency content now are inside the passband, Figure 37 (C) and hence transmittance ratio starts 

to increase to 0.04, indicating that vibration energy starts to propagate through the chain. As input 
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level increases to approximately 1.3, bistable amplitude suddenly jumps and the vibration becomes 

chaotic interwell oscillation (large amplitude oscillation encompassing both equilibrium 

positions), point D and F in Figure 36. FFT of corresponding bistable velocity in Figure 37 (D) 

and (F) also illustrates that vibration energy of the constituent is diffused to a broader frequency 

spectrum with more frequency content inside the passband. Hence, such interwell chaotic 

oscillation leads to a noticeable increase in the transmittance ratio to 0.617 and 0.845 respectively 

for D and F, Figure 36 (b). Lastly, at excitation 𝑝 = 1.77, bistable amplitude encompass a shorter 

range near one of its equilibrium positions at y = 2 (the other equilibrium position is at y = 0), 

point E in Figure 36 (a), indicating it undergoes intrawell oscillation. Phase diagram in Figure 37 

(E) also corroborates this observation. From the FFT of bistable velocity, Figure 37 (E), it is 

determined that bistable constituent of the first unit undergoes a quasi-periodic intrawell 

oscillation, with more energy localized on frequency contents in the stopband compare to chaotic 

interwell oscillations, point D and F in Figure 36. Therefore, transmittance ratio at this excitation 

level drops correspondingly, point E in Figure 36 (b). These observations illustrate that the 

transmittance ratio is closely related to the dynamics of first unit. It is generally high when the first 

bistable constituent undergoes interwell or intrawell aperiodic/chaotic oscillation. Furthermore, 

for frequency range inside region I, supratransmission is shown to be facilitated through the 

nonlinear instability by transitioning from superharmonic vibration to aperiodic intrawell 

oscillation of the bistable constituent and transmittance ratio grows progressively as input 

amplitude increases.  
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Figure 36. Normalized bistable amplitude of the first unit and corresponding transmittance ratio as input amplitude 

increases for forward excitation scenarios with input frequency 𝝎 = 𝟏. Bistable amplitude is determined to be the peak 

value of relative displacement between the two oscillators at steady state. A through F corresponds to input amplitude 𝒑 =

[0.15, 0.45, 0.8, 1.5, 1.77, 1.87]. 
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Figure 37. Phase diagram of the bistable constituent of the first unit under forward excitation, Figure 34, and corresponding 

FFT of the bistable velocity for different input excitation levels. (A) through (F) matches the same labels in Figure 36. Black 
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dots represent the equilibrium positions of the bistable constituents and red dots correspond to the stroboscopic map of the 

first bistable constituent. 𝝎 = 𝟏 denotes the input frequency. 

 

Figure 37. (Cont’d) Phase diagram of the bistable constituents of the first unit under forward excitation and corresponding 

FFT of the bistable velocity for different input excitation levels. 

6.2.2 Region II 

Similarly, to explore the characteristic dynamics in region II, input frequency 𝜔 = 1.6 labeled 

with (b) in Figure 35 is chosen while excitation amplitude varies from 0.1 to 3 for forward 

actuation, Figure 34. Figure 38 depicts the bistable amplitude of the first unit and corresponding 

transmittance ratio as input amplitude increases. As input amplitude varies, representative input 

levels 𝑝 = [0.5,1.27,1.46,1.85], are selected and labeled A through D. Figure 39 depicts the phase 

diagram of the bistable constituent for the first unit and FFT of corresponding bistable velocity. 

Red dots correspond to the stroboscopic map of the first bistable constituent.  
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Comparable to cases in region A, when excitation level is small, transmittance ratio is low, for 

instance 𝑝 = 0.5 point A in Figure 38. As shown in Figure 38 (A), the first bistable element 

undergoes a small amplitude periodic intrawell oscillation with dominant frequency the same as 

the input frequency and corresponding transmittance ratio is only 0.01. As input amplitude 

increases to 𝑝 = 1.27, vibration amplitude of the first bistable constituent increases significantly 

and the resultant vibration is characterized as chaotic interwell oscillation, Figure 39 (B) and (D). 

Correspondingly, more than two orders of magnitude increases in transmittance ratio is observed 

as dynamical characteristics of the first bistable constituent suddenly changes. Transitioning from 

intrawell to interwell oscillation for a bistable element as input amplitude increases is known to be 

caused by a saddle node bifurcation [138] [199] [200], therefore, for frequency range inside region 

II, supratransmission is triggered through the nonlinear instability of a saddle node bifurcation. 

Note that point C in Figure 38 corresponds to a near periodic large amplitude interwell oscillation 

yet the transmittance ratio is lower compared to the chaotic interwell oscillation case point B or D. 

This is because when first bistable element undergoes chaotic oscillation, it converts the frequency 

spectrum from the stopband to the passband more effectively, leading to more energy propagation 

through the chain and hence resulting in a higher TR [104] [198]. 
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Figure 38. Normalized bistable amplitude of the first unit and corresponding transmittance ratio as input amplitude 

increases for forward excitation scenarios with input frequency 𝝎 = 𝟏. 𝟔. Bistable amplitude is determined to be the relative 

displacement amplitude between the two moving masses at steady state. A through D corresponds to input amplitude 𝒑 =

[𝟎. 𝟓, 𝟏. 𝟐𝟕, 𝟏. 𝟒𝟔, 𝟏. 𝟖𝟓]. 
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Figure 39. Phase diagram of the bistable constituents of the first unit under forward excitation Figure 34, and corresponding 

FFT of the bistable velocity for different input excitation levels. (A) through (D) matches the same labels in Figure 38. Black 

dots represent the equilibrium positions of the bistable constituents and red dots correspond to the stroboscopic map of the 

first bistable constituent. 𝝎 = 𝟏. 𝟔 denotes the input frequency. 
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6.2.3 Region III 

Lastly, when excitation frequency is inside region III, we explored the characteristic dynamics 

with input frequency 𝜔 = 2.2, labeled (c) in Figure 35. As indicated by the complicated TR pattern 

in Figure 40(b), for parameters in region III, we expect the dynamics of the first bistable element 

to be more intricate. Depicted in Figure 40(a), as input amplitude increases, dynamics of the first 

bistable element constantly transitions amongst periodic intrawell (point A and F), quasi-periodic 

intrawell (point B), aperiodic intrawell (point C), chaotic interwell (point D and G) and even 

subharmonic intrawell oscillation (point E). As a result, transmittance ratio frequently fluctuates 

up and down and is generally low for periodic intrawell and high for chaotic/aperiodic 

interwell/intrawell oscillations. In contrast to the previous two cases, for input frequencies in this 

region, there is no clear threshold on input amplitude beyond which vibration energy always 

propagates through the chain. However, when energy does propagate through the chain, 

supratransmission is still enabled via nonlinear instability, exemplified by the sudden change of 

vibration amplitude of the bistable element. 



 118 

 

Figure 40. Normalized bistable amplitude of the first unit and corresponding transmittance ratio as input amplitude 

increases for forward excitation scenarios with input frequency ω=2.2. Bistable amplitude is determined to be the relative 

displacement amplitude between the two moving masses at steady state. A through G corresponds to input amplitude 𝒑 =

[𝟎. 𝟏, 𝟎. 𝟐, 𝟎. 𝟑, 𝟎. 𝟕𝟓, 𝟏. 𝟑𝟖, 𝟏. 𝟕 𝟏. 𝟖𝟓]. 
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Figure 41. Phase diagram of the bistable constituents of the first unit under forward excitation, Figure 34, and 

corresponding FFT of the bistable velocity for different input excitation levels. (A) through (G) matches the same labels in 

Figure 40. Black dots represent the equilibrium positions of the bistable constituents and red dots correspond to the 

stroboscopic map of the first bistable constituent. 𝝎 = 𝟐. 𝟐 denotes the input frequency. 



 120 

 

Figure 41. (Cont’d) Phase diagram of the bistable constituent of the first unit under forward excitation Figure 34, and 

corresponding FFT of the bistable velocity for different input excitation levels. 

6.3 Predicting the onset of supratransmission and region of non-reciprocal transmission  

From investigations discussed in Sec. 6.2, we noticeably observed the correlation between 

dynamics of the first bistable element with respect to the transmission ratio (TR) under forward 

actuation. This is mainly for two reasons: first is the weak coupling between the individual units 

(to maintain adaptable and metastable characteristics, strong coupling is not desired [193] [194]) 

and second is because the driving frequency is inside the stopband, vibration is prone to be 
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localized closer to the excitation initially. Therefore, we seek to predict the onset of 

supratransmission by only retaining the nonlinear element of the first unit while linearizing the 

rest of the chain. With such a localized nonlinear-linear model, we are endowed with the 

opportunity to derive analytical solutions by using the transfer matrix method for the linear part 

[201] and interface with the harmonic balance method of the first nonlinear unit [200]. Similar 

concepts of treating the nonlinearity locally has been demonstrated to be effective in analyzing 

vibration characteristics for other nonlinear system [104] [202] [203]. Additionally, we noticed 

that when the first bistable element transitions from intrawell to interwell oscillation via a saddle 

node bifurcation (region II), a clear threshold on input amplitude can be identified beyond which 

drastic increase in transmittance ratio is observed. Such a rapid growth in transmittance ratio could 

potentially be used as a practical means for identifying regions of non-reciprocal response [198]. 

Therefore, in the following investigation discussed in this paper, we focus on analytically 

predicting the onset of supratransmission induced by the saddle-node bifurcation. 

 

6.3.1 Forward actuation 

Figure 42(a) depicts the schematic of the localized nonlinear-linear model for forward actuation in 

which nonlinearity is only preserved in the first unit. Governing equations of the 𝑗𝑡ℎ unit, Figure 

42(b) can be expressed as:  

𝑚1�̈�[𝑗+1]1 + �̃�1(𝑤[𝑗+1]1 − 𝑤[𝑗]2) + 𝑘𝐿(𝑤[𝑗+1]1 − 𝑤[𝑗+1]2) = 0 (Eq. 36) 

𝑚2�̈�[𝑗]2 + �̃�1(𝑤[𝑗]2 − 𝑤[𝑗+1]1) + 𝑘𝐿(𝑤[𝑗]2 − 𝑤[𝑗]1) = 0 (Eq. 37) 

for 1 ≤ 𝑗 ≤ 𝑁 − 1, where �̃�1 is the linearized stiffness of the bistable constituents and 𝑤[𝑗]1 and 

𝑤[𝑗]2 are displacements from the new equilibrium positions for a fixed z and configuration. 

 

After nondimensionalization, the governing equations become 
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𝜇𝑤[𝑗+1]1
′′ + 𝛽1(𝑤[𝑗+1]1 − 𝑤[𝑗]2) + (𝑤[𝑗+1]1 − 𝑤[𝑗+1]2) = 0 (Eq. 38) 

𝑤[𝑗]2
′′ + 𝛽1(𝑤[𝑗]2 − 𝑤[𝑗+1]1) + (𝑤[𝑗]2 − 𝑤[𝑗]1) = 0  (Eq. 39) 

where the parameters are defined as  

ω2 = 𝑘L 𝑚2⁄ ;  𝜇 = 𝑚1 𝑚2⁄ ; 𝛽1 = �̃�1 𝑘L⁄  

and the operator ( )′ represents a derivative with respect to nondimensional time 𝑡.  

Figure 42(b) shows a schematic representation of two adjacent units in the assembled periodic 

structure. On both side of each unit, there is a pair of force and displacement. It should be noted 

that in this case 𝑢𝑅
𝑗

= 𝑤[𝑗+1]1 and 𝑢𝑅
𝑗+1

= 𝑤[𝑗+2]1. Balancing force at the left and right ends of the 

(𝑗 + 1)𝑡ℎ unit, we can derive the following relations: 

𝑢𝑅
(𝑗+1)

=
−𝜔2+�̃�1

�̃�1
𝑢𝐿

(𝑗+1)
+

𝜔2−1−�̃�1

�̃�1
𝑢𝐿

(𝑗+1)
= 𝑇11

𝐹 𝑢𝐿
(𝑗+1)

+ 𝑇12
𝐹 𝐹𝐿

(𝑗+1)
  

𝐹𝑅
(𝑗+1)

=
𝜇𝜔4−ω2�̃�1(1+𝜇)

�̃�1
𝑢𝐿

(𝑗+1)
+

−𝜇𝜔4+ω2(�̃�1+𝜇+�̃�1𝜇)−�̃�1

�̃�1
𝐹𝐿

(𝑗+1)
= 𝑇21

𝐹 𝑢𝐿
(𝑗+1)

+ 𝑇22
𝐹 𝐹𝐿

(𝑗+1)
  

From compatibility and force equilibrium between adjacent units we have 𝑢𝐿
(𝑗+1) 

= 𝑢𝑅
(𝑗)

 and 

𝐹𝐿
(𝑖+1)

= −𝐹𝑅
(𝑗)

. The transfer matrix from 𝑗th unit to (𝑗 + 1)𝑡ℎ unit can then be derived as: 

[
𝑢𝑅

(𝑗+1)

𝐹𝑅
(𝑗+1) 

] = [
𝑇11

𝐹 −𝑇12
𝐹

𝑇21
𝐹 −𝑇22

𝐹 ] [
𝑢𝑅

(𝑗)

𝐹𝑅
(𝑗)

]  

Moving along the finite chain from the second to last unit to the first unit, we can write 

[
𝑢𝑅

(𝑁−2)

𝐹𝑅
(𝑁−2)

] = [
𝑇11

𝐹 −𝑇12
𝐹

𝑇21
𝐹 −𝑇22

𝐹 ]

𝑁−2

[
𝑢𝑅

(1)

𝐹𝑅
(1)

] = [
𝑀11

𝐹 𝑀12
𝐹

𝑀21
𝐹 𝑀22

𝐹 ] [
𝑢𝑅

(1)

𝐹𝑅
(1)

] (Eq. 40) 

For last unit, Figure 42(c), with fixed boundary conditions, governing equations can be expressed 

as: 

𝜇𝑤[𝑁]1
′′ + 𝛽1(𝑤[𝑁]1 − 𝑤[𝑁−1]2) + (𝑤[𝑁]1) = 0                                                                       (Eq. 41) 

𝑤[𝑁−1]2
′′ + (𝑤[𝑁−1]2 − 𝑤[𝑁−1]1) + 𝛽1(𝑤[𝑁−1]2 − 𝑤[𝑁]1) = 0                                                (Eq. 42) 

It is then easy to get that 𝐹𝐿
(𝑁−1)

= 𝐶1𝑢𝐿
(𝑁−1)

 where 𝐶1 =   
(ω4 𝜇−𝜔2 (1+�̃�1+�̃�1𝜇)+�̃�1)

ω4𝜇−𝜔2 (1+�̃�1) (1+𝜇)+(2+�̃�1)
 . Combining 

with Eq. (40), we can derive that 
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𝐹𝑅
(1)

= 𝐶𝑢𝑅
(1)

=
−𝐶1𝑀11

F −𝑀21
𝐹

(𝐶1𝑀12
F +𝑀22

F ) 
𝑢𝑅

(1)
        (Eq. 43) 

Lastly, governing equations for the first nonlinear unit, Figure 42(d) can be derived as: 

𝜇(𝑥 + 𝑦 + 𝑥𝑖𝑛)′′ + 𝛽1𝑦+𝛽2𝑦2 + 𝛽3𝑦3 = 𝐹𝑅
1  (Eq. 44) 

(𝑥 + 𝑥𝑖𝑛)′′ + (𝑥) − (𝛽1𝑦+𝛽2𝑦2 + 𝛽3𝑦3) = 0 (Eq. 45) 

where 𝑥 and y are deformations of linear and nonlinear springs and 𝛽1 = 𝑘1 𝑘L⁄ , 𝛽2 = 𝑘2 𝑘L⁄ , and 

𝛽3 = 𝑘3 𝑘L⁄ . Without loss of generality, we assume 𝛽1 = 2𝛽3  and 𝛽2 = −3𝛽3  to realize a 

symmetric bistable potential with distance between the two equilibria to be 2, similar to the 

potential profile used in previous numerical analysis.  

 

Assuming 1-term expansion with slowly varying coefficients 𝑥(𝑡) = 𝑎(𝑡) sin(𝜔𝑡) +

𝑏(𝑡) cos(𝜔𝑡)  and 𝑦(𝑡) = 𝑐(𝑡) sin(𝜔𝑡) + 𝑑(𝑡) cos(𝜔𝑡) + 𝑒(𝑡) , plugging Eq. (43), 𝑢𝑅
1 = 𝑥𝑖𝑛 +

𝑥(𝑡) + 𝑦(𝑡) and 𝑥𝑖𝑛 = 𝑝𝑠𝑖𝑛(𝜔𝑡) into the equations of motion, eliminating higher order terms, and 

grouping the constant, sin(𝜔𝑡) and cos(𝜔𝑡) terms yields five equations for the coefficients, 𝑎(𝑡), 

𝑏(𝑡), 𝑐(𝑡), d(𝑡) and e(𝑡) 

2𝜔𝑏′ = −𝑝𝜔2 + (1 − 𝜔2)𝑎(𝑡) + (−2 −
3

4
𝑅𝑦

2 + 6𝑒(𝑡) − 3𝑒(𝑡)2) 𝛽3𝑐(𝑡)   

−2𝜔𝑎′ = (1 − 𝜔2)𝑏(𝑡) + (−2 −
3

4
𝑅𝑦

2 + 6𝑒(𝑡) − 3𝑒(𝑡)2) 𝛽3𝑑(𝑡)   

2𝜇𝜔𝑏′ + 2𝜇𝜔𝑒′ = (−𝐶 − 𝜇𝜔2)𝑝 + (−𝐶 − 𝜇𝜔2)𝑎(𝑡) + (2𝛽3 +
3

4
𝑅𝑦

2 − 𝐶 − 𝜇𝜔2 − 6𝛽3𝑒(𝑡) +

3𝛽3𝑒(𝑡)2) 𝑐(𝑡)   

−2𝜇𝜔𝑐′ − 2𝜇𝜔𝑎′ = (−𝐶 − 𝜇𝜔2)𝑏(𝑡) + (2𝛽3 +
3

4
𝑅𝑦

2 − 𝐶 − 𝜇𝜔2 − 6𝛽3𝑒(𝑡) + 3𝛽3𝑒(𝑡)2) 𝑑(𝑡)    

0 = −2𝛽3𝑒(𝑡) + 3𝛽3𝑒(𝑡)2 − 𝛽3𝑒(𝑡)3 + (
3

2
−

3

2
𝑒(𝑡)) 𝛽3𝑅𝑦

2   

where 𝑅𝑦 is the bistable amplitude with 𝑅𝑦
2 = 𝑐(𝑡)2 + 𝑑(𝑡)2  

Combining the five equations, a third order polynomial in terms of 𝑅 = 𝑅𝑦
2 can be derived [200]: 

𝜌3𝑅3 + 𝜌2𝑅2 + 𝜌𝑅 + 𝜌0 = 0   
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where  

𝜌3 =
1

16 (−1+𝜔2)2
(225 𝐶2 𝛽3

2 + 450 𝐶 𝛽3
2 (−1 + (1 + 𝜇)𝜔2) + 225 𝛽3

2(−1 + (1 + 𝜇)𝜔2)2)  

𝜌2 =
1

16 (−1 + 𝜔2)2
(−120 𝐶2𝛽3 − 240 𝐶2𝛽3

2 + 120 𝐶2𝛽3𝜔2 − 120 𝛽3 (−1

+ (1 + 𝜇)𝜔2) (−𝜇 𝜔2 (−1 + 𝜔2) + 2 𝛽3 (−1 + (1 + 𝜇)𝜔2))

− 120 𝐶 𝛽3 (4 𝛽3 (−1 + (1 + 𝜇)𝜔2) − (−1 + 𝜔2) (−1 + (1 + 2 𝜇)𝜔2))) 

𝜌1 =
1

16 (−1 + 𝜔2)2
(64 𝐶2 − 128 𝐶2𝜔2 + 64 𝐶2𝜔4 − 128 𝐶2𝛽3 + 128 𝐶2𝜔2𝛽3 + 64𝐶2𝛽3

2

+ 16 (ω2 (−1 + 𝜔2)𝜇 − 2 𝛽3 (−1 + 𝜔2(1 + 𝜇)))
2

+ 64 𝐶 (−1 + 𝜔2

+ 𝛽3) (−𝜔2 (−1 + 𝜔2) 𝜇 + 2 𝛽3 (−1 + 𝜔2 (1 + 𝜇)))) 

𝜌0 =
1

16(−1+𝜔2)2 (−16C2𝑝2 − 32C𝑝2𝜇𝜔2 − 16𝑝2𝜇2𝜔4)  

This polynomial can be further simplified as 𝑅3 + 𝑎2𝑅2 + 𝑎1𝑅 + 𝑎0 = 0 with leading coefficients 

to be 1. Transmission threshold corresponding to a saddle-node bifurcation can then be determined 

by solving the equation 

 𝑎0 = −2 × (𝑃 + √𝑄3)   (Eq. 46) 

where 𝑃 = (𝑎2
3)/27 − (𝑎1𝑎2)/6  and Q = (𝑎2

2)/9 − 𝑎1/3 

 

Figure 42.(a) Discrete chain of localized nonlinear-linear model for forward actuation; Only the first unit adjacent to input 

is nonlinear (b) Schematic of 𝒋𝒕𝒉 and (𝒋 + 𝟏)𝒕𝒉 unit for transfer matrix analysis. Subscript in square bracket corresponds 

to the index of metastable module shown in Figure 34. (c) Schematic of the last unit for transfer matrix analysis. (d) 

Schematic of first unit for harmonic balancing analysis.  

6.3.2 Backward actuation 
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Following the same procedure, transfer matrix from the second to last unit to the first unit for 

backward actuation, Figure 43, can be derived as  

[
𝑢𝑅

(𝑁−2)

𝐹𝑅
(𝑁−2)

] = [
𝑇11

𝐵 −𝑇12
𝐵

𝑇21
𝐵 −𝑇22

𝐵 ]

𝑁−2

[
𝑢𝑅

(1)

𝐹𝑅
(1)

] = [
𝑀11

𝐵 𝑀12
𝐵

𝑀21
𝐵 𝑀22

𝐵 ] [
𝑢𝑅

(1)

𝐹𝑅
(1)

] (Eq. 47) 

where 𝑇11
𝐵 = −𝜔2 + 1, 𝑇12

𝐵 = (𝜔2 − 1 − 𝛽1)/𝛽1, 𝑇21
𝐵 = 𝜔4𝜇 − 𝜔2(1 + 𝜇), and 𝑇22

𝐵 = (−𝜔4𝜇 +

𝜔2(1 + 𝜇 + 𝛽1𝜇) + 𝛽1)/�̃�1. With fixed boundary conditions, we can derive that  

𝐹𝑅
(1)

= 𝐶𝑢𝑅
(1)

=
−𝐶1𝑀11

F −𝑀21
𝐹

(𝐶1𝑀12
F +𝑀22

F ) 
𝑢𝑅

(1)
    (Eq. 48) 

where 𝐶1 =  
�̃�1 (�̃�1+𝜔4𝜇−𝜔2(1+�̃�1+𝜇))

(�̃�1 (2+�̃�1)+𝜔4𝜇−𝜔2(1+�̃�1) (1+𝜇))
 . 

For the first nonlinear unit, Figure 43(d), assuming 1-term expansion with slowly varying 

coefficients 𝑥(𝑡) = 𝑎(𝑡) sin(𝜔𝑡) + 𝑏(𝑡) cos(𝜔𝑡)  and 𝑦(𝑡) = 𝑐(𝑡) sin(𝜔𝑡) + 𝑑(𝑡) cos(𝜔𝑡) +

𝑒(𝑡), plugging Eq. (47), 𝑢𝑅
1 = 𝑥𝑖𝑛 + 𝑥(𝑡) + 𝑦(𝑡) and 𝑥𝑖𝑛 = 𝑝𝑠𝑖𝑛(𝜔𝑡) into equations of motion, 

eliminating higher order terms, grouping the constant, sin(𝜔𝑡) and cos(𝜔𝑡) terms  and combining 

the equations, a third order polynomial can be similarly derived for 𝑅 = 𝑅𝑦
2  where 𝑅𝑦  is the 

bistable amplitude with 𝑅𝑦
2 = 𝑐(𝑡)2 + 𝑑(𝑡)2: 

𝜌3𝑅3 + 𝜌2𝑅2 + 𝜌𝑅 + 𝜌0 = 0  

where  

𝜌3 =
225  

16
𝛽3

2  

𝜌2 =
1

16 (−1 + 𝐶 + 𝜔2𝜇)2
( 120 𝛽 (−1 + 𝐶 + 𝜔2𝜇) (𝐶(−1 + 𝜔2 − 2 𝛽) + 2 𝛽 + 𝜔4𝜇 − 𝜔2(1

+ 𝜇 + 2 𝛽 𝜇))) 

𝜌1 =
1

16 (−1 + 𝐶 + 𝜔2𝜇)2
 ( 16 (𝐶(−1 + 𝜔2 − 2 𝛽) + 2 𝛽 + 𝜔4 𝜇 − 𝜔2 (1 + 𝜇 + 2 𝛽 𝜇))

2
) 

𝜌0 =
1

16 (−1+𝐶+𝜔2𝜇)2 ( −16 𝑝2 (𝐶(−1 + 𝜔2) + 𝜔2 (−1 + (−1 + 𝜔2)𝜇))
2

)  
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This polynomial can be further simplified as 𝑅3 + 𝑎2𝑅2 + 𝑎1𝑅 + 𝑎0 = 0 with leading coefficients 

to be 1. Transmission threshold of the bifurcation can then be determined by solving the same 

Eq.(46) with newly derived coefficients 𝑎1, 𝑎2 and 𝑎3 for backward actuation.  

 

Figure 43.(a) Discrete chain of localized nonlinear-linear model for backward actuation; Only the first unit adjacent to 

input is nonlinear (b) Schematic of 𝒋𝒕𝒉  and (𝒋 + 𝟏)𝒕𝒉  unit for transfer matrix analysis. Subscript in square bracket 

corresponds to the index of metastable module shown in Figure 34. (c) Schematic of the last unit for transfer matrix analysis. 

(d) Schematic of first unit for harmonic balancing analysis. 

6.3.3 Analytical results  

With the localized nonlinear-linear method described in Sec 6.3.1 and 6.3.2 for forward and 

backward actuations, we compare the analytical results with numerical investigations to evaluate 

the effectiveness of the analytical method. Parameters used for simulations are the same as in Sec. 

6.2. Figure 44 depicts the contour plot on transmittance ratio as input frequency and amplitude 

varies for both forward and backward actuations, with dark area corresponds to non-propagation 

zone. Therefore, the boundaries of supratransmission in the parameter space correspond to the 

transitions of color from dark to bright. Solid red and black lines are analytical predicted onset of 

supratransmission for forward and backward actuations, respectively. As shown in Figure 44(a), 

the proposed method is able to predict accurately the onset of the supratransmission induced by 

the saddle-node bifurcation in region II discussed in Sec. 6.2 for forward actuation over a range of 

the parameters investigated. For backward actuation, analytical predicted boundary (black lines) 
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also closely resembles the trend of the numerical simulation: input amplitude level required to 

facilitate the onset of supratransmission increases as input frequency decreases. Combining the 

two predicted boundaries, Figure 44(b), since it predicts that wave energy can only propagate 

through the chain with input parameters above the red (black) line for forward (backward) 

actuation scenario, there exists a region in parameter space that are bounded by the two predicted 

transition boundaries such that wave energy can only transmit in one direction. This demonstrates 

that the proposed metastable structure is capable of attaining supratransmission at different 

excitation level depending on the excitation directions. 

 

In summary, by combining the supratransmission property of a nonlinear periodic chain with 

spatial asymmetry, we are able to enable non-reciprocal wave propagation and predict the non-

reciprocal region using the proposed analytical approach. Overall, the localized nonlinear-linear 

model and prediction method proposed in the study are beneficial for identifying the unidirectional 

wave propagation region in the input parameter space, which can greatly reduce the computational 

time and complexity. It should be noted that in this study, as a proof of concept, we have focused 

on analytically predicting the onset of supratransmission induced mainly by the saddle-node 

bifurcation. On the other hand, as discussed in Sec. 6.2, onset of supratransmission can be 

facilitated through other intricate nonlinear instabilities as well, which could be predicted using 

similar approach. That is, utilizing the same principle of localized nonlinear-linear model, we 

could adopt different forms of harmonic expansion for the first nonlinear unit to derive other 

supratransmission boundaries of interest [204] [205] [206] [207].  
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Figure 44. (a) Contour plot on transmittance ratio (vs. input frequency and amplitude) of forward and backward actuations 

for free length configuration with analytically predicted supratransmission boundaries. (b) Non-reciprocal region is 

bounded in between the two analytically predicted boundaries. 

6.4 Parametric studies on supratransmission threshold  

From both numerical and analytical investigations in Sec. 6.2 and 6.4, we find that when the 

excitation frequency is within the stopband of the metastructure, there exhibits a threshold input 

amplitude beyond which wave energy is able to propagate through the chain due to 

supratransmission. Additionally, when this onset of supratransmission is induced by saddle-node 

bifurcation, a drastic increase in transmittance ratio can be observed as input amplitude exceeds 

the threshold value and this sudden change could potentially be used as a practical means to design 

non-reciprocal regions. Therefore, in the following sections, we seek to explore influences of 

important parameters on the threshold amplitude to trigger supratransmission and to provide more 

insight for synthesizing systems with desired non-reciprocal characteristics.  

6.4.1 Influence of damping coefficient 

In this section, the influence of damping coefficients 𝜁 on the threshold amplitude is studied. 

System parameters used are the same as in Sec 3 and 4 and excitation frequency is chosen to be 

𝜔 = 1.6. For exploration purposes, the metastructure is actuated under forward excitation scenario 

with damping coefficients 𝜁 varying from 0.001, 0.005, 0.01, 0.05 to 0.1.  
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Figure 45 depicts the transmittance ratio as input amplitude increases for different damping 

coefficients. With small damping coefficients, 𝜁 = 0.001, 𝜁 = 0.005, and 𝜁 = 0.01, threshold 

amplitudes to trigger the onset of supratransmission gradually increase from 𝑝 = 1.27 to 𝑝 = 1.28 

and 𝑝 = 1.31. Additionally, due to the increased damping coefficient, energy transmitted through 

the structure in general decreases hence the transmittance ratio also decreases. As the damping 

ratio further increases to 𝜁 = 0.05  and 𝜁 = 0.1 , the threshold amplitude required to enable 

supratransmission increases to 1.54 and 1.75 respectively and the transmitted energy drops 

drastically with transmittance ratio (TR) decreases from more than 1 to approximately 0.26. 

Therefore, increasing damping coefficients will increase the threshold amplitude required to 

trigger the onset of supratransmission and decrease the amount of energy propagated through the 

structure. 

 

Figure 45. Transmittance ratio of metastructure under forward excitation as input amplitude increases for different 

damping coefficients 𝜻 = [𝟎. 𝟎𝟎𝟏, 𝟎. 𝟎𝟏, 𝟎. 𝟎𝟓𝟔, 𝟎. 𝟏]. 
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6.4.2 Influence of the number of modules 

Results presented in the previous sections are all based on a 10 module assembly, in this section, 

the influence of module number 𝑁 on the threshold amplitude is studied. System parameters used 

are the same as those used in Sec 6.2 and 6.3 with damping coefficients 𝜁 = 0.001. Again, for 

exploration purposes, the metastructue is actuated only under the forward excitation scenario. 

 

Figure 46 depicts the threshold amplitude that enables supratransmission as module number 

increases from 5, 10, 20, 50 to 100 for a range of frequencies inside Region II, Figure 35. For a 

fixed excitation frequency, threshold amplitude initially may fluctuates with small module number 

and as the number of modules increases, this value becomes constant and is invariant of module 

number. Such an invariant characteristic is similarly observed in other nonlinear metamaterials 

[208]. Additionally, form the study of the 10 module assembly, we noticed that as the input 

frequency increases, the threshold amplitude to trigger supratransmission deceases, Figure 44. This 

trend is also true as module number changes from 5 to 100, that is, the threshold amplitude requires 

to facilitate supratransmission always decreases as frequency increases.  
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Figure 46. Threshold amplitude of metastructure under forward excitation for module number 𝑵 = [𝟓, 𝟏𝟎, 𝟐𝟎, 𝟓𝟎, 𝟏𝟎𝟎] 

and excitation frequency 𝝎 = [𝟏. 𝟐, 𝟏. 𝟑, 𝟏. 𝟒, 𝟏. 𝟓, 𝟏. 𝟔, 𝟏. 𝟕, 𝟏. 𝟖, 𝟏. 𝟗]. 
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Concluding Remarks 

7.1 Summary 

This thesis presents the investigation of multifunctional adaptive structures by exploring and 

harnessing metastable modular mechanics and dynamics. Modular architected structures are 

studied and are referred to as “metastructure” as they behave in a way beyond the characteristics 

of their constituents. The critical features of the modular platform are the exploitation of multiple 

coexistent metastable states engendered via the strategic module design. By transitioning amongst 

the many metastable states, such a metastructure can concurrently achieve multiple programmable 

functionalities, including mechanical property tuning, topology adaptation, adaptive vibration and 

wave transmission controls. 

 

Investigation using parallel assembly as testbed shows that modularity in an assembled structural 

system invests direct means to create and harness the metastable states of metastructures for 

programmable properties adaptivity. Experimental and analytical results exemplify that near-

continuous properties adaptivity and stable topology change are effected as the number of 

assembled modules increases. The measurements also uncover opportunities to realize adjustable 

hysteresis (hence, energy dissipation) by harnessing the vast number of metastable states. 

Although the development of multi-module metastructures poses interesting design-based 

challenges, the incorporation of the analytical model into a novel GA routine demonstrates that 
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the achievement of target global metastructure performance characteristics are met for preferred 

statistical distributions of key design variables at the local level, thereby closing the open-

endedness of the design problem and guiding future assembly strategies.  

 

Next, we explore the vibration and wave transmission control of a metastructure consisting of the 

metastable module assembled in series. The novel approach is able to realize the on-demand band 

structures and non-reciprocal wave propagation adaptation. We found that due to the inherent 

spatial asymmetry of the metastructure, the proposed nonlinear chain is able to trigger the onset of 

supratransmission at different excitation levels for forward and backward excitation scenarios, 

creating a region in parameter space in which unidirectional wave propagation can be realized.  

Additionally, exploiting the programmable properties facilitated via reconfiguring amongst the 

numerous modules and corresponding metastable states, the proposed metastructure exhibits 

unprecedented broadband non-reciprocal wave propagation and adaptation. 

 

Since the proposed approach depends primarily on scale-independent principles, it could foster a 

new generation of reconfigurable structural and material systems with unconventional vibration 

control and wave transmission characteristics that are applicable to vastly different length scales 

for a wide spectrum of applications. 

 

7.2 Research contributions 

The following contributions are made to the understanding of metastructures: 

1. Introduce metastable modules that can be synergistically assembled and individually tuned 

to create paradigm shift for multi-functional adaptive metastructures 
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2. Realize near continuous mechanical property adaptation using adaptive-passive approach 

by leveraging the synergistic interactions amongst large number of metastable states. 

3. Illustrate the intricate nonlinear dynamics afforded by the metastructure and elucidate 

different kinds of nonlinear instabilities that facilitate the onset of supratransmission, a 

bandgap transmission phenomenon pertained to nonlinear periodic metastructure. 

4. Utilizing this novel mechanism, supratransmission, together with inherent spatial 

asymmetry of strategically configured constituents to facilitate unprecedented broadband 

non-reciprocal vibration and wave transmission and on-demand adaptation. 

5. Develop analysis and synthesis tools unique to the system by combining harmonic 

balancing and transfer matrix method to analytically determine the input threshold 

amplitude required to trigger supratransmission and estimate the range of excitation 

parameters for unidirectional vibration and wave transmission. 

 

7.3 Recommendations for future work 

7.3.1 High dimensional system 

The metastructure studied in this thesis is a 1D mono-coupled periodic structure, meaning that the 

coupling between adjacent units is only one degree of freedom. While results of the assembly is 

capable of demonstrating the working principles behind the desired adaptive functionalities, 

mechanical property as well as vibration and wave transmission in multi-coupled higher 

dimensional (2-D and 3-D) systems is more complicated and is yet to be investigated. Therefore, 

building upon the insight learned and expanding from the 1-D principle, we will investigate the 

metastability and the synergistic effect of higher dimensional modules and systems; develop 
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methodology that can holistically analyze and synthesize the desired system properties by 

strategically assembling the modules.  

 

7.3.2 Reconfiguration mechanism 

Currently, transitioning amongst metastable states is done manually. Hence another ongoing task 

will be exploring actuation methods to effectively reconfigure amongst the metastable states. One 

actuation approach is through direct local actuation, Figure 47(a). Targeted switching of internal 

states can be realized using magnetic/electric field-driven active materials [209] [210] [211] 

embedded in the bistable elements. Comparing to other responsive materials [212] [213] [214] 

[215], the electric and magnetic field responsive materials have advantages such as fast actuation 

speed, large actuation strain as well as high fracture toughness [211] [216] [217] [218]. The 

structure will be able to reconfigure amongst metastable states by activating electro- and magneto-

active polymers, such as electrostrictive relaxor ferroelectric polymers, dielectric elastomers and 

magnetorheological elastomers that are responsive to electric or magnetic field and embedded in 

the constituents. Another approach is using global boundary control. For instance, in Figure 47(b), 

to change the metastable states from point 1 to point 2, we can first load and stretch the 

metastructure from d (point 1) to 𝑑 + 𝑠2 (point 3). Next, by turning off the load the metastructure 

will spontaneously return back to the stable position (point 4) with 𝑑 + 𝑠1. Then by compressing 

the structure to d, the internal states are transitioned from point 1 to point 2. Such reconfigurations 

can be realized by simple boundary controls. It should be noted that both proposed actuations can 

be readily extended, refined and applied to higher-dimensional systems. 
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Figure 47. Illustration of switching amongst metastable states by either (a) internal local control or (b) global actuation 

 

7.3.3 Band-limited excitation 

The supratransmisson phenomenon studied in this thesis is triggered with single frequency 

spectrum. In real-world applications, it is not uncommon to encounter situations where excitation 

frequencies span a range of values [219] [220]. For excitations with entire frequency bandwidth 

within the stop band, one would expect phenomenon similar to supratransmission to occur. That 

is a sudden increase in the transmitted energy is expected to occur with excitation amplitude greater 

than a threshold. With single frequency spectrum, we observed that the non-reciprocal range 

decreases as excitation frequency increases, Sec. 6.3.3. This poses a potential limitation on the 

effectiveness of obtaining non-reciprocal wave energy propagation for a broad operation range. It 

remains unknown yet interesting to explore whether under the band-limited excitation, the 

proposed metastructure will exhibit similar characteristics or a uniform non-reciprocal range that 

is more robust to disturbance and desirable for real world applications. 

 

7.3.4 Disorder effects 
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In Chapter 3, we observed that heterogeneity plays an important role in terms of expanding the 

number of distinct mechanical properties of the assembled metastructure. However, it’s well 

known that vibration and wave transmission within a linear periodic structure can be significantly 

influenced in the presence of disorder, known as Anderson localization [111] [112] [113] [114] 

[115] [116]. Therefore, in the disordered metastable metastructure, there potentially exhibits two 

competing factors for vibration and wave transmission. On one hand, aperiodicity tend to generate 

localized mode that prevents energy transmission. On the other hand, nonlinearity induces 

supratransmission that can enable bandgap transmission. Hence, it remains unexplored on how the 

two factors interact with each other for various excitation conditions. 
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