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ABSTRACT

Emotion is an essential component in our interaction with others. It transmits in-

formation that helps us interpret the content of what others say. Therefore, detecting

emotion from speech is an important step towards enabling machine understanding

of human behaviors and intentions. Researchers have demonstrated the potential of

emotion recognition in areas such as interactive systems in smart homes and mobile

devices, computer games, and computational medical assistants. However, emotion

communication is variable: individuals may express emotion in a manner that is

uniquely their own; different speech content and environments may shape how emo-

tion is expressed and recorded; individuals may perceive emotional messages differ-

ently. Practically, this variability is reflected in both the audio-visual data and the

labels used to create speech emotion recognition (SER) systems. SER systems must

be robust and generalizable to handle the variability effectively.

The focus of this dissertation is on the development of speech emotion recognition

systems that handle variability in emotion communications. We break the dissertation

into three parts, according to the type of variability we address: (I) in the data, (II)

in the labels, and (III) in both the data and the labels.

Part I: The first part of this dissertation focuses on handling variability present in

data. We approximate variations in environmental properties and expression styles

by corpus and gender of the speakers. We find that training on multiple corpora and

controlling for the variability in gender and corpus using multi-task learning result

in more generalizable models, compared to the traditional single-task models that do

xiii



not take corpus and gender variability into account. Another source of variability

present in the recordings used in SER is the phonetic modulation of acoustics. On

the other hand, phonemes also provide information about the emotion expressed in

speech content. We discover that we can make more accurate predictions of emotion

by explicitly considering both roles of phonemes.

Part II: The second part of this dissertation addresses variability present in emo-

tion labels, including the differences between emotion expression and perception, and

the variations in emotion perception. We discover that it is beneficial to jointly model

both the perception of others and how one perceives one’s own expression, compared

to focusing on either one. Further, we show that the variability in emotion percep-

tion is a modelable signal and can be captured using probability distributions that

describe how groups of evaluators perceive emotional messages.

Part III: The last part of this dissertation presents methods that handle variability

in both data and labels. We reduce the data variability due to non-emotional factors

using deep metric learning and model the variability in emotion perception using soft

labels. We propose a family of loss functions and show that by pairing examples that

potentially vary in expression styles and lexical content and preserving the real-valued

emotional similarity between them, we develop systems that generalize better across

datasets and are more robust to over-training.

These works demonstrate the importance of considering data and label variability

in the creation of robust and generalizable emotion recognition systems. We conclude

this dissertation with the following future directions: (1) the development of real-time

SER systems; (2) the personalization of general SER systems.

xiv



CHAPTER 1

Introduction

1.1 Problem Statement and Methods

Emotion is an essential component in our interactions with others. It transmits

information that helps us interpret the meaning behind an individual’s behavior. The

goal of speech emotion recognition is to provide this information, distilling emotion

from multimodal speech data. With Human-Computer Interaction (HCI) shifting

from machine-centered to human-centered [210], emotion awareness is becoming a

desired property for many applications. For example, in augmented driving, an in-

car system could detect a driver’s emotion and could provide warnings or additional

assistance given observations of anger, stress, or fatigue [71, 76, 201]. In augmented

homes (e.g., Siri, Alexa, or Google Assistant), emotion awareness could provide an

enhanced understanding of a user’s behavior and could help in facilitating more nat-

ural and human-like interactions. In call centers, systems that are emotion-aware

could better understand a caller’s state and reroute frustrated individuals to agents

that can more directly meet their needs [35, 104, 120, 121].

Speech emotion recognition is challenging because of the variability brought by

many factors. For example, the expression of emotion differs across individuals,

the environmental properties (e.g., noise level) alter how emotion is expressed and

recorded, the ground truth emotion labels are subject to the influence of human anno-

1



tators (e.g., the speaker themselves or outside observers), the perception of the same

emotional display varies across observers, and the signals that emotion recognition

systems rely on are subject to modulations resulting from the lexical content of speech.

Therefore, speech emotion recognition systems must be robust and generalizable to

handle the variability effectively.

This dissertation addresses the variability mentioned above, in order to increase

the generalizability and robustness of speech emotion recognition systems. We explain

the sources of variability in Section 1.1.1 below. The different sources of variability

may not be readily separable from each other. However, each of these sources influ-

ences either the data or the emotion labels used to create speech emotion recognition

systems. Therefore, we group the methods proposed in this dissertation by the type

of variability they aim to handle (i.e., variability in data, labels, or both) and briefly

introduce them in Section 1.1.2 through 1.1.4.

1.1.1 Sources of Variability in Emotion Recognition

Individual Emotion Expression. Individuals express emotions in a way that is

uniquely their own. This variability in individual expression styles pose challenges

to speech emotion recognition systems. Most works in emotion recognition focus on

general models that do not explicitly consider the variability in emotion expression

[79, 105, 157]. It may be possible for such models to be robust and generalizable given

data that are sufficient in terms of both quantity and variability in expression styles.

However, emotion corpora are often small in size. As a result, general models may

be unintentionally over-fitting to specific individuals in the training set, resulting in

poor generalizability and poor robustness in cross-corpus tasks.

Speech Content. Speech content is another source of variability in emotion expres-

sion. Emotions modulate speech acoustics as well as language. The latter influences
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the sequences of phonemes that are expressed, which in turn further modulate the

acoustics. Therefore, phonemes introduce an additional source of variability in speech

signals, making it harder to distill emotion from acoustic cues. Yet, the emotion ex-

pressed through speech content is also reflected in phoneme sequences. Previous

works in speech emotion recognition have considered either the acoustic or the lexical

properties of phonemes, but not both together.

Environmental Properties. The environmental properties, such as recording de-

vices, noise level, recording distance (e.g., near field, far field), vary across data collec-

tions. Most works on emotion recognition focus on increasing the performance of the

systems trained and tested on different subsets of the same corpus. This approach al-

lows researchers to concentrate on developing effective signal processing and machine

learning methods. However, systems that are constructed from a single collection of

data may not be robust and generalizable enough to work well in the wild.

Types of Emotion Labels. Emotion may be defined in multiple manners: recog-

nition of a person’s true felt sense, how that person perceives his or her own behavior

(self-report), or how others interpret that person’s behavior (perceived emotion). The

selection of a definition fundamentally impacts system design, behavior, and per-

formance. For example, emotion recognition systems that are designed to be “om-

niscient” (e.g., deception detection) may rely on felt sense. However, this style of

emotion recognition is extremely challenging because individuals may intentionally

mask their state, resulting in a large difference between measured behavior and label.

Further, if systems attempt to detect emotions that users are deliberately concealing,

users may think that the systems are overly intrusive. Other emotion recognition

systems designed to enable natural interaction between agents and people (e.g., aug-

mented cars and homes) mostly rely on self-report or perceived emotion. Research

has identified differences between self-report and perceived emotion labels. However,
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emotion recognition systems have focused only on a single type of label traditionally,

rather than leveraging the potentially complementary information conveyed by the

separate strategies.

Emotion Perception. Individuals exhibit differences in emotion perception. Mul-

tiple evaluators assessing the emotional content of the same data may have different

opinions. Variability in perceived emotion is one of the core problems for automatic

emotion recognition, in part, because the existence of variability in perception does

not indicate some evaluators are wrong. Past works often mitigated inter-rater vari-

ability by averaging the ratings of groups of evaluators, under the assumption that

this amalgamation can remove perceptual “noise”. However, inter-rater variability

may provide information about the subtlety or clarity of an emotional display.

1.1.2 Methods for Handling Data Variability

Addressing Variability Related to Corpus and Gender. The data variability

in speech emotion recognition is a mixed result of different factors, including individ-

ual expression styles and environmental properties. These factors may be interwoven

in practice. For example, speaker demographics, recording conditions, and emotion

elicitation method are usually tightly associated with emotion corpora. As a result,

it may be hard to address a single source of variability while keeping other sources

fixed. In this work, we approximate multiple sources of variability by considering

the training corpus as the explicit factor. Besides, we also consider the influence of

gender on expression styles. We hypothesize that a more accurate and generalizable

system can be created by training on multiple corpora while explicitly addressing the

factors causing the variability. We test this hypothesis in Chapter 4 using a multi-task

learning approach, by defining the tasks according to the identity of training corpora

and the gender of the speakers. We show that this approach leads to systems that
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generalize well across corpora.

Incorporating Phonetic Information. We investigate how we can improve the

prediction of emotional valence (positive vs. negative) by jointly considering (1)

the variability in speech signals introduced by phonemes, and (2) the potentially

emotion-related speech content contained in phoneme sequences. We hypothesize

that systems that take both aspects into account are more accurate than those that

do not consider the impact of phonemes or only consider (1) or (2). We test this

hypothesis in Chapter 5. We present a network that exploits both the acoustic and

the lexical properties of phonetic information by multi-stage fusion. This network first

captures how phonemes modulate acoustics by aligning the two modalities in time and

fusing the input features. We then combine the resulting phoneme-dependent acoustic

representation with the utterance-level representation of phoneme sequences, which

contains knowledge of the lexical content. Our results on two emotional datasets show

that this approach outperforms systems that do not consider the influence of phonetic

information or only consider a single aspect of such influence on unseen speakers.

1.1.3 Methods for Handling Variability in Labels

Modeling Self-reported and Perceived Emotion. Past works have demon-

strated the discrepancies between the labels provided by the speaker expressing the

emotions him/herself and other observers. In this work, we hypothesize that self-

report and perceived emotion labels provide complementary information that could

be used to improve the performance of systems designed to recognize each type of

label. Specifically, perceived emotion labels could act as stabilizers to reduce fluctua-

tions caused by individual speaker differences, while self-report labels could function

as stabilizers to control for inter-personal emotion expression differences. We evaluate

this hypothesis in Chapter 6, where we show how the two types of labels could be
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jointly modeled to improve the overall recognition ability on unseen speakers. We

experiment using both the audio and video modalities and show that a multi-task

learning approach, combined with unsupervised feature learning, could enhance the

performance of emotion recognition systems for both types of labels.

Modeling Variability in Emotion Perception. In this work, we investigate

methods that can effectively capture and predict the variation that is present in a

population of evaluators. We focus on dimensional descriptions of emotion, which

characterize emotion as continuous values (explained in detail in Section 1.2.1). This

characterization naturally captures variation in emotion perception, allowing us to

retain rich information about the emotional content of a given expression. We hy-

pothesize that: (1) it is possible to generate a distribution of emotion perceptions

from a limited number of ordinal evaluations; (2) modeling short-time temporal pat-

terns is important, because emotion is a dynamic process and the evaluations may be

based on different regions of an utterances, and (3) modality influences the effective-

ness of the models for predicting the distributions of emotion perception. We evaluate

the hypotheses in Chapter 7. We propose a label processing method for generating

emotion distributions and show that a dynamic model that uses multiple modalities

leads to improved performance on unseen speakers, compared to unimodal or static

models.

1.1.4 Methods for Handling Both Label and Data Variability

We investigate methods for addressing the variability in both emotion labels and

acoustic recordings by preserving emotional similarity using deep metric learning

(DML). DML seeks to learn representations that encode similarity between examples

automatically. These approaches generally presuppose that data can be divided into

discrete classes using hard labels. However, speech emotion recognition works with
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inherently subjective data, data for which it may not be possible to identify a single

hard label. In this work, we propose methods for DML with soft labels, a problem

that is under-explored in traditional DML approaches. We apply these methods to

speech emotion recognition, a field in which the benefit of DML is not yet investi-

gated. We design a family of loss functions, f -Similarity Preservation Loss (f -SPL),

based on the dual form of f -divergence. The minimizer of f -SPL preserves the pair-

wise label similarities in the learned feature embeddings. We hypothesize that this

approach can enhance the performance and robustness of speech emotion recognition

systems. Specifically, we can reduce the risk of unintentionally over-training networks

to capture signals that are specific to either certain speakers or lexical artifacts in the

data by pairing examples that differ in these factors. We evaluate this hypothesis

in Chapter 8. We demonstrate the efficacy of our proposed methods on the task of

cross-corpus speech emotion recognition with dimensional emotion descriptors. We

find that our methods significantly outperform a baseline SER system with the same

structure but trained with only classification loss. We show that the presented tech-

niques are more robust to over-training and can learn an embedding space in which

the similarity between examples is meaningful.

1.2 Emotion Background

1.2.1 Descriptions of Emotion

There are two prevailing frameworks for describing emotion: the categorical (or

discrete) view [38, 68–70, 114, 118, 122, 176, 196] and the dimensional view [101, 135,

144, 199]. There is an active debate regarding the appropriateness of each approach

(see [39, 138] for a detailed discussion). Yet, both categorical and dimensional descrip-

tions are widely used in the emotion recognition community. We briefly introduce

both approaches.
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Categorical descriptions of emotion posit that there exists a small number of “ba-

sic” emotions. In his seminal work in 1884, James identified fear, grief, love, and

rage as basic emotions [70]. The work was later extended in [38, 68, 69, 114, 118,

122, 176, 196]. Ekman defined a basic emotion as one that is differentiable from

other emotions across a set of properties, including, automatic appraisal, distinctive

physiology, distinctive universals in antecedent events, distinctive universal signals,

coherence among emotional response, presence in other primates, quick onset, brief

duration, and unbidden occurrence [38]. Basic emotions define the basis of the hu-

man emotional space, with other more complex emotions described as combinations

of these bases [38]. However, one challenge associated with basic emotions as a con-

struct is the variable nature of the sets of emotion identified. For example, Watson

proposed fear, love and rage [196]. Izard proposed anger, contempt, disgust, distress,

fear, guilt, interest, joy, shame, and surprise [68, 69]. Plutchik proposed acceptance,

anger, anticipation, disgust, fear, joy, sadness, and surprise [122]. Panksepp proposed

expectancy, fear, panic, and rage [118]. Tomkins argued for nine out of the ten basic

emotions proposed by Izard (excepting guilt) [176]. Oatley and Johnson-Laird pro-

posed anger, anxiety, disgust, happiness, and sadness [114]. Ekman proposed anger,

disgust, fear, happiness, sadness, and surprise [38], which are the most widely used

in the field of automatic emotion recognition.

Dimensional descriptions of emotion characterize emotion as points in a contin-

uous space. These descriptions, initially introduced by Wundt in 1897, included

three dimensions as the basis of emotion and feeling, which were pleasant-unpleasant,

tension-relaxation, and excitement-calm [199]. Schlosberg proposed that emotion

could be described on a circular surface with pleasantness-unpleasantness, attention-

rejection and level of activation as axes [144]. The two dimensions proposed by Russell

[135], valence and arousal (also called activation), are the most commonly used dimen-

sions in emotion recognition. A third dimension, dominance (dominant-submissive),
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is often used to distinguish emotions that are fundamentally different but cannot be

identified by valence and activation [101]. For example, both anger and fear have

negative valence and high activation, but anger is a dominant emotion while fear is

more passive.

Dimensional characterizations of emotion remove the contextualized component

of emotion. Instead, this description focuses on the “core affect” of a display, a

term coined by Russell as “a simple and non-reflective feeling” that integrates two

dimensions, valence (pleasure-displeasure) and arousal (sleepy-activated), to describe

common emotional states [136, 139]. The dimensional view of emotion mitigates

known problems, such as the lack of basic emotion universality. For example, some

of the common basic emotions, such as fear and anger, do not have exact equiva-

lents in all languages [137]. In [136, 139], Russell further argued it is problematic

to use concepts such as anger and fear as psychological primitives because they are

object-directed and imply a cognitive structure. He suggested the categorical emo-

tions are more like constellations rather than stars, because they are categorized by

their prototypical examples, and different cultures identified them differently. The

prototypes of emotions such as anger, happiness, sadness, and fear are the occasional

co-occurrence of a set of events that fit the pattern defined by the culture.

1.2.2 Appraisal Theory

Psychologists have proposed theories on how emotion occurs. For example, in the

earlier works, Watson claimed that emotion could be caused by events directly [195];

Cannon suggested that emotion occurs through physiological process [28].

Appraisal theory forwards the notion that emotion is not purely reflexive, but

rather responses result from appraisals of perceived events or situations. Appraisals

are evaluations of a stimulus with respect to an individual’s well-being. In this case,

well-being refers to the satisfaction or obstruction of everything that an individual
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cares about, including needs, attachments, values, goals, and beliefs [103].

Researchers have specified appraisal criteria (referred to as “dimensions”) that

are important for differentiating emotions. The most common dimensions are novelty

(whether the change in the environment is expected), pleasantness (whether the event

or environment is pleasant or unpleasant), goal significance (the importance of the

event to the individual’s goal), agency (whether the individual is responsible for the

event), legitimacy (whether the action of the individuals fits moral standards or social

norms) [46, 141, 163, 171].

Appraisal theory is widely used in affective computing [95]. The Ortony Clore

Collins (OCC) model [116] is one of the most commonly used Appraisal Theories

in this domain. It posits that an individual’s emotions are the result of his or her

valenced appraisal of the current situation with respect to events, actors, and objects.

The OCC model clearly defines 22 emotion categories as conjunctions of situation

appraisals [95] and provides tools that enable the prediction of an individual’s emotion

given knowledge of his/her goals and perception of events [32].

1.2.3 Brunswik’s Functional Lens Model

Brunswik’s functional lens model provides an explanation for how emotion is pro-

duced, transmitted, and perceived [18]. It contains two entities: the individual who

produces the message (“encoder”) and one or more individuals who perceive the

message (“decoders”). The emotion communication process starts with the encoder

producing a message that conveys his or her communicative goals, together with var-

ious paralinguistic properties (e.g., emotion, age, gender). This message is encoded

in distal indicators, which are a set of cues that are expressed over multiple channels,

such as voice, facial expressions, or gestures. These cues are then transmitted to the

decoders and referred to as proximal percepts. Proximal percepts serve as signals to

the observers who then perceive and interpret the affective information. Through the
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Figure 1.1: The Brunswik’s Functional Lens Model

combination of multi-modal percepts, the decoders arrive at a higher-level judgment

on the emotion of the encoder. Research has used adaptations of the Brunswik’s

functional lens model to explain the emotion communication process [11, 75, 142,

143].

The Brunswik’s functional lens model both confirms the link between distal indi-

cators and proximal percepts and highlights the fact that distal indicators produced

by the encoder are not necessarily the same as the proximal percepts perceived by

the decoders [142]. It provides a critical tool to understand the differences that exist

between emotion expression and perception and between the perception of different

individuals.
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1.3 Contributions

Our works presents novel approaches to handle the data and label variability in

speech emotion recognition and demonstrate that in doing so, we can create more

robust and generalizable emotion recognition systems. The research contributions

are as follows:

• We demonstrate the benefits of handling data variability with multi-task learn-

ing in cross-corpus speech emotion recognition in Chapter 4. We address multi-

ple sources of variability, including individual expression styles and environmen-

tal properties, by considering two explicit factors: training corpus and gender.

We explore effective ways to define and group the tasks according to these

factors for different emotion dimensions.

• We address the variability caused by speech content by exploiting the acoustic

and lexical properties of phonemes in a single model in Chapter 5. We explore

how models utilizing the different functionality of phonemes perform given vari-

ous types of lexical content (e.g., fixed, flexible given fixed scenarios) on valence

prediction.

• We make the first attempt to jointly learn self-reported and perceived emotion

in Chapter 6. We show the benefit of combining unsupervised feature learning

and multi-task learning, with the tasks corresponding to the types of emotion

labels.

• We quantify how groups of evaluators perceive emotional messages in Chapter

6. We show that the variability in emotion perception is a modelable signal and

propose a label processing method for generating two-dimensional probability

distribution from scarce ordinal labels. We make the first attempt to predict

the 2D distributions of emotion perception for speech using a dynamic approach
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and show the advantage of considering both the acoustic and visual modalities.

• We propose a family of loss functions that aim to preserve real-valued label

similarity, and a data sampling method for effectively implementing the loss

functions in Chapter 8. We demonstrate the efficacy of the proposed methods

on the task of cross-corpus speech emotion recognition. We show that these

methods can be used to preserve emotional similarity and reduce the influence

of non-emotional variability.

These approaches enable emotion recognition systems to handle different sources

of variability, resulting in more generalizable and robust systems. The unification of

these works will help in advancing the field of automatic speech emotion recognition.

In addition, the loss functions that we propose for deep metric learning with soft

labels can be applied to domains outside of speech emotion recognition.

1.4 Dissertation Outline

The dissertation is organized as follows. Chapter 2 provides an overview of related

works. Chapter 3 introduces the datasets used in this dissertation. Part I (Chapter 4

and Chapter 5) discusses our work on handling data variability. Chapter 4 covers our

work on addressing the variability caused by gender and training corpus, using multi-

task learning. Chapter 5 introduces our work on handling variability in speech content

by incorporating phoneme knowledge for the recognition of valence. Part II (Chapter

6 and Chapter 7) includes our work on handling label variability. Chapter 6 describes

our work on jointly predicting self-reported and perceived emotions. Chapter 7 covers

our work on capturing inter-rater variability by predicting emotion perception as

distributions. Part III (Chapter 8) consists of our work on addressing the variability in

both data and labels by preserving the real-valued emotional similarity between pairs

of data using our proposed approach for deep metric learning with soft labels. Finally,
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Chapter 9 summarizes this dissertation and discusses potential future directions.
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CHAPTER 2

Related Works

2.1 Observations of Emotion Variability

Emotion expression varies across individuals. This variability may be influenced

by factors such as gender and culture. For example, Hall found that females can

convey emotion through facial expression better than males [59]. Matsumoto et al.

investigated the display rules of emotion on participants from five different countries

and found that there were culturally-specific display rules [98].

In the Brunswik’s functional lens model, emotion expression and speech content

are encoded into multimodal cues together. Therefore, speech signals are modulated

by both phonemes and emotions. Past work has investigated how emotions modulate

the acoustics of individual phonemes. Leinonen et al. studied how the word “saara”

was spoken in 10 different emotions by 12 speakers [88]. They found the phonemes

contributed differently when expressing emotions. For example, there were specific

intonations of “aa” associated with emotions of astonished, scornful, and pleading.

Patel et al. studied short affect bursts using the “a” vowels. They analyzed physi-

ological variations in phonation using the recordings produced by ten actors in five

emotions [119]. They found that 11 acoustic parameters significantly differentiated

the “a” vowels in the different emotion classes.

Emotion perception is also subject to the influence of individual, cultural, and
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gender differences. For example, the ability to decode emotion, often referred to as

“emotion sensitivity”, differs across individuals [19, 132]. Past research has developed

various methods for detecting the differences in emotion sensitivity, such as the Af-

fective Sensitivity Test [27] and the Brief Affect Recognition Test [42], among other

works [97, 117]. Ekman et al. conducted cross-cultural experiments on emotion per-

ception from facial expressions [43]. They found that there were differences in the

judgments of the absolute level of emotional intensity across cultures. The works of

Elfenbein and Ambady found a within-group advantage for emotion perception [44,

45]. More specifically, they found that individuals can recognize the emotion of people

from the same ethnic, national, or regional group more accurately than the emotion of

people from different backgrounds. In addition, people may depend on different cues

when perceiving emotions. Yuki, Maddux, and Masuda found that individuals from

cultures that encourage emotional display rely more on the mouth region than the

eyes region, while individuals from cultures that control for emotional display focus

more heavily on the eyes, compared to the mouth [208]. Rotter and Rotter found that

women are better at recognizing the emotion expression of both males and females

in general [133].

The differences between emotion production and perception are demonstrated by

perception experiments. Observers are not omniscient decoders of expressed emotion.

For example, when actors are asked to portray a set of emotions, groups of observers

correctly interpret the emotion only 50% to 80% of the time, where accuracy is defined

in terms of correctly identifying the actors’ intentions [39, 142]. This demonstrates

that emotion annotation is imperfect, even given clear emotional expression goals. In

addition, emotion perception is influenced by the clarity of emotional displays. For

example, individuals may intentionally suppress their emotion. Gross and Levenson

conducted a study investigating the influence of emotion suppression on expressive

behavior [57]. The participants of the study were asked to watch a short disgust-
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inducing video in two conditions: (1) with no suppression, and (2) behaving “in

such a way that a person watching you would not know you were feeling anything.”

They found that in (2), the expression behavior of the participants was reduced,

compared to (1). Another example is the existence of micro-expressions, a fleeting

facial expression, which reveals a true emotion that a person is trying to suppress

[40]. They are hard to detect by the naked eye because of their brevity (they last less

than 0.5 seconds) [200].

These observations have demonstrated that both emotion expression and emotion

perception are variable and that there are differences between emotion expression and

perception. They motivate our work on addressing the variability in speech emotion

recognition.

2.2 Works Addressing Data Variability

2.2.1 Cross-Corpus Emotion Recognition

Emotion recognition systems rely on the audio-visual recordings of speech. There-

fore, the systems are subject to the influences of recording equipment, noise level,

among others. Past work has used cross-corpus evaluation for simulating this vari-

ability [87, 153, 160, 188].

Shami and Verhelst evaluated the generalizability of a segment-based speech emo-

tion recognition method across two corpora, using three settings: within-corpus, cross-

corpus, and integrated-corpus (i.e., merging corpora for training and testing) [160].

They found that the cross-corpus approach performed the worst, but integrated-

corpus was more accurate than within-corpus. Lefter et al. found that cross-corpus

performance was higher than within-corpus performance when the intra-corpus train-

ing set was limited and that integrating multiple corpora during training were benefi-

cial [87]. These findings suggest that there are differences between corpora, but that
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common ground also exists.

Schuller et al. assessed the cross-corpus performance of emotion classification us-

ing four normalization methods (i.e., speaker-level, corpus-level, speaker-and-corpus-

level, and no normalization) and found that speaker-level normalization performed

the best [153]. They also found that cross-corpus performance could be improved

by selecting datasets that have large distances between class centers, or selecting ex-

amples that are close to class centers [154]. Lefter et al. found that in cross-corpus

evaluation, corpus-level normalization was better than normalizing based on the neu-

tral examples of each corpus and that upsampling the sparse class had a positive

effect [86]. Vlasenko et al. proposed a phoneme-based emotion classification system

and achieved the state-of-the-art cross-corpus performance on two German emotion

datasets [188].

Some works have focused on cross-corpus adaptation. Shah, Chakrabarti, and

Spanias proposed two cross-corpus adaptation methods: (1) removing training in-

stances that are classified incorrectly according to the development set in the test

corpus; (2) penalizing the distance between the weights learned on the training cor-

pus and the development set in the test corpus [158]. They found that both methods

increased cross-corpus performance. Abdelwahab and Busso investigated two vari-

ants of Support Vector Machines (SVM) for domain adaptation: adaptive SVM and

online SVM. They found that, for both methods, a significant performance gain could

be achieved using only a small portion of the data from the target corpus for adapta-

tion [1]. Similar findings were made in [93] using a domain adaptation method based

on the idea of sharing priors between related classes of the source and the target

corpora. Song et al. proposed transfer learning variants of two feature learning al-

gorithms: Maximum Mean Discrepancy Embedding [169], and Non-negative Matrix

Factorization [168]. They demonstrated the effectiveness of their proposed methods

for cross-corpus evaluation on three speech emotion datasets.
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Previous works have also investigated methods of enhancing the cross-corpus per-

formance of speech emotion recognition using multiple training corpora. Schuller et

al. proposed two methods: (1) merging multiple corpora for training; (2) training

one classifier on each of the available training corpora, and fusing the results using

majority vote [156]. They showed that both methods improved cross-corpus gener-

alizability, although the preferred method varied across test corpora. In contrast,

Lefter et al. found that for the recognition of negative interaction, training on two

merged datasets produced a slightly lower performance than the best performance of

training on each dataset separately [86]. Zhang et al. found that adding unlabeled

data to merged multi-corpus training data increased the performance of cross-corpus

emotion recognition [219]. However, the increase was only approximately 50% of the

increase brought by adding labeled data.

These works have demonstrated the effectiveness of cross-corpus evaluation in

measuring the generalizability of emotion recognition systems. In addition, they

show that increasing the diversity by using multiple corpora for training is beneficial

compared to training on a single collection of data. However, their approaches cannot

take advantage of more diverse data and address variability across corpora at the same

time. Besides, they did not consider variability caused by factors other than corpus.

2.2.2 Individual Variability in Expression

The expression of emotion is influenced by individual characteristics. One such

factor is gender [59]. Most research in speech emotion recognition has focused on

gender-independent models [79, 105, 157]. However, some works have analyzed gen-

der variations in emotion recognition. Brendel et al. measured similarity between

emotional corpora or sub-corpora of different genders using four similarity measures:

recognition rate, correlation, groups of features, and feature-ranks [16]. They found

that the data were less similar across genders than across corpora when using recog-
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nition rate and correlation as measures, yet the opposite holds when the latter two

measures were used. This suggested that the differences between genders could be

as large as the differences between corpora. Alghowinem et al. found that the best

features for detecting depression from speech were different for females and males

[5]. For example, log energy and shimmer were the most important for females,

while loudness was the best feature for males. Vlasenko et al. applied context depen-

dent vowel-level analysis based on gender-dependent features to emotion classification

[189]. They showed that the system could detect high-arousal emotions accurately.

Ververidis and Kotropoulos selected relevant features for each gender separately and

trained gender-dependent classifiers [183]. Their results showed that the classification

accuracy of gender-dependent classifiers was higher than that of a gender-independent

classifier. Vogt and André combined gender detection and gender-dependent emotion

recognition into a two-stage system [190]. They found that their system increased the

emotion recognition rate by 2-4%, compared to gender-independent emotion recogni-

tion system. Similar observations were made in [159].

Research in fields related to speech emotion recognition, including the identifica-

tion of affective facial expressions and body gestures, have investigated the effective-

ness of considering individual differences using multi-task learning. Romera-Paredes

et al. predicted pain level from facial expression and muscle activity from body ges-

tures by applying multi-task learning in a transfer learning setting (MTL-TL), with

subjects as tasks to account for idiosyncrasy [130]. They showed that their model

outperformed models without MTL-TL. Another paper proposed a multilinear multi-

task learning method, and demonstrated its effectiveness on synthetic and real data,

including recognizing the intensity of facial action units (AUs) associated with pain,

with subjects and AUs as tasks in a tensor structure [129]. With the same task defi-

nition, Almaev, Martinez, and Valstar proposed an MTL-TL framework, and showed

that it performed well even only with limited labeled data for the target tasks [7].
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Shields et al. added a multi-task component to the Conditional Restricted Boltzmann

Machines (CRM) [161]. They showed that jointly recognizing action, affect, and gen-

der using their proposed model improved the performance of each task, compared to

traditional CRBM and other baseline methods.

Related work has demonstrated the emotional variability caused by gender and

the effectiveness of multi-task learning in related fields. However, most works in

speech emotion recognition have not considered using multi-task learning approaches

for addressing the variability in emotion expression across gender.

2.2.3 Influence of Phonemes

Previous works in speech emotion recognition have considered the phonetic modu-

lation of acoustics using phoneme-level emotion modeling. Lee et al. presented one of

the first investigations into the efficacy of phoneme-level modeling of speech signals for

emotion classification [85]. They modeled the temporal behaviors of Mel-Frequency

Cepstral Coefficients (MFCCs) using Hidden Markov Models (HMMs) in two settings:

generic HMMs and HMMs based on five phonetic classes. They found that phoneme-

class dependent models performed more accurately than the generic models and that

emotion could be detected most accurately from vowels. Vlasenko et al. investigated

phoneme-based classification of arousal, again using HMM models of MFCCs [188].

Their classifier showed a performance increase for cross-corpus evaluation, compared

to the state-of-the-art. HMM-based phoneme-level emotion modeling was also used

in [106, 107, 184–186]. Busso, Lee, and Narayanan classified emotion by investigating

whether broad phoneme classes of emotional speech could be recognized using acous-

tic models of neutral speech [23]. They grouped phonemes into seven broad phoneme

classes and trained a “neutral” HMM for each class using a neutral corpus. They

then applied the models to emotion datasets and investigated how well the neutral

reference models fit the emotional speech. They found that some phoneme classes
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were more heavily modulated by emotion than others. For example, vowels carried

more emotional information than nasal sounds.

Other works have compared system performances when modeling emotion at

different levels of granularity [125, 149, 187]. Ringeval and Chetouani compared

emotion classification based on pseudo-phonetic segments (i.e., vowels and conso-

nants) and voiced and unvoiced segments, using the k-nearest neighbors classifier

[125]. They found that the vowel-based approach performed better than the voiced-

based one. Schuller et al. compared emotion recognition accuracy at the word-level

using phoneme-level models and word-level models [149]. They used HMM models

of MFCCs for the phoneme-level model and Support Vector Machines (SVM) with

1,406 static acoustic features for the word-level model. They found that the word-

level model performed better than the phoneme-level model. Similarly, Vlasenko et

al. compared emotion recognition accuracy at sentence-level when using phoneme-,

word-, and sentence-level model and found that sentence-level classification produced

the best results [187]. These works suggest that longer segments are necessary for

capturing emotion and that phoneme-level modeling may not be the best way to

leverage phonetic knowledge. However, it is worth noting that the differences in fea-

tures and classification methods during the comparison could also contribute to the

performance difference.

Additional work has focused on generating emotion-salient acoustic features by

leveraging phoneme information [14, 67, 115, 189]. Hyun, Kim, and Kwak evaluated

acoustic features generally used in emotion recognition systems and categorized them

into phoneme-dominant features and emotion-reflective features. They then used

the former for phoneme detection, followed by extracting the latter from identified

phonemes for emotion classification [67]. Bitouk, Verma, and Nenkova proposed to use

statistics of MFCCs computed over stressed vowels, unstressed vowels, and consonants

as utterance-level features. They showed that SVM emotion recognition systems using
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these features were more accurate than those using prosodic features or utterance-

level MFCC features [14]. Vlasenko et al. extracted average first formant value from

vowels as the acoustic feature and achieved a high accuracy on detecting high-arousal

emotions [189]. Origlia, Cutugno, and Galatà proposed a feature extraction method,

concentrating on the spectral content of syllabic nuclei and weighting features based

on syllabic prominence [115]. Their features achieved comparable results to the state-

of-the-art for continuous prediction of valence, activation, and dominance.

Some work has incorporated phonetic information in labels. Han et al. partitioned

utterances into emotional and non-emotional segments, the latter consisting of silent

regions, short pauses, transitions between phonemes, and unvoiced phonemes. They

converted the utterance-level label to a label sequence of emotional state and Null,

which corresponded to the emotional and non-emotional segments, respectively. They

trained a Recurrent Neural Network with the Connectionist Temporal Classification

loss using these label sequences [60]. Their method achieved the state-of-the-art

performance on IEMOCAP.

Some recent works explored the potential of learning emotion-salient represen-

tations for speech content using phoneme sequences. In [54], Gamage, Sethu, and

Ambikairajah proposed a representation called “bag-of-phoneme sequences” (BOP).

They automatically recognized phonemes from utterances and identified all possible

phoneme sequences of a fixed length. Each of these unique phoneme sequences is

analogous to a word in the bag-of-words representation. Experimental results on

the IEMOCAP dataset showed that their proposed relative-frequency-based lexical

features extracted from the BOP representation achieved an Unweighted Average

Recall (UAR) of 49% for the four-class emotion classification problem. An addi-

tional performance gain of 8.3% in UAR was achieved by fusing their lexical features

with utterance-level acoustic features. In [53], Gamage, Sethu, and Ambikairajah pro-

posed to use Bidirectional Long Short-Term Memory (BLSTM) networks for modeling
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variable-length phoneme sequences. They experimented using three possible represen-

tations: (1) one-hot vector, (2) phoneme compressed through embedding layer, and

(3) Phone Log-Likelihood Ratio(PLLR). The best representation, PLLR, achieved a

UAR of 56.4% for the four-class classification problem on IEMOCAP. Again, fusing

the bottleneck layer of the BLSTM with the utterance-level acoustic features lead to

increased performance (61.7%). Huang and Epps investigated the efficacy of using

PLLR features for the recognition of valence and arousal in a multi-stage staircase

regression system [64]. They found that PLLR features outperformed eGeMAPS

acoustic features and that utterance-level PLLR features were more emotionally in-

formative than frame-level PLLR features. Huang and Epps compared Bag-of-Audio-

Word, Gaussian Mixture Model posteriors, bottleneck features, and PLLR features to

acoustic features in continuous recognition of valence and arousal. They further pro-

posed a set of phonetic-aware acoustic features that outperformed traditional acoustic

features on three datasets [65]. Yenigalla et al. trained multi-channel Convolutional

Neural Networks for acoustic features and phoneme, and showed that this approach

outperformed models using only acoustic features in the literature [206].

Previous work has only considered a single aspect of phonemes: (1) phonemes as a

source of modulation for speech signals, or (2) phoneme sequences as representations

for speech content. Whether it is possible to leverage the dual roles of phonemes

in a single model remains an open question. In addition, it is not yet clear how

different lexical patterns (i.e., fixed, improvised with fixed targets, and spontaneous)

will influence systems relying on phonetic information.
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2.3 Works Addressing Label Variability

2.3.1 Self-Reported and Perceived Emotion

Most research in audio-visual emotion recognition focuses on using a single type

of emotion label. Research in automatic recognition of both self-reported emotion

and perceived emotion is relatively scarce. Truong, Neerincx, and Van Leeuwen con-

ducted a series of experiments, comparing self-reported and perceived emotion using

the TNO-GAMING corpus, which they collected. This corpus consists of audio-

visual recordings of teams playing a multiplayer video game. The experimenters

augmented the emotional experience by: (1) creating incentives, such as rewards for

the best performing teams, (2) generating surprising events, such as sudden deaths,

sudden appearances of threats, and (3) hampering the mouse and keyboard controls

during the game. Afterward, each participant observed his/her recorded behavior,

contextualized by the content of the game, and annotated his/her experienced emo-

tion using categorical labels and semi-continuous dimensional labels of valence and

arousal. These labels were augmented by perceived emotion labels under six dif-

ferent conditions: audio-only, video-only, audio and game context, video and game

context, audio-visual, and audio-visual + game context. In the audio-visual + game

context setting, the annotators have access to the same amount of material as in the

self-report setting [178–180].

Truong, Neerincx, and Van Leeuwen measured the inter-observer agreement (agree-

ment between multiple observers) and self-observer agreement (agreement between

the outside observers and the individual him/herself) on the TNO-GAMING corpus

using Krippendorff’s α statistics [178]. They found that the inter-observer agreement

is higher in the multi-modal evaluation setting, compared to the uni-modal settings.

They then added self-report to the ratings of the observers and found that the agree-

ment across individuals decreased, compared to only using the annotations of the
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observers. As a result, they constructed emotion recognition systems for the self-

report and perceived emotion labels separately. They trained two sets of recognizers

to detect levels of valence and activation, one with self-report labels and the other

with perceived emotion labels using Support Vector Regression [180]. Their experi-

ments suggested that it was easier to predict the perceived emotion labels, compared

to self-report, for both valence and activation.

Truong, Van Leeuwen, and De Jong extended this work, conducting a more de-

tailed comparison between self-report and perceived emotion and a comprehensive

analysis on the performance of the systems when detecting the two types of emotion

labels [179]. They observed that the emotions reported by the participants them-

selves tended to be more extreme than the average ratings of the outside observers.

They predicted the valence and arousal ratings using both acoustic and lexical fea-

tures and again found that perceived emotion could be predicted more accurately,

compared to self-report. They argued that these results suggested that the emotions

felt by the participants were not always perceivable by the observers. In addition,

they conducted cross-label experiments: training on one type of label and testing on

the other. They found that it the systems trained on the average of the perceived

labels performed well on both perceived label and self-reported label, while systems

trained using self-report labels had lower performance in comparison.

Other works have supported the mismatch between self-report and perceived emo-

tion. Busso and Narayanan compared the self-report and perceived labels of the

IEMOCAP dataset [25] across categorical and dimensional emotion descriptors [24].

They again found support for the mismatch between the self-reported and perceived

emotion labels. Similar to [172, 178], they measured the agreement of labels obtained

from different individuals using an entropy-based metric and the Kappa-statistic for

evaluation agreement. They found that the level of agreement was significantly lower

when the perceived emotion labels were augmented with the self-report labels. They
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also supported the finding that self-reported labels tend to have more extreme values

for the dimensional descriptors, compared to the perceived emotion labels [24].

These works support the notion that there are differences between self-reported

and perceived emotion labels [24, 178, 179] and that cross-training of different types

of emotion labels may be possible [179]. However, it is not yet clear whether there is

complementary information in different kinds of labels.

2.3.2 Inter-rater Variability

Emotion perception is subjective, which leads to inter-rater variability and un-

certainty in emotion labels. Previous work has observed low inter-rater agreement in

emotion datasets [162]. However, most works using categorical emotion labels arrive

at a single hard emotion label by majority voting [12, 25, 148]. The majority works

using dimensional descriptions of emotion either predict the mean of a group of eval-

uations [49, 58, 112, 115, 127, 198] or the mean weighted by rater-reliability [56], or

restructure the emotion recognition problem as classification along each dimension

[111, 153, 156, 216, 219]. While it is common practice for emotion datasets to collect

multiple evaluations [25, 36, 126], none of these approaches models the variability in

emotion perception captured by these evaluations.

One way to take this variability and uncertainty into account in classification

tasks is to avoid the need to estimate single hard labels. For example, researchers

have represented emotion information using probability distributions over emotion

classes [4], confidence scores capturing the presence or absence of multiple emotion

classes [105].

Research in handling emotion uncertainty has led to studies assessing the efficacy

of augmenting speech emotion recognition training with soft labels. Research has

shown that training with soft labels increases system performance in terms of standard

classification measures [52] or an entropy-based measure that takes human confusion
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into account [172]. Lotfian and Busso proposed to consider the emotion perception of

an utterance as a multidimensional Gaussian distribution over emotion classes [91].

They showed that systems trained using soft labels, calculated by taking the mean of

the estimated Gaussian distribution, outperformed systems trained using hard labels.

Some works in music emotion recognition and cross-domain (song and speech)

emotion recognition have forwarded the usage of soft labels to two-dimensional space

and predicted emotion perception as probability distributions over valence and acti-

vation. There are two popular approaches: parametric (e.g., bivariate Gaussian and

GMMs) [146, 192, 193] or non-parametric (discrete grid representation) [145, 202,

218]. In general, both approaches rely upon a large number of real-valued annota-

tions.

Schmidt and Kim first proposed to model emotion perception from music as a

probability distribution [146]. They assumed that the individual evaluations could

be represented by a bivariate Gaussian. They formulated the task as a prediction

of the Gaussian parameter associated with each short clip using several regression

methods. They found that support vector regression (SVR) produced the best single-

feature performance. However, the underlying assumption that the evaluations are

guaranteed to follow a Gaussian distribution may not be valid, as noted in [192, 202].

Wang et al. proposed a generative model that learns two Gaussian mixture models

(GMMs), one from acoustic features and the other from emotion labels [192, 193].

They predicted the emotional content of music as a probability distribution over the

affective GMM components and summarized the prediction as a single Gaussian.

However, while this approach used frame-level features directly, the utterance-level

predictions were calculated by averaging the frame-level labels over the entirety of

the utterance. The interactions across consecutive frames were not considered.

Another work of Schmidt and Kim represented emotion perception as a proba-

bility heatmap [145]. The evaluations were discretized into equally spaced grids. No

28



assumption of the distribution of labels was made. They predicted the heatmaps

over 1-second periods using Conditional Random Fields (CRF). The acoustic fea-

tures were averaged over the 1-second window to reduce the frame-rate to that of

the labels. Therefore, while CRF is context-dependent, there was information loss in

the feature downsampling process. Yang and Chen generated a smooth probability

density function from individual evaluations using Kernel Density Estimation (KDE)

and then discretized the space [202]. The benefit is that the distribution is not biased

by the position of the binning grids. They predicted the probability in each grid sep-

arately using SVR with utterance-level statistic features. Our previous work used a

similar approach for predicting emotion perception across song and speech [218]. The

difference is that we performed evaluator-dependent z-normalization to smooth the

ordinal labels. This was valid because the evaluators were presented with relatively

balanced data. However, both works used a static approach.

Works on predicting emotion perception as a distribution often rely on a large

number of real-valued labels, which are not available in most popular emotion datasets.

Besides, either feature downsampling or ignoring interactions across frames will result

in information loss. The short-time temporal information is not fully exploited.
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CHAPTER 3

Datasets

The number of publicly available emotion datas has continued to grow along with

the popularity of the field. Early datasets in emotion recognition, such as the Berlin

Emotional Speech-Database [20] and the Danish Emotional Speech Corpus [47], were

recorded in laboratory environments with fixed lexical content and acted emotions

[153]. The field has recognized the importance of modeling natural behaviors and have

introduced new datasets that capture natural displays of affect, including human-

robot interaction (e.g., FAU Aibo [12]), or recordings taken from public media (e.g.,

VAM [55]). Researchers have also focused on emotion induction as a technique to elicit

emotional behaviors (e.g., SEMAINE [99, 100]). Recent acted datasets have included

altered elicitation protocols to increase naturalness, for example, using improvisation

(e.g. IEMOCAP [108]) or increasing the diversity of speakers’ cultural backgrounds

(e.g. eNTERFACE [96]).

In this dissertation, we use six emotion datasets in total, including the Berlin

Emotional Speech-Database (EmoDB) [20], the eNTERFACE corpus [96], the Vera

am Mittag German Audio-Visual Emotional Speech Database (VAM) [55], the AVEC

(2011) corpus [151, 152], the Interactive Emotional Dyadic Motion Capture Database

(IEMOCAP) [108], and the MSP-IMPROV corpus [26]. In this chapter, we introduce

these datasets and defer the explanation of the data processing methods used in each
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work to the corresponding chapters.

3.1 EmoDB

The Berlin Emotional Speech-Database consists of audio recordings of 10 German

speakers reading lexically neutral sentences in seven emotions: anger, boredom, dis-

gust, fear, joy, sadness and neutrality. The utterances were labeled using the target

emotion. Human evaluations of perceived emotion and naturalness were also col-

lected. Usually, utterances with a recognition rate higher than 80% and naturalness

higher than 60% during human evaluation were kept. This results in 493 utterances.

More details can be found in [20].

3.2 The eNTERFACE Corpus

The eNTERFACE Corpus consists of speech with fixed lexical content in six emo-

tions: angry, happy, fearful, sad, disgust, and surprise. The emotions of speakers

were elicited by short stories during the recording. The released dataset contains

audio-visual recordings of 44 speakers from 14 different nations that were assessed as

emotionally unambiguous by two experts. After excluding unsegmented data from a

speaker (speaker number 6), this dataset contains 1,287 utterances from 43 speakers.

See [96] for more details.

3.3 VAM

The Vera am Mittag German Audio-Visual Emotional Speech Database consists

of spontaneous emotional speech from a German TV talk-show. We use the VAM-

Audio portion of the corpus, which contains audio recordings from 47 speakers that

were evaluated as “very good” or “good” by human evaluators in terms of the us-

ability for emotion analysis. The recordings were provided as utterances, which are
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mostly complete sentences, but also include some exclamations, affect bursts, and

incomplete sentences, because of the spontaneous nature of the data. This results in

947 utterances. The utterances were continuously labeled by human evaluators (17

for speaker 1-19, 6 for speaker 20-47) on valence, activation and dominance (weak vs.

strong) [55].

3.4 AVEC (2011)

The AVEC (2011) corpus was created from the Solid-SAL partition of SEMAINE

[99, 100]. It contains interactions between users and four emotionally stereotyped

characters played by human operators. The combined training and development set

of AVEC includes 63 sessions, where each session is the interaction between a user

and a character. Each interaction was fully transcribed, and was annotated by at

least two raters along the dimensions of valence, activation, expectation (expecting

vs. being taken unaware) and power (weak vs. strong). Binary word-level labels are

provided for each dimension. Additional information about the AVEC and SEMAINE

datasets can be found in [99, 100, 151, 152].

3.5 IEMOCAP

The Interactive Emotional Dyadic Motion Capture Database consists of five ses-

sions of dyadic interactions, each between a male and female actor. The emotional

behaviors were elicited using scripted and improvised scenarios. The scripted scenar-

ios in the five sessions have the same lexical content. The improvisation targets are

shared across sessions, although the actual speech contents vary. The sessions were

segmented into speaker turns (utterances). The scripted and improvised portions of

IEMOCAP consist of 5,255 and 4,784 utterances, respectively. Manual transcriptions

are provided for all the interactions.
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IEMOCAP includes 12 hours of data across three modalities: audio, video, and

motion-capture (referred to as “mocap”). The mocap recording was made over a

single actor at a time. Consequently, only half of the data have matched audio-visual

and mocap recordings (see [25] for details about the recording setup). This results in

5,042 utterances.

The data were evaluated at the utterance-level. The evaluations include both

categorical and dimensional labels. Each utterance was annotated by at least three

evaluators for categorical emotions. The categorical labels were chosen from the

set of {angry, happy, neutral, sad, frustrated, excited, disgusted, fearful, surprised,

other}. There was no limitation on the number of labels an evaluator could select for

a given utterance. The valence, activation, and dominance levels of each utterance

are evaluated by at least two annotators using a 5-point Likert scale. Six out of ten

actors were asked to self-report the emotional content of their own recordings of the

improvised scenarios. They used the same evaluation paradigm as the evaluators,

described above. More details about IEMOCAP can be found in [25].

3.6 MSP-Improv

The MSP-Improv corpus is an audio-visual dyadic emotion corpus. MSP-Improv

consists of six sessions, each including interactions between a male and a female actor.

This results in 12 speakers in total. The emotional expressions of the speakers were

elicited through carefully designed scenarios that include improvisations and target

sentences with specific lexical content. Because of the recording paradigm of MSP-

Improv, there are four types of recordings in the dataset: (1) the target sentences

read by the actors; (2) the target sentences from the improvised scenes collected using

emotionally evocative scenarios; (3) the speaker turns in the improvised scenes; (4) the

natural spontaneous interactions during breaks between improvisations. The dataset

includes over nine hours of data, segmented into 8,438 utterances (i.e., speaker turns
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or target sentences). The numbers of utterances corresponding to the four types of

recordings are 620, 652, 4,381, and 2,785, respectively [26].

The emotional content of MSP-Improv was evaluated using crowdsourcing (Ama-

zon Mechanical Turk). A scheme was designed to ensure the reliability of the labels

by stopping evaluators when their inter-rater agreement with known “gold-standard”

evaluations dropped [21, 22]. Each utterance was annotated by at least five evaluators

using both dimensional and categorical rating paradigms. For the dimensional labels,

the evaluators were required to access the valence, activation, dominance (dominant

vs. submissive) and naturalness (acted vs. natural) of the utterances using a five-

point Likert-scale. The categorical labels were selected from the set of {angry, happy,

sad, neutral, other} [26].
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Part I

Data Variability
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CHAPTER 4

Addressing Variability in Corpus and Gender

using Multi-task Learning

4.1 Introduction

One challenge that arises in the real use cases of emotion recognition systems is

the presence of variations in emotion data that occur naturally in the wild, caused by

factors including speaker characteristics, languages, lexical content, noise level and

recording conditions. These factors may be closely related to the corpus that the data

belong, resulting in difficulty to tease the influence of them apart, as mentioned in

Chapter 1. As a result, researchers have approximated this challenge by performing

cross-corpus analyses [87, 153, 154, 156, 169] and have demonstrated the efficacy

of using multiple training corpora for enhancing cross-corpora robustness [153, 156].

However, it is not yet known how to best take advantage of the variability introduced

by these training corpora.

There are additional sources of variability that emotion recognition systems need

to handle, including gender. While most works in emotion recognition use gender-

independent systems [79, 105, 157], previous studies have shown that gender-dependent

models outperform those that are gender-independent [84, 183, 190]. This suggests

that there exist similarities in emotion expression across genders, and that the per-
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formance of systems increases when controlling for the pervasive differences [84, 183,

190].

Most of the previous work in speech emotion recognition addresses the variations

caused by corpus and gender differences in two ways: (a) increasing the variations

in the training data, e.g., by merging multiple corpora during training [153, 156];

(b) controlling for particular sources of variation in the training data, such as train-

ing gender-dependent models [190] or training multiple corpus-specific classifiers and

performing late fusion [156]. While multi-task learning has been demonstrated to be

useful in affect recognition from visual input [7, 130, 161], its effectiveness on speech

emotion recognition is under-explored. In this work, we investigate the influence of

corpus and gender on emotion recognition by combining (a) and (b) using multi-task

learning. We hypothesize that we will obtain a more accurate and generalizable emo-

tion recognition system, compared to (a) and (b), by seeking common ground across

different factors, while preserving the differences in the learned emotion patterns as-

sociated with a specific corpus, gender, or their combination. In this work, multi-task

learning refers to jointly training multiple tasks, which contain non-overlapping sets

of instances that share a same set of labels.

We explore five models to test our hypothesis: (1) a simple model, where we train

a single classifier using all the data; (2) a separate-task (ST) model, where we train

task-specific classifiers individually; (3) a multi-task learning (MTL) model, where

all the tasks are considered related; (4) a group multi-task learning model (GMTL),

where only the intra-group relatedness is assumed and the task grouping is learned

with task-specific weights; (5) a multi-task learning with knowledge-driven grouping

(MTL-KDG) model, where the group is pre-defined based on knowledge instead of

learned as in (4). The first two models are our baselines because they have been

shown to be useful for cross-corpus emotion recognition that considers corpora as

tasks [153, 156]. Figure 4.1 illustrates the training and testing phase of the proposed
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(a)

(b)

Figure 4.1:
System diagram for the proposed classification framework, including the:
(a) training phase and (b) testing phase. In the simple model, only one
classifier is built using all the training data and only one label is generated.
In all other models, either T classifiers are trained (ST) or one classifier
with T classification tasks is trained (MTL, GMTL and MTL-KDG). T
labels are output for each test case and are fused to determine the final
label. ST: separate-task model, MTL: multi-task learning model, GMTL:
group multi-task learning model, MTL-KDG: multi-task learning with
knowledge-driven grouping.
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methods.

We present a set of experiments to explore the influence of corpus and gender

using four speech emotion datasets. The training data are separated into subsets

according to corpus and/or gender, where each subset is treated as a task. We

perform weighted majority voting to fuse the test labels output by the tasks, where

the votes are weighted by a measure of confidence, as in [215].

We find that variations in corpus and gender all influence emotion recognition. In

general, models using multi-task learning methods outperform models that treat the

tasks as identical or independent. Data-driven grouping is comparable to knowledge-

driven grouping. Defining tasks by gender is more beneficial than by corpus or both

corpus and gender for valence, while the opposite holds for activation. On average,

the system performance increases with the number of training corpora. The novelty of

this work includes: (1) an analysis of the benefits of multi-task learning in cross-corpus

emotion recognition, with tasks defined by corpus and/or gender; (2) an exploration

of effective ways to define tasks for valence and activation; (3) an examination of the

influence of sparsity on different feature spaces; (4) a comparison of knowledge-driven

and data-driven task grouping.

4.2 Data

We select four datasets covering different types of emotion (acted and sponta-

neous) and languages (English and German) to investigate the cross-corpus gener-

alizability of the proposed methods. We conduct experiments concentrating on the

variability caused by training corpus and gender. We use EmoDB [20] and eNTER-

FACE [96] to represent acted emotion in German and English, respectively, and VAM

[55] and AVEC (2011) [151, 152] to represent spontaneous emotion, again in German

and English, respectively. These experiments use binary labels of valence (negative

vs. positive) and activation (calm vs. excited). The meta information about the
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datasets can be found in Table 4.1. We describe our data processing procedures for

each corpus below.

For each dataset, we convert the provided labels to the binary dimensional labels.

Both EmoDB and eNTERFACE were annotated for categorical emotions only. We

map the emotion categories to binary valence and activation labels (see Table 4.2),

following [153, 156]. VAM was continuously labeled for valence and activation. We

take the sign of the mean valence and mean activation of each utterance as the binary

labels, following the process in [156]. We the training and development set of AVEC

(2011). The dataset was labeled for binary valence and activation at the word level.

We segment the recordings data into turns and generate the turn-level emotion labels

from the word-level labels using majority vote.

We extract the “emo large” feature set defined in openSMILE from each utter-

ance, as in [156]. It consists of 6,669 features, generated from 57 acoustic frame-level

low-level descriptors (LLDs) by calculating 39 statistics over the LLDs, ∆LLDs, and

∆∆LLDs. We apply speaker-dependent z-normalization to the utterance-level fea-

tures.

4.3 Classification Models

Related work introduced in Section 2.2.1 and 2.2.2 has indicated that there exist

both differences and similarities across corpora and genders for emotion recognition.

In addition, multi-task learning methods have been demonstrated effective in visual

affective computing. However, most works in speech emotion recognition either con-

centrated on increasing data variability (e.g. merging of multiple corpora as the

training set), or focused on controlling for variability (e.g. separate classifiers for

each available training corpus, gender-dependent classifiers). The design of classifica-

tion approaches that leverage common ground across different corpora and genders

while preserving the inherent differences is still under-explored.
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EmoDB eNTERFACE VAM AVEC

Language German English German English
Lexical Content fixed fixed natural natural

Type acted acted spontaneous spontaneous

Speaker
-level

# All 10 43 47 16
# F 5 9 36 10
# M 5 34 11 6

Utterance
-level

# All 493 1,287 947 2,368
# V(+) 142 427 72 1,534
# V(−) 351 860 875 834
# A(+) 246 857 445 1,280
# A(−) 247 430 502 1,088

# F 286 270 751 1,620
# M 207 1,017 196 748

Table 4.1:
Dataset details of EmoDB, eNTERFACE, VAM and AVEC. spon.: spon-
taneous; F: female; M: male; V: valence; A: activation

We present five classification models: the simple model, separate task (ST) model,

multi-task learning (MTL) model [8, 9], group multi-task learning (GMTL) model

[74], and multi-task learning with knowledge-driven grouping (MTL-KDG) model [8,

9]. We define a task as emotion recognition using data from a specific factor (e.g.,

a corpus), or a specific combination of two factors (e.g., a corpus-gender pair). The

five classification models correspond to five different assumptions about the tasks.

The simple model assumes that the tasks are identical, and merges data from all the

Emotion Appearance Valence Activation

Anger EmoDB, eNTERFACE − +
Happiness EmoDB, eNTERFACE + +
Neutrality EmoDB + −
Sadness EmoDB, eNTERFACE − −

Fear EmoDB, eNTERFACE − +
Disgust EmoDB, eNTERFACE − −
Surprise eNTERFACE + +
Boredom EmoDB − −

Table 4.2: Mapping from categorical emotions to binary valence and activation.
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tasks for training. The ST model sees the tasks as independent, and trains a separate

classifier for each task. The simple and ST models are similar to the “pooling”

and “voting” strategies in [156], respectively, if we consider each corpus as a task.

Therefore, we use simple and ST as baselines in our experiments. The MTL model

assumes that the tasks are related and share a common sparse feature representation.

The GMTL model assumes that the tasks can be clustered into groups, and only intra-

group information sharing is allowed. Finally, the MTL-KDG model assumes that

information is shared within a group, but it predefines groups based on knowledge

such as gender or corpus, instead of learning the groups from data.

We use linear Support Vector Machine (SVM) in the simple and ST models, as in

previous cross-corpus emotion recognition works [153, 154, 156]. We adopt two types

of regularization: L2-regularization ([153, 154, 156]), and L1-regularization, which

assumes sparsity of the features. The MTL model and each group of tasks in the

MTL-KDG model use the multi-task feature learning algorithm [8, 9]. The GMTL

model uses the group multi-task learning algorithm [74].

4.3.1 Multi-task Feature Learning

The multi-task feature learning algorithm [8, 9] learns a common feature represen-

tation across tasks using the L2,1-norm regularization, which enforces sparsity of the

features across tasks. There are two settings of this algorithm: (a) feature learning

(FL) and (b) feature selection (FS). The major difference between them is that in

(a), the L2,1-norm regularization is imposed on a transformed feature space, while in

(b) the regularization is imposed directly on the original feature space.

The objective function of setting (a) is given by Eq. (4.1). It is assumed that the

weight matrix, W , whose column vectors are the weights wt of individual tasks, can

be rewritten into W = UA, where UTU = I (identity matrix) and A is the weight
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matrix for a transformed feature space.

min
U,A

T∑
t=1

mt∑
i=1

L(yti, 〈at, U
Txti〉) + γ‖A‖2

2,1 (4.1)

Eq. (4.1) contains two terms: the loss term (first) and the regularization term

(second). The loss term is the summation of the loss, L(.), across T tasks. Here, mt

is the number of training instances in task t, yti ∈ {−1, 1} is the label of the i-th

instance in task t, at is t-th column of A, xti is the i-th training instance of task

t, and <> stands for inner product. The regularization term is the product of the

regularization parameter γ and the squared L2,1-norm of A. L2,1-norm is defined as

the L1-norm of the vector produced by taking the L2-norm of each row of A.

Setting (b) is a special case of (a). In (a), U and A are learned together from the

data, while in (b), we force U = I. In this way, the “feature learning” in (a) reduces

to the special case of “feature selection” in (b) [8, 9].

The problem given by Eq. (4.1) is non-convex. However, [8, 9] proved that it

has an equivalent convex form that can be solved by iteratively minimizing over W

(Eq. (4.2)) and a d×d matrix D, where d is the dimensionality of the input features.

Specifically, we first initialize D to I
d
, and then iteratively perform two steps:

• Fix D, solve the task-specific optimization by Eq. (4.3).

• Fix W , update D using Eq. (4.4) for setting (a) or Eq. (4.5) for setting (b).

The ε in Eq. (4.4) is a perturbation parameter used to ensure the convergence

of the problem. The wi in Eq. (4.5) denotes the i-th row of W .

min
W

T∑
t=1

mt∑
i=1

L(yti, 〈wt,xti〉) + γ

T∑
t=1

〈wt, D
−1wt〉 (4.2)

wt = argmin
mt∑
i=1

L(yti, 〈wt,xti〉) + γ〈wt, D
−1wt〉 (4.3)
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D =
(WW T + εI)

1
2

trace(WW T + εI)
1
2

(4.4)

D = Diag(λ),where λi =
‖wi‖2

‖W‖2,1

(4.5)

Eq. (4.3) holds for any convex loss function. In this work, we choose the hinge

loss (Eq. (4.6)) to match the linear SVM used in the simple model and ST model.

Note that Eq. (4.3) with hinge loss is equivalent to linear SVM with a variable

transformation trick.

L(yti, 〈wt,xti〉) = max(0, 1− yti〈wt,xti〉) (4.6)

4.3.2 Group Multi-task Learning

Group multi-task learning [74] assumes that the tasks belong to several groups that

can be learned together with task-specific weights. Only the tasks that are grouped

together share information. This method was built directly on the multi-task feature

learning algorithm above. In [8], it was proved that the optimization problem given

by Eq. (4.1) is equivalent to Eq. (4.7), where ‖W‖2
tr = trace(WW T ).

min
W

T∑
t=1

mt∑
i=1

L(yti, 〈wt,xti〉) + γ‖W‖2
tr (4.7)

Analogous to Eq. (4.7), the objective function of group multi-task learning be-

comes Eq. (4.8) given the group assignments. Here, G is the number of groups. Qg

is a diagonal matrix with diagonal entries being the binary group assignment values

for group g, and
∑

gQg = I. The optimal G is not known a priori and is treated as

a hyper-parameter. When G = T , group multi-task learning is equivalent to solving

each task individually, and when G = 1, it is the same as the multi-task feature
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learning.

min
W,Q

T∑
t=1

mt∑
i=1

L(yti, 〈wt,xti〉) + γ

G∑
g=1

‖WQg‖2
tr (4.8)

Eq. (4.8) is a mixed integer programming problem. It can be solved by iteratively

performing two steps:

• Fix Q, solve group-specific optimization given by Eq. (4.9). Wg = WQg, and

qgt is the tth diagonal entry of Qg.

• Fix W and solve for Q. See details in [74].

min
Wg

∑
t:qgt=1

mt∑
i=1

L(yti, 〈wt,xti〉) + γ‖Wg‖2
tr (4.9)

The second step is non-convex, and the solution could become stuck in a local

optimum. We address this problem by training multiple times and fusing the labels.

All other models, except for the simple model, learn a different weight vector for

each task. Therefore, there could be T predicted labels for a given test instance.

Although it is common in the multi-task learning literature to assume knowledge

about the tasks of the test data [8, 9, 74], we do not make this assumption. This is

because: (1) it requires additional information about the test data, which may not

be available in real applications; (2) the test data may not strictly belong to any of

the tasks (e.g., test data is from an unseen corpus when using each training corpus

as a task). In this work, we generate the final output label by weighted majority

vote, where each task gives a vote to the label it outputs, weighted by the distance to

the decision hyperplane. This method was demonstrated to outperform other output

selection or fusion methods in [215].
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4.4 Experimental Design

We designed a set of experiments using cross-corpus evaluation to investigate the

influence of corpus and gender on on the binary (positive vs. negative) classification

of valence and activation, using four speech emotion datasets. We hypothesize that

we can achieve better performance by splitting data into tasks, and controlling for

the degree of information sharing between the tasks using multi-task learning.

We conduct three sets of sub-experiments, focusing on the impact of corpus (c),

of gender (g) . In experiments c and g, we train the simple, ST, and MTL models

using corpora and genders as tasks, respectively. Experiment cg investigates the joint

impact of corpus and gender, with each corpus-gender pair as a task. In cg, we also

train GMTL and MTL-KDG in addition to simple, ST and MTL. We group the tasks

by corpus and gender for MTL-KDG, denoted as MTL-GC and MTL-GG below. In

each sub-experiment, we use one, two or three corpora for training, and test on each

of the remaining corpora separately. Note that the simple model is the same across

all sub-experiments when the same training corpora are used. When there is only one

training corpus, all models in c are identical to the simple model and experiment cg

is not performed.

In each sub-experiment, we compare the performance of different models to test

the underlying assumptions. We compare the performance of ST and MTL across the

sub-experiments, to investigate the three ways of defining the tasks (corpus, gender,

or corpus-gender pair). In addition, we compare the performance on the same test

corpus when using different numbers of corpora for training to investigate the impact

of adding additional training corpus.

We tune the hyper-parameters by maximizing the leave-one-speaker-out (LOSO)

cross-validation accuracy of the training set, in the ranges below:

• Regularization parameter γ (in simple, ST, MTL, GMTL and MTL-KDG):

46



{10−4, 10−3, ..., 103}. Note that γ is equivalent to the cost parameter C for the

error term in linear SVM (simple and ST), where C = 1/(2× γ).

• Permutation parameter ε (in FL setting of MTL, GMTL and MTL-KDG):

{10−8, 10−7, ..., 100}.

• Number of Groups G (in GMTL): {1, 2, ..., T}.

We use 5-fold cross-validation, where the folds are divided at speaker-level for

each task to avoid overfitting to known speakers. In the cross-validation process, we

use average UAR of the tasks as the performance measure if the model contains more

than one task, because the data are not evenly distributed across the tasks.

We solve the linear SVMs using Liblinear [50]. We use a fixed number of iterations

as the stop criteria for multi-task learning, as in [2, 33]. For multi-task feature

learning, we fix the number of iterations to 20, according to [8]. For group multi-task

learning, we fix the outer-iteration to five as in the example code from the author of

[74], and the group-specific inner-iteration to 20.

4.5 Results

We analyze the binary classification results of valence and activation on four speech

emotion datasets. We compare the performance between: (1) different assumptions on

feature sparsity, (2) different training-testing combinations, (3) different models while

controlling for task definition (e.g., corpus as the task), (4) different task definitions

while controlling for model, (5) different number of training corpora while controlling

for model and task definition, and (6) cross-corpus and within-corpus.

We use a repeated measure model (denoted as RM) with mixed factors for the

comparisons. We treat the test corpus (e.g., EmoDB) as the between-subject factor

because there are multiple experiments run on each test corpus. Thus, the overall

set of results has underlying dependencies. The within-subject factors (denoted as
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WSF) include: version (e.g., L1-regularization), model (e.g., ST), task definition (e.g.,

gender), and number of training corpora.

After fitting the results into an RM, we perform the repeated-measure ANOVA

(denoted as RANOVA) for each dimension (i.e., valence and activation). If the WSF

is significant, we perform the Tukey’s honest significant difference test (denoted as

Tukey test), which is a pairwise comparison between different values of the WSF

using the model statistics of RANOVA.

4.5.1 Comparing Different Versions of the Models

We first investigate if a sparse representation on the original feature space can be

found across corpora and genders for speech emotion data. We compare the UARs

as a function of regularization (L1 vs. L2) for the single-task methods (simple and

ST), and feature handling (FS vs. FL) for the multi-task methods (MTL, GMTL and

MTL-KDG).

We use two RMs to compare: (1) L1 vs. L2 using all the experimental results

of simple and ST, and (2) FS vs. FL using all the experimental results of MTL,

GMTL and MTL-KDG. We use the version of the model as the WSF. For L1 vs.

L2, the influence of regularization is significant for valence (RANOVA, F(1,84)=4.3,

p=0.042), but not for activation. The Tukey test (Figure 4.2) shows that L2 is

significantly better than L1 for valence (p = 0.042). For FS vs. FL, the influence of

feature handling is significant for both valence (F(1,104) = 19.2, p = 2.8e-05) and

activation (F(1,104) = 12.8, p = 5.3e-04). FL significantly outperforms FS for valence

(Tukey test, p = 2.8e-05) and activation (p = 5.3e-04), as shown in Figure 4.2.

These results indicate that we cannot find a sparse feature representation on the

original feature space that transfers well across corpora. The orthogonal projection

decouples the original features by “collapsing” similar information onto the same

dimension. Therefore, the sparse representation on the new feature space might be
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Figure 4.2:
Left: the difference in UAR as a function of regularization (L2-
regularization minus L1-regularization) in the simple and ST models.
Right: the same difference as a function of feature handling (feature learn-
ing minus feature selection) in MTL, GMTL and MTL-KDG. The black
lines represent the 95% confidence interval of the Tukey’s honest signifi-
cant difference test.

able to keep more emotion-related information. In addition, there are high variations

in languages, lexical content, speakers and recording conditions within each individual

task, and across tasks. As a result, the emotion-related patterns on the original feature

space may be further masked. Therefore, we may need to learn a feature space where

a sparse representation that generalizes well from the data.

For simplicity, we only present results of the L2-regularization (simple and ST)

and the feature learning setting (MTL, GMTL and MTL-KDG) for the rest of the

analyses. Table 4.3 shows the UAR of simple, ST and MTL with a single training

corpus (only experiment g has multiple tasks). Table 4.4 and 4.5 shows the UAR of

all models when using multiple training corpora, with corpora, genders and corpus-

gender pairs as tasks for valence and activation, respectively.

4.5.2 Different Corpus as Training Set

While we treat corpus as a single factor in this experiment, it includes variations

in language, type of emotion, in addition to recording condition. We compare the
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Test on Train on
Valence Activation

Simple
Task: Gender

Simple
Task: Gender

ST MTL ST MTL

EmoDB eNT 56.1 61.0 60.7 72.0 78.7 75.5
EmoDB VAM 48.1 46.3 47.1 86.4 87.8 81.1
EmoDB AVEC 52.3 52.6 52.5 51.5 58.6 54.0

eNT EmoDB 49.6 48.0 48.9 63.2 65.5 63.7
eNT VAM 49.3 47.1 47.9 66.2 66.7 69.8
eNT AVEC 54.5 53.3 56.0 54.3 62.1 69.5

VAM EmoDB 50.6 49.4 50.0 67.7 68.0 68.2
VAM eNT 59.3 56.8 56.7 61.7 61.1 58.6
VAM AVEC 51.4 56.0 53.4 53.4 64.2 72.2

AVEC EmoDB 54.1 52.9 54.0 55.1 55.7 55.2
AVEC eNT 53.5 53.7 54.3 55.9 57.2 56.1
AVEC VAM 49.9 51.2 50.0 58.8 60.2 60.7

Total Avg. 52.4 52.4 52.6 62.2 65.5 65.4

Table 4.3:
UAR (%) of valence and activation using a single training corpus. The best
result for each test corpus and dimension is bolded. eNT: eNTERFACE.

cross-corpus UAR of classifiers trained on each dataset, and each combination of two

datasets, to get some insights on the impact of language and type of emotion (i.e.,

acted and spontaneous).

When a single corpus is used for training, we find that the models trained on

VAM achieve the highest UAR (bolded in Table 4.3) on EmoDB, eNTERFACE and

AVEC for activation. We also find when testing on eNTERFACE, models trained

on VAM outperform cross-corpus models from the literature (e.g., [219] achieved a

maximal UAR of 63.9%, Table 4.6). This is surprising because eNTERFACE is in

a different language and with a different type of emotion. There may be several

reasons. Firstly, VAM contains recordings about personal and very emotional topics

(e.g., paternity questions or affairs) [123], which makes the content more emotionally

expressive. Secondly, VAM only contains the speakers evaluated as “very good” and

“good”, which also results in data that are more emotionally expressive. In addition,
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the speakers in eNTERFACE are from 14 different nations. This may reduce the

advantage of training on corpus with the same language, due to the presence of

different accents in the testing data.

However, the models trained on VAM do not achieve the highest UAR for valence,

even when the test corpus is of the same language (EmoDB) or same type of emotion

(AVEC). This may be because it has very unbalanced data for valence, as shown

in Table 4.1. These findings suggest that the cross-corpus performance is not only

related to the connection in language or type of emotion between training and testing

datasets, but is also influenced by other aspects, such as data distribution and quality.

We compare different combinations of training corpora for activation, where the

data are more balanced compared to valence. We noticed that the highest UAR

of each test corpus (italicized in Table 4.4 and 4.5) is achieved by training on two

corpora. Interestingly, for EmoDB, VAM and AVEC, the best training combinations

consist of the two corpora that have an aspect in common with the test corpus (i.e., a

corpus with same language, and a corpus with the same type of emotion), but do not

share common factors between them. The only exception is eNTERFACE, in which

the performances of different training combinations are similar. This may be because:

(1) we are able to combine knowledge related to language and type of emotion by

training on corpora that each share a different common factor with the test corpus;

(2) when the training corpora are more dissimilar in language and type of emotion,

the common ground between them have higher possibility to be emotion-related.

However, when the training corpora have the same language or type of emotion, we

may be overfitting to this common factor. Therefore, the classifiers do not generalize

well when the factor is different in the test corpus.
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4.5.3 The Influence of Model

We hypothesize that the influence of model is significant, when task definition is

controlled. Specifically, multi-task learning models are better than the simple model

and the ST model. We test this hypothesis when corpus, gender or the corpus-gender

pair is used to define tasks, respectively, using RMs with model as the WSF.

When corpus is used as the task, the influence of model is significant for activation

(RANOVA, F(2,24) = 54.5, p = 1.2e-09), but not for valence. A pairwise comparison

for activation shows that MTL significantly outperforms both simple and ST (Tukey

test, p=1.0e-05 and 0.016, respectively). This supports the notion that different

corpora should be treated as related tasks for the prediction of activation.

When gender is used as the task, we test the influence of model on the results from

training on a single dataset (from Table 4.3) and on multiple datasets (from Table 4.4

and 4.5). This is to be consistent with other task definitions (i.e., corpus and corpus-

gender pair), where only results using multiple training datasets can be compared.

We find that the influence of model is significant for both valence (RANOVA, F(2,24)

= 14.3, p = 8.2e-05) and activation (F(2,24) = 16.8, p = 2.8e-05) when training on

multiple corpora, but not when training on a single corpus. This may be because we

are not capturing the full range of gender variability with only one training corpus. In

addition, splitting data by gender for a single corpus may result in insufficient training

data per task. The Tukey tests show that when we use multiple training corpora,

MTL significantly outperforms both simple and ST for valence (p = 0.0025 and 0.018,

respectively) and activation (p = 0.0016 and 0.043, respectively). This reinforces

the importance of separating data from different genders, yet still considering the

relatedness between them.

When corpus-gender pairs are used as tasks, we find that the influence of model

is significant for activation (RANOVA, F(5,60) = 24.3, p = 2.8e-13), but not for va-

lence. The Tukey test for activation shows that all models that explicitly consider

54



the variations in corpus and gender (ST, MTL, GMTL, MTL-GC and MTL-GG)

significantly outperform the simple model (p=1.7e-06, 5.0e-04, 0.0015, 7.3e-04 and

1.3e-04 for ST, MTL, GMTL, MTL-GC and MTL-GG vs. simple, respectively). In-

terestingly, there is no significant difference between ST and other multi-task learning

models. This may be because we fuse the results by weighted majority vote over all

the tasks. Therefore, we are not only considering the differences in corpus and gender

by training task-dependent classifiers, but also utilizing knowledge learned from all

the tasks instead of just one. Comparing the multi-task learning methods, we can

see that on average, GMTL and MTL-GC perform the best for valence, and MTL

and MTL-GG perform the best for activation. However, the differences between the

multi-task learning models are very small and not statistically significant, except for

between MTL-GC and MTL-GG for activation (p = 0.019). We notice that grouping

the tasks by corpus or gender generates the highest UAR on several classification

tasks (e.g., MTL-GG for valence of VAM when using eNTERFACE and AVEC for

training, and for activation of AVEC when using eNTERFACE and VAM for training,

MTL-GC for activation of eNTERFACE and AVEC when training on three corpora),

but their performances are not stable. For example, the UARs of MTL-GC on the

activation of EmoDB are the lowest for all the training corpora combinations, com-

pared to all other models except for the simple model. This may indicate that the

closeness between the tasks may be related to the common factors between them, but

that the relationship is not guaranteed.

These results support the notion that variations in training corpus, gender, and

their interactions all modulate the data. It is beneficial to control for these sources of

variation by defining tasks and allowing the tasks to share information using multi-

task learning. Improvement in valence is harder to achieve, compared to activation,

as found in [154].
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(a) (b)

(c) (d)

Figure 4.3:
Difference in UAR between different experimental conditions (e.g., C-G
is the difference between defining the tasks by corpus and gender), along
with the 95% confidence interval of the Tukey test, between: different
task definitions for (a) ST and (b) MTL; different numbers of training
corpora when (c) defining corpus as the task (using MTL) and (d) defin-
ing gender as the task (using MTL). Note that for (c) and (d), results
with fewer training corpora are averaged across each corpus (1TC) or
each combination of training corpora (2TC). MTL with only one training
corpus in (c) is the same as simple. C: corpus as the task; G: gender as
the task; CG: corpus-gender pairs as the tasks; TC: training corpora.
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4.5.4 The Influence of Task Definition

We hypothesize that the way we define the tasks significantly influences the perfor-

mance of a model. We test this hypothesis using RMs for ST and MTL, respectively,

across experiment c, g and cg, with task definition as the WSF.

For ST, the effect of task definition (i.e., corpus, gender, corpus-gender) is signifi-

cant for activation (RANOVA, F(2,24) = 19.7, p = 8.8e-06), but not for valence. The

pairwise Tukey test for ST (Figure 4.3a) suggests that for activation, using either cor-

pora or corpus-gender pairs as tasks is significantly better than using genders as tasks

(p = 0.015 and 7.6e-04, respectively) and that the corpus-gender pairs significantly

outperform corpora as tasks (p = 0.0021).

For MTL, the impact of task definition is significant for both valence (RANOVA,

F(2,24) = 7.1, p = 0.0038) and activation (F(2,24) = 7.8, p = 0.0025). The pairwise

comparison for MTL is shown in Figure 4.3b. For valence, gender is a significantly

better task-separator than corpus-gender pair (Tukey test, p = 0.021), while for

activation, the result is the opposite (p = 0.012). In addition, the advantage of gender

over corpus is approaching significance for valence (p = 0.066), and the advantage of

corpus over gender as the task is approaching significance for activation (p = 0.05).

The results indicate that defining tasks by gender is the best for valence, while

defining a task as a corpus-gender pair is the most beneficial for activation. Interest-

ingly, the benefits of using corpus-gender pairs as tasks in activation is consistent for

ST and MTL, but the advantage of using gender as the task in valence only shows

in MTL. This suggests that information sharing between genders is important for

learning a more robust pattern associated with valence.

4.5.5 Number of Training Corpora

We hypothesize that the number of training corpora (denoted as TC) significantly

influences the system performance, when both task definition and model are con-
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trolled. Specifically, we hypothesize that adding additional TC is helpful. We test

this hypothesis by comparing the performance as the number of TC changes. The

model is MTL and the task is either corpus or gender. We build RMs with the num-

ber of TC as the WSF for three settings: (a) 2TC vs. 1TC, (b) 3TC vs. 1TC, and

(c) 3TC vs. 2TC. The challenge is that each TC size is associated with a different

number of results. We compare by averaging over relevant subsets. For example, in

the 3TC setting, where we are testing on VAM, the training corpora include EmoDB,

eNTERFACE, and AVEC. We compare this result to the 2TC results, still with VAM

as a testing corpus. In this case, we take the average performance of systems trained

on EmoDB and eNTERFACE, EmoDB and AVEC, and eNTERFACE and AVEC.

When comparing to 1TC, we calculate the average obtained by training systems on

each of the training corpora, individually. We repeat this over all test corpora. The

same comparison applies to 2TC vs. 1TC. Thus, in (a) there are 12 results for each

dimension, in (b) and (c) there are four results for each dimension. The comparisons

between different numbers of TC are shown in Figure 4.3c (corpus as task) and 4.3d

(gender as task).

We find that when corpus is used to define the tasks, the influence of the number

of TC is significant for activation (RANOVA for 2TC vs. 1TC, F(1,8) = 53.7, p =

8.2e-05), but not for valence. The Tukey test demonstrates that 2TC is significantly

better than 1TC (p = 8.2e-05). The improvements of 3TC over 1TC and 2TC are not

significant. However, there are only four results to be compared in these two tests.

When gender is used to define the tasks, the influence of the number of TC is

significant for valence (RANOVA, F(1,8) = 8.7, p = 0.018 for 2TC vs. 1TC, F(1,3)

= 14.3, p = 0.033 for 3TC vs. 1TC), but not for activation. Both 2TC and 3TC

are significantly better than 1TC for valence (p=0.018 and 0.033, respectively). The

performance gain of adding a third training corpus to a set already composed of two

is not statistically significant.
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These findings suggest that the addition of training corpora is helpful, especially

given limited variability in the data (e.g., single training corpus). The results also

support our earlier findings that gender is a better task-separator than corpus for

valence, while corpus is a better task-separator than gender for activation.

4.5.6 Cross-corpus vs. Within-corpus

We present our best cross-corpus UAR and within-corpus LOSO UAR using the

simple model in Table 4.6. We compare these results to both the benchmark within-

corpus LOSO UAR from [150] and the state-of-the-art cross-validation UAR from the

literature (see Table 4.6). We are not able to compare to [153, 154] because the UARs

of the individual test datasets are not provided. Note that the number of instances in

this work is off by 1 for EmoDB and VAM, and off by 10 for eNTERFACE, compared

to [150, 156, 219]. We do not compare the results of EmoDB to [188] because the

label matching method is different.

We find that the advantage of within-corpus classification is dominant for datasets

with acted emotion (EmoDB and eNTERFACE). A possible explanation is that these

acted datasets use fixed lexical content, making emotion recognition much easier.

However, cross-corpus classification is effective for datasets with spontaneous emo-

tion. The performance of cross-corpus classification is higher for VAM valence and

for AVEC valence and activation. It is slightly lower for VAM activation. Direct

comparison between our model and the literature is not possible due to the small

differences in data described above and the differences in training datasets. We note

that our models achieve comparable results to the state of the art.

4.6 Discussion

In this work, we explore the influence of corpus and gender in emotion recognition.

We propose a multi-task learning approach to recognize emotion across corpora, with
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Dimension Setting From EmoDB eNT VAM AVEC

Valence
Within

Our Model 84.5 83.4 53.2 53.6
[150] 87.0 78.7 49.2 -

Cross
Our Model 61.0 60.0 59.3 55.9
Literature - 58.4 [219] 58.6 [156] -

Activation
Within

Our Model 95.9 84.0 76.1 56.5
[150] 96.8 78.1 76.5 -

Cross
Our Model 89.1 70.5 74.8 61.7
Literature - 63.9 [219] 71.9 [188] -

Table 4.6:
Within-corpus UAR (“Within”) using the simple model and the best cross-
corpus UAR (“Cross”) from our models (%), and the within-corpus and
cross-corpus UAR from literature. eNT: eNTERFACE.

data from multiple datasets as the training set. We present five different models:

the simple model, the separate-task model, the multi-task learning model, the group

multi-task learning model, and the multi-task learning model with knowledge-driven

grouping. These models correspond to five assumptions about the relationship be-

tween the tasks: identical, independent, related, partially related and can be grouped

based on data similarity, and partially related and can be grouped based on knowl-

edge.

We find that a common sparse feature representation on a transformed feature

space is more beneficial, compared to on the original feature space. We assume that

this may be due to the higher dimensionality and larger variability in languages, types

of emotion, lexical content, speakers and recording conditions.

The best cross-corpus performance with a single training corpus is not always

achieved by training on a corpus that shares common language or type of emotion with

the test corpus. This may indicate that the quality of the training corpus, in terms of

cross-corpus generalizability, is not only related to its similarity with the test corpus,

but is also influenced by factors such as class imbalance and the quality of the emotion

content. This is inline with Schuller et al. [154]. They found that models trained on

VAM produced the best cross-corpus performance on various testing datasets for
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activation, and that the supreme performance of VAM could be related to the large

distance between the positive and negative classes. We also observed that training

on corpora that each share common factors with the test corpus, but not with each

other, improves activation recognition, in most cases.

My results support that variations in corpus and gender both influence emotion

recognition. Overall, separating tasks by these factors and allowing for information

sharing between tasks using multi-task learning methods is advantageous. When a sin-

gle factor is considered, the best performances happen predominantly in cases where

we treat the tasks as related, instead of identical or independent. When multiple

factors are considered (i.e., corpus and gender), data-driven grouping is comparable

to knowledge-driven grouping for corpus and gender.

Comparing different factors, we find that when using multiple datasets for training,

separating data based on either corpus or gender, and training emotion classifiers

with multi-task learning generates better results, compare to merging all the data

together or training independent classifiers. This is inline with the findings in [16]

that differences between genders can be as large as the differences between datasets.

More specifically, we find that gender is a better task-separator for valence, compared

to corpus or corpus-gender pair, while corpus and corpus-gender pair are better task-

separators for activation, compared to gender.

The best cross-corpus performance in our experiments is better than or comparable

to the within-corpus performance using the baseline method when the test corpus

contains spontaneous emotion (VAM and AVEC). our findings may be influenced by

the high degree of variability within the spontaneous dataset, which may have reduced

the advantage of within-corpus testing.
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4.7 Conclusion

In this work, we investigate methods of increasing the generalizability of speech

emotion recognition systems, by controlling for two sources of variation: corpus and

gender. These factors define the tasks. We use multi-task learning to enable the

information sharing across tasks.

In general, defining the tasks by corpus and/or gender, and allowing for informa-

tion sharing across tasks is beneficial. Defining tasks by corpus or both corpus and

gender is better than by gender for activation predictions, while gender is the best

task-separator for valence predictions. When multiple factors are used to define the

tasks, data-driven grouping performs comparably to knowledge-driven grouping. On

average, the system performance increases with the number of training corpora.
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CHAPTER 5

Exploiting the Acoustic and Lexical Properties of

Phonemes

5.1 Introduction

Emotions modulate acoustic signals both explicitly, through paralinguistic charac-

teristics (e.g., the tone and tempo of speech), and implicitly, through the alteration of

the content of speech. Therefore, speech content is a double-edged sword in emotion

recognition: the variability it introduces makes it harder to distill emotion-related

cues from the acoustic signals, yet the content itself is also reflective of emotion. In

this work, we explicitly consider both roles of speech content and demonstrate that,

in so doing, we are able to make more accurate predictions of emotion.

We present a speech emotion recognition system that: (1) considers acoustic vari-

ability in terms of both emotion and the underlying speech content, here defined as

sequences of phonemes, and (2) directly leverages the connection between emotion

and phoneme sequences. We investigate whether the additional phonetic information

leads to improved performance. We concentrate on predicting valence (the positive

vs. negative aspect of an emotional display [134, 136]) because it has been shown to

be difficult given only acoustic signals [198]. We use soft labels, which incorporate

the variability in emotion perception.
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Previous research has investigated how phonemes modulate acoustics together

with emotion by exploring phoneme-level emotion classification methods [23, 85, 188],

or designing acoustic features [14, 65, 67, 140, 189] or labels incorporate phonetic

knowledge [60]. The results of these studies showed that phonemes vary in how

they are modulated by emotion and that features designed based on phonetic knowl-

edge work well in emotion recognition. Recent works have shown that emotion can

be predicted directly from sequences of phonemes without acoustic information, by

modeling phoneme sequences like word sequences [54], using LSTM networks [53],

or multi-channel CNN networks [206]. These works have also shown that combining

utterance-level phonetic and acoustic representations brings further improvement.

However, work that considers both the phonetic modulation of acoustics and the

link between phoneme sequences and emotions is still missing. In addition, we do

not yet know how models that exploit the acoustic and/or phonetic contributions of

phonemes is influenced by elicitation method (i.e., fixed, improvised under targeted

scene, spontaneous).

In this work, we seek to improve valence prediction by leveraging the dual-functionality

of phonemes, using Convolutional Neural Networks with global pooling (Conv-Pool).

We hypothesize that adding phonetic information at different stages has different ef-

fects and that we can exploit both the acoustic and the lexical contributions using

a multi-stage fusion model that combines acoustic and phonetic information at both

feature-level (feature fusion, FF ) and utterance-level (intermediate fusion, IF ). We

investigate how models leveraging phonetic information at different stages are influ-

enced by the emotion elicitation process (e.g., fixed script, improvisation, natural

interaction) of the data. We test our hypothesis on the IEMOCAP dataset [25] and

the MSP-Improv dataset [26].

Our results show that our multi-stage fusion model outperforms both FF and IF

models, especially on data produced using improvisations and natural interactions.
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We also find that both FF and IF are beneficial compared to unimodal models, and

that IF outperforms FF. However, the advantage of modeling phoneme sequences

independently, either in the unimodal phonetic model or IF, decreases as the lexical

content becomes more spontaneous, indicating that this advantage may come from

memorizing emotionally salient patterns in speech content. The novelty of this paper

includes the presentation of: (1) a multi-stage fusion method that exploits the dual-

functionality of phonemes and (2) an investigation into the influence of the type of

lexical content on the performance of the models leveraging different functions of

phonemes.

5.2 Data

5.2.1 Datasets and Transcriptions

We use two English dyadic emotion datasets in this work: IEMOCAP and MSP-

Improv. We choose these two datasets because: (1) their sizes allow us to train

neural networks; (2) they provide evaluations of valence; (3) they contain varying

lexical patterns due to the use of different emotion elicitation methods, allowing us

to conduct relevant analyses.

We conduct three experiments on IEMOCAP: over the entire dataset (IEMOCAP-

all), on only the scripted utterances (IEMOCAP-scripted, 5,255), and on only the

improvised utterances (IEMOCAP-improv, 4,784). We use the provided manual tran-

scriptions for forced alignment (explained in Section 5.2.4) and exclude six utterances

with no matching phonemes information.

For MSP-Improv, we focus on two types of data: speaker turns from improvised

scenes (excluding the target sentences), and the natural interactions during prepara-

tion. Because the transcriptions are not provided, we use automatic transcriptions

65



produced by the Microsoft Azure - Bing Speech API1, provided by the creator of the

dataset. We only use utterances that have transcriptions in our experiments. This

decreased our data to 5,650 utterances, which we refer to as MSP-I+N. We choose

to exclude target sentences and not to perform experiments for the improvised and

natural partitions separately due to the limited size of the partitions.

5.2.2 Labels

We convert the 5-point ratings into three categories: negative, neutral, and pos-

itive, and generate fuzzy labels for each utterance as in [4, 30]. We represent each

evaluation as a 3-dimensional one-hot vector by keeping 3 as “neutral” and merging

1-2 and 4-5 as “negative” and “positive”, respectively. We then use the mean over the

evaluations for each utterance as the ground truth. For instance, given an utterance

with three evaluations, 3, 4, and 5, we first convert the evaluations to [0, 1, 0], [0, 0,

1], and [0, 0, 1], respectively. After taking the mean, the ground truth label for this

utterance is [0, 1/3, 2/3]. In this way, we form the problem of valence recognition as

a three-way classification task.

5.2.3 Acoustic Features

We extract 40-dimensional log Mel-frequency Filterbank energy (MFB) using

Kaldi [124]. The MFBs are computed over frames of 25ms, with a step size of 10ms,

as in [3, 4, 212]. We perform speaker-dependent z-normalization at the frame-level.

5.2.4 Phonemes

For each utterance, we acquire the start and end time of each phoneme by using

forced alignment between the audio and the manual (IEMOCAP) or automatic (MSP-

Improv) transcriptions. We use Gentle 2, a Kaldi-based forced aligner. It identifies 39

1https://azure.microsoft.com/en-us/services/cognitive-services/speech/
2https://lowerquality.com/gentle/
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unique phonemes from both IEMOCAP and MSP-Improv, with an additional “out

of vocabulary” label for unrecognized sounds, resulting in a 40-dimensional one-hot

vector for each phoneme. The phonetic representations are used in two different ways:

(1) independently without repetition, and (2) repeated and with fixed step-size to be

aligned with acoustic features. A more detailed description can be found in Section

5.3.1.

5.3 Methodology

5.3.1 Network Structures

We design our models based on the temporal Convolutional Neural Networks with

global pooling (Conv-Pool) structure. The Conv-Pool structure was first proposed by

Yoon Kim [80] for sentence classification. Aldeneh et al. [3] applied this architecture

to categorical emotion recognition using the acoustic modality and achieved the state-

of-the-art performance.

Figure 5.1 shows the architectures of our networks. These networks consist of the

following components (Figure 5.1(a)):

• A Conv-Pool sub-network (i.e., a 1D convolutional layer over time followed by

a global max-pooling layer). The convolutional layer extracts a sequence of

high-level features that specify emotionally salient regions of the input signal

[3]. The global max-pooling layer summarizes the entire utterances for each

dimension and generates a fixed length representation.

• A concatenation of the multiple utterance-level representations (if more than

one, denoted as “+”).

• An optional dropout layer, two fully-connected layers and a softmax layer (de-

noted as (FC )).

67



P0 P1 PT... 
1 1 1 1 1 1

1 1 1 1

1
... 10

0

Conv
layer

Global max

Convolution
layer

Global max

1 ... 0

0

Conv
layer

Global max

0
1

0

P0P1 ...  PT

0
1

0
0

0

0

0

0

0

0

0

0

0 0
0 0

0
0
0

0
0

0
0 11

0 0 0
0 0 0

Phoneme sequence with fixed stepsize

40
+
40
dim

40
dim

Acoustic Branch (Ab)

{128,256}dim

{128,256}
kernels

{128,256}
kernels16 width 16 width 6 width

MFB featuresMFB features

{128,256}
kernels

{128,256}dim {128,256}dim

40
dim

Phonetic Branch (Pb)

Concatenate any two branches (Cat)
or use a single branch

(a)

(b)

Dropout  Dense layers  Softmax  Valence LabelsFullyconnected layers (FC)

{1,2} * {128,256} dimensional vector

Acoustic and Phonetic Branch (APb)

Multimodal Multistage Fusion Systems

Multimodal Singlestage
Fusion System

APb FCAPb_FC:

Ab+Pb_FC:

Cat
Pb

Ab
FC

Pb_FC:Ab_FC:
Unimodal Systems

FCPbFCAb

APb+Ab_FC: Cat
Ab

FC
APb

APb+Pb_FC: Cat FC
APb

Pb

Figure 5.1:
(a) A general network that illustrates all the components, including: the
acoustic branch (Ab), the phonetic branch (Pb), the acoustic and pho-
netic branch (APb) that combines the features of the two modalities; the
concatenation of the utterance-level representations (Cat), and a stack of
dropout, fully-connected and softmax layers (FC ). (b) Architectures for
all models.

There are three Conv-Pool branches in our networks: the unimodal acoustic

branch (Ab), the unimodal phonetic branch (Pb), and the feature-fusion branch

(APb). Ab and Pb operate on variable-length MFB features and phoneme sequences.

In APb, we aim to capture the phonetic modulations of acoustic features. We con-

catenate the phoneme label with the MFBs at each frame. For example, if a specific

phoneme lasts 0.1 seconds, the same one-hot vector is repeated ten times and con-

catenated with the MFB features of the ten corresponding frames. For audio frames

with no matching phoneme, a zero-vector is used instead. The number of input chan-

nels of the convolutional layer is 40, 40, and 80 for Ab, Pb, and APb, respectively.

Feeding the output of a single branch to the FC sub-network results in three models
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(Figure 5.1(b)): two unimodal models (i.e., Ab FC and Pb FC ), and a multimodal

single-stage feature-fusion model (APb FC ).

We concatenate the outputs from Ab and Pb for joint modeling in FC to captures

the high-level interaction between the learned representations of acoustics and speech

content. This results in our multimodal single-stage fusion model using intermediate-

fusion, Ab+Pb FC (Figure 5.1(b)).

We hypothesize feature fusion and intermediate fusion play different roles in the

network. Feature fusion allows our network to capture how phonemes modulate

acoustics. However, it may not be effective in linking speech content and emotional

state, specifically, in extracting phoneme sequences that are informative identifiers of

valence. This is because: (1) each single phoneme may be repeated several times in

order to have the same step-size with the MFBs, resulting in insufficient temporal

context for the phoneme sequences in the convolution layer; (2) the input phoneme

sequences are much more sparse than the MFBs, resulting in representations dom-

inated by acoustic information. On the other hand, intermediate fusion can more

efficiently leverage the complementary emotionally salient information learned from

audio and phoneme sequences. Because of the dual-functionality of phonemes, we

propose to combine them into a multi-stage fusion model to exploit the advantages of

both techniques. This network, APb+Pb FC , concatenates the representation from

APb with the phonetic branch Pb and jointly model them in FC. In addition, we

explore another multi-stage fusion network, APb+Ab FC, which concatenates APb

and Ab for comparison. Both APb+Pb FC and APb+Ab FC are shown in Figure

5.1(b).

5.3.2 Hyper-parameters and Training Strategy

We use Rectified Linear Units (ReLU) as the nonlinear activation function in all

layers, except for the output layer, where softmax is used. We select the layer size
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of the convolutional and fully-connected layers from {128,256} as in [212]. The layer

size is kept consistent throughout each model. We fix the kernel width to 16 for MFB

input, which is shown to perform well on both IEMOCAP and MSP-Improv in [3].

For the phoneme sequence input, we select a kernel width of 6, based on the average

number of phonemes (6.38) per English word, according to the CMU pronunciation

dictionary 3. Besides, we incorporate an optional dropout layer after the global max-

pooling to improve generalization of the networks. The dropout probability is selected

from {0, 0.2, 0.5}, where 0 corresponds to no dropout, and 0.2 and 0.5 are from the

suggested range in [170].

We implemented the models using PyTorch 4 version 0.2.0. The loss function

is cross-entropy computed using the fuzzy ground truth labels. We weigh the three

classes using N/(3 ∗
∑N

j=1 gt
i
j) in the loss calculation, where N is the total number

of training utterances, gtij is the value at position i in the fuzzy ground truth label

for utterance j. We train the models using a learning rate of 0.0001 with the Adam

optimizer [81].

We use Unweighted Average Recall (UAR) as the performance measure due to

unbalanced data [131]. When the ground truth labels have ties, we deem predictions

for any of the tied positions as correct, as in [4]. For instance, when the ground

truth is [0.5, 0.5, 0], prediction of either 0 or 1 are correct. As a result, the chance

performance of making predictions uniformly at random is higher than 33.33%.

We use the leave-one-speaker-out evaluation setting for our experiment. Both

IEMOCAP and MSP-Improv are organized by sessions. At each round, we left out

data from a single speaker as the test set, and use data from the other speaker

in the same session for validation. The data from remaining sessions are used for

training. We run each experiment five times to reduce performance fluctuation. For

each training-validation-testing combination, we select the number of training epoch

3http://www.speech.cs.cmu.edu/cgi-bin/cmudict
4http://pytorch.org
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(∈ [1, 30]) by maximizing the validation UAR for each run separately and select the

layer size and dropout probability by maximizing the validation UAR averaged over

five runs. We report the test UAR corresponding to the selected hyper-parameters,

averaged over speakers and runs. We set the batch size to 100, and zero-pad the

features to the maximum length of each batch.

5.4 Results and Discussion

We present the UAR of all the models for the experiments on IEMOCAP-all,

IEMOCAP-scripted, IEMOCAP-improv, and MSP-I+N in Table 5.1, together with

the chance performance calculated by making predictions uniformly at random. For

the results of each experiment, we first test if the influence of model is significant by

using a repeated-measure ANOVA (RANOVA). We treat the per-speaker performance

as the “subject” and model as the within-subject factor. We report the statistics in

Table 5.1. We find that the influence of model is significant in all experiments when

asserting significance at p<0.05, even with the lower bound correction. We compare

pairs of models across experiments to understand the effect of each approach and the

influence of the type of lexical content. We use Tukey’s honest test based on the

RANOVA model for these pairwise comparisons and assert significance at p<0.05.

5.4.1 Unimodal Results

The Conv-Pool structure has been shown to work well for acoustic emotion recog-

nition [3, 212]. In our experiments, the Ab FC model achieves UARs that are much

higher than chance in all experiments.

The fluctuations in the results of Pb FC across different types of lexical content

are much higher than those of Ab FC. We find that Pb FC significantly outperforms

Ab FC on IEMOCAP-all (p = 8.25e-3) and IEMOCAP-scripted (p = 5.64e-5), while

Ab FC significantly outperforms Pb FC on MSP-I+N (p = 0.0444).
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Model
IEMOCAP

-all
IEMOCAP
-scripted

IEMOCAP
-improv

MSP
-I+N

Chance 45.40 46.91 44.55 36.09

Ab FC 64.04 61.18 65.00 51.84†
Pb FC 69.18∗ 78.42∗� 62.50 47.54

APb FC 67.17∗ 67.21∗ 67.68∗† 53.98∗†
Ab+Pb FC 73.33∗ † � 75.09∗� 69.13∗† 54.99∗†

APb+Pb FC 73.79∗ † � 75.34∗� 70.05∗ † � 55.98∗ † �
APb+Ab FC 67.09∗ 65.54∗ 67.44∗ 54.34∗†

F (5, 45/55) 70.3 55.4 19.6 25.6
pLB 1.52e-5 3.92e-5 1.66e-3 3.67e-4

Table 5.1:
The UAR of all the models and the statistics of RANOVA (F and pLB)
for the influence of model. The best result in each experiment is bolded.
F (5, 45) and F (5, 55) are for experiments on IEMOCAP and MSP-I+N,
respectively. pLB is the p-value with lower bound correction. ∗, †, and �
represent that the marked model significantly outperforms Ab FC, Pb FC,
and APb FC, respectively, using Tukey’s honest test and asserting signifi-
cance at p<0.05.

It is clear that Pb FC performs better than Ab FC when all the data or a large

portion of the data are scripted, while the opposite is true when there is less control on

the lexical content of the data (i.e., improvisations and natural interactions). Pb FC

achieved the highest performance among all models on IEMOCAP-scripted. It is in-

teresting to see that when emotion-related scripted data are repeated across training,

validation, and testing sets, additional information from the acoustic modality brings

more harm than good. This indicates that Conv-Pool with phoneme sequence can

learn and memorize speech-content-related patterns that are strongly associated with

emotion classes, but does not work as well as acoustics on unscripted/natural data.

5.4.2 Single-stage Fusion Results

We compare the feature-fusion model (APb FC ) with each of the unimodal mod-

els, respectively. We find that APb FC achieves significant performance gain over
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Ab FC in all four experiments (p = 1.42e-3, 3.43e-4, 0.0224, and 0.0232 for IEMOCAP-

all, IEMOCAP-scripted, IEMOCAP-improv, MSP-I+N, respectively). However, APb FC

only significantly outperforms Pb FC on IEMOCAP-improv (p = 0.0363) and MSP-

I+N (p = 4.86e-3), while shows significant performance loss on IEMOCAP-scripted

(p = 9.84e-4). In addition, the performance of APb FC is very stable across the

different portion of IEMOCAP. These results support our hypothesis that in feature

fusion, the phonetic information can work as a “guide” for learning emotion-salient

acoustic representations, but cannot effectively capture the patterns in speech content

that are related to emotion.

The intermediate-fusion model (Ab+Pb FC ), on the other hand, shows consistent

improvement compared to both Ab FC and Pb FC, with the only exception of Pb FC

on IEMOCAP-scripted. The differences between Ab+Pb FC and Ab FC are signifi-

cant in all experiments (p = 9.76e-6, 1.47e-4, 4.62e-4, and 4.38e-3 for IEMOCAP-all,

IEMOCAP-scripted, IEMOCAP-improv, and MSP-I+N, respectively). Ab+Pb FC

also significantly outperforms Pb FC for IEMOCAP-all (p = 7.16e-4), IEMOCAP-

improv (p = 3.04e-3), and MSP-I+N (p = 6.05e-4). This indicates that there is

complementary information from representations learned separately from the audio

and phoneme modalities. This is in line with the results reported in [53, 54].

Comparing APb FC with Ab+Pb FC, we find that the advantage of intermediate-

level fusion decreases with the flexibility of the lexical content. Ab+Pb FC signifi-

cantly outperforms APb FC by on IEMOCAP-scripted (p = 8.76e-4) and IEMOCAP-

all (p = 8.25e-6), but is only comparable to APb FC on IEMOCAP-improv and

MSP-I+N. This presents additional evidence that the memorization of patterns in

phoneme sequences is most beneficial when the elicitation relies upon scripts. This

suggests that there are multiple causes behind the improvements over the unimodal

models, via feature-fusion and intermediate-fusion, and that we may achieve further

performance gain by combining them using multi-stage fusion.
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5.4.3 Multi-stage Fusion Results

We compare our proposed multi-stage fusion model, APb+Pb FC, with each of

the single-stage fusion models. This model aims to exploit the double functionality

of phonemes. We find thatAPb+Pb FC significantly outperforms APb FC in all four

experiments (p = 1.80e-6, 1.12e-3, 4.29e-3, and 0.0493 for IEMOCAP-all, IEMOCAP-

scripted, IEMOCAP-improv, and MSP-I+N, respectively).APb+Pb FC also shows

consistent performance improvement over Ab+Pb FC, and the advantage is larger

on data with less control over the lexical content (i.e., IEMOCAP-improv and MSP-

I+N). This result supports our hypothesis that the consideration of both the phonetic

modulation of acoustics and the connection between phoneme sequences and emotions

allows us to improve the performance of valence prediction.

We investigate the performance of another multi-stage fusion model, APb+Ab FC

, which merges the outputs of the feature fusion branch and the unimodal acoustic

branch. We find that APb+Ab FC is comparable to APb FC in all experiments,

and significantly outperformed by Ab+Pb FC on IEMOCAP-all (p = 6.44e-6) and

IEMOCAP-scripted (p = 5.19e-4). The fact that repeatedly adding the acoustic

modality does not improve performance is in line with our hypothesis that the learned

representation from fused acoustic and phonetic features is dominated by the audio

modality.

We compare our best UAR with the state-of-the-art result using the same la-

bel processing, training-validation-testing folds, and evaluation method [4]. We find

thatAPb+Pb FC outperforms the intermediate-fusion of the acoustic and lexical

modalities using outer-product in [4] by 4.4% in UAR on IEMOCAP-all. This fur-

ther demonstrates the effectiveness of our method. We note, however, that we cannot

attribute the performance gain completely to the use of phoneme sequences and multi-

stage fusion. The differences in network structure (e.g., Conv-Pool vs. GRU, the use

of dropout), hyper-parameters (e.g., layer size, kernel width), and training paradigm
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all have important influence on the final results.

5.5 Conclusions

In this work, we explore the impact of incorporating phonetic knowledge into

acoustic valence recognition. We propose to repeatedly add phonetic features, at

both feature-level and utterance-level, into a single temporal convolutional neural

network. We show that this multi-stage fusion model outperforms all other models on

IEMOCAP-all, IEMOCAP-improv, and MSP-I+N, even when the transcriptions are

estimated using ASR systems (i.e., MSP). The gain over the most accurate network

that fuses acoustic and phonetic information at a single stage is the greatest given

improvised and natural interactions. This demonstrates efficacy of this approach given

imperfect transcriptions and speech data that are collected without reliance upon a

script. Finally, the proposed system outperforms the state-of-the-art approach from

the literature.

Our results also show that the phonetic branch helps the network leverage the

direct link between emotion and speech content contained in phoneme sequences.

Feature fusion can capture the phonetic modulation of acoustics, but the resulting

representation is dominated by the acoustic modality. The advantage of intermediate

fusion over feature fusion decreases when the lexical content becomes more sponta-

neous. These findings support our assumption that feature fusion and intermediate

fusion exploit acoustic and lexical contributions of phonemes, respectively. Future

work will explore the feasibility of performing integrated phone recognition coupled

with emotion recognition.
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Part II

Label Variability
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CHAPTER 6

Jointly Modeling Self-report and Perceived

Emotion

6.1 Introduction

Expressions of emotion convey information about the underlying state of an in-

dividual. This information can be partially masked either intentionally or uninten-

tionally, leading to variability in the labels associated with emotional displays. This

variability in the label space is one of the main differences between emotion recog-

nition and other machine learning tasks. As a result, emotion labeling experiments

must clearly identify the purpose of a given set of labels: will the labels capture the

felt sense of the individual who produces the emotion, will they instead capture how

that person perceives his/her own emotional display (self-report), or will they instead

capture how others perceive the display (perceived label)? Emotion recognition sys-

tems have focused only on a single type of label traditionally, rather than leveraging

the potentially complementary information conveyed by the separate strategies. This

work explores the impact of jointly modeling both an individual’s self-report and the

perceived labels of others.

Individuals differ in their ability to convey emotion. Therefore, the patterns of

emotion expression can vary across individuals, resulting in difficulty in transferring
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models learned from a set of speakers to a new speaker when using self-reported emo-

tion, as observed in [180]. The emotion labels provided by others can act as stabilizers

to reduce fluctuations caused by individual differences. On the other hand, the vary-

ing patterns (e.g., intensity of cues) of emotion expression can result in different levels

of difficulty for observers, as found in [73]. The emotion labels provided by the speak-

ers themselves can work as a stabilizer to explain how a single individual expresses

a range of emotions. Therefore, our motivating hypothesis is that controlling for the

manner in which others perceive emotion and how one perceives one’s own emotion

will lead to improvement in both tasks. In addition, we hypothesize that we can

get complementary improvement by better capturing the complexity inherent in the

interactions between multimodal cues. We ask the following research questions: (1)

can joint modeling lead to better performance across both types of labels; (2) can the

same performance gain be achieved through complex feature learning; and (3) is the

performance gain from joint modeling and complex feature learning additive?

We conduct an experiment on the IEMOCAP dataset [25] using a subset that

contains both perceived and self-report labels. We construct the emotion recogni-

tion problem as binary one-against-rest classifications to account for the fact that

an utterance can be labeled with multiple emotions. We use linear support vector

machines (SVMs) as the baseline method. We propose a multi-task learning method

that jointly models self-report and perceived emotion (each label type is a task). We

also explore the influence of non-linear feature learning using deep belief networks

(DBNs). Finally, we analyze the combined impact of both components.

The experimental results suggest that joint modeling is able to utilize the com-

plementary knowledge presented in both self-report and perceived labels and that

the combination of non-linear feature learning and joint modeling results in more

effective emotion recognition systems. The novelty of this work includes: (1) the first

attempt to jointly learn self-reported and perceived emotion; (2) an exploration of the
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influence of feature learning, using DBN feature pretraining, on multi-task learning.

6.2 Data

6.2.1 Labels

We experiment on the IEMOCAP dataset [25] using the categorical labels. We

merge the classes of happiness and excitement as in [105]. The subset of IEMOCAP

with matched audio and mocap data (see Chapter 3), which we refer to as the original

data, contains 5,042 utterances.

A subset of the original data have self-reported emotion labels and matched audio

and mocap data, as described in Chapter 3. This subset contains 1,184 utterances.

The data in this subset have two labels: (1) perceived emotion and (2) self-reported

emotion. The perceived emotion labels are a vector that describe the emotions per-

ceived by the evaluators. We define the perceived emotion ground truth as any

emotion label noted by at least two (out of three) evaluators. For example, the per-

ceptual evaluations of three evaluators for utterancei may be distributed as [2 0 0 2 1

0 ... 0], where two evaluators noted anger, two noted sadness, and one noted frustra-

tion (evaluators were not restricted to the number of emotions selected). Therefore,

utterancei would be associated with the perceived emotions of anger and sadness.

Figure 6.1: The number of utterances in each emotion.
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The perceived ground truth label for each emotion is a binary vector that describes

the presence of each label (e.g., for the example above the final label would be [1 0

0 1 0 ... 0]). The self-report label is also a binary vector that marks the presence

or absence of a given label. We downsample the subset with self-evaluation labels

to include only utterances with at least one perceived emotion and one self-reported

emotion from the set of {angry, happy/excited, neutral, sad, and frustrated}. This

results in 967 utterances. We refer to this data as the self-evaluation subset. On aver-

age, each utterance in the self-evaluation subset has 1.15 ± 0.39 self-reported emotion

labels and 1.01 ± 0.11 perceived emotion labels. Figure 6.1 shows the distribution of

self-reported emotion and perceived emotion. There are differences between the two

distributions, notably for the class of anger. We compute the Hamming similarity

between the two types of emotion, defined as the proportion of instances that have

the same label in self-report and perceived emotions, given an emotion class. The

similarity for neutral, frustrated, angry, sad, and happy/excited are 0.87, 0.83, 0.88,

0.91 and 0.90, respectively, and the average over all classes is 0.88.

We use both the original and self-evaluation sets of data. The original data

are used for unsupervised feature learning (see details in Section 6.3.1). The self-

evaluation data are used for supervised classification (see details in Section 6.3.2 -

6.3.3).

6.2.2 Features

6.2.2.1 Acoustic Features

We extract the Interspeech 2009 Emotion Challenge features [148] using openS-

MILE [48]. We use a relatively small feature set due to the limited size of the data.

The feature set contains 16 frame-level Low-Level Descriptors (LLDs), including zero-

crossing-rate, root mean square energy, pitch frequency, harmonics-to-noise ratio, and

Mel-Frequency Cepstral Coefficients (MFCC) 1-12. Twelve statistics are applied to
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Figure 6.2:
The positions of the markers and the distance features (only shown on
right side of face). Image courtesy Mower, Mataric, and Narayanan [105]
©2011 IEEE, reprinted, with permission. Each marker position is repre-
sented in three-dimensional vector coordinates (x, y, z).

the frame-level LLDs and the first-order delta coefficient of the LLDs to generate the

384 utterance-level features. The statistics are: max, min, range, the position of the

maximum and minimum value, arithmetic mean, standard deviation, the slope and

onset of the linear approximation of the contours, quadratic error (between actual

contour and the linear approximation), skewness and kurtosis.
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6.2.2.2 Visual Features

We extract visual features using the 3D motion-capture markers. The mocap fea-

tures are the Euclidean distances between the (x, y, z) coordinates of the markers. The

positions of the markers and the distances calculated are shown in Figure 6.2. These

features were introduced [105] and used in [78, 105]. They capture movements asso-

ciated with emotional facial expressions. For example, the distance between TNOSE

and MOU1/MOU5 changes as a function of smiles and frowns. We apply five statis-

tics to the frame-level distance features, including mean, variance, quantile maximum,

quantile minimum and quantile range. This results in 540 utterance-level features.

We exclude missing data in the utterance-level calculations.

We perform speaker-dependent z-normalization on each feature. The normaliza-

tion is applied separately for the original and self-evaluated data. In this way, the

initial input for classification is identical for models that do and do not use feature

learning, allowing for a more direct comparison.

6.3 Methodology

6.3.1 Feature Learning

We use the pretraining of deep belief networks (DBNs) [61] for feature learning.

DBNs are formed by stacking Restricted Boltzmann Machines (RBMs) [164], which

are undirected neural networks that only have inter-layer connections. RBMs learn

the posterior probability of the output (often binary, referred to as “hidden units”)

given the inputs (binary or Gaussian, referred to as “visible units”). We select DBN

feature learning because: (1) it can capture complex non-linear interactions between

features; (2) its unsupervised nature makes the learned features task-independent;

(3) it has been shown to be effective for reducing dimension and can outperform

traditional feature selection methods, such as Information Gain and Principal Feature
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Analysis [78].

We train three DBN models on the original data, one each for audio, mocap, and

both modalities, using the implementation in [174]. We set the number of hidden

layers to 3, as in [78]. We choose Gaussian-Bernoulli RBM (GBRBM) as the first

layer, since it takes Gaussian visible units, and is suitable for the real-valued features.

The second and third layers of the models are Bernoulli-Bernoulli RBMs (BBRBMs),

where both the visible units and hidden units are binary. It is suggested in [13]

that it is often more beneficial to have an over-complete first layer (i.e. number of

hidden units > number of visible units), compared to an under-complete first layer

(i.e. number of hidden units < number of visible units). In addition, previous work

[83] found that networks that have the same number of hidden units for each layer

generally outperform networks that have increasing or decreasing numbers of hidden

units at each layer. We use these insights and set the number of hidden units in the

first and second layer to be approximately 1.5 times over-complete of the original

input features. We decreased the size of the final layer to be in line with prior work

on this dataset [78]. The number of units for each layer are shown in Table 6.1. The

number of units in the final layer is selected in cross-validation (Section 6.3.3). We

fix the size of the mini-batches to 32, according to [13]. and set the learning rate

to 0.004 for the GBRBM layer and 0.02 for other BBRBM layers based on empirical

re-construction error.

Modality Input Layer 1 Layer 2 Layer 3

Audio 384 600 600 {100,200}
Mocap 540 800 800 {200,300}

Combined 924 1400 1400 {300,400,500}

Table 6.1:
Number of units in each layer of the DBN models for audio, mocap and
combined features.
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6.3.2 Classification Models

We form the recognition of neutral, frustrated, angry, sad and happy/excited as

five one-against-rest binary classification problems and train five separate models.

This is because each utterance can be labeled with multiple emotions.

The main question we ask in this work is: can jointly modeling self-reported and

perceived emotion lead to better performance for both types of emotions? Therefore,

we propose two approaches: independent modeling (denoted as IM) and joint mod-

eling (denoted as JM). The models are compared on the self-evaluation data. In IM,

we train separate classifiers, one each for self-report and perceived emotion. We use

linear Support Vector Machine (SVM) for the IM baseline. When training on the

original features, we adopt L1-regularization to serve as a “built-in” feature selection

in addition to the commonly used L2-regularization, since it can enforce sparsity of

the features. We weight the cost of error in the positive class and negative class

differently during training to deal with unbalanced data, as suggested in [182]. The

per-class weight is calculated by the reciprocal of the proportion of that class in the

training data.

In JM, we model self-report and perceived emotion in a single classifier using

multi-task learning, with each emotion type as a task. We use the multi-task feature

learning (MTFL) algorithm of [8, 9]. This method is based on the hypothesis that task

1 through T share a common feature representation. Therefore, the weight vectors

w1 through wT for the tasks can be jointly learned. The weight matrix W , defined as

[w1, w2, ..., wT ], can be rewritten as UA, where U is an orthogonal matrix for feature

transformation, and A = [a1, a2, ..., aT ] is the weight matrix on the new space.

min
U,A

T∑
t=1

m∑
i=1

ct(yti) max(0, 1− yti〈at, UTxi〉) + γ‖A‖2
2,1 (6.1)

Equation (6.1) shows the objective function of MTFL used in this work. Here, m is
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the number of training instances, yti ∈ {−1, 1} is the label of the i-th training instance

in task t, xi is the i-th training instance, <> stands for inner product, ct(yti) is the cost

for error in task t for the class yti belongs to, and γ is the regularization parameter. We

use hinge loss (max(0, 1−yti〈at, UTxi〉)) to match the linear SVM. MTFL encourages

sparsity of the transformed features and couples the tasks by regularizing on A using

the L2,1-regularizer. In the general case, U and A are both learned from the data.

However, if we force U = I, the regularization would be directly imposed on W , in

which case the “feature learning” problem reduces to a “feature selection” problem

[8, 9]. The convex variants of Equation (6.1) can be solved by iteratively performing a

supervised task-specific step and an unsupervised task-independent step. The former

step becomes solving linear SVM with a variable transformation process when hinge

loss is used [215]. More details about the algorithm can be found in [8, 9]. In this

work, we use both the general setting and the special case where U = I as the multi-

task equivalent of L2 and L1-regularization when training on the original features.

Liblinear is used to solve the linear SVMs [50].

We ask an additional question in this work: can IM and JM be improved by

operating on a feature space learned through DBN? We investigate whether the ad-

vantages of JM are diminished given a non-linear feature preprocessing step. We

also train a single task linear SVM model and multi-task MTFL model on the DBN

pretrained features. When feature pretraining is applied, we use only the L2 regular-

ization for linear SVM and the general case of U for MTFL. The reason we are not

selecting the input features by enforcing sparsity is that the DBN feature learning

has already played the part of dimensionality reduction.

6.3.3 Cross-Validation and Model Selection

It is important to make the reader aware that we use F-score as a performance

measure, rather than the common metric of unweighted recall, to account for the
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multi-label binary classification problem. The F-score is defined as the harmonic mean

of the precision and recall of the positive class (i.e. the presence of the emotion), as

in [166]. We report the leave-one-speaker-out cross-validation F-score for each model.

At each round, data from one speaker is left out as the test set, while data from other

speakers are used for training. In the DBN pretraining, the data of the test speaker

are also excluded.

We compare four different settings: modeling self-reported emotion and perceived

emotion individually or jointly, on the original features or on the DBN pretrained

features. This leads to four models: original-SVM (SVM), original-MTFL (MTFL),

DBN-SVM and DBN-MTFL, with SVM being the baseline. There are at least two

versions for each model to be selected from: L1 vs. L2-regularization for SVM,

learned U vs. U = I for MTFL and different number of final hidden units (input

to classifiers) for DBN-SVM and DBN-MTFL. We select the version and the hyper-

parameters by optimizing the cross-validation F-score on the training set only, where

cross-validation is also performed in a leave-one-training-speaker-out way. The range

of the regularization parameter γ (in all models) is {10−4, 10−3, ..., 105} and the range

of the permutation parameter ε (in MTFL and DBN-MTFL) is {10−8, 10−7, ..., 10−1}.

Note that γ is equivalent to the cost of error C for linear SVM, and C = 1/(2× γ).

6.4 Results and Discussion

6.4.1 Performance of Classification Models

We compare the performance of the SVM, MTFL, DBN-SVM, and DBN-MTFL

on the task of recognizing perceived and self-reported emotion labels. On average, all

models outperformed the baseline SVM model, in the order SVM < MTFL < DBN-

SVM < DBN-MTFL (Table 6.2). MTFL performs better than SVM in the majority

of the cases, excepting the prediction of the self-reported emotion label given the uni-
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(a) (b)

(c)

Figure 6.3:
Average differences in F-score between the baseline SVM and MTFL,
DBN-SVM, and DBN-MTFL, respectively. The average is taken for (a)
self-reported and perceive emotion, across modality and emotion classes;
(b) combined modality, mocap and audio, across types of emotion and
emotion classes; (c) each emotion class, across types of emotion and
modalities.
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Model
Combined Mocap Audio

Average
SR Perceived SR Perceived SR Perceived

SVM 0.574 0.534 0.532 0.475 0.477 0.492 0.514
MTFL 0.579 0.551 0.513 0.487 0.493 0.500 0.521

DBN-SVM 0.578 0.584 0.533 0.533 0.487 0.497 0.535
DBN-MTFL 0.588 0.585 0.555 0.534 0.502 0.499 0.544

Table 6.2:
Average F-score of SVM, MTFL, DBN-SVM and DBN-MTFL. The best
results in each combination of modality and emotion type is underlined.
SR: self-report; Combined: both modalities.

modal mocap data. The improvement in performance from SVM to MTFL suggests

that jointly predicting self-reported and perceived emotion is beneficial with respect

to performance on both tasks. We find that the DBN feature learning increases the

performance for both SVM and the MTFL (DBN-SVM and DBN-MTFL, Table 6.2).

The DBN-MTFL model produces the highest accuracy overall (exception: perceived

emotion from unimodal acoustic features). This suggests that the individual benefits

of the non-linear feature learning and the joint modeling are additive.

The statistical significance are assessed using repeated measure ANOVA on the

F-score of each emotion. Model and modality are treated as the two within-subject

factors. We find that the influence of model and the interaction between modality

and model are significant for perceived emotion (p = 0.011 and 0.005, respectively),

but not for self-reported emotion. We compare the difference in F-score between each

pair of models over the 5 emotions × 3 modalities for perceived emotion using paired

t-test. We find that DBN-SVM is significantly better than SVM and MTFL (p =

0.006 and 0.020, t = 3.26 and 2.64, respectively), and DBN-MTFL is significantly

better than SVM and MTFL (p = 0.004 and 0.010, t = 3.44 and 2.99, respectively).

We compare the performance of the models in Figure 6.3, assessing the influence

of self-reported vs. perceived label (Figure 6.3a), modality (Figure 6.3b) and emotion

class (Figure 6.3c). In each figure, we treat SVM as the baseline model and assess

the change in F-score as a function of the model types (MTFL, DBN-SVM, DBN-
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MTFL). We find that the overall performance gain is higher for the perceived labels,

and that the advantage of non-linear feature learning is more obvious for perceived

labels, compared to the self-reported labels. In the self-reported emotion problem,

joint modeling and DBN feature learning, by themselves, show little improvement.

However, the combined influence of the two approaches is greater than simple addi-

tion.

Of the two unimodal systems (mocap and audio), the mocap modality benefits

more from the DBN feature learning. In fact, only using MTFL harms the per-

formance for mocap, yet the combination of feature learning and MTFL leads to a

large gain in average performance. On the contrary, the performance gain for joint

modeling is higher for audio than mocap, and the addition of DBN feature learning

introduces a relatively smaller gain.

The increase in performance is the highest for the emotions of sadness and hap-

piness/excitement. The system performs worse, across all model types, for neutrality

compared to the baseline SVM system. In addition, MTFL has lower performance,

compared to baseline SVM, for the emotions of frustration and anger. The emotion-

specific results mirror the trend in similarity from Section 6.2. The self-reported

and perceived emotion labels for the classes of sadness and happiness/excitement are

the most similar, compared to those of neutrality, frustration, and anger. This may

suggest joint modeling on the original feature space is most effective when the discrep-

ancies between self-evaluation and perception are smaller. However, the performance

gain of DBN-MTFL over DBN-SVM is quite consistent in all the five emotions, indi-

cating feature learning increases the robustness of joint modeling.

For each utterance, there are three different situations for prediction: (1) both self-

report and perceived label are correct, (2) one label is correct, the other is incorrect,

and (3) both labels are incorrect. We present the three situations (averaged over

emotion class and modality) for SVM, MTFL, DBN-SVM and DBN-MTFL in Figure
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Figure 6.4:
Percentage of utterances that have self-report and perceived labels cor-
rect/incorrect.

6.4. We find that the proportion of the co-occurrence of success mirrors the overall

performance of the models, namely SVM < MTFL < DBN-SVM < DBN-MTFL.

Interestingly, DBN feature learning decreases both (2) and (3) (SVM vs. DBN-SVM,

MTFL vs. DBN-MTFL), yet joint modeling only contributes to reducing (2), not

(3) (SVM vs. MTFL, DBN-SVM vs. DBN-MTFL). The fact that joint modeling

increases the co-occurrence of both success and error gives support to our hypothesis

that joint modeling leverages the knowledge carried in both labeling methods.

6.4.2 Prototypical vs. Non-Prototypical Emotion

The performance of emotion recognition systems is often assessed as a function of

subtlety, described in terms of prototypicality. Prototypicality is defined as complete

agreement between evaluators, while non-prototypicality is defined as only majority

vote agreement. Previous works have found that it is harder to classify utterances

with non-prototypical emotions, compared to utterances with prototypical emotions

[78, 107]. In this study, we compare the performance of the proposed techniques as a

function of the prototypicality over the perceived emotion label only.

In the self-evaluation subset, 52% of the data are prototypical. The Hamming

similarity (averaged over five emotions) between two types of labels are 0.92 and

0.83 for prototypical and non-prototypical data, respectively. This suggests a larger

90



discrepancy between self-report and perception for non-prototypical data.

Table 6.3 shows the average performance of each model on prototypical and non-

prototypical data for self-reported emotion and perceived emotion. Similar to pre-

vious works, we also find that results on prototypical data consistently outperform

results on non-prototypical data for both self-reported and perceived emotion. DBN-

MTFL achieved the highest average performance, on both prototypical data and

non-prototypical data. We compare DBN-MTFL with the baseline SVM on the bot-

tom line. We find that the performance gain for non-prototypical data is higher than

for prototypical data, especially for perceived emotion.

We assess the performance change of the models over the prototypical data and

non-prototypical data, again using repeated measure ANOVA. The influence of model

and the interaction between modality and model are significant on the non-prototypical

data for perceived emotion (p = 0.023 and 0.004, respectively), but not on prototyp-

ical data or for self-reported emotion. Comparing the models in a pairwise manner

for the perceived emotion of non-prototypical data using paired t-test, we find that

MTFL is significantly better than SVM (p = 0.016, t = 2.75), DBN-SVM is signif-

icantly better than both SVM and MTFL (p = 0.013 and 0.043, t = 2.85 and 2.23,

respectively), and DBN-MTFL is significantly better than both SVM and MTFL (p

= 0.008 and 0.029, t = 3.11 and 2.43, respectively).

6.4.3 Mixed vs. Clear Emotion

The definition of prototypicality used in Section 6.4.2 does not extend well to self-

reported labels because they are derived from a single evaluator (the actor). Instead,

we describe subtlety in self-reported labels in terms of the number of labels provided

by the actor. We use the term “mixed” when the actor describes his/her data with

multiple labels and “clear” when only one label is provided.

In the self-evaluation subset, 14% of the utterances are mixed. The average Ham-
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Model
Prototypical Non-Prototypical

Self-report Perceived Self-report Perceived

SVM 0.541 0.511 0.490 0.452
MTFL 0.538 0.517 0.494 0.470

DBN-SVM 0.542 0.535 0.498 0.504
DBN-MTFL 0.559 0.536 0.512 0.505

Performance Gain 0.017 0.025 0.022 0.053

Table 6.3:
Average F-score of self-reported and perceived emotion on prototypical
and non-prototypical utterances. The best results in each column are
underlined. The performance gain of feature pretraining + joint modeling
is shown in the bottom line.

Model
Mixed Clear

Self-report Perceived Self-report Perceived

SVM 0.618 0.404 0.492 0.505
MTFL 0.603 0.438 0.497 0.514

DBN-SVM 0.564 0.447 0.510 0.540
DBN-MTFL 0.582 0.428 0.525 0.543

Performance Gain -0.036 0.024 0.033 0.038

Table 6.4:
Average F-score of self-reported and perceived emotion on utterances with
mixed self-reported emotion (>1 labels) and clear self-reported emotion
(=1 labels). The best results in each column are underlined. The perfor-
mance gain of feature pretraining + joint modeling is shown in the bottom
line.

ming similarity between self-report and perceived labels for mixed and clear emotions

is 0.75 and 0.90, respectively. This suggests that when an individual notes variability

in his/her performance, it is more likely that the self-report and perceived emotion

will disagree. However, this does not automatically lead to a designation of non-

prototypicality; only 54% of mixed emotions are non-prototypical. This highlights a

difference between the perception of variability for self and for other evaluators.

Table 6.4 shows the average performance of each model on mixed and clear data

for self-reported and perceived emotion in. The bottom line lists the difference in

performance between DBN-MTFL and the baseline SVM. We find the largest per-
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formance gain for perceived emotion labels from the clear subset. Joint modeling

and DBN pretraining actually have negative influence on the self-reported emotion

of mixed data. Interestingly, the performance of perceived emotion on the mixed

data is lower than on the clear data. This indicates that when emotion expression is

considered subtle by the producer, it is indeed harder for both the classifier (Table

6.4) and the human evaluator (Hamming similarity result) to accurately recognize it,

although this subtlety itself may not be fully captured by variation in evaluation.

The repeated measure ANOVA shows that for data with mixed emotion, the

influence of model on self-reported emotion is significant (p = 0.009). Pairwise com-

parison using paired t-test indicates that SVM is significantly better than DBN-SVM

and DBN-MTFL (p = 0.002 and 0.015, t = 3.72 and 2.77, respectively), and so is

MTFL (p = 0.004 and 0.024, t = 3.44 and 2.54, respectively). This suggests that non-

linear feature learning has a negative effect in this case. For data with clear emotion,

the influence of model is significant for both self-reported and perceived emotion (p

= 0.038 and 0.019, respectively), and the combined influence of model and modality

is significant for perceived emotion (p = 0.020). Pairwise model comparison shows

that DBN-MTFL is significantly better than SVM (p = 0.002, t = 3.76), MTFL (p

= 0.002, t = 3.74) and DBN-SVM (p = 0.021, t = 2.59) for self-reported emotion.

For perceived emotion, DBN-SVM is significantly better than both SVM and MTFL

(p = 0.011 and 0.022, t = 2.94 and 2.57, respectively), and DBN-MTFL is signifi-

cantly better than both SVM and MTFL (p = 0.005 and 0.007, t = 3.29 and 3.16,

respectively).

6.5 Conclusion

In this work, we explore the impact of jointly predicting self-reported emotion

and perceived emotion in addition to non-linear feature learning. We hypothesize

that joint modeling using multi-task learning leads to performance increases for both
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kind of labels, and the performance gain of joint modeling and DBN feature learning

is complementary. We experiment on IEMOCAP using a multi-label classification

paradigm to test this hypothesis.

The results show that overall, DBN feature learning and joint modeling together

produce the highest performance, suggesting the individual benefits of the two ap-

proaches are additive. The performance gain is higher for the perceived labels, com-

pared to the self-reported labels, yet we notice that the combined influence of the

two approaches is greater than simple addition for self-reported labels. We find that

while DBN feature learning does not show preference over different kinds of error,

joint modeling increases the co-occurrence of both success and error, and decreases

the mismatch of correct and incorrect predictions for self-report and perceived labels.

Our findings suggest that joint modeling is able to leverage the potentially comple-

mentary information conveyed by both individual labeling strategies, and combining

non-linear feature learning with joint modeling leads to more effective emotion recog-

nition systems.

The Brunswik Lens model discusses how communicative cues produced by an

encoder (distal indicators), are altered by transmission (proximal percepts), and in-

terpreted by a decoder. The experiment results suggest that when an individual

produces an emotional message that he/she believes to be clear, there is benefit to

capturing variability in the distal indicators (feature learning) and variability due to

transmission (multi-task learning). Interestingly, when an individual does not believe

his/her emotion to be clear, this approach is ineffective. This suggests that additional

research is needed to understand how to automatically interpret ambiguous emotional

expressions.
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CHAPTER 7

Modeling Distribution of Emotion Perception

7.1 Introduction

Emotions are not perceived uniformly across individuals. In emotion recogni-

tion experiments, inter-rater variability is often mitigated by averaging the ratings

of groups of evaluators, under the assumption that this amalgamation can remove

perceptual “noise”. However, inter-rater variability contains signal, in addition to

noise. It provides information about the subtlety or clarity of the an emotional dis-

play. In this work, we investigate methods that can effectively capture and predict

the variation that is present in a population of evaluators.

We focus on dimensional descriptions of emotion, which characterize emotion in

terms of continuous values. Compared to categorical emotion descriptions (e.g., anger,

happiness, and sadness), these dimensions are less dependent on context or language

[136]. In addition, this characterization naturally captures variation in emotion per-

ception [202], allowing us to retain rich information about the emotional content of

a given expression. This information could provide insight on the clarity or subtlety

of the emotion expression, and could be used as high-level features for tasks such

as the prediction of complex emotions, and the inference of appropriate response in

emotion-aware agents. In this work, we use the two most commonly accepted dimen-

sions: valence and activation [135].
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Previous work in music emotion recognition has explored methods for generat-

ing and predicting distributions of emotion perception [145, 146, 192, 193, 202, 218].

However, they often require a large number of real-valued evaluations, focus on a

single modality (i.e., audio), and do not fully exploit short-term temporal informa-

tion. In speech emotion recognition, there has been work incorporating inter-rater

consistency into systems using categorical labels [172, 203]. However, most work

using dimensional labels focuses on predicting either the mean evaluation across mul-

tiple evaluators [49, 58, 112, 115, 127, 198] or the classes categorized from the mean

evaluation [111, 153]. Works that seek to provide emotion variation as a usable and

modelable signal for speech are still missing.

In this work, we present a new approach that generates probability distributions

on the valence-activation space and captures the variability of emotion perception

from speech, using a limited number of ordinal evaluations. We demonstrate how

these two-dimensional distributions can be predicted using frame-level audio-visual

features. We then ask the following two research questions: (1) can we predict a

probability distribution more accurately by modeling local temporal patterns; and

(2) can combining audio and video modalities result in better performance compared

to when a single modality is used?

We conduct experiments on the MSP-IMPROV dataset [26]. We upsample the

evaluations for each utterance by repeatedly performing random subsampling and

averaging. The resulting set of evaluations is used to calculate ground-truth proba-

bility distributions. We use convolutional neural networks (CNNs) to predict these

distributions by leveraging regional temporal patterns for both unimodal and multi-

modal input. We compare the proposed CNN approach with support vector regres-

sion (SVR), the state-of-the-art approach [202, 218], to answer the first question, and

compare the performance of different modalities and fusion methods to answer the

second.
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My experimental results suggest that modeling local temporal patterns is benefi-

cial with respect to both Total Variation and Jensen-Shannon Divergence compared to

SVR with utterance-level statistical features. Combining audio and video modalities

at the feature-level outperforms approaches that either use a single modality or com-

bine the modalities at the decision-level. The proposed CNN model predominantly

improves the prediction of valence. The novelty of this work includes: (1) a label pro-

cessing method for generating two-dimensional probability distribution from scarce

ordinal labels; (2) the first attempt to predict two-dimensional probability distribu-

tions of emotion perception for speech using a dynamic approach; (3) an exploration

of the influence of modality on predicting the distribution of emotion perception.

7.2 Data

We experiment on MSP-Improv [26]. We choose MSP-Improv because: (1) the

available modalities and size of the dataset allow us to train multimodal models

and (2) the crowdsourcing evaluation method and the number of evaluations capture

variations in emotion perception.

7.2.1 The Dimensional Evaluations

In this work, we focus only on the dimensional labels of valence and activation. We

rescale the evaluations to [-1, 1] from [1, 5]. We show the distribution of the number

of evaluations per utterance in Figure 7.1a. The majority of the utterances were

annotated by less than ten evaluators, yet a portion of the dataset has approximately

30 evaluations. Figure 7.1b illustrates the distribution of the mean evaluations of each

utterance on the valence-activation space. The dataset is relatively balanced along

the valence dimension but skewed towards positive for the activation dimension.
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(a) (b)

Figure 7.1:
Dataset details about MSP-Improv: (A) number of evaluations per utter-
ance (in log scale); (B) average valence-activation per utterance (size of
dot proportional to the number of utterances). Note that the direction
of activation in (B) is upside-down to be consistent with original MSP-
Improv labels: -1 corresponds to high-activation while 1 corresponds to
low-activation.

7.2.2 Feature Extraction

7.2.2.1 Acoustic Features

We use 40 log Mel-frequency filterbank features (MFBs) for the audio modality,

as in [3]. We first trim the silence at the beginning and end of each utterance and

then extract the MFBs from each frame with a window size of 25ms and a step size

of 10ms using Kaldi [124].

7.2.2.2 Visual Features

We use the intensity of facial action units (AUs) for the video modality. The AUs,

which are the contraction or relaxation of single or multiple facial muscles, stem from

the Facial Action Coding System (FACS) proposed by Ekman and Friesen [41]. Using

FACS, common facial expressions can be deconstructed into the specific Action Units

(AU) that produced the expression. We choose to use AUs to represent the video

98



AU Description AU Description

1 Inner Brow Raiser 2 Outer Brow Raiser
4 Brow Lowerer 5 Upper Lid Raiser
6 Cheek Raiser 7 Lid Tightener
9 Nose Wrinkler 10 Upper Lip Raiser
12 Lip Corner Puller 14 Dimpler
15 Lip Corner Depressor 17 Chin Raiser
20 Lip Stretcher 23 Lip Tightener
25 Lips Part 26 Jaw Drop
45 Blink

Table 7.1: Action Unit Features Used in Experiments.

modality because of the close relationship between facial expression and emotion.

We extract the intensity of 17 AUs (Table 7.1) using OpenFace [10], which provides

a intra-class correlation coefficient of approximately 0.6 on the test set of the 2015

Facial Expression Recognition and Analysis challenge [181]. We use the “static”

prediction model, which relies on a single frame to estimate the intensity of the AUs

at each time step. This is because some videos have a limited dynamic range, thus

using the dynamic model that attempts to perform pose calibration may be harmful

[10].

7.3 Methodology

7.3.1 Label Processing

Dimensional annotations are often collected using evaluations over m-point Likert-

scales [25, 26, 218]. Previous work has approximated the distribution over evaluations

using Kernel Density Estimation (KDE) either from original continuous labels [202]

or after applying evaluator-dependent z-normalization [218]. KDE assigns a two-

dimensional Gaussian “energy” to each evaluation. The probability density of any

point in the valence-activation space can be calculated by summing over the “energy”

emitted by all the evaluations. In this work, we adopt the same method because of
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its ability to generate smooth probability density distributions. However, there are a

few challenges that we need to address first:

• The majority of the utterances have less than 10 evaluations, which may not be

sufficient to conduct KDE.

• The dimensional labels are ordinal instead of continuous. Therefore, we cannot

apply KDE directly.

• It is not guaranteed that each evaluator was given utterances with balanced emo-

tional content. As a result, we cannot use evaluator-dependent z-normalization

as in [49, 198, 218].

We argue that the mean of any subset of evaluations of each utterance can be

considered a potential ground-truth label of that utterance, inspired by the fact that

researchers often use the mean of evaluations as the ground truth, and that the num-

ber of evaluations varies within and across datasets. Therefore, for a given utterance,

we randomly subsample from one to N evaluations, where N is the total number of

evaluations for that utterance, and use the mean as a new annotation. We repeat the

process 200 times for each utterance. We add random noise to each generated annota-

tion to avoid the same value being repeated multiple times. The random noise follows

a uniform distribution centered at zero, with the width and height corresponding to

the standard deviation of the valence and activation for the given utterance, respec-

tively. The generated annotations share similar statistical properties with the original

evaluations. On a -1 to 1 scale, the mean absolute difference across all utterances be-

tween the mean of original labels and the mean of generated labels are 0.011 and 0.015

for valence and activation, respectively. The correlations between the per-utterance

standard deviation of the original labels and generated labels across all utterances are

0.96 for valence and 0.95 for activation. We show an example of the original labels

and the corresponding generated labels in Figure 7.2a-7.2b, respectively.
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(a) (b)

(c) (d)

Figure 7.2:
The process of generating the two-dimensional discrete probability dis-
tributions: (A) individual evaluations (size of dot proportional to the
number of evaluations); (B) annotation cloud generated by averaging sub-
sample of evaluations and adding random noise; (C) probability density
distribution calculated by KDE; (D) discretized probability distribution
at 4 × 4 resolution.
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We then perform KDE using the approach from [15]. Since predicting a continuous

function is both challenging and unnecessary, we transform the density function to

a discrete probability distribution by creating equally spaced partitions along both

valence and activation. Note that we create partitions from a smoothed density

distribution instead of from individual labels directly, because the latter approach

highly depends on the position of the partitions and can lead to biasing. For example,

if the annotations are far apart and we want to predict at a higher resolution, we may

end up with grids with high probability surrounding grids with zero probability. We

use the mean of the density values within a grid to represent this grid. The values of

all the grids are then normalized to sum to one. We show the density function from

KDE and the discrete probability distribution in Figure 7.2c-7.2d, respectively.

7.3.2 Models

We ask two main research questions: (1) can we better predict the distribution

of emotion perception by focusing on salient local regions and jointly optimizing the

predictions across the grids; (2) can we understand the influence of modality?

We answer the first question by comparing a static regression approach from [202]

and an approach that takes regional temporal patterns into account. We answer

the second question by building four models for both approaches: two unimodal

models (audio modality and video modality), a model combining the two modalities

at decision-level by averaging (denoted as combined-late), and a model combining the

two modalities at feature-level (denoted as combined-early).

Past research has found that ν-Support Vector Regression (SVR) with a Gaussian

kernel is effective for predicting the discrete probability distribution of emotion [202,

218]. We use this approach with the same implementation (LibSVM [29]) as the

baseline. SVR takes in static utterance-level features and predicts the probability

of each grid separately. Because the regressors are optimized individually and the
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predictions are not bounded, we truncate negative values to zero and normalize the

estimations over all grids to sum to one, as in [202, 218]. We concatenate the acoustic

and visual features for the combined-early model.

We choose convolutional neural networks (CNNs) as my approach. CNNs have

been used in affective computing to learn emotionally salient features from audio [66,

94, 177] and video [51, 205]. Recent works have explored the efficacy of CNNs for

modeling temporal patterns. Mao et al. extracted emotion-salient features for speech

emotion recognition using CNNs [94]. They first used a sparse auto-encoder to learn

filters at different scales from unlabeled speech signals and convolved the spectrogram

segments with learned filters to form a series of feature maps. They performed mean-

pooling and stacked the feature maps into a feature vector. After that, they used

the feature vector as the input to a fully-connected layer to learn emotion-salient

features before feeding the learned features into a Support Vector Machine (SVM)

classifier. Aldeneh and Mower Provost used a CNN with a convolutional layer, a

global max-pooling layer, and several dense layers to identify emotionally salient local

patterns and classify emotion from temporal low-level acoustic features [3]. They

obtained comparable results to the state of the art utterance-level statistic features

and SVMs. Khorram et al. used dilated CNN and downsampling-upsampling CNNs

for predicting time-continuous valence and activation labels [77]. Their methods

outperformed BLSTMs and were 46 times faster. These works support that CNNs

can be used to model temporal patterns.

We reframe the problem as classification using soft labels, rather than as regres-

sion. This leverages the fact that the output layer is usually a softmax, the output

of which can be interpreted as the probability of each class.

We design the unimodal (i.e., audio or video) CNNs similar to [3], with an 1D-

convolutional layer, a global max-pooling layer, several dense layers and a softmax

layer (Figure 7.3). The 1D-convolutional layer takes in variable-length input and
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Figure 7.3: The structure of the unimodal CNN.

Figure 7.4:
The structure of the multimodal CNN with the combined-early approach.
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learns a sequence of feature representations by sliding NF filters of length LF through

time. Each filter takes LF consecutive frames and outputs an activation. By learning

the filters, we are finding emotion-salient local temporal patterns. The global max-

pooling layer identifies the highest activation of each filter over time and produces

a feature vector of length NF . This step allows us to focus on the most informative

portion of an utterance and minimize the influence of padding and frames with invalid

features. The interactions between the NF features are further learned by applying

several dense layers. Finally, we use a softmax layer to output the probability of

emotion perception in each grid.

For the multimodal combined-early model, we build a separate 1D-convolutional

layer and corresponding global max-pooling layer for audio and video, respectively.

We concatenate the output of the two global max-pooling layers before feeding the

features into dense layers. In this way, we allow for the difference in frame-rate

of audio and video input, while still being able to explore the complex non-linear

relationships between features across modalities. The multimodal CNN is shown in

Figure 7.4.

We use the Rectified Linear Unit (ReLU) [209] as the activation function for the

convolutional and dense layers, and cross-entropy as the loss function. We apply

L2-regularization (0.0001) on the learned weights of the convolutional layers. The

filter length of the convolutional layer (LF ), layer size (NF ), and the number of dense

layers are treated as hyper-parameters.

7.4 Experimental Settings

7.4.1 Feature Preparation

While the CNN models use frame-level features directly, the SVR models use

a static approach with utterance-level features. We calculate 11 statistics over the
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frame-level MFBs and AUs and their first-order delta coefficient to generate the 880

and 374 utterance-level features for audio and video, respectively. The statistics

include mean, standard deviation, max, position of the max frame, min, position of

the min frame, range, interquartile range, mean absolute deviation, skewness, and

kurtosis. For the video modality, the statistics calculation is applied only to frames

with successfully extracted features (>98%). We also extract the state of the art

Interspeech 2013 acoustic feature set [155] (6,373 utterance-level features, denoted as

“IS13”) to use in the SVR models for comparison.

We perform speaker-dependent z-normalization on all features before they are

input into models. We normalize the features at the frame-level for CNN models and

at the utterance-level for SVR models. Similarly, we exclude frames with unsuccessful

AU extraction when z-normalizing the frame-level AUs. We replace these frames with

zeros after normalization. We do not interpolate between frames that are successfully

extracted because the unsuccessful extractions are usually a consecutive sequence of

frames, and interpolation may introduce noise.

7.4.2 Performance Evaluation and Validation

We conduct experiments at two grid resolutions: 2 × 2 and 4 × 4. We use

two metrics to evaluate the performance of the models: Total Variation (TV) and

Jensen-Shannon divergence (JS). Both metrics can measure the difference between

two discrete probability distributions. The metrics are calculated per utterance, and

the lower TV and JS, the better the performance.

The value of Total Variation ranges in [0, 1]. Given two probability distribution

X and Y over N states, The total variation between them is defined as

TV (X, Y ) =
1

2

N∑
i=1

|Xi − Yi|, (7.1)
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Jensen-Shannon divergence is extended from the Kullback-Leibler divergence (de-

noted as KL). It is defined as

JS(X, Y ) =
1

2
KL(X,M) +

1

2
KL(Y,M), (7.2)

where M =
1

2
(X + Y ) and KL(X, Y ) =

N∑
i=1

Xi log
Xi

Yi
.

We use JS instead of KL because: (1) JS is symmetric while KL is not, and (2)

the value of JS ranges in [0, 1] when using log2. Note that we replace zeros with 1e-8

when calculating the KL step in JS.

We train the models using a leave-one-speaker-out approach. At each round, a

speaker is left out as the test set, while the other speaker in the same session is used

as the validation set. The remaining ten speakers are used for training. We calculate

the mean TV and JS for each test speaker and report the value averaged across all

rounds as the performance of the models.

We use TV as the main validation metric because of its robustness to zeros.

We select the hyper-parameters according to the validation TV. For the SVR mod-

els, the ranges are C (cost of error) ∈ {10−3, 10−2, ..., 101}, γ (kernel width) ∈

{10−5, 10−4, ..., 10−1} and ν (lower bound on the proportion of support vectors) ∈

{0.5, 0.6, 0.7, 0.8}. For the CNN models, the ranges of the filter length, layer size

and the number of dense layers are shown in Table 7.2. Note that the number of filters

in the convolutional layer (after concatenation in the case of combined-early) and the

Modality Input Filter length
Layer size

(before concatenation
for combined-early)

# Dense Layers

Audio 40 {8,16} {128,256} {1,2,3}
Video 17 {2,4} {64,128,256} {1,2,3}

Combined 40; 17 {8,16}; {2,4} {64,128,256} {1,2,3}

Table 7.2: Range of Hyper-parameters in CNNs.
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size of the dense layers are kept the same. We use a training strategy of learning rate

decay after N epochs. We randomly initialize the weights and start training with a

learning rate of 0.001. We maintain the learning rate for 10 epochs, and select the one

with the best validation TV to continue training. After that, we restore the previous

weights and halve the learning rate when there is no improvement in validation TV

after an epoch. We stop training when we reach the minimum learning rate or have

five consecutive epochs with no improvement in validation performance, whichever

comes first.

7.5 Results and Discussion

7.5.1 Performance Comparison

Table 7.3 shows the performance of the SVR and CNN models at two resolutions

for different modalities. In addition to the baseline, we provide chance performance

of: (1) a uniform distribution across grids (denoted as Uniform), and (2) the mean

distribution of the training set (denoted as MTrain). To answer the two research

questions, we compare the performance between: (1) the SVR and CNN models

when controlling for modality, and (2) the different modalities and combinations

when controlling for the model.

We show the performance difference between the SVR models with utterance-level

MFB and/or AU features and CNN models with the corresponding frame-level fea-

tures in Figure 7.5a, along with the 95% confidence interval of paired t-test. We see

significant performance improvement when using CNN for both resolution and eval-

uation metrics (in the order of TV (2×2), JS (2×2), TV (4×4), and JS (4×4)), for

audio (p = 5.6e-5, 9.7e-5, 9.4e-5, and 2.1e-5, respectively), combined-late (p = 0.0041,

0.0012, 0.0077, and 7.4e-4, respectively), and combined-early (p = 0.0057, 0.0081,

0.0026, and 0.0010, respectively). We also compare the CNN models with SVR with
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Modality Model Features
2×2 4×4

TV JS TV JS

Chance
Uniform - .531 .303 .680 .481
Mtrain - .475 .260 .596 .391

Audio
SVR IS13 .390 .204 .528 .329
SVR MFB .399 .213 .536 .340
CNN MFB .383 .196 .519 .316

Video
SVR AU .384 .200 .516 .318
CNN AU .381 .191 .516 .312

Combined-late
SVR IS13+AU .373 .185 .510 .307
SVR MFB+AU .377 .189 .513 .311
CNN MFB+AU .366 .176 .502 .293

Combined-early
SVR IS13+AU .362 .181 .507 .304
SVR MFB+AU .357 .178 .501 .300
CNN MFB+AU .342 .166 .484 .281

Table 7.3:
The performance of SVR and CNN models at two resolutions for each
modality and combination. The best performance for each metric-
resolution combination is bolded. The chance performances are also pro-
vided.

the state of the art IS13 feature set for models using audio input. The performance

improvement of CNN is significant for audio (p = 0.0011, 0.013, 0.046, and 0.0077

for TV (2×2), JS (2×2), TV (4×4), and JS (4×4), respectively), combined-late (p =

0.0081, 0.049, and 0.0041 for JS (2×2), TV (4×4), and JS (4×4), respectively) and

combined-early (p = 2.7e-4, 0.0014, 6.3e-4, 3.9e-4 for TV (2×2), JS (2×2), TV (4×4),

and JS (4×4), respectively). This indicates that focusing on salient local regions and

jointly optimizing for all the grids together is beneficial for audio input and multi-

modal input with either decision-level or feature-level fusion. Audio input benefits the

most from the CNN architecture. Of the two multimodal systems, the performance

gain from feature-level fusion is higher than decision-level fusion. However, there is

no significant difference between the performance of CNN and SVR for video input,

except when using JS as metric at 2×2 resolution (p = 0.024). This may be because

that while the close relationship between AUs and emotion ensured the relevance of
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the features, the small dimensionality of the input and the high-level nature of the

AUs limit the learning ability of the CNN. In addition, the errors propagated from

AU estimation may have larger influence on the dynamic and more complex CNN

models.

We perform the repeated-measure ANOVA (denoted as RANOVA) to compare

different modalities for SVR and CNN. As the compound symmetry assumption may

not be satisfied, we evaluate significance of the influence of modality based on the

p-value with Lower bound adjustment (pLB). If pLB is smaller than 0.05, we perform

the Tukey’s honest significant difference test (denoted as Tukey test) for pairwise

comparison using the model statistics of RANOVA. For simplicity, we only compare

TV because it is used as the validation metric. We find that the influence of modality

is significant for both SVR (F (3, 33) = 48.4 and 47.9, pLB = 2.4e-5 and 2.5e-5 for

2×2 and 4×4, respectively) and CNN (F (3, 33) = 35.1 and 31.5, pLB = 1.0e-4 and

1.6e-4 for 2×2 and 4×4, respectively). We show the pairwise comparison with the

95% confidence interval of the Tukey test in Figure 7.5b. For both SVR and CNN,

combined-early significantly outperforms both unimodal models and combined-late.

This suggests that both models have the ability to learn the interaction between audio

and video when we perform fusion at the feature level. While decision-level fusion also

brings improvement, this improvement is not always significant (e.g., combined-late

vs. video for SVR). For unimodal inputs, video performs significantly better than

audio for SVR while the performance of audio and video modalities are comparable

when using CNN. This again supports that the CNN architecture may not be ideal

for the high-level AU features and that there may be a larger information loss in the

video modality.
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(a)

(b)

Figure 7.5:
Performance difference at 2 × 2 and 4 × 4 resolutions, between: (a)
SVR and CNN (in both total variation and JS-divergence), along with
95% confidence intervals of paired t-test; (b) different modalities for SVR
and CNN (direction of subtraction shown as x-labels), along with 95%
confidence intervals of Tukey’s honest test.
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Modality Model
2×2 4×4

V A V A

Chance
Uniform .362 .356 .362 .356
MTrain .363 .271 .363 .271

Audio
SVR .322 .182 .324 .189
CNN .300 .182 .298 .183

Video
SVR .267 .216 .272 .216
CNN .258 .221 .257 .224

Combined-late
SVR .285 .190 .291 .196
CNN .269 .191 .267 .193

Combined-early
SVR .264 .176 .272 .184
CNN .248 .176 .254 .173

Table 7.4:
TV of SVR and CNN models (using matching utterance-level and frame-
level features) along valence and activation, calculated from the prediction
at 2 × 2 and 4 × 4 resolutions. The best performance for each dimension-
resolution combination is bolded. V: Valence; A: Activation.

7.5.2 Analysis along Valence and Activation

We assess the ability of the models to predict valence and activation. We marginal-

ize by summing over the predictions along valence or activation to generate distribu-

tions of resolution 2×1 for negative and positive activation or 1×2 for negative and

positive valence, and compare to the ground truth distribution processed in the same

way. We show the resulting TV in Table 7.4, along with the chance of Uniform and

MTrain for reference. We find that the audio modality is better at predicting acti-

vation, while the video modality is better at predicting valence. This is in line with

previous findings [49]. We see multimodal improvement in the feature-level fusion

setting (combined-early). In addition, when we compress the output to a two-state

probability distribution along valence or activation, the predictions for 2×2 and 4×4

resolution have similar performance.

We illustrate the drop in TV of CNN compared to SVR along valence and acti-

vation dimensions in Figure 7.6, together with the 95% confidence interval of paired
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Figure 7.6:
Performance difference (in TV) between SVR and CNN along valence
and activation dimensions, calculated from predictions at 2 × 2 and 4
× 4 resolutions, with 95% confidence intervals of paired t-test. The best
performance for each type-resolution combination is bolded.

t-test. While most works using dynamic approaches witness higher performance im-

provement in activation [49, 127, 198], we find that the performance gain of the CNN

predominantly comes from valence, regardless of modality. More specifically, the dif-

ference between CNN and SVR is significant for valence for audio (p = 1.3e-4 and

2.6e-4 for 2×2 and 4×4, respectively), video (p = 6.1e-5 for 4×4), combined-late (p

= 8.9e-4 and 2.0e-5 for 2×2 and 4×4, respectively), and combined-early (p = 0.0042

and 0.0093 for 2×2 and 4×4, respectively). The only significant result for activation

comes from combined-early with 4×4 resolution (p = 0.030). These results indicate

that identifying salient local patterns using CNN brings more benefit in predicting

valence, compared to activation. This might be related to the observation in Section

7.2 that the data is more balanced along valence compared to activation.
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Modality Model
2×2 4×4

T I N T I N

Chance
Uniform .530 .530 .529 .695 .676 .680
MTrain .489 .478 .456 .613 .595 .585

Audio
SVR .410 .415 .366 .541 .549 .508
CNN .381 ∗ .411 .337 ∗ .533 .539 ∗ .481 ∗

Video
SVR .372 .402 .358 .502 .535 .488
CNN .367 .405 .346 .519 .533 .486

Combined-late
SVR .377 .395 .347 .509 .530 .483
CNN .357 ∗ .394 .326 ∗ .511 .522 ∗ .467

Combined-early
SVR .342 .377 .328 .495 .519 .469
CNN .315 ∗ .370 .313 .479 .507 .451 ∗

Table 7.5:
TV of SVR and CNN models (using matching utterance-level and frame-
level features) for each type of recordings. T: Target sentences; I: Impro-
vised turns; N: Natural interactions.

7.5.3 Analysis of Different Types of Recordings

We investigate the performance difference between SVR and CNN for different

types of recordings. As mentioned in Section 7.2, MSP-IMPROV consists of four

types of recordings: read target sentences, target sentences from improvised scenes,

other speaker turns from improvised scenes, and natural interaction during the breaks.

We combine the first two types in this analysis, because of the lack of the read target

sentences for five of the speakers.

We present the TV of prediction for different types of recordings in Table 7.5,

together with the chance performances. We find that in general, all the models

are the best at predicting the emotion perceived from natural interactions, followed

by target sentences. The emotion perceived from improvised scenes is the hardest

to predict. This matches the classification accuracy of different types of recording

using categorical labels reported in [26]. This might be because that the improvised

scenes contain a wider range of emotion than the natural interactions since they

were designed to enable the speakers to express a variety of emotions. The standard
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deviation of the mean evaluation of each utterance is higher in improvised scenes,

suggesting a larger difference in the emotional content across utterances.

We mark the significant improvement (paired t-test, p<0.05) of CNN compared

to SVR using “∗” in Table 7.5. We find that the performance gain of CNN is not

consistent across different resolutions. For example, CNN significantly outperforms

SVR for the target sentences for audio (p = 0.0028), combined-late (p = 0.011), and

combined-early (p = 0.029) in the 2×2 case, but not in the 4×4 case. On the other

hand, CNN significantly outperforms SVR for the improvised scenes for audio (p =

0.010) and combined-late (p = 0.011) in the 4×4 case, but not in the 2×2 case.

The most consistent improvement is observed in natural interaction with audio and

multimodal inputs. The performance difference between CNN and SVR is significant

for audio at both resolutions (p = 0.0093 for 2×2, p = 0.018 for 4×4), combined-

late at 2×2 (p = 0.011) and combined-early at 4×4 (p = 0.048), and is approaching

significance for combined-early at 2×2 (p = 0.052).

7.6 Conclusion

In this work, we proposed a label processing method to generate two-dimensional

discrete probability distributions on the valence-activation space from a limited num-

ber of ordinal labels. We showed that this method can preserve the mean evaluation

of the original labels and that the correlation between the standard deviations of

the original labels and up-sampled labels is high. Further, we explored the impact

of modeling approaches (i.e., static SVR with individual optimization for each grid

vs. dynamic CNN with joint optimization for all grids) and modalities on predict-

ing the probability distribution of emotion perception. We hypothesized that using

CNN models with a focus on salient local temporal patterns leads to a performance

gain. In addition, combining audio and video modalities results in better performance

compared to using each individual modality.
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My results show that the CNN models significantly outperform the SVR models

when using the audio modality and combined audio and video modalities, support-

ing the effectiveness of modeling locally salient patterns and jointly predicting the

distribution over all grids. CNN and SVR are comparable when the video modality

is used. This indicates that the potential of CNN may not be fully explored when

using a limited number of high-level AUs as inputs. In addition, the errors from AU

estimation may have larger influence on the dynamic and more complex CNN mod-

els. We find that using both audio and video modalities is better than using either

individually and that feature-level fusion is more beneficial than decision-level fusion.

Analyses along different dimensions show that the audio modality is better at pre-

dicting activation while video modality is more advantageous at predicting valence,

and that we can obtain improvement over the joined valence-activation space with

feature-level fusion. This is in line with previous findings. In addition, we find that

the performance gain brought by CNN mainly comes from the valence dimension. We

see a consistent performance improvement over natural interactions when using CNN

models, compared to SVR models.
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Part III

Data and Label Variability
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CHAPTER 8

Preserving Emotional Similarity using Deep

Metric Learning with Soft Labels

8.1 Introduction

Speech emotion recognition is complicated by the complex co-modulations that are

present in the speech signal (e.g., lexical information and speaker identity). Networks

may be unintentionally over-trained to capture signals that are specific to certain

speakers or lexical artifacts in the data, resulting in poor generalizability and poor

robustness in cross-corpus tasks.

A possible approach for addressing this problem is Deep Metric Learning (DML).

DML aims to use deep neural networks to project input data to a learned space, in

which the similarity between examples can be directly measured [92]. DML has been

successfully applied to many visual understanding tasks, such as face verification, im-

age classification, and person re-identification [63, 147, 173, 207]. For speech emotion

recognition, DML can be used to generate an embedding space in which distances

between examples correspond to the label relationships. This provides a mechanism

to reduce the influence of factors other than emotion.

However, DML approaches generally presuppose that data can be divided into

classes using hard labels. This is not ideal for speech emotion recognition, because
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the variability in emotion expression and the variability in emotion perception lead to

datasets with uncertain labels. Previous work in SER has demonstrated the efficacy

of using soft labels given uncertainty [52, 105, 172]. Works in other field have also

demonstrated that soft labels may be preferable to hard labels in some cases: they

provide more information for each training example [62] and are more robust against

label noise [175].

The additional information contained in soft labels is not fully exploited in tra-

ditional DML approaches. Motivated by this, we propose a family of loss functions,

the f -Similarity Preservation Loss (f -SPL), based on the dual form of f -divergence.

f -SPL is designed for DML with soft labels, here defined as real-valued labels that

are distributed along one or multiple dimensions. f -SPL aims to preserve the label

similarities in the learned feature space and can be applied to tasks that require either

continuous or discrete (e.g., a class index) test output. Further, we introduce a pair

sampling method for the efficient implementation of f -SPL in neural networks.

We evaluate our methods on cross-corpus speech emotion recognition (SER). We

form the problem as binary classification of soft-labeled valence (positive vs. neg-

ative) and activation (calm vs. excited) [135]. We combine the proposed loss with

classification loss in the training of DNN classifiers. Our baseline is the same classifier

trained with classification loss only. The results show that our multi-task framework

with the added f -SPL statistically significantly increases system performance in the

majority of the experiments and is more robust to over-training than the baseline

system.
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8.2 Related Works

8.2.1 Deep Metric Learning

Deep metric learning approaches predominantly focus on hard labels [92]. These

approaches often rely on loss functions that aim to pull data from the same class closer

while pushing data from different classes farther apart. Some works use contrastive

loss for pairs of examples through Siamese networks [17, 31], identifying “positive

pairs” of examples from the same class and “negative pairs” of examples from different

classes. This loss then aims to learn a space where the distance between a positive

pair is less than a margin τ+ while the distance between a negative pair is larger than

a margin τ− , where 0 ≤ τ+ < τ−.

Some works have proposed loss calculations over triplets, defined as sets of three

examples: an anchor, a positive example from the anchor’s class, and a negative

example from a different class [197]. DNNs with triplet loss [63, 147] aim to learn an

embedding space where the distance between the anchor and the positive example is

at least smaller than the distance between that anchor and the negative example by

a margin τ .

Some works have extended the triplet loss, by considering all positive and negative

pairs within a batch [167], using multiple negative examples in each set [165], or using

the cluster center rather than a single example as the anchor [89, 90]. Yang et al.

proposed a loss function designed for image sentiment analysis [204], based on the

relationships between neighboring sentiment classes on the Mikels’ emotion wheel

[102]. They added “related” examples, defined as examples from a different class

than the anchor but on the same half of the emotion wheel, to triplets. Denoting the

distance between anchor and the positive example as anchor-positive, their approach

aimed to find a space where anchor-positive is at least smaller than anchor-related by

τ1, and anchor-related is at least smaller than anchor-negative by τ2. The distance
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is scaled by class similarity, implemented using a factor proportional to the class

distance on the emotion wheel.

Two recent works have used DML for regression. Wang, Wan, and Yuan combined

metric learning for kernel regression with DNN for crowdedness regression [194] .

Doumanoglou et al. proposed a loss function via Siamese network for pose estimation

[37]. They compared the distance between labels (dl) and embeddings (df ) given pairs

of data. Their approach aim to minimize df − dl. However, the theoretical soundness

was not verified since df − dl can be negative.

In this work, we propose a family of loss functions for DML with real-valued labels

and provide theoretical justifications. We experiment on classification tasks with soft

labels. However, the application of the loss functions could also be extended to other

tasks, including regression.

8.2.2 f-Divergence

f -divergence is a family of non-symmetric measures of difference between two

distributions, based on the family of convex functions f [6]. These measures are widely

used in the learning literature. Common members of the f -divergence family include

Kullback-–Leibler (KL) divergence and total variation distance. Nguyen, Wainwright,

and Jordan proposed a duality technique of f -divergence [110], which plays a key role

in mutual information estimation [109], the design of a type of generative adversarial

networks, f -GANs [113], and the design of information elicitation mechanisms and

co-training algorithms [82]. We use the dual formulation of f -divergence to derive

our f -Similarity Preservation Loss.

8.3 f-Similarity Preservation Loss (f-SPL)

Our goal is to learn an embedding space on which the similarity between examples

equals to the label similarity. In Section 8.3.1, we define a family of loss functions,
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f -SPL, based on the dual form of f -divergence. Then in Section 8.3.2, we mathemat-

ically prove that we can achieve our goal by minimizing f -SPL. Finally in Section

8.3.3, we explain how f -SPL can be implemented in a multi-task framework.

f -divergence f(t) [113] f -SPG(S,C) f -SPL(S,C)

KL divergence t log t C ∗ (1 + logS)− S S − C log(S)− C + C log(C)

Reverse KL − log t C ∗ (− 1
S

)− (logS − 1) log(S) + C
S
− log(C)− 1

Pearson χ2 (t− 1)2 C ∗ 2(S − 1)− (S2 − 1) (C − S)2

Squared Hellinger (
√
t− 1)2 C ∗ (1−

√
1
S

)− (
√
S − 1)

√
S + C

√
1
S
− 2
√
C

Jensen-Shannon (JS) −(t+ 1) log t+1
2 C ∗ log 2S

1+S
+ log( 2

1+S
)

(C + 1) log(1 + S)− C log(2S)
Divergence +t log t −(C + 1) log(1 + C) + C log(2C)

Table 8.1:
Reference for common f -divergences, their corresponding convex functions
f , f -SPG(S,C), and f -SPL(S,C).

8.3.1 Definition of f-SPL

We denote data and soft labels as x1, x2, ... ∈ AX and y1, y2, ... ∈ AY , respec-

tively. The function C : AY × AY 7→ [0, 2] measures label similarity. A feature

learning function (i.e., a neural network) g ∈ G, maps inputs from AX to a new space

AG and S : AG × AG 7→ [0, 2] measures the similarity on AG. We seek to find a

function, F (S(g), C), that optimizes over g. The optimal solution of F , g∗, satisfies

S(g∗(xi), g
∗(xj)) = C(yi, yj) for every i 6= j, i.e., the similarity between the examples

on the learned space is the same as the similarity between their labels.

We use the dual form of f -divergence to construct F (S(g), C). We name the

resulting functions f -Similarity Preservation Gain (f -SPG). We then modify f -SPG

to a family of loss functions, f -SPL, such that: (1) f -SPL is always non-negative and

(2) maximizing f -SPG is equivalent to minimizing f -SPL.

f-SPG Given a convex function f , a feature learning function g ∈ G, and a pair

of examples p = [(x, y), (x′, y′)], we define f -SPG based on the dual formulation of

f -divergence (Section 8.3.2, Lemma 2) as:

122



f -SPG(p; g) :=f -SPG(Sp(g), Cp)

:=Cp ∗ ∂f(Sp(g))− f ?(∂f(Sp(g))),

where Cp := C(y, y′), Sp(g) := S(g(x), g(x′)), ∂f is the subdifferential of f , and f ?

is the convex conjugate of f (formally defined in Section 8.3.2).

Given a set of pairs I = {[(x, y), (x′, y′)], ...}, we define the total f -SPG as the

sum of the individual f -SPG:

f -SPG(I; g) :=
∑
p∈I

f -SPG(p; g).

Fixing the set I, we seek g that maximizes f -SPG(I; g). When the convex function

f is differentiable and ∂f is invertible, and the set, I, satisfies a balance condition,

∑
p∈I

(Cp − 1) = 0,

our main theorem (Theorem 3) in Section 8.3.2 will show that: (1) the maximizer of

f -SPG, g∗, preserves the pairwise similarity, that is, for every p = [(x, y), (x′, y′)] ∈ I,

C(y, y′) = S(g∗(x), g∗(x′)); (2) the maximum of f -SPG represents the amount of

information contained in the pairs.

f-SPL We convert f -SPG to a loss function, f -SPL, so that it can be used as a

component of neural network training. To do this, we identify the maximal point of

f -SPG at which the label similarity is equal to the feature similarity, f -SPG(Cp, Cp),

and subtract from it f -SPG(Sp(g), Cp):
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f -SPL(p; g) := f -SPG(Cp, Cp)− f -SPG(Sp(g), Cp)

andf -SPL(I; g) :=
∑
p∈I

f -SPL(p; g).

As a result, f -SPL has the following properties: (1) f -SPL is always non-negative;

(2) minimizing f -SPL(I; g) over g is equivalent to maximizing f -SPG(I; g) over g. Ta-

ble 8.1 shows five special cases of f -SPL based on the convex functions corresponding

to common f -divergence measures.

8.3.2 Theoretical Justifications

We will show the feature learning function, g∗, that minimizes f -SPL(I; g) to zero

and maximizes f -SPG(I; g) to the amount of information contained in the set I, also

preserves the pairwise similarity of I.

To give the theoretical justification, we first give the formal definition of f -

divergence and its dual form.

f-divergence [6, 34] Given set Σ and the set of all possible distributions over Σ,

∆Σ, f -divergence Df : ∆Σ × ∆Σ 7→ R is a non-symmetric measure of the difference

between two distributions, p,q ∈ ∆Σ, and is defined as

Df (p,q) =
∑
σ∈Σ

p(σ)f

(
q(σ)

p(σ)

)

where f : R 7→ R is a convex function and f(1) = 0. Two common special cases of

f -divergence are KL divergence and total variation distance.

Definition 1 (Fenchel Duality [128]). Given any function f : R 7→ R, we define its
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convex conjugate f ? as a function that also maps R to R such that

f ?(x) = sup
t
tx− f(t).

Lemma 2 (Dual form of f -divergence [109, 110]).

Df (p,q) ≥ sup
u∈Σ

Epu− Eqf
?(u)

= sup
u∈G

∑
σ

u(σ)p(σ)−
∑
σ

f ?(u(σ))q(σ)

where G is a set of functions that map Σ to R. The equality holds if and only if

u(σ) = u∗(σ) ∈ ∂f
(

p(σ)
q(σ)

)
, i.e., the subdifferential of f on value p(σ)

q(σ)
.

We define C and 1 as distributions over the pairs in I such that C(p) = Cp∑
p∈I Cp

and 1(p) = 1
|I| for all p ∈ I. Df (C,1) measures the amount of information contained

in the chosen pairs: when all chosen pairs are neither very similar nor very dissimilar,

C is close to 1, which implies a small amount of information contained in the pairs;

when all chosen pairs are either very similar or very dissimilar, C is far away from 1,

which implies a large amount of information contained in the pairs.

We use the above lemma to show our main theorem:

Theorem 3. Given a convex function f , a balanced set I, when f is differentiable and

∂f is invertible, for every minimizer g∗ of f -SPL(I; g), for every [(x, x′), (y, y′)] ∈ I,

S(g∗(x), g∗(x′)) = C(y, y′).

g∗ minimizes f -SPL(I; g) to zero and maximizes f -SPG(I; g) to Df (C,1).

Proof. The balance condition implies that

∑
p∈I

Cp = |I|
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Thus, by dividing |I|, we can rewrite f -SPG(I; g) as

∑
p∈I

∂f(Sp(g))) ∗C(p)− f ?(∂f(Sp(g))) ∗ 1(p).

Based on Lemma 2, for every maximizer g∗ of f -SPG(I; g)/minimizer of f -SPL(I; g),

we have

∂f(Sp(g
∗)) = ∂f

(
C(p)

1(p)

)
= ∂f(Cp)

for every p ∈ I and the maximum of f -SPG is Df (C,1), which also implies the

minimum of f -SPL is zero.

Therefore, when f is differentiable and ∂f is invertible, g∗ preserves the pairwise

similarity of the pairs in I.

8.3.3 Multi-Task Framework

In this work, we use a multi-task framework that jointly reduces classification

loss and f -SPL, as shown in Figure 8.1. The first block of neural network layers

corresponds to g and the second block of layers is denoted as ω. Previous work

has demonstrated the efficacy of using DML loss with hard labels within multi-task

frameworks [90, 204]. We hypothesize that DML loss will also enhance classification

Figure 8.1:
The proposed multi-task framework for training. The inputs are batches
of triplets. The loss is the combination of the classification loss calculated
on the anchor a only and the f -SPL between a and a similar example s
plus a and a dissimilar example d (s.t., C(ya, ys)+C(ya, yd) ≈ 2). α is the
weighting term for f -SPL. The test phase does not depend on triplets.
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performance given soft labels. The classification loss provides direction for the op-

timization, while f -SPL, calculated on the output of an intermediate layer, enforces

that the learned representation preserves pairwise similarity.

Recall that the theoretical guarantee of the f -SPL is subject to a balanced condi-

tion: ∑
p∈I

(Cp − 1) = 0,

where C : AY × AY 7→ [0, 2] is the label similarity. We wish to satisfy this condition

regardless of data shuffling or the selection of batch size, while still allowing for

randomness. Therefore, we generate the pairs in a triplet form. For each anchor

(xa, ya), we pick a similar example (xs, ys) and a dissimilar example (xd, yd) that

satisfy C(ya, ys) − 1 ≈ 1 − C(ya, yd). Specifically, we calculate the label similarity

between the anchor and all other examples (can be reduced to a subset of examples,

if the training set is very large) and generate a dictionary with unique similarity values

(rounded to two decimal point) as keys and utterance indices as values. We keep a

key only if 2-key is also in the dictionary. When generating a triplet, we randomly

select a key c, and two examples, each from c and 2 − c, respectively. As a result,

every batch of triplets

T = {tri = [(xa, ya), (xs, ys), (xd, yd)], ...}

naturally implies a balanced set

IT = {s = [(xa, ya), (xs, ys)], d = [(xa, ya), (xd, yd)], ...}.
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The overall loss function for each triplet, tri, is

L(tri; g, ω) = Lcls(ya, ŷa)+

α(f -SPL(Ss(g), Cs) + f -SPL(Sd(g), Cd)),

where ŷa = ω(g(xa)) is the prediction over classes.

In the loss function, Lcls is the classification loss calculated on the anchor only,

and α is the trade off between Lcls and f -SPL. Cs and Cd are the label similarity

between ya and ys, ya and yd, respectively. Ss(g) and Sd(g) are the similarity between

g(xa) and g(xs), g(xa) and g(xd), respectively.

The total loss of the batch is the mean of all triplets’ losses: L(T ; g, ω) :=

1
N

∑
tri∈T L(tri; g, ω), where N is the batch size. Note that the f -SPL portion of

L(T ; g, ω) equals α
N
f -SPL(IT ; g).

The multi-task framework is only used in the training phase. In the testing phase,

the trained network takes batches of individual examples as the input.

8.4 Experiments

We experiment on IEMOCAP [25] and MSP-Improv [26]. We select these datasets

because: (1) they are relatively large, which allows us to train neural networks; (2)

they provide ordinal evaluations of valence and activation; (3) they use similar emo-

tion elicitation methods, but differ in speakers, lexical content, recording conditions,

and the number of evaluations per utterance.

All experiments use cross-corpus evaluation. This results in four experiments (2

training-testing combination × 2 dimensions). We introduce the data, model, and

experimental settings in more detail in the following subsections.
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8.4.1 Data

8.4.1.1 Labels

We focus on predicting binary valence and activation, where the classifiers are

trained using soft labels. We consider each evaluation as a vote to the two classes,

weighted by the distance to the opposite class. For example, an evaluation value of 2

on the 5-point scale is converted to [0.75, 0.25]. For each utterance, we average over

the converted evaluation from each annotator and use the resulting two-dimensional

vector as the final soft label. The label similarity, C ∈ [0, 2], is calculated by 2− 2d,

where d is the total variation distance (∈ [0, 1]) between a pair of labels. Given

the way we generate the soft labels, d is equivalent to the scaled Euclidean distance

between the average of the raw evaluations on the one-dimensional space.

8.4.1.2 Features

We preprocess the data such that the audio sampling rate is 16,000 Hz for both

datasets. We then extract 40-dimensional log Mel-frequency Filterbank energy (MFB)

using Kaldi [124], with a frame size of 25ms and a step size of 10ms, as in [3, 4, 212].

We perform z-normalization for each feature dimension at the frame-level over each

dataset, individually.

8.4.2 Classification Model

We use temporal Convolutional Neural Networks with global pooling (Conv-Pool)

as our model. The Conv-Pool structure has been demonstrated to be the state-of-

the-art on categorical emotion recognition in [3], and has shown good performance

on predicting the distribution of emotion perception in [212]. Figure 8.2 shows the

architecture the network. It consists of a 1D convolutional layer over time with 128

number of kernels and a kernel width of 16, a global max pooling, two fully-connected

129



40 dim

Fullyconnected layer (FC1)

Fullyconnected layer (FC2)

Softmax Classification loss

fSPL 

Convolutional
layer

Global
maxpooling

16 width 128 kernels

128dim vector

MFB features

Figure 8.2: The Conv-Pool network structure.

layers with a layer size of 128, and a final fully connected softmax layer. These

hyper-parameters were selected according to [3, 212]. The inputs to network are the

variable-length MFBs. The global max-pooling layer summarizes the output of the 1D

convolutional layer and generates a fixed-length representation. This representation

is then fed into the fully-connected layers. We use Rectified Linear Units (ReLU) as

the activation functions, except in the last fully-connected layer, where softmax is

used instead.

We calculate f -SPL on the output of FC1 (see Figure 8.2). In this way, we allow

room for modeling non-linearity on both sides of the intermediate representation. We

first normalize the output of FC1 to unit vectors and then calculate the Euclidean

distance between the embeddings. It is worth noting that although the distance, D,

between two unit vectors has a range of [0, 2], our embeddings have non-negative

entries due to ReLU and thus D ∈ [0,
√

2]. Therefore, we scale the distance and

convert it to the embedding similarity S ∈ [0, 2] by 2−
√

2D.

The structure of the model is kept the same in all experiments. We use cross-
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entropy computed using the soft labels as the classification loss. The vector represent-

ing a soft label always sums to one. We weigh the two classes using N/
(

2
∑N

i=1 y
c
i

)
in the loss calculation to reduce the influence of data imbalance. Here, N is the total

number of training utterances, yci is the value for class c in the label vector of data

point i. We consider a loss function containing only the cross-entropy classification

loss as the baseline. For the multi-task loss, we select f -SPL based on the convex func-

tions corresponding to five common f -divergence measures, including KL divergence,

Reverse KL divergence, Pearson χ2, Squared Hellinger, and Jensen-Shannon Diver-

gence, as shown in Table 8.1. An epsilon value of 1e-12 is added to the denominators

and the input of log in f -SPL in implementation for numerical stability.

For the multi-task frameworks, every training example is used as the anchor once

in each epoch. Therefore, the classification loss is calculated over the same data as

in the baseline. The triplets are randomly generated at the beginning of each epoch

using the procedure introduced in Section 8.3.3. Empirical results show that the

values of f -SPL is about a magnitude smaller than the classification loss, because

triplets with extreme similarity values are rare in our data. Therefore, we use a α

value of 10 in the loss function.

8.4.3 Performance Measure and Cross-Validation

In the testing phase, we convert the output of the network to a class prediction.

We use Unweighted Average Recall (UAR) as the performance measure due to data

imbalance, as discussed in [131]. In the case that the ground truth labels are tied (i.e.,

[0.5, 0.5]), we consider predictions for either class as correct, as in [4]. This is true for

both the baseline CNN and f -SPL approaches. As a result, the chance performance

calculated by generating predictions uniformly at random is higher than 50%.

We conduct the experiments using PyTorch1, with a learning rate of 0.0001

1http://pytorch.org

131



with the Adam optimizer [81] and a batch size of 100. We select weight decay in

{0, 0.0001, 0.001, 0.01} and the number of epochs to train in the range of [1, 50] by

leave-one-session-out cross-validation (LOSOCV). In each experiment (e.g., valence

classification, train on IEMOCAP and test in MSP-Improv), the weight decay and

number of training epochs that lead to the highest LOSOCV UAR of the baseline

model (averaged over three runs) are used for all models. In the cross-corpus training

and testing, we run each experiment 30 times to reduce performance fluctuations.

We report the average UAR and conduct significance tests using the results from all

runs.

8.5 Results and Discussion

8.5.1 Performance Comparison

We present the UAR of the four experiments (2 training-testing combinations ×

2 dimensions) of all the models in Table 7.3. Each reported UAR is averaged over 30

runs. All cross-validation experiments selected the same weight-decay value of 0.001.

The models include:

• CE: Conv-Pool network (Figure 8.2) with only cross-entropy classification loss.

This is used as the baseline.

• CE+f , where f ∈ KL, RKL, PS, HLG, JS: Conv-Pool network using the multi-

task framework illustrated in Figure 8.1, with the convex functions correspond-

ing to KL divergence, Reserve-KL, Pearson χ2, Squared Hellinger, and JS di-

vergence as f for f -SPL.

For each experiment, we first test if the influence of model is significant, using

a one-way Analysis of variance (ANOVA) test and asserting significance at p <0.05.

We treat the result of each run as a random example, and group them by the model.
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MSP→IEMOCAP IEMOCAP→MSP
Valence Activation Valence Activation

Epoch 23 33 20 16
Chance 58.41 62.74 54.43 54.21

CE 64.45 80.79 61.31 72.74
CE+KL 66.01* 81.67* 60.81 74.17*

CE+RKL 65.73* 81.16 60.71 74.30*
CE+PS 65.55* 81.53* 60.48 74.17*

CE+HLG 65.76* 81.10 60.78 74.04*
CE+JS 65.94* 81.41 60.44 74.03*

Table 8.2:
UAR (%) for the four cross-corpus experiments. The best performance in
each experiment is marked by bold and underline. Epoch: the number of
epochs trained; CE: cross-entropy loss only (baseline); CE+KL, CE+RKL,
CE+PS, CE+HLG, and CE+JS: multi-task with cross-entropy and f -SPL,
where f is KL divergence, Reserve-KL, Pearson χ2, Squared Hellinger, and
JS divergence, respectively. “*” indicates that the marked performance is
significantly better than CE, where significance is assessed at p <0.05 using
the Tukey’s honest test on the ANOVA statistics.

This results in 180 examples (30 runs×6 models) in each test. We find that the

influence of model is significant for valence when training on MSP-Improv and test-

ing on IEMOCAP (denoted as MSP→IEMOCAP Valence), and for activation with

both training-testing combinations. The statistics are F(5,174)=8.1, p=6.9e-7 for

MSP→IEMOCAP Valence, F(5,174)=3.7, p=0.0033 for MSP→IEMOCAP Activa-

tion, and F(5,174)=9.7, p=3.3e-8 for IEMOCAP→MSP Activation, respectively.

We find that in three out of four experiments, all the five CE+f models show

consistent performance improvement over the baseline CE model, with the only ex-

ception of IEMOCAP→MSP Valence. For the experiments where the influence of

model is significant, we conduct pairwise comparisons using the Tukey’s honest test

on the statistics of the ANOVA and assert significance at p <0.05. We find that in

MSP→IEMOCAP Valence, all five CE+f models are significantly better than CE,

with p = 6.9e-7, 1.0e-4, 0.0017, 6.9e-5, and 2.6e-6 for CE+KL, CE+RKL, CE+PS,

CE+HLG, and CE+JS, respectively. In MSP→IEMOCAP Activation, CE+KL and
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CE+PS has significantly higher UAR than CE (p=0.0028 and 0.022, respectively).

In IEMOCAP→MSP Activation, all the five CE+f models have significantly better

performance than CE. The p-values are 9.1e-7, 6.7e-8, 8.8e-7, 1.2e-5, and 1.3e-5 for

CE+KL, CE+RKL, CE+PS, CE+HLG, and CE+JS, respectively. We do not ob-

serve any significant difference between the performances of the five CE+f models in

any experiments.

Figure 8.3:
Test UAR against the number of training epochs for MSP→IEMOCAP
Valence and IEMOCAP→MSP Activation.
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8.5.2 Analysis of Results

We further analyze the results to better understand the reasons behind the im-

provement in performance. We plot the test UAR against training epochs in Figure

8.3 for the two experiments where the CE+f models achieved the highest performance

gain over the baseline CE model. We find that while the optimal results from different

models do not differ much, the CE+f models are more stable over time. More specif-

ically, the CE model reaches the best UAR around epoch 10 in MSP→IEMOCAP

Valence and within 5 epochs in IEMOCAP→MSP Activation. It starts to show signs

of over-training after that, even before reaching the number of epochs to train we set

and with weight-decay, when both hyper-parameters are selected by cross-validation.

In contrast, the proposed CE+f models with the exact same hyper-parameters do

not show obvious performance decline after reaching the highest UAR.

We visualize the learned feature embeddings at epoch 10, 30, and 50 for IEMOCAP

→ MSP Activation with t-Distributed Stochastic Neighbor Embedding in Figure 8.4.

Figure 8.4:
IEMOCAP→MSP Activation embedding visualization. Dots are data
points in MSP. Colors represent the activation labels, the darkest are [0,
1] and the lightest are [1,0]. The rows are the embeddings at epoch 10,
30, 50 (e.g., E50). The columns correspond to the six models.
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The color of the dots in the figure represents the soft labels. The dark end of the

color gradient represents [0, 1] and the light end represents [1, 0]. We find that the

baseline CE models lead to several clusters, but the clusters do not correspond to

labels. On the other hand, the CE+f models often lead to a single cluster where the

opposite labels are more well separated and the data that are more uncertain (e.g.,

label ∼ [0.5, 0.5]) are in between. This shows that we can learn an embedding that

has emotional meaning using a multi-task framework combining classification loss and

f -SPL.

8.6 Conclusions

In this work, we propose a family of loss functions, f -Similarity Preservation Loss,

based on the dual form of f -divergence. These loss functions are designed for deep

metric learning with soft labels, label with continuous values along one or multiple

dimensions. We prove mathematically that the minimizer of the proposed loss func-

tions, a set of nonlinear mappings through neural networks, preserves the pairwise

label similarities in the learned feature embeddings when the pairs of data satisfy a

balanced condition. We propose a pair sampling method that guarantees the balanced

condition regardless of shuffling and batch size without losing randomness. Finally,

we introduce a framework that combines f -SPL with the traditional classification

loss.

We apply the proposed methods on the task of cross-corpus speech emotion recog-

nition with dimensional emotion descriptors. We show that our methods significantly

outperform the baseline model, which uses only the classification loss for optimization.

This demonstrates the efficacy of our f -SPL in the multi-task framework. Further

analysis shows that our methods are more robust to over-training and are able to

learn an emotionally-meaningful embedding space.
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CHAPTER 9

Conclusions and Future Directions

In this dissertation, we have explored methods for handling the variability that

presents in the data and labels used in speech emotion recognition, with the goal of

creating more robust and generalizable emotion recognition systems. This chapter

summarizes the main results and contributions of our work and discusses potential

future directions.

9.1 Main Results and Contributions

The first part of this dissertation focused on handling data variability. In Chap-

ter 4, We approximated variability caused by a mixture of different influences by

considering the training corpus as an explicit factor and took the impact of gender

into account. These factors defined our tasks in a multi-task learning approach. By

allowing information sharing across the tasks, we were able to create models that

generalize better across datasets with different expression styles (i.e., acted and spon-

taneous) and languages (i.e., English and German). Our models outperformed the

state-of-the-art cross-corpus speech emotion recognition systems from literature. We

explored the influence of phonetic information on valence recognition from speech in

Chapter 5. We proposed a multi-stage fusion approach that repeatedly added pho-

netic features into a single model. The proposed model was able to exploit both the
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acoustic and the lexical properties of phonemes and showed robustness to unscripted

speech data with imperfect transcriptions.

The second part of this dissertation explored methods for addressing the variabil-

ity present in emotion labels, including the discrepancy between self-perception and

the perception of others, and the differences in emotion perception across a group

of individuals. We investigated how self-reported and perceived emotion could be

modeled jointly to enhance the overall recognition ability (Chapter 6). We showed

that jointly modeling the two types of labels using multi-task learning, combined

with unsupervised feature learning, could improve the performance of emotion recog-

nition systems on unseen speakers for both types of labels. We subsequently modeled

how a group of people perceive the same emotional message in Chapter 7. We pro-

posed a label processing method that can generate probability distributions on the

two-dimensional valence-activation space using a limited number of ordinal labels.

We further demonstrated that using a dynamic approach and collectively predicting

the distributions as a whole significantly improved system performance on unseen

speakers, compared to a static approach that optimized for different regions on the

distribution space separately. Finally, we showed that the combination of acoustic

and visual modalities results in better performance compared to using each individual

modality.

The final part of this dissertation takes both data and label variability into ac-

count. We proposed a family of similarity preservation loss for deep metric learning

with soft labels, i.e., labels with continuous values along one or multiple dimensions.

The minimizer of the proposed loss functions preserves the real-valued pairwise label

similarities. We further presented a pair sampling method for implementing the loss

functions in neural networks. We demonstrated the efficacy of the proposed meth-

ods on cross-corpus speech emotion recognition, using soft labels that embodied the

uncertainty in emotion perception. We showed that our methods result in systems
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that generalize better across corpus and more robust to over-training. The proposed

methods were for preserving emotional similarity and reducing the influence of non-

emotional variability.

9.2 Future Directions

The work presented in this dissertation aims to improve the generalizability of

speech emotion recognition. The ultimate goal behind this is to develop systems

that can work well in real-world applications. Future work will explore the following

directions, moving towards emotion recognition “in the wild”.

9.2.1 Online Speech Emotion Detection

The unifying factor of our work up to this point has been the focus on the offline

setting. The data are cleaned and segmented to include a single speaker per utter-

ance, and the systems can make predictions based on a (semi-)complete speaker turn,

sentence, or affective burst. However, many applications of speech emotion recogni-

tion, such as augmented driving, augmented homes and call centers, may require the

systems to predict users’ emotional states in real-time. These applications call for

the development of online speech emotion recognition systems.

A challenge that arises with such online systems is the need to integrate emotion

detection with other speech signal processing tasks, such as speech detection, speaker

verification, and speech recognition. For example, emotion recognition systems de-

pend on segments with sufficient speech signals; the system may need to link emotion

to the person producing it; the understanding of speech and emotion co-occur in most

cases. Besides, previous work [4, 72] has demonstrated that incorporating the lexical

modality greatly improves the accuracy of speech emotion recognition, especially for

valence.

However, the time-dependency between these tasks, specifically, between auto-
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matic speech recognition (ASR) and emotion detection, may result in significant delay

in emotion predictions. Our work in Chapter 5 provide a potential direction to lessen

the time-dependency. We modeled speech content as phoneme sequences instead of

word sequences (a lexical representation). This may lead to a reduced requirement for

ASR systems: a language model may not be necessary if the phonetic information can

be extracted with a sufficient degree of accuracy. As a result, the decoding process

of ASR using the language model can be parallelized with emotion recognition. Fu-

ture work will explore the feasibility of performing emotion recognition by combining

audio and phoneme predictions output by the acoustic model of ASR systems.

9.2.2 Personalized Speech Emotion Recognition Systems

Our work has focused on creating speech emotion recognition systems that are

generalizable, i.e., systems that capture the emotion-related signals that are common

across individuals. Future work will explore ways to personalize these systems given

a small amount of emotion data from an individual.

Many potential applications of speech emotion recognition involve close interac-

tions between the system and a single individual or a small number of people, given

a user terminal (e.g., a car for augmented driving, an Amazon Echo or Google Home

device for augmented home). This requires attention to the personalization of speech

emotion recognition systems, in order to better suit the need of each user. A challenge

of personalized systems is the lack of emotion data from end users: (1) the spontane-

ity of emotion expression makes it hard to collect sufficient amount of emotion data

to train a system from scratch; (2) it may not be reasonable for the systems to re-

quire ground truth labels from the users when an emotional expression is captured.

Therefore, it may be more feasible to adapt an existing model that already work well

with a small amount of data, data with uncertain labels that come from implicit user

feedback.
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In Chapter 8, we introduced a family of loss functions for preserving real-valued

pairwise similarity. We demonstrated that this method could learn an embedding

space with emotional meanings. In the future, we are interested in exploring whether

our proposed methods can also be effectively applied to personalization using transfer

learning, with a small set of uncertain labeled data from each user.

9.3 Work Published

The work presented in this dissertation was published in or included in the sub-

mission of the following papers or book chapters:

• Part of Chapter 1, in: Biqiao Zhang and Emily Mower Provost. “Automatic

recognition of self-reported and perceived emotions”. In: Multimodal Behavior

Analysis in the Wild: Advances and Challenges. Ed. by Xavier Alameda-Pineda,

Elisa Ricci, and Nicu Sebe. To appear. Elsevier, 2018

• Part of Chapter 1 - 3, and Chapter 4, in: Biqiao Zhang, Emily Mower Provost,

and Georg Essl. “Cross-corpus acoustic emotion recognition with multi-task

learning: Seeking common ground while preserving differences”. In: IEEE

Transactions on Affective Computing (2017). Early Access. doi: 10.1109/

TAFFC.2017.2684799 ©2017 IEEE. Reprinted, with permission.

• Part of Chapter 1 - 3, and Chapter 5, in Biqiao Zhang, Soheil Khorram,

and Emily Mower Provost. “Exploiting Acoustic and Lexical Properties of

Phonemes to Recognize Valence from Speech”. In: IEEE International Confer-

ence on Acoustics, Speech and Signal Processing. In submission. 2019

• Part of Chapter 1 - 3, and Chapter 6, in: Biqiao Zhang, Georg Essl, and Emily

Mower Provost. “Automatic recognition of self-reported and perceived emotion:

Does joint modeling help?” In: ACM International Conference on Multimodal
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