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1  | THE CURRENT L ANDSC APE OF BIG 
DATA ANALY TIC S

Big data is almost always a reference to large data sets and/or 
the combination of all available data points drawn from multiple 
sources in order to recognize patterns that inform a customized ex-
perience for each individual. The concept of big data analytics has 
gained much prominence in the healthcare sector over the past few 
years.1,2 This trend can be attributed to availability of more data 
sources, fast processing computing resources and increasing focus 
on quality of care and clinical outcomes. A search in the PubMed 
database using the term “big data” indicated that total of 12 643 
articles were published in peer- reviewed journals as of 10/09/2018 
(Figure 1). Of these, a vast majority (68%) was published from 2013 

onwards. The definition of big data has evolved over the years and is 
largely reflective of the changes in data sources, data type, comput-
ing speed, storage capacity, data complexity and dimensionality.2 
According to the National Institute of Health (NIH), data science 
is an “interdisciplinary field of enquiry in which quantitative and ana-
lytical approaches, processes, and systems are developed and used to 
extract knowledge and insights from increasingly large and/or complex 
sets of data.”3 The terms big science, big data and big data analytics 
have been used interchangeably. It has come to be accepted that 
big data should comprise six fundamental qualities: volume, verac-
ity, variety, variability, velocity and value.4,5 The advent of multi-
ple data sources in the healthcare field such as electronic health 
records, omics data, imaging, biometrics, environmental data and 
patient collected information has armed us with an empirical data- 
driven framework to make clinical decisions.6 Yet, not all healthcare 
facilities and providers are equipped with the necessary resources 
in terms of trained personnel, core computing or the fundamental 
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Structured Abstract
The objective of this report was to provide an overview of the current landscape of 
big data analytics in the healthcare sector, introduce various approaches of machine 
learning and discuss potential implications in the field of orthodontics. With the in-
creasing availability of data from various sources, the traditional analytical methods 
may not be conducive anymore for examining clinical outcomes. Machine- learning 
approaches, which are algorithms trained to identify patterns in large data sets, are 
ideally suited to facilitate data- driven decision making. The field of orthodontics is 
particularly ripe for embracing the big data analytics platform to improve decision 
making in clinical practice. The availability of omics data, state- of- the- art imaging and 
potential for establishing large clinical data repositories have favourably positioned 
the specialty of orthodontics to deliver personalized and precision orthodontic care. 
Specifically, we discuss about next- generation sequencing, radiomics in the context 
of CBCT imaging, and how centralized data repositories can enable real- time data 
pooling from multiple sources.
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knowledge to leverage the advantages of the big data platform. 
Specialties such as oncology, cardiology, surgery and radiology 
have been at the forefront of adapting to the big data environment 
and have made massive strides in using some of the big data ana-
lytical methods and data sources to deliver personalized and pre-
cision care.2,4-9 Using different data sources and new age big data 
analytic tools, these specialties have challenged the long- held tra-
ditional monolithic view of disease.4-12 Big data analytic tools have 
been successful in identifying personalized disease concepts and 
subtypes and delivering targeted aetiology- based therapies.10-12 
This is reflected in the large number of peer- reviewed publications 
stemming from these fields documenting the individualized nature 
of care delivered.4-12

2  | OVERVIE W OF BIG DATA ANALY TIC 
TOOL S

Traditionally, clinical research has been centred on a model where 
there is a clearly defined hypothesis, primary outcomes, set of pre-
dictor variables selected on biological plausibility and experimental 
settings that are well controlled. The statistical methods that are 
used to test the study hypotheses, for example logistic regression 
for binomial outcomes and linear regression for continuous out-
comes, work best under strict assumptions including lack of multi-
collinearity between variables, absence of endogeneity and model 
fitness.9,10,13-15 However, these assumptions do not hold when ap-
plied to real- world data. Patient- related variables tend to be related 
to each other to varying degrees, and it is almost impossible to lack 
endogeneity. Furthermore, with increasing availability of data from 
a multitude of sources and need for accounting for several layers of 
interactions between variables, the traditional methods may not be 
the best set of analytical tools to examine clinical outcomes in the 
big data environment.

In recent years, one of the big data analytic tools that has gained 
popularity in the applied health sciences is machine- learning al-
gorithms.16 When the PubMed search engine was queried using 
the term “machine learning,” 24 132 articles were published as of 
10/09/2018 (Figure 2). The number of articles on machine learning 
increased substantially since 2010. The machine- learning approach, 
in contrast to traditional statistical approaches, is not based on a 

study hypothesis nor is it dependent upon strict data parameters 
and data assumptions.10,11,14,16-18 Instead, the machine- learning ap-
proach examines patterns in data and can simultaneously account 
for multiple variables and interactions between variables and as-
sumes that endogeneity is ubiquitous.10,11,14,16-18 Consequently, 
machine learning is the analytical approach of choice when we are 
inundated with big data drawn from multiple sources and in a wide 
range of formats. Machine learning has become increasingly utilized 
in health care in recent years and has been successful in identify-
ing disease subtypes as well as providing insights into rare diseases 
and associated outcomes, predictive modelling, identification of 
never events and targeted therapies.10,11,14,16-18 Broadly, machine 
learning can be either supervised or unsupervised. In a supervised 
machine- learning approach, the algorithms are developed using a 
training data set and then are used to predict outcomes in a novel or 
real- world data set.10,11,14,16-18 Depending on the nature of the data 
and outcomes to be examined (eg mix of number of subjects versus 
number of features, linear or non- linear outcomes and dimensional-
ity), various supervised machine- learning approaches are in vogue. 
The common methods include regularized regression, decision trees 
and support vectors. In an unsupervised machine- learning approach, 
the algorithms are programmed to identify patterns within a data 
set. Depending on hierarchical representation of data, clustering and 
dimensionality of data, frequently used approaches include neural 
networks, deep learning, tensor factorization and topological data 
analysis.10,11,14,16-18

3  | IMPLIC ATIONS FOR ORTHODONTIC S

The last few decades have witnessed tremendous changes in our 
specialty. An increase in the number of patients with complex multi-
disciplinary problems seeking orthodontic care, the advent of tem-
porary anchorage devices, a transition to a complete digital realm, 
newer imaging modalities and the availability of omics data have lent 
an entirely new dimension to the delivery of orthodontic care. We 
can no longer work in silos. A team- based approach to care tran-
scending specialties that makes use of every data source is the new 
mantra. Some of the big data tools are likely to have a profound 
influence in the way we diagnose patients and plan our treatment 

F IGURE  1 Number of articles on “Big Data” indexed in PubMed F IGURE  2 Number of articles on “Machine Learning” indexed in 
PubMed
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approaches and mechanics. Below are a few examples of how big 
data can be leveraged to aid in decision making in orthodontics.

3.1 | Omics and orthodontics

We are living in an exciting time of major technological advance-
ments in genetics. The next-generation sequencing (NGS) technol-
ogy has rapidly evolved since the time of human genome project 
in 2003 with a declining cost of ~US$10 million in 2007 to $1500 
in 2015.19 NGS commonly refers to a technology of massively par-
allel sequencing of small fragments of DNA or RNA in a relatively 
short time.20 The whole- exome (WES) sequencing, whole- genome 
sequencing (WGS), epigenome and transcriptome are subset of 
NGS. The major steps involved in NGS process are the following: (a) 
DNA/RNA isolation from a cell or tissue type; (b) DNA/RNA library 
preparation; (c) sequencing of DNA/RNA library; and (d) variant or 
transcriptomic or epigenomic analyses using sophisticated computa-
tional tools.20 Before the advent of NGS, gene discovery approaches 
were rather a tedious and time- consuming process requiring large 
family pedigree to conduct linkage studies. This has changed dra-
matically with the reduced cost and improved NGS technology. In 
recent times, genes associated with several rare genetic disorders 
were discovered using NGS in a small cohort of paediatric population 
in a short amount of time.21

The NGS technology is largely underutilized in orthodontics. 
Traditionally, the orthodontists are interested in understanding the 
development and growth of the craniofacial complex with the hope 
to intervene and alter the abnormal growth patterns. Orthodontic 
researchers have always sought methods to predict growth in Class 
II or Class III patients. For such prediction, the orthodontists have 
relied upon phenotype- driven diagnostic methods such as cephalo-
metric analyses (Steiner, Tweed, Ricketts, etc.). A few recent studies 
have identified the loci or genes for malocclusions.22,23 While the 
role of genetics and epigenetics in the development of craniofacial 
complex is not disputed, currently there is nothing in the orthodon-
tist toolkit to employ genotype- driven diagnosis. To incorporate 
patient's genotype in the diagnostic process, genetic markers associ-
ated with the development of craniofacial complex need to be iden-
tified. Past studies that investigated for such markers had utilized 
either a candidate gene or gene panel approaches. What is rather 
needed is large- scale genomewide association studies (GWAS) using 
NGS. Associating such genetic markers through GWAS will help us 
provide genotype- driven diagnosis and render customized ortho-
dontic care. Such information could be leveraged to aid in decision 
making in orthodontics.

Not all variations in the population could be explained by ge-
netics alone. Epigenetics play an important and long- lasting role in 
early development, metabolism and health of an individual.24 The 
epigenetic changes commonly refer to cytosine methylation of DNA 
or post- translational modification of histone proteins. These epigen-
etic changes allow chromatin modifications to regulate gene expres-
sion.24 Such epigenetic changes have tremendous implication for 
understanding disease or population variation. These changes are 

largely influenced by external environmental factors such as diet, 
pollutants, temperature changes and stress.24,25 In the orthodontic 
literature, large emphasis has always been placed on the role of en-
vironment in the development of skeletal and dental malocclusions. 
With the recent technological advancements in NGS, the genome-
wide epigenetic marks could be easily identified in different cell and 
tissue types of the craniofacial complex.25 Future studies, using NGS, 
must focus on the identifying the role epigenetic changes in the nor-
mal and abnormal craniofacial development. Such information, in 
addition to conventional clinical and radiographic assessment, will 
greatly help clinician in rendering customized orthodontic care.

In addition to genetic and epigenetic changes, RNA modifica-
tions also contribute to regulating and fine- tuning gene expression. 
With the advent of RNA- seq, the investigation of transcriptomes 
and RNA modifications in health and disease are now feasible.26 
Furthermore, mass spectrometry- based proteomics has tremen-
dously advanced to perform quantitative analyses of proteomes; 
identify post- translational modifications; and study protein- protein 
interactions.27 These technologies have a very important role in 
orthodontics to enhance our care for our patients. For example, 
biological markers for orthodontic tooth movement (OTM) have 
been an area of great interest. Current studies on OTM are largely 
based on candidate gene approach comparing different groups of 
subjects treated with varying orthodontic force levels. The limited 
information derived from such studies has limited clinical applica-
tion. If the studies on OTM were conducted using high- throughput 
transcriptome or proteomic analyses, then we will be able to identify 
different global players in the signalling pathway of OTM and iden-
tify the governing gene regulatory networks. These gene regulatory 
networks in OTM will pave way for targeted therapy.

Population genetics research has traditionally used convenient 
probabilistic model or its approximation with an assumption that 
the model describes the data sufficiently. These traditional models 
were validated using goodness- of- fit tests or examination of re-
siduals. Interestingly, the amount of sequence data has increased 
10- fold every year since 2002, contradicting the Moore's law that 
states computing power and storage capacity will double every 
18 months.28 With the explosion of genomic data, the population ge-
netic research is moving from “data modelling culture” to “algorithmic 
modelling culture” using machine- learning tools to identify relevant 
and meaningful information from the large data set.29 Furthermore, 
high- throughput methods such as GWAS, transcriptome, proteome 
and epigenome provide large volumes of data in a unidimensional 
view.30 Integrating these data will provide multidimensional view 
and help us understand the aetiopathogenesis of human disease.30 
To analyse and integrate large volumes of such data require ad-
vanced and novel computational tools such as parallel computing 
and machine- learning techniques. Such techniques will allow us to 
identify patterns from structured and unstructured data.28 For ex-
ample, machine- learning tools such as SPARCLE (sparse recovery 
of linear combinations of expression) and PEER have made great 
strides in identifying regulatory genes and associated pathways.28 
This information has a potential for greater impact on translational 
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biomedicine. Furthermore, novel machine- learning approaches are 
already available to study epigenetics and metabolic pathways.31,32 
The advancements in NGS and the power of machine learning are 
underutilized in orthodontics. Future studies employing these tech-
nologies will create a paradigm shift in orthodontic diagnosis. The 
availability of omics data will lend an entirely new dimension to the 
delivery of orthodontic care. Some of the big data tools are likely to 
have a profound influence in the way we diagnose patients and plan 
our treatment approaches and mechanics.

3.2 | Imaging and orthodontics

Imaging in orthodontics is an essential and integral part of as-
sessment and treatment planning. Initial diagnosis and treatment 
follow- up have been traditionally evaluated predominantly on 
panoramic and cephalometric radiographs with supplemental use 
of intraoral radiographs as needed. However, this trend has wit-
nessed a change since 1999 when cone- beam computed tomog-
raphy (CBCT) was introduced in dentistry. While the use of CBCT 
in routine orthodontics has increased in the past decade, there is 
limited and mostly anecdotal evidence showing the importance 
of CBCT in routine orthodontic treatment.33 The CBCTs have 
been useful especially for patients with complex conditions in 
the oral and maxillofacial regions. CBCT enables a better under-
standing of the patient's anatomy, and data from these images 
can be integrated with photographs and 3D surface models to 
enable dynamic patient- specific anatomical reconstructions and 
the possibility of 3D treatment planning.33 With the vast array of 
structures that are visualized on these images, there is the pos-
sibility to develop various tools using algorithms to convert the 
raw data from these images into large data sets and to potentially 
use artificial intelligence to detect the presence of anatomical 
variations and/or diseases.34 There are a large number of emerg-
ing studies that are focused on mining the anatomical structure 
data based on predefined imaging features such as signal- to- 
noise ratio, windowing and levelling to enable the use of artificial 
intelligence to help detect subtle variations in anatomy and any 
incipient lesions which might not have been picked by humans. 
The technology is currently not fully mature to use in the crani-
ofacial region and has limited applicability often focusing on a 
few conditions. With the complexity of structures in the crani-
ofacial region and high prevalence of incidental findings on CBCT 
images, there is a need to have the images evaluated by an indi-
vidual with advanced training in radiologic interpretation of the 
oral and maxillofacial complex to detect the presence of abnor-
mal conditions and/or anatomical variations and artificial intel-
ligence can be an excellent tool in facilitating this.35

3.3 | Centralized data repositories

The long- standing bane of orthodontics research has been the 
fact that a vast majority of clinical studies draw their samples 
from a single clinic (usually with a single provider), from a few 

clinics (with a few providers) or from university- based settings 
(both residents and attendings serve as primary providers in var-
ying capacity). Consequently, the results and conclusions cannot 
be generalized, are not externally valid and may be a reflection 
of clustering of outcomes within clinic settings and/or providers. 
In terms of pooling high volumes of patient data to inform clini-
cal decision making, dentistry is far behind structurally when 
compared to medical specialties. Moreover, dental medicine and 
orthodontics have little recorded large- scale outcomes data to 
fuel a knowledge base. Most of the big data studies in dental 
medicine and orthodontics have used hospital outcomes data 
because dental practices have been poor at recording outcomes 
and pooling patient data. There is a need for real- time, collabo-
rative data pooling for the purpose of quality improvement in 
orthodontics. As most of the practices and university/hospital- 
based clinical settings have transitioned to using electronic 
health record systems, creating centralized data repositories is 
imminent. While at first glance, this may appear to be an unviable 
option considering there is no consensus within our community 
on how we keep records, we need not look any further than the 
existing nationwide hospital databases. Every hospital across the 
entire United States has electronic health records, and there is 
large variation in how they record data. However, there are uni-
form data elements pertaining to patient demographics, diagno-
ses, treatments rendered and outcomes realized. These uniform 
data elements have been successfully combined across all hos-
pitals to create large data sets such as the Nationwide Inpatient 
Sample, the Nationwide Emergency Department Sample and 
the State Ambulatory data sets.36 The Agency for Healthcare 
Research and Quality has partnered with different states and 
commercial vendors to create these data sets and make them 
available to the research community. This has created a tremen-
dous wealth of knowledge and aided in clinical decision making 
and health policy reforms. In the orthodontics field, a few resi-
dency programmes or practices can partner to create problem/
disease specific data sets to examine orthodontic- related out-
comes. In fact, such efforts are already underway. An example 
is the Anterior Open Bite Study of the National Dental Practice 
Based Research Network (Dental PBRN). This is a nationwide 
study funded by the NIH/NIDCR through the Dental PBRN. This 
study has been successful in collecting data from 347 anterior 
open- bite patients drawn from 91 different practitioners in both 
private practices and university- based residency programmes.37 
Yet another example of a smaller scale regional study which has 
been successful in integrating records from 3 different private 
practices and two university- based programmes is the pilot 
phase of the Class II outcomes study funded by the American 
Association of Orthodontists Foundation. Both of these stud-
ies looked at a specific patient population (anterior open bites 
and severe Class II Division I malocclusions) and associated 
outcomes. With the current availability of interinstitutional op-
erable information technology platforms, the speed of comput-
ing processing, and network security measures, more disease/
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condition- specific data repositories can be established to exam-
ine clinical orthodontic outcomes.

4  | CONCLUSIONS

This article provides an overview of the current landscape of big 
data analytics in the healthcare sector and the common analytical 
tools employed to analyse large data sets. There are several avenues 
for the field of orthodontics to make use of big data analytics to 
improve clinical outcomes.
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