
Strong Shock Waves in Highly Porous Materials

by

Patrick X. Belancourt

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
(Atmospheric, Oceanic and Space Sciences)

in The University of Michigan
2019

Doctoral Committee:

Professor R Paul Drake, Co-Chair
Dr. Paul A. Keiter, Los Alamos National Laboratory, Co-Chair
Associate Research Professor Carolyn C. Kuranz
Associate Professor Ryan D. McBride
Professor James A. Slavin



Patrick X. Belancourt

pxb@umich.edu

ORCID iD: 0000-0001-5807-1424

c© Patrick X. Belancourt 2019



ACKNOWLEDGEMENTS

There are many people who have greatly supported me during my PhD work.

First I would like to thank my advisors Paul Drake and Paul Keiter. Their support,

feedback, and encouragement contributed to an enjoyable graduate school experience.

I would also like to thank Carolyn Kuranz for not only initially introducing me to

the group, but also for being a great mentor. Additionally, I would like to thank

Wolfgang Theobald for teaching me how to do experiments on OMEGA EP. I would

also like to thank Jim Slavin for gently introducing me to space science, and to Ryan

McBride for being very accommodating on short notice.

I have made many wonderful friends during my graduate school studies. A special

thanks to my grad school roommates, Sam Kishinevsky and Aaron Stein, as well as

Zach Abbott, Ian Beil, Josh Davis, Laura Elgin, Jeff Fein, Greg Ledva, Heath LeFevre,

Mike Macdonald, Alex Rasmus, and Hayley Warsinske. Thanks to the other graduate

students in the group for the wonderful discussions, and thanks to Sallee Klein for

the numerous hours spent driving to and from Rochester, NY, and for listening to

podcasts with me.

I would especially like to thank my family, particularly my mom Linda, for all of

their love and support through my numerous years of schooling. I am very grateful for
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ABSTRACT

Strong shock waves traversing through porous materials occur in a broad range

of applications. Foamed plastics are a popular material in many high-energy-density

physics (HEDP) experiment due to the low, tunable density, and being easily machin-

able. Shocked foams are also of interest in equation of state (EOS) studies due to the

ability to change the initial density to obtain different shocked states. Finally, the

effect of porosity on asteroid collisions is needed to understand the cratering mecha-

nism. This dissertation presents experimental and theoretical work related to strong

shock waves in highly porous materials.

A platform to study shocked foams on the OMEGA EP laser system was developed

in the first of a series of shot days. The imaging x-ray Thomson spectrometer (IXTS)

was the main diagnostic and the measurement provided information on the com-

pression, shock front location, temperature, and ionization, making it a potentially

powerful diagnostic for equation of state measurements. The first shot day demon-

strated the ability to perform the x-ray Thomson scattering technique on OMEGA

EP. A second shot day improved the target design and obtained good quality data

with a 150 mg/cc carbon foam. The experimental data was compared to Rankine-

Hugoniot calculations of commonly used carbon EOS tables. The findings from this

experiment suggest that the carbon EOS table over predicts the compression of the

shocked carbon foam.

The theoretical aspect of this dissertation describes the pore closure in highly

porous materials due to a strong shock wave. Many previous models of pore collapse

x



due to shock waves are in the low-pressure regime where the pore is crushed as a

response to the shock wave. This dissertation presents a simple 1-D pore heating

model where thermal radiation from the shock can penetrate deep into the porous

material and cause heating of the pore walls. As the pore walls heat up, they start to

expand and fill in the pores. This work suggests that there may be enough time for

the pores to close prior to the arrival of the shock in conditions of interest to HEDP

experiments.

xi



CHAPTER I

Introduction

Porous materials have been researched and utilized throughout human history.

The prominence of porous materials in ancient mythologies, such as the birth of the

Greek Aphrodite from sea foam [37] and the birth of the Hindu Lakshmi from the foam

of ocean milk [78], suggests that porous materials were well known in early human

history. More tangible examples of porous materials in early human history would

have been food, such as bread [65, 96] and beer foam [67, 3, 26], and cork, which was

used for everything from flotation [21] to sealing containers [32]. Advances in optics

allowed scientists to study porous materials rigorously, coinciding with Hooke coining

the term cell from looking at cork under a microscope [42]. A drawing of the cells

Hooke observed is shown in Figure 1.1 A). Scientist would also discover that objects

in outer space could be porous, by studying meteorites [20] and the measurement

of asteroid densities by spacecraft missions [12]. Advances in manufacturing have

increased the present day popularity and porous material research, from everyday

materials such as coffee cups and cushions [31], to ultra-low density aerogels [13].

Figure 1.1 B) shows the structure of a carbon nanotube aerogel, an example of an

ultra-low density aerogel.

Percy Bridgman pioneered the study of materials at high pressures in the early

1900s. Bridgman created a device that could statically compress materials to around

1



A) B) 

Figure 1.1: Examples of porous materials A) A drawing by Hooke of cells within a
slice of cork (adapted from Hooke[42]. B) Example of a carbon nanotube
foam, adapted from Bryning[13].

0.1 Mbar [11, 47], and was awarded the Nobel Prize in Physics in 1946 for this work. In

the late 1950s the diamond anvil cell (DAC) [98, 46] was invented, allowing materials

to be statically compressed to around one megabar. The DAC is still routinely used for

statically compressed measurements and for precompression in dynamic experiments

[48].

Shockwaves are used to dynamically compress materials to achieve pressures greater

than 1 Mbar. While shockwave research was being conducted with gas in the 1800s,

shock compression of solids intensified during and after the Second World War [54].

Chemical explosives were first used to reach pressures of a few hundred kilobars

[4, 79, 63]. After the war, nuclear weapons were occasionally used to drive shocks

with pressures of tens to hundreds of megabars [74, 75, 89, 90]. In recent years, large

laser facilities such as the National Ignition Facility [39], Laser Megajoule facility [2],

OMEGA laser facility [10] and others have been used to drive shocks ranging from

one megabar to designs exceeding one gigabar [69, 85].

The convergence of shockwave research and aerogel breakthroughs have lead to

porous materials being used in shock experiments. Foamed plastics in particular

are routinely used in laser-driven shockwave research, discussed further in the next

2



subsection. Unfortunately, these experiments are often difficult to simulate with

hydrodynamic models. It is often acknowledged that material properties, such as

equation of state, are poorly known for shocked porous materials and the heteroge-

neous nature can be difficult to model. This dissertation presents theoretical and

experimental work related to shocks traveling through highly porous materials. The

theoretical work presents a simple 1-D model that shows void closure is possible due

to heating of the upstream pore walls from thermal radiation of the shocked material.

The experimental work compares the inferred density and temperature of shocked

carbon foams to tabular equation of state tables commonly used in simulations.

1.1 Porous Materials in Extreme Conditions

Strongly shocked porous materials can have extreme material properties compared

to thermodynamic conditions that are experienced normally on Earth. Shocked foams

in particular can be compressed to near solid densities, with temperatures of tens to

hundreds of eV. This regime is within the domain of high-energy-density physics

(HEDP), which corresponds to pressures over 1 Mbar.

In this subsection I present a broad, but not exhaustive, summary of research

topics involving shocked porous materials. The first part highlights research in laser-

shocked foams, including hydrodynamic instability studies and equation of state mea-

surements. The next part involves the proposed uses of foams in the inertial confine-

ment fusion program. The third part introduces stockpile stewardship and the roles

foam may have in nuclear weapons. The last part discusses the impact of porosity on

asteroid collisions.

1.1.1 High-Energy-Density Physics

Foams are popular in HEDP experiments because they have a tunable density

up to a couple orders of magnitude bellow solid density, and are easily machinable.

3



These attributes have contributed to foam being used in hydrodynamic instability

experiments where a density mismatch and a well-defined initial perturbation between

two fluids are often desired. For example, many experiments have used carbon foams

to produce the Kelvin-Helmholtz instability in HEDP conditions [38, 95, 24]. Carbon

[55, 86] and silica [77] foams have also been used in Rayleigh-Taylor instability work.

Foams with tunable densities offer the potential to measure different thermody-

namic states that could not be achieved with a non-porous material and a single shock

wave. EOS tables, which are often used in hydrodynamic simulations, use theoretical

models that are tuned with experimental data and simulations. These EOS tables

are typically not constructed with experimental data from shocked foam experiments

due to a lack shocked foam data. Experiments are needed to determine the reliability

and tune the models used in these tables in this regime.

Early foam EOS experiments used an aluminum EOS standard and the impedance

mismatch technique to measure the shock velocity and particle velocity for optically

transparent plastic foam [52]. Further work with optically transparent foams used

the VISAR technique [17] to measure the shock velocity, particle velocity and density

in a plastic [53] and silica [27] foam. More recently x-ray diagnostics have been used

to probe foams that are opaque to optical light. This has included x-ray radiography

to measure the shock position and density in carbon [1] and plastic [57] foams. X-ray

Thomson scattering has also been used to measure temperature, density and ioniza-

tion in carbon foams [28]. Finally, X-ray fluorescence has been used with titanium

doped silica foam to infer the shocked density and temperature [59].

1.1.2 Inertial Confinement Fusion

An applied and actively researched area of HEDP is inertial confinement fusion

(ICF), which is a subfield of fusion research. The broad goal of all fusion research

is to demonstrate the feasibility of attaining net energy from fusion. The predomi-

4



nant method is to heat a Deuterium-Tritium (D-T) plasma to a few to tens of keV

temperatures to fuse the deuterium and tritium. The fusion reaction,

D + T −→ 4
2He(3.5MeV) + n(14.1MeV) (1.1)

releases kinetic energy in the form of a neutron designated as n above, and a 4
2He

particle, which is often referred to as an α-particle. The kinetic energy of each particle

is included in parenthesis above. The kinetic energy from the α-particle is envisioned

to generate the heat that will drive power plants.

Broadly, there are two main approaches in fusion power research, magnetic con-

finement fusion and inertial confinement fusion (ICF), which differ on the approach

of how to contain extremely hot plasma. In magnetically confined fusion,the low den-

sity and high temperature plasma is contained by strong magnetic fields. ICF on the

other hand involves compressing the plasma to a thousand times solid density and

then igniting it.

The main approach to laser driven ICF is termed hotspot ignition, which requires

only a small volume to be hot enough for fusion. The energy released in the form

of the α-particle heats up the neighboring volumes to drive further fusion reactions

throughout the fuel. There are two main approaches to laser driven ICF [8], direct

[15, 76] and indirect drive [64, 51], however the physics of the implosion is similar. A

fuel target is irradiated with a drive energy, causing the implosion. In direct drive,

this drive energy is from a number of lasers focused uniformly onto the ablator. In

indirect drive, the lasers irradiate a hohlraum, which is typically gold. The hohlruam

heats up and emits x-rays, which is used to drive the implosion.

A typical fuel target has two primary layers. The outer layer is an ablator and the

inner layer is composed of frozen D-T fuel. The rest of the volume in the middle is D-

T gas. The drive energy causes the outer layer to ablate, creating a spherical rocket

5



imploding inwards. The frozen D-T layer is compressed and the D-T gas reaches

keV temperatures. The inertia from the compressed D-T layer keeps the hotspot

contained long enough for the hotspot to fuse. In the ideal case, the α-particle from

the fusion reaction deposits its energy into the cold, compressed layer, causing heating

and conditions for fusion. This in turn will create more energetic α-particles, which

will be deposited in a section further into the fuel. In summary, the hotspot contains

the initial fusion reaction, and then the alpha particles create a bootstrapped fusion

wave in the compressed fuel.

Foams have been proposed in the design of ICF targets for both direct and indirect

drive ICF. In direct drive, foams have mainly been considered as an ablator to reduce

the affects of laser imprinting [68, 97, 45]. Laser imprinting refers to the variance

in the spatial and temporal laser drive seeding instabilities such as Rayleigh-Taylor

instability. A low density foam ablator would lower the Rayleigh-Taylor growth rate

by increasing the ablation velocity, mitigating the instability.

In indirect drive, foams have been proposed to line hohlrums and as a layer in

the fuel target. The hohlrum is heated with lasers to produce x-rays to drive the

compression of the fuel target. This heating causes expansion, which interferes with

the lasers, leading to asymmetrical implosions. Lining the hohlrum with foam is

envisioned to slow the expansion, leading to more uniform compression of the fuel

target [9]. The second aspect is using a wetted foam instead of a frozen D-T layer [70,

102]. The foam would serve as a matrix to hold liquid D-T. The initial temperature

of the fuel target can be varied to change the vapor pressure of the D-T gas in the

middle of the target.

1.1.3 Stockpile Stewardship

Underground nuclear weapon testing was used to test variations and components

of nuclear weapon design. In 1992, President George H.W. Bush ended underground
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testing, leading to science based stockpile stewardship (SBSS) [22, 71]. The goal of

SBSS is to maintain the nuclear deterrent by ensuring the integrity of current nu-

clear weapons and by maintaining expertise in weapon physics. Large experimental

facilities, such as the National Ignition Facility, have been built to study the physics

pertaining to nuclear weapons in an isolated or integrated manner. Large supercom-

puters have been commissioned in parallel with the experimental facilities. Exper-

imental data can be used to refine material properties in radiation hydrodynamics

codes, such as the equation of state and opacity, or to benchmark the accuracy of

radiation hydrodynamics codes in reproducing the integrated experiments.

Assessing the role that foams play in SBSS in difficult due to the classified nature

of the program. A Lawrence Livermore National Laboratory whitepaper [71] mentions

foams in a few places, mainly for use in radiation hydrodynamic experiments. An

additional potential case is the material codenamed Fogbank, which is used in W76

nuclear warheads from the 1980s [72]. Fogbank is rumored to be an aerogel foam

that separates the two stages of a fusion nuclear weapon. When the W76 warhead

was refurbished starting in 2007, it was discovered that the United States lost the

ability to manufacture Fogbank due to closing of the manufacturing facility and the

retirement of the workers [92]. A substitute material was considered, but the impact

of changing the materials could not be determined with simulations. In total, around

$100 million was spent to reproduce Fogbank [91].

1.1.4 Asteroid Collisions

Asteroids can be porous materials due to having micropores and macropores. Mi-

cropores are the typical voids in a porous material. Macropores arise when asteroids

are composed of many rocks that are gravitationally held together, which is termed a

ruble pile [94]. The affects of porosity on asteroid impacts have recently been studied

due to cratering mechanisms and the related deflection of asteroids.
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In 1997, the Near Earth Asteroid Rendezvous (NEAR) spacecraft flew to the

asteroid Mathilde [93]. The NEAR spacecraft observed craters that were unusually

shaped and isolated from one another. A laboratory experiment [44, 43] found that

the cratering mechanism is different for porous materials. Typical cratering is due to

the ejection of material from an impact. For porous materials, the cratering occurs

from the compaction of the voids. This compaction absorbs energy and attenuates

the shock from disturbing nearby craters.

Relatedly, there is ongoing research determine the feasibility of deflecting an as-

teroid that is headed for Earth. The two main methods proposed for deflecting an

asteroid are with nuclear weapons [87] or kinetic impactors [88]. The porosity affects

the deflection in two somewhat opposing ways. First, as described in the paragraph

above, energy from the impact goes into crushing the pores, leaving a reduced en-

ergy for deflection. Second, for asteroids of similar sizes, high porosity asteroids have

less mass than low porosity asteroids. Lower overall mass leads to less energy that is

needed to change the momentum of an incoming asteroid. Studying the consequences

of these two effects are important because only the size of a potential asteroid may

be known.

1.2 Description of Porous Materials

Porous materials are materials with pores that can be filled with another sub-

stance, such as a gas, a liquid, or vacuum. The terminology this thesis will use is that

voids refer to the special case of empty pores. The result of the pores is a material

with an average density that is less than the solid density of the same material. A

common classification for porous materials is the porosity φ, which is the ratio of the

volume of the voids VV to the total volume of the porous material VT , given as

φ =
VV
VT
. (1.2)
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Related parameters that are often used in porous material theory are the relative

density RD, and the distention parameter α. The relative density is defined as the

ratio of the average density of porous material ρpm to the density of the solid material

without pores, ρs given by RD = ρpm/ρs. The distention parameter is the reciprocal

of the relative density, α = 1/RD = ρs/ρpm. The distention parameter will be used

briefly in Chapter 2 to describe pore crushing models. The relative density has been

classically used to describe the mechanical properties of porous materials, and is

included here for context. With minor algebra, the porosity can be related to the

distention parameter and the relative density as given below.

φ =
VV
VT

= 1− ρpm
ρs

= 1− 1

α
= 1−RD. (1.3)

Porous materials are interesting and challenging due to the variety of scale lengths

present. On the macroscopic scale, the average density and the porosity characterize

the porous material. The properties of the pore walls are important on the microscopic

scale, where the pore wall widths can be as small as tens of nanometers. The mesoscale

encompasses features in between microscale and macroscale, such as potentially the

size of the pores.

Porous materials can be classified as a closed-cell or open-cell. Closed-cell pores are

pores that are totally surrounded by solid density material and isolated from other

pores. Historically, closed-cell porous materials have been used for insulation and

flotation. Open-cell porous materials have interconnected pores. Open-cell porous

materials are common in geology, cushions and ultra-low density foams.

Gibson and Ashby have defined cellular solids to be porous materials that have

porosities greater than about 0.7 [33]. This limit corresponds to the material being

composed of mostly pores, as opposed to isolated cases such as defects. In this thesis,

I will use this definition as the rough boundary for high porosity foams. The high

porosity foams used in this work are open-celled and are used in a vacuum chamber.
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Taking this scenario into account, the pores are considered empty, and the term voids

is used interchangeably with pores.

1.3 Individual Contributions

This section acknowledges support by collaborators that helped make this disser-

tation work possible.

• Chapters 1 and 2: These chapters contain the accumulated knowledge of his-

torical work and foundational science that pertains to shocked porous materials,

and have been cited appropriately.

• Chapter 3: The initial experimental design was developed by Wolfgang Theobald

at LLE and tweaked by myself. The targets were assembled at LLE, and Sallee

Klein assisted with diagnostic support. All of the data analysis was done by

myself, and was supervised by Paul Keiter and Wolfgang Theobald. Gianlucca

Gregori wrote the code used to generate theoretical x-ray Thomson scattering

spectra.

• Chapter 4 The experimental target was based of the targets used in Chapter

4 (developed by Wolfgang Theobald), and was redesigned by myself. The tar-

gets were assembled at LLE, and Sallee Klein assisted with diagnostic support.

Suxing Hu from LLE gave insight into EOS tables and theory. All of the data

analysis was done by myself, and was supervised by Paul Keiter and Wolfgang

Theobald. Gianlucca Gregori wrote the code used to generate theoretical x-ray

Thomson scattering spectra.

• Chapter 5: This chapter contains theoretical work was developed by myself

with the feedback and guidance from Paul Drake.
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1.4 Summary of Chapters

Chapter 2: This chapter contains background science that is fundamental to this

dissertation. The first part of this chapter derives the jump conditions starting from

the hydrodynamic conservation equations, derivation of the Hugoniot, discussion of

equation of state, and models describing shock waves traveling through porous solids.

The last section of this chapter will discuss important physics related to doing an

experiment with laser-driven shock waves, including Laser ablation, x-ray production

from a laser-heated foil, and x-ray Thomson scattering.

Chapter 3: This chapter describes the development of the imaging x-ray Thom-

son scattering technique on the OMEGA EP laser system, and was published in

Review of Scientific Instruments.[6] The experimental geometry is discussed, and the

data and analysis from the imaging x-ray Thomson spectrometer (IXTS) is presented.

Chapter 4: This chapter presents data and analysis of a shocked carbonized

resorcinol-formaldehyde foam, using the basic platform developed in Chapter 4. Changes

to the platform are noted, and thermodynamic parameters that are inferred from the

IXTS is compared to commonly used equation of state tables.

Chapter 5: This chapter presents theory for void closure in shocked, high porosity

material. The first part of the chapter introduces the 1-D heating model that was

developed to estimate heating of pore walls due to thermal radiation from the shock.

The next sections estimate pore closure and offer implications for equation of state

and modeling of these systems.

Chapter 6: This chapter summarizes the dissertation work, and offers my thoughts

on future work that could build off of this dissertation work.
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CHAPTER II

Laser-Driven Shock Wave Physics

This chapter reviews the physics relevant for this dissertation work. In the first

part of this chapter, I discuss the basic aspects of shock wave physics that are foun-

dational to both the experimental and theoretical aspects of this dissertation. The

second part of this chapter reviews the underlying physics of driving a shockwave

at the OMEGA EP laser facility, and the x-ray Thomson scattering method used to

diagnose the shocked material.

2.1 Shock Waves

A shock wave is a disturbance that travels faster than the speed of sound in a

material. Examples of such systems include bow shocks diverting the supersonic

solar wind about the planets [50], the sonic booms of fighter jets [82], and blast waves

from nuclear explosions [56]. The structure of a shock wave has three main features,

as indicated in Figure 1. The first feature is the material upstream of the shock wave,

which is in the initial, unshocked state. The second feature is the downstream region,

which has been heated and compressed by the shock wave. The third region is the

shock front, which travels faster than the speed of sound into the upstream material,

and separates the shocked and unshocked regions.

The behavior of the shock wave is analyzed with the Euler equations below, which
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Figure 2.1: Schematic of a shock wave geometry. The shock wave is propagating
through a material with initial conditions indicated with the subscript 1
and shaded orange. The shock acts to heat and compress the material,
with conditions indicated with subscript 2 and shaded in green. The shock
front travels at velocities greater than the speed of sound in the unsocked
material, and separates the shocked and unshocked regions (shaded in
white).

conserves mass, momentum and energy.

∂ρ

∂t
+∇ · ρu = 0 Conservation of Mass (2.1a)

∂

∂t
(ρu) +∇ · (ρuu) +∇p = 0 Conservation of Momentum (2.1b)

∂

∂t

(
ρu2

2
+ ρε

)
+∇ · (ρu

(
ε+

u2

2

)
+ pu) = 0 Conservation of Energy (2.1c)

Here ρ is the mass density, u is the velocity, p is the pressure and ε is the specific

internal energy. I will follow the approach outlined in many textbooks [101, 25] by

assuming that the shock front is a discontinuity and contains none of the material

fluxes. With this assumption, the material fluxes upstream and downstream of the
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discontinuity have to be equal and are given below.

ρ1u1 = ρ2u2 Mass (2.2a)

ρ1u
2
1 + p1 = ρ2u

2
2 + p2 Momentum (2.2b)

ρ1u1

(
ε1 +

u2
1

2

)
+ p1u1 = ρ2u2

(
ε2 +

u2
2

2

)
+ p2u2 Energy (2.2c)

Here subscript 1 designates material upstream of the shock front discontinuity and

subscript 2 designates the downstream material. These equations are colloquially

referred to as the Rankine-Hugoniot jump conditions. The jump conditions were

derived implicitly in the frame of reference where the shock front is stationary. In

laboratory settings, the shock front is typically traversing through a stationary up-

stream material. In this lab frame of reference, the shock front will have a velocity of

us = −u1, and the downstream velocity is up = u1 − u2.

The jump equations have eight variables between the three jump conditions, cor-

responding to density, velocity, pressure and internal energy in the shocked and un-

shocked maerial. Typically the unshocked material is well characterized and known,

resulting in four unknown variables of the shocked material with three jump condi-

tions. The result is specifying, or measuring, two of the shocked material variables

determine the rest of the shocked material variables.

The jump conditions can be rearranged algebraically to present them in a form of

Y = H(X1, X2), where X1, X2 are the two of the shocked material parameters that

are specified and Y is an unknown shock parameter of interest. These equations are

referred to as the Hugoniot.

An example of a Hugoniot that is used in this work is given below. The shock

velocity and shocked density was measured experimentally, and we were interested in

determining the shocked pressure. The shocked pressure can be found by combining

the mass and momentum jump conditions by eliminating the downstream velocity,
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which was not measured.

p2 − p1 = u2
1

(
ρ1 −

ρ2
1

ρ2

)
(2.3)

A very common Hugoniot that will be used in following sections can be found by

combining all three jump conditions through eliminating u1 and u2, resulting in

ε2 − ε1 =
1

2
(p2 + p1)

(
1

ρ1

− 1

ρ2

)
. (2.4)

The Hugoniot does not define the path a material takes in going to the shocked

state. Instead, the Hugoniot represents the collection of all possible states that can be

achieved with a single shock in a material with a known initial state. The Hugoniot

will be exploited in the upcoming sections as a method of measuring the equation of

state of a material.

2.1.1 Equation of State

The conservation and jump equations are not complete, meaning that there are

more variables to be solved for than equations. This scenario is known as the closure

problem, and requires an additional equation, termed the equation of state (EOS), to

solve the problem. The EOS conveys the material's unique properties by expressing

the relationship between thermodynamic variables. Shock waves are a common tool

to measure the EOS because the states that can be reached with a shock wave are

constrained and given by the Hugoniot equations. An EOS must be explicitly pro-

vided to solve the conservation equations analytically or numerically. The following

subsections describe two EOS, ideal gas EOS and tabular EOS, which are often used

in high-energy-density physics.
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2.1.1.1 Ideal Gas Equation of State

The ideal gas law for a system of electrons and ions for pressure and specific

internal energy is

p =
(1 + Z)ρkBT

Amp

(2.5)

and

ε =
n

2

(1 + Z)kBT

Amp

. (2.6)

Here n is the number of degrees of freedom, Z is the ionization, kB is the Boltzmann

constant, ρ is the mass density, T is the temperature and Amp is the mass of the ions.

A simple relationship between pressure and specific internal energy can be found by

taking the ratio of specific internal energy and pressure, given as

ε =
n

2

P

ρ
. (2.7)

The ratio of specific heats, or the adiabatic index is

γ =
Cp
CV

=

∂ε
∂T

∣∣
p

∂ε
∂T

∣∣
V

= 1 +
2

n
(2.8)

Where Cp is the specific heat at constant pressure and CV is the specific heat at

constant volume. Common values encountered for n and γ include n=2 (γ=2) for

crystalline solids, n=3 (γ=5/3) for monoatomic gasses, and n=5 (γ=7/5) for diatomic

gasses and radiating plasmas. Equation 2.7 can be plugged into Equation 2.8 to obtain

ε =
p

ρ(γ − 1)
. (2.9)

The behavior of shocks at high pressures can now be analyzed with an ideal gas

EOS. Starting with the Hugoniot in Equation 2.4, we assume that the p2 � p1 and
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ε2 � ε1, or p1 ≈ 0 and ε1 ≈ 0. Inserting Equation 2.9 with these assumptions gives

p2

ρ2(γ − 1)
=
p2

2

(
1

ρ1

− 1

ρ2

)
. (2.10)

After some algebraic rearranging, Equation 2.10 becomes

ρ2

ρ1

=
γ + 1

γ − 1
. (2.11)

This is known as the strong shock limit (p2 � p1). Note that while the compression

ρ2/ρ1 asymptotes with large shocked pressures, the temperature does not, as can be

seen in Equation 2.5.

Equation 2.9 and Equation 2.5 can be used to solve the Hugoniot equation in

Equation 2.4. The results of the calculation with three different initial temperatures,

T= 0.0025 eV, 1 eV, 10 eV, an initial density of 150 mg/cc and γ=5/3 is shown in

Figure 2.2. The general result is that for higher initial temperatures, the shocked

material is at lower densities and higher temperatures, compared to lower initial

temperatures at the same shocked pressure. This shows that changing the initial

temperature can either be used as a method to access different states with pressures

under the strong shock limit, or that unintentionally changing the initial temperature

could lead to a different state than expected.

2.1.1.2 Tabular Equation of State

Equation of state tables [83, 58, 7] precompute complicated, computationally ex-

pensive, and disjoint models, and output the results to a lookup table that a hydrody-

namics code can read. There are numerous advantageous with using an EOS table for

a complex hydrodynamic simulations. EOS tables can straightforwardly incorporate

a vast range of temperature and density space and use models and physics that are

material specific in subsets of that phase space. EOS measurements, when available,
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A) B) 

Figure 2.2: Solution of Hugoniot Equation 2.4 using an ideal gas EOS with Equation
2.9 and Equation 2.5. Calculations were performed with ρ1=150 mg/cc,
and γ = 5/3. Figure A) shows the compression decreases with increasing
initial temperature T1. Figure B) Shows that the shocked temperature T2

increases with increasing initial temperature.

are often incorporated into EOS tables by tuning the models with the measurement.

Since EOS tables are precomputed, the hydrodynamic code does not need to do any

expensive EOS computation, and the tables can be shared with collaborators.

Caution must be taken when using EOS tables for shocked porous materials,

however. EOS tables are often built for a specific problem, and that often does

not include shocked foams. There is also very little experimental data available for

most porous materials, which means the tables will not be tuned in this density and

temperature space. Documentation for the EOS tables that covers issues such as

what models were used, if any experimental data is included, and what assumptions

went into the models, are often hard to come by due to the fact that most tables

are built at national laboratories and the EOS tables can be decades old. Lastly,

the concept of an EOS may not rigorously apply to shocked foams. Shocked foams

differ from shocked gasses due to the presence of pores in foams that the shock wave

encounters. These pores are crushed by a shock wave, causing an irreversible process

that is inconsistent with an EOS treatment. Pore collapse models are discussed below,

and offer a possible solution where the affects of pore crushing are separated from the
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EOS.

2.1.2 Shocked Porous Materials

Porous materials are used in shock wave studies in part because the initial low-

density allows access to states that are not achievable with a solid density sample.

To explore this further, we use Equation 2.9 and Equation 2.5 to solve the Hugoniot

equation in Equation 2.4. Here we set the initial temperature to room temperature

T1 = 0.025 eV and γ = 5/3. Three initial starting densities of ρ1 =1 g/cc, 0.1

g/cc, 0.05 g/cc, corresponding to a typical solid density of most plastics, porosities

of 0.9, and 0.95 respectfully, are used to show the dependence on initial density of

the behavior. The results of the calculation are given in Figure 2.3. Figure 2.3 A)

shows that the density reaches the strong shock limit in Equation 2.11 for each of

the initial densities. The general trend is that with the same shock pressure, lower

density material will reach lower shocked densities and higher shocked temperatures.

These results show that changing the initial density in shock EOS studies is a good

option to access density and temperature regimes that are not normally accessed with

solid densities.

The above calculation makes no distinction between a homogeneous gas and het-

erogeneous foams with vacuum voids dispersed into a solid density matrix. Com-

paction models have been developed to describe the crushing behavior of the pores

at low shock pressures. The P-α model [41, 16, 14, 60] is the most widely used

compaction model, which models the change in the distention parameter α = ρs/ρp,

where ρs is the solid density of the material and ρp is the porous material density, as

a function of pressure. The pressure of the porous material is given as

pp =
1

α
ps

(ρp
α
, ε
)
, (2.12)
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A) B) 

Figure 2.3: Solution of Hugoniot Equation 2.4 using an ideal gas EOS with Equation
2.9 and Equation 2.5. Calculations were performed with T1=0.025 eV,
and γ = 5/3. Figure A) shows the compression asymptotes to ρ2/ρ1 = 4,
while Figure B) Shows that the shocked temperature T2 increases with
decreasing initial density.

where ps is the pressure of the solid material, and ε is the internal energy of the

porous material, which is assumed to be the same as the internal energy of the solid

material. The distention parameter is given by a crush function, which is commonly

expressed as have an elastic crushing part

α(pp) =
pp
pe

(αp − αe) + αe, (2.13)

and a plastic crushing part

α(pp) = (αp − 1)

(
ps − pp
ps − pe

)2

+ 1. (2.14)

Here αe is the elastic distention parameter and is the starting distention parameter,

pe is the pressure where plastic deformation occurs, αp is the distention parameter

where plastic deformation occurs,ps is the pressure where the void is fully compacted.

The pressure parameters are generally acquired through fitting to experimental data,

but are often of order of tens of kilobars.

One of the main advantageous of the P-α model is that it relies on EOS of the
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solid density material, as can be seen in Equation 2.12, which is usually better ex-

perimentally studied. Unfortunately the P-α model usually needs to be iteratively

solved, since αp and pp both depend on each other.

2.2 Laser-Driven Shock Waves

This part of the chapter reviews the physics involved with experimentally pro-

ducing and diagnosing laser-driven shock waves that are relevant for this dissertation

.

2.2.1 OMEGA EP Laser Facility

The OMEGA EP laser system [62] is one of two laser systems at the Laboratory

for Laser Energetics in Rochester, NY. The OMEGA EP laser system has 4 NIF-like,

long-pulse beams with pulse lengths ranging from 100 picoseconds to 10 nanoseconds.

The beams are frequency tripled to a wavelength of 351 nm, and each beam can have

a maximum energy of 4.4 kJ. Distributed phase plates are available to give a super-

Gaussian intensity profile with the diameter of the focal spot, also known as spot size,

ranging from 400 microns to 2 mm. Two of the four beams can also be compressed to

form a short pulse laser beam, however this feature was not used for this dissertation.

2.2.2 Laser Ablation

High power lasers can be used to generate strong shock waves into a material.

For example, at the OMEGA EP laser facility, a 10 ns beam with 4.4 kJ of energy

focused onto a 750 µm spot size results in around 400 GW of power and intensities

around 1x1014 W/cm2. The mechanism of generating high pressures to drive the

shock wave is through heating of the material to few keV temperatures and having

the plasma blow off to create a driving force into the material, similar to a rocket.

This mechanism involves absorption of the laser light by the material, and then the
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transport of the energy by electrons deeper into the material to sustain the pressure.

This process is colloquially referred to as laser ablation.

The first step in laser ablation is the absorption of the laser energy by the plasma.

At laser intensities in the regime of 1x1014 W/cm2, the plasma extracts energy from

the laser due to inverse Bremsstrahlung up to the critical density. The critical density

is the point where the plasma totally reflects the laser light due to laser frequency

being equal to the plasma frequency. The scaling of the critical density with the laser

wavelength can be found by equating the laser frequency with the plasma frequency,

given as

nc =
ω2

0meε0
e2

= 1.1x1021λ−2
µm cm−3. (2.15)

Here nc is the critical density expressed in units of cm−3, ω0 is the laser frequency,

me is the mass of an electron, ε0 is the vacuum permittivity, e is the charge of an

electron, and λµm is the wavelength of the laser in microns.

The second step in laser ablation is the transport of energy by the electrons from

the critical density to deeper into the plasma. Following the framework by Drake

[25], a flux limited, free-streaming heat flux model is used to describe the transport

of electrons past the critical density. The free-streaming thermal electron flux, QFS,

is

QFS = fnckBTevth =
fnc (kBTe)

3/2

m
1/2
e

, (2.16)

where f is a flux limiter that is tuned to take into account physics not included in

the model, kB is the Boltzmann constant, vth is the electron thermal velocity, and

Te is the electron temperature. To obtain a scaling of the electron temperature, we

will assume half of the laser intensity goes into producing the free-streaming thermal

electron flux, or 0.5I = QFS. Noting that I is the laser intensity and assuming

22



f=0.05, the electron temperature in keV is

Te = 2.6I
2/3
14 λ

4/3
µm keV. (2.17)

Here I14 is the laser intensity in units of 1x1014 W/cm2. The ablation pressure at the

critical density is the plasma thermal pressure,

Pabl = Pth =
nc
Z

(1 + Z) kBTe = 6.1I
2/3
14 λ

−2/3
µm Mbar. (2.18)

Here the ablation pressure Pabl is given in units of Mbar, Z is the ionization and

(1+Z)/Z is approximated as 1. For the laser conditions for this work, λµm =0.351

µm and I14= 1x1014 W/cm2, the ablation pressure is around 14 Mbar.

2.2.3 X-ray Probe Production

Often it is advantageous to probe a plasma with electromagnetic radiation to

determine information about the state of the system. Optical laser light can be a

poor probe for solid density plasmas due to the electron density being greater than

the critical density for optical photons. Therefore it is often desirable to convert the

laser light into x-ray photons.

The approach in this dissertation work is to convert laser light into characteristic

line emission to use as an x-ray probe. The process for this conversion is in parallel

to that of laser ablation. The laser irradiates a mid-Z foil, forming a blow-off plasma

with temperatures of a few keV. For these conditions, the ions are highly ionized

and a portion of the ions is in Helium-like electron configuration. A fraction of the

electrons in this blow-off plasma have enough energy to excite an electron from the 1s

state to the 2p state. A photon is emitted when the excited electron transitions back

into the ground state, 1s12p1 → 1s2. This photon has an energy that is equal to the

difference between the energy of the two states, resulting in a narrow bandwidth x-ray

23



probe with photon energies of a few to around 10 keV, depending on the material.

Previous studies [99, 61, 5] show that the efficiency for converting laser energy into

line emission peaks at laser intensities of around 1x1015 W/cm2 for mid-Z foils. The

peak conversion efficiency can be around 1% and falls off past intensities of 1x1016

W/cm2. These findings motivated the decision to use three of the four OMEGA EP

beams to generate the x-ray source, with combined total laser energy is 3.75 kJ with

a pulse length of 1 ns and a spot size of 400 µm, resulting in an intensity of about

3x1015 W/cm2.

2.2.4 X-ray Thomson Scattering

X-rays generated from laser-irradiated foils can be used to probe solid density

plasmas. Radiography is a diagnostic technique that records the transmission of the x-

rays through the plasma, resulting in a line-integrated density and shock front location

measurement. X-ray Thomson Scattering (XRTS) on the other hand, measures the

scattering of the x-ray probe, providing further information on the state of the plasma.

The imaging x-ray Thomson spectrometer (IXTS), the main diagnostic used for this

dissertation work, spectrally resolves the scattered x-ray probe, while imaging in 1-D.

For the conditions in this work, inferences of the temperature and ionization are made

by analyzing the scattered x-ray spectra, and a 1-D density profile is obtained from

the spatially resolved imaging.

To highlight the power of measuring the scattering of the x-ray probe, I will first

describe the scattering from a free election, with a schematic given in Figure 2.4.

The scattering vector k is defined as the difference between the probe vector and the

scattered vector. Assuming small momentum transfer to the electron, the magnitude

of the scattering vector can be approximated as k ≈ 2k0 sin (θ/2), where θ is the

scattering angle. The change in frequency, ω, is given by
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Figure 2.4: Schematic of x-ray scattering geometry. The initial x-ray probe, charac-
terized by wave number k0 and frequency ω0 is scattered by an electron,
with a resulting wave number ks and frequency ωs. The scattering vec-
tor represents the shift in wave number and frequency as a result of the
scattering.

ω = − ~k2

2me

± k · v, (2.19)

where ~ is the reduced Planck constant, me is the mass of an electron, and v is the

velocity of an electron. The first term is Compton scattering and involves information

only about the scattering geometry. The second term is Doppler broadening, which

contains information about the plasma through the velocity component. For example,

if the electron distribution is Maxwellian (v ∝
√
Te), then a temperature measurement

can be obtained from the width of this Doppler broadening term.

For a collection of electrons, the x-ray probe scatters off of the fluctuations of the

electrons in a plasma. The fluctuations occur in two regimes, depending on the scale

length that is probed. For small scale lengths compared to the shielding length, the

x-rays scatter from individual electrons. For longer scale lengths, the x-ray probe

scatters from the electron plasma waves. The scattering parameter, α = 1
kλs

, is

used to quantify these two scattering regimes. Here λs is the shielding length, which

for conditions in this dissertation can be taken as the Debye length, λs =
√

ε0kBTe
e2ne

.
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Here ε0 is the vacuum permittivity, kB is the Boltzmann constant, Te is the electron

temperature,e is the charge of an electron, and ne is the electron density. For α > 1,

the scattering is in the collective regime, indicting that the measured scattered x-

rays are from the electron plasma waves. For α < 1, the x-ray probe scatters off of

individual electrons, termed the non-collective regime. The work in this dissertation

is all in the non-collective regime.

The power of the scattered x-ray probe [34], Ps, is given by

PsdΩdω =
P0r

2
0dΩ

4πA
NS(k, ω)dω(1− cos2 θ), (2.20)

Where dΩ is the solid angle, dω is the frequency interval, P0 is the power of the x-ray

probe, r0 is the classical electron radius, A is the cross sectional area encountered

by the x-ray probe, N is the total number of electrons, and S(k, ω) is the dynamic

structure factor (DSF).

The DSF is the space-time Fourier transform of the density-density correlation

function [73, 35]. This term accounts for the density fluctuations and is dependent on

the plasma conditions. The Chihara formalism [18, 19] is commonly used to evaluate

the DSF. This formalism separates the total electron population into two groups, the

electrons bound to ions and the free electrons. This formalism is strictly applicable

to plasmas with one ion species, but there is ongoing research to generalize to multi-

species plasmas [100]. The DSF with the Chihara formalism is given as

S(k, ω) = |fI(k) + q(k)|2Sii(k, ω) + ZfS
0
ee(k, ω) + Zb

∫
dω

′
S̃ce(k, ω − ω

′
)SS(k, ω

′
).

(2.21)

The first term in the Chihara DSF is the elastic scattering feature, which accounts

for scattering from electrons that follow the motion of the ions. Screening from the

valence electrons is given by q(k), fI(k) is the ion form factor which accounts for

bound electrons, and Sii(k, ω) is the ion-ion structure factor. The remaining two
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terms describe the inelastic scattering feature. The second term describes free-free

scattering, where Zf is the number of free electrons and S0
ee is the electron-electron

structure factor. The final term accounts for bound-free scattering, where ZB is the

number of bound electrons, S̃ce is the structure factor of the core electrons. SS is the

self ion structure factor. The experimentally obtained x-ray scattering spectrum is

compared to theoretical spectra generated by varying the plasma conditions in the

DSF to determine temperature and ionization that provides the best fit.

2.2.4.1 Imaging X-ray Thomson Spectrometer

The imaging x-ray Thomson spectrometer (IXTS) [30] was the main diagnostic

for this dissertation work due to the ability to spectrally resolve scattered x-rays while

imaging in 1-D. The imaging component allows XRTS measurements in systems where

there might be 1-D gradients, such as in a planar laser-driven shock wave experiment.

The IXTS was developed under collaboration between the University of Michigan and

Los Alamos National Laboratory prior to this work.

The crystal in the IXTS is a toroidally bent Ge(220) crystal, with radius of curva-

tures of 10 and 100 cm, and a Bragg angle of 23.4◦ for 7.8 keV photons. The distance

from source to crystal is 19.1 cm and the distance from crystal to detector is 39.6

cm, giving a magnification of 2.07. The IXTS can use a CCD or an image plate as a

detector and has a spectral resolution of about 5 eV and spatial resolution of about

50 microns [29].
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CHAPTER III

Platform Development for Studying Shocked

Foams on OMEGA EP

3.1 Introduction

This chapter presents experimental work on developing a platform to study laser-

driven shock waves in foam using the imaging x-ray Thomson spectrometer (IXTS)

on the OMEGA EP laser facility. The IXTS was previously used on OMEGA 60 laser

facility to obtain a density profile, and infer temperature and ionization of shocked

carbon foams [28]. These experiments were limited to driving the shock wave for 1

ns, corresponding to the pulse length of the laser. This motivated studying shocked

foams on the OMEGA EP laser system where the shock wave can be driven up to 10

ns, producing post-shock plasma conditions having smaller gradients.

The OMEGA EP laser system provides an experimental geometry challenge with

using the IXTS, however. One of the OMEGA EP beams is used to drive the shock,

while the remaining three beams are used to generate the x-ray probe. The IXTS,

which measures the scattering of the x-ray probe, is only qualified for one diagnostic

port, TIM 14, in the OMEGA EP laser chamber. The combination of all four OMEGA

EP beams coming in from roughly the same direction, and the fixed location of the

diagnostic, severely limited and complicated the experimental geometry. This chapter
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is based upon of a paper written by the author, entitled “Demonstration of imaging

X-ray Thomson scattering on OMEGA EP”, which appeared in Review of Scientific

Instruments in September 2016.

3.2 Experimental Setup

A schematic of the experimental geometry is given in Figure 3.1 A).The main

foam package was irradiated with a 10 ns, 4 kJ laser beam equipped with a phase

plate (WEP-750-SG8) providing a 750 µm diameter laser spot size and eighth-order

super-Gaussian intensity distribution, yielding a laser intensity on target of 7×1014

W/cm2. The foam package consists of three layers. The laser irradiates the first

layer, which consists of a 50 µm plastic (CH) ablator. The middle layer was 28 µm of

quartz, included to protect the foam from heating due to the laser interactions driving

the shock wave. The final layer was 1.5 mm of resorcinol formaldehyde (RF) foam,

with a measured composition of 39.4% hydrogen, 16.2% oxygen, 44.3% carbon, and

trace amounts of nitrogen, and with a density of 340 mg/cm3. The manufacturing

of the foam package was carefully designed to prevent gaps between the layers. The

plastic ablator layer was glued on one side of the quartz, while the foam was grown

on the opposite side without any glue.

At a specified time delay, the remaining three OMEGA EP beams, with a pulse

length of 2 ns, 6 kJ of total energy, WEP-750-SG8 phase plates, and overlapped laser

intensity of ∼ 1× 1014 W/cm2 irradiated a nickel foil to generate the 7.8 keV nickel

He-α like lines. A 1 mm thick copper collimator with an 800 µm opening diameter

was located between the foam and the x-ray source and restricted the incident angle

of the x-rays. A 1 mm x 0.5 mm window in the gold shielding between the foam

and the detector limits the observed foam volume and provides a scattering angle of

90±20◦.

The components were placed in 3-D printed scaffolding for ease of assembly, shown
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Figure 3.1: A) Schematic of experimental geometry and foam package. A long pulse
laser, depicted in red, irradiates the foam package. The foam package
consists of an ablator layer in purple, a quartz heat shield in yellow and the
340 mg/cc resorcinol formaldehyde foam in green. The x-ray probe enters
the shocked foam from the bottom, and the IXTS, located out of the
page, collects the scattering of the probe. (B) Photograph of assembled
target. The green 3-D printed scaffolding houses the important target
components. The orange foam slides into a slot within the scaffolding,
and the nickel foil used to generate the x-ray probe is glued onto the
scaffolding. Large gold foils that are used as shielding for the IXTS are
also glued to the scaffolding. The window to the IXTS is on the opposite
side of the target.
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Figure 3.2: The first three shots obtained ancillary data for the experiment. The first
shot measured the generated x-ray source spectrum, which is needed to
analyze the scattered spectrum in later shots. The Drive Only shot was
included to isolate any background sources produced by the laser driving
the shock wave. No appreciable background was detected. The No Drive
shot was used to determine background from generating the x-ray probe.
This shot measured background comparable in signal to the scattered
measurement, however the background was spatially separated from the
data.

in Figure 3.1 B). Due to the four laser beams arriving on the target from almost the

same direction within a 45◦ full angle, the laser-irradiated side of the nickel foil faces

the foam package. Large gold foils were attached to the scaffolding and used as

shielding to protect the IXTS measurement from background x-ray sources. The

primary sources of background were the hot blow-off plasmas from driving the shock

wave and producing the x-ray source. The window in the gold shielding to the IXTS is

located on the other side of the shield and is not visible in Figure 3.1 B). The primary

challenge in developing this experimental platform was finding the combination of

backlighter target geometry and shielding that would produce good quality data.

3.3 Experimental Results

The experiment successfully obtained data for eight laser shots. The first three

shots are given in Figure 3.2. The first shot measured just the spectrum of the x-ray

source, which is important for analyzing the scattered spectrum on subsequent shots.

The second shot was a drive only shot to check for sources of background produced

by the drive laser beam. From this shot, we concluded that there was no appreciable
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Figure 3.3: IXTS data images at four different time delays between the drive beam
and the probe beams. Note that each time delay corresponds to a separate
shot. In general, regions of high x-ray intensity correspond to regions of
higher mass density, and can be useful to qualitatively track the shock
with different probe times.

background due to the laser drive. The third shot consisted of the three beams used

to generate the x-ray probe. This shot included background, however it was spatially

separated from the measurement, so minimal data was compromised. This shot can

also be used as a measurement of an unshocked foam.

The remaining five shots consisted of measuring the shock at different times by

changing the delay between the three probe beams and the drive beam. Figure 3.3

shows the data for probe times of 14, 26, 32 and 40 ns. Figure 3.4 gives the data at

20 ns, which includes a schematic to the orientation of the measurement. The data at

20 ns will be used as an example later in the chapter to show the analysis approach.
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Figure 3.4: Intensity of scattered x-rays taken with the IXTS at 20 ns after the start
of the drive laser. A 3-D cartoon is also included to give orientation of
the measurement. The colors are the same as Figure 3.1, where the red
cone represents the laser beam, the purple layer is the plastic ablator, the
yellow layer is the quartz heat shield, and the green is the RF foam. The
background from the x-ray source is identified, and the direction that the
shock is traveling is given for reference. The shock front is obtained from
ray tracing analysis discussed later in the chapter, and is included here
for reference.
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3.3.1 Ray Tracing Analysis of the Spatial Profile

Qualitatively, Figures 3.3 and 3.4 shows that the most intense regions of scattered

x-ray signal are changing with time. To analyze the density profile further, lineouts

were taken along the 7.8 keV elastic scattering peak. Figure 3.5 gives the lineout at

7.8 keV at 20 ns plotted in black. The elastic scattering is predominantly from the

two electrons in the 1s shell of the carbon atom. Since we are expecting ionizations

under 4, the strength of the elastic scattering is proportional to the number of carbon

atoms in a volume, or the mass density.

The measured profile is not directly proportional to density however, due to at-

tenuation of the x-ray probe as it is traversing through shocked foam to the scattering

volume, and then the scattered probe attenuating as it traverses to the detector. The

measured elastic scattering signal can be expressed as

Iel ∝ I0

[
e−τ1

]
[ρ]
[
e−τ2

]
, (3.1)

where the first term represents attenuation of the x-ray probe to the scattering volume,

the second term accounts for elastic scattering of the beam and is proportional to the

mass density, and the third term accounts for the attenuation the scattered probe as

it goes to the detector. Here τ =
∫ x1
x0
ρ(l)µ(l)dl is the optical depth, I0 is the initial

intensity of the probe, ρ is the density, and µ is the mass attenuation coefficient. In a

lot of practical applications, the optical depth can be challenging to solve analytically

due to complicated geometries.

To solve Equation 3.1, we use the method of ray tracing analysis, which discretizes

the density and mass attenuation coefficient onto a grid so that the solution can be

found numerically. The discretized version of Equation 3.1 can be expressed as

Iel ∝ I0ρe

[
n∏
i=0

e−ρiµi∆xi

][
m∏
j=n

e−ρjµj∆xj

]
. (3.2)
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Here ρe is the density of the cell where elastic scattering occurs, ∆x is the path

length of the x-rays through the cell, the first bracket is the attenuation of the probe

to the cell where elastic scattering occurs, and the term in the second bracket is the

attenuation of the scattered ray to the detector. Stepping through each cell that the

ray travels through solves equation 3.2.

The density matrix that is needed to solve Equation 3.2 is found by running the 1-

D hydrodynamics code HYADES. The HYADES simulations were run with an ideal

gas equation of state with an adiabatic index γ that varied from 1.6 to 2, and a

scaling of the laser intensity ranging from 50% to 100%. The variable adiabatic index

and laser intensity scaling gave parameters that could be tuned to fit the data. The

calculated density profiles were then projected into 3-D to create a planar shock wave.

X-rays from a source with a realistic spatial distribution were sent along the collimator

axis into the foam and scattered by 90◦ through the Au shield to the diagnostic. The

source spatial distribution was assumed Gaussian and fitted to match the measured

scattering profile from an unshocked sample. Motion blurring and detector resolution

were also taken into account with this analysis.

Figure 3.5 shows the result of the analysis. The black line is the measured spatial

profile, the red line is the HYADES profile used for ray tracing, and the blue line is

the result from the ray tracing analysis. The ray tracing analysis showed that that

the inflection point in the measured profile close to its peak approximately gives the

shock front location. The compression is estimated to be 3±1 at 20 ns.

The ray tracing analysis was repeated for each probe time obtained during the

experiment. Perfect matches were not obtained for each time, likely caused by the

Hyades simulation being run in 1-D. The shock front location could still be determined

from the inflection in the data. The estimated shock front location is plotted in Figure

3.6, with the error bars representing the uncertainty of identifying the inflection point.

The shock speed in the foam was found by fitting a line to the shock front location in
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Figure 3.5: Comparison of 1-D HYADES mass density profile in red with data profile
taken at 20 ns in black and the resulting ray trace analysis in blue.

Figure 3.6. The shock speed is estimated to be 39±6 km/s until 26 ns, and then the

speed falls off at later times. The error in shock speed is estimated by incorporating

the uncertainty in the shock front location. This result is in reasonable agreement

with the HYADES simulation with γ = 2 and I =75% I0, where the shock speed is 45

km/s. Similar simulations with the 1-D radiation hydrodynamics code LILAC [23]

were performed by collaborators at the Laboratory for Laser Energetics, with a 10

ns pulse, an intensity of 1.2 × 1014 W/cm2, and 23◦ angle of incidence. A simulation

with 50% reduced intensity produced a shock velocity of 45 km/s, which is reasonably

consistent with the HYADES simulation.

3.3.2 XRTS Analysis

With the density profile analyzed, the spectrum at different regions in the foam

can be inspected. Figure 3.7 shows the spectral data for probe delay of 20 ns at

upstream of the shock front, down stream of the shock front, and at the shock front
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Figure 3.6: The inflection point in the data identifies the location of the shock front
for each time delay. The error bars correspond to approximate uncertainty
in identifying the inflection. The average shock speed is found by fitting
a line to the first three time points.

as identified by the inflection point. Note that there is no appreciable difference in

the scattering spectra for different regions of the shock profile. This is a result of

x-ray Thomson scattering being insensitive to ionization for weakly ionized carbon

and oxygen for this x-ray energy [81].

Theoretical spectra were calculated with the xrs.x code [35]. The compression was

assumed to be 3 from the ray tracing analysis, and the hydrogen was assumed to be

full ionized, ZH = 1, and the ionization for carbon and oxygen was assumed to be 2,

ZO = ZC = 2. The theoretical spectra are compared to the measured spectrum at

the shock front in Figure 3.8, resulting in an inference of a shock temperature of less

than 20 eV.

3.3.3 Photonics

The photonics calculation estimates the number of measured scattered photons in

an XRTS experiment[34]. For practical purposes, the absolute result of the calculation
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Figure 3.7: X-ray scatter spectra at probe time of 20 ns given for upstream of the
shock front in red, downstream of the shock front in green and at the
shock front in black.

is not necessarily reliable because several of the parameters are vague estimates with

large uncertainties, and the fact the detector is usually not absolutely calibrated. The

power of the photonics calculation is that it gives a clear way to predict impact from

changing experimental conditions from one experiment to another. The calculation of

the number of photons is given below, along with comments on where improvements

could be made.

The number of measured scattered photons is

ND =

[
EL
hν

ηx

] [
Ωpl

4π
ηatt

] [
neσthl

(1 + a)2

] [
Ωdet

4π
ηsDQE

]
. (3.3)

The first bracket represents the conversion of laser photons into x-ray probe pho-

tons. Here EL=6kJ is the laser energy used to produce the x-ray probe, hν=7.8 keV

is the photon energy of the x-ray probe, and ηx=0.005 is the efficiency for converting

laser energy into 7.8 keV x-rays. In this experiment the x-ray probe energy is fixed

38



7500 7600 7700 7800 7900
Energy (eV)

0

0.2

0.4

0.6

0.8

1

In
te

ns
ity

 (a
rb

)

Data at Shock Front
T=5 eV
T=10 eV
T=20 eV

Figure 3.8: Experimental scattered x-ray spectra taken at 20 ns at the shock
front location compared to theoretical spectra of different tempera-
tures.Theoretical spectra calculated with compression=3, ZC = 2, ZO = 2
and ZH = 1.
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by the diagnostic, and the laser is being operated at max energy. Increasing the

laser intensity to ≈1×1015 W/cm2 through decreasing the spot size could increase

the conversion efficiency, as mentioned in Chapter 2.

The second bracket accounts for the number of photons that actually make it

to the scattering region. Here Ωpl is the solid angle of the scattering volume with

respect to the source, and is estimated to be 0.5 sr by Ωpl =
πr2col

length2col
, where lengthcol

is the length of the collimator and rcol is the radius of the collimator. ηatt = e−ρµL

is the transmission of the x-rays through the RF foam, where ρ is the shocked mass

density, µ is approximated as the mass attenuation coefficient for materials at room

temperature, and L is the length to the scattering volume. The transmission was

found to be 0.79. Optimizing the copper collimator could change the solid angle, and

changing the density or the foam material will impact the transmission.

This third bracket calculates the number of photons that are scattered in the

plasma. Here ne =7e22 cm−3 is the electron density, σth=0.66e-24 barns is the usual

Thomson scattering cross section, and l =1mm is the scattering length. Since this

experiment is in the noncollective geometry, (1 + a)2 = 1. The most straightforward

parameter to change is the electron density by increasing the mass density of the

foam, however this will also decrease the transmission in the second bracket.

The fourth bracket accounts for the number of photons that are actually measured

by the detector. Here Ωdet is the solid angle to the detector, DQE is the quantum

efficiency of the detector, and ηx is the transmission through any detector shield-

ing. All of the terms here are constrained by the diagnostic geometry, and no offer

straightforward path for changes.

To summarize, the changes to the experimental design that could increase the

number of scattered photons measured include optimizing the generation of the x-ray

probe, changing the collimator geometry, and changing the foam density and material.

Note that a lot of the parameters are interdependent with each other, so care must
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be taken to optimize the entire process.

3.4 Conclusion

Imaging x-ray Thomson scattering has been successfully demonstrated for the

first time on OMEGA EP. From the spatial data we clearly observe a shock wave at

different probe times as it traverses the foam. We were not able to obtain appreciable

difference in scattering spectra at different locations along the shock profile due to

weak shock heating and poor signal. Changes to the design to increase the measured

signal was explored.
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CHAPTER IV

Spatially Resolved X-ray Thomson Scattering

Measurements of Shocked Carbon Foams

4.1 Introduction

This chapter discusses the experimental design and results of shocked carbon foam

on OMEGA EP. The experimental design was based off of the design presented in

Chapter 3 with changes to optimize performance of the x-ray source and shock wave.

The imaging x-ray Thomson spectrometer is used to obtain inferences of compression,

shock temperature, and shock velocity of the shocked carbon foam. These inferences

were compared to Hugoniot calculations of LANL SESAME equation of state tables

for carbon.

4.2 Experimental Setup

The experimental target design was based upon the target described in Chapter

3, with modifications to the x-ray source and foam to obtain higher quality data.

The basic geometry of the experiment is the same as Chapter 3, except for the x-ray

source, which will be detailed below. This section is divided into two subsections,

foam package and x-ray source, which roughly separates the sections of the target

based on the two areas that are being irradiated with laser beams.The target design
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is discussed and a discussion of the changes made to the target is included in each

subsection. The target detailed in Chapter 3 will be referred to as the initial target

design.

4.2.1 Foam Package

X-ray
Probe

10ns EP 
beam

Pl
as

tic
 A

bl
at

or

CRF Foam
150 mg/cc

Figure 4.1: Schematic of experimental geometry and foam package. A long pulse
laser, depicted in red, irradiates the foam package. The foam package
consists of an ablator layer in blue, and the 150 mg/cc carbon foam in
yellow. The x-ray probe enters the shocked foam from the bottom, and
the IXTS, located out of the page, collects the scattering of the probe.

One OMEGA EP beam was used to drive a shock into a foam package. The beam

contained 4.3 kJ of energy in a 10 ns square pulse with wavelength of 351 nm. The

beam was equipped with a distributed phase plate (SG8-750) providing a spot size

of 750 µm, producing an intensity of 1×1014 W/cm2. The foam package consisted

of a 50-µm-thick plastic (CH) ablator layer, and a 2-mm-long carbonized resorcinol

formaldehyde (CRF) foam with an initial density of 150 mg/cm3. The layers were

press fitted into a 3-D printed super structure to avoid having a glue layer. Figure

4.1 shows a cartoon of the target geometry.
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Changes from the initial target design

The foam package contained numerous changes from the initial target design. The

first change involved the removal of the quartz heat shield. The quartz heat shield was

initially included to filter high energy x-rays that are produced during laser ablation

to drive the shock wave into the foam, however the experiment in Chapter 3 observed

no evidence of a significant amount of high energy x-rays from the driving of the shock

wave. The quartz layer then added an additional obstacle to the shock wave before

reaching the foam, adding additional complications and uncertainty in predicting the

timing of the shock for measurements.

The second change to the foam package consisted of changing the foam properties.

The foam material was changed from resorcinol formaldehyde (RF) to CRF. The RF

foam contained at least three elemental species, carbon, oxygen, and hydrogen, in

similar proportions, which made the x-ray Thomson scattering analysis extremely

difficult. The change to CRF foam, which is predominantly carbon, simplified the

analysis. The foam density was also decreased from 340 mg/cc to 150 mg/cc. The

lower density allowed for a stronger shock to be driven into the foam and less atten-

uation of the x-ray probe beam.

The final change was the assembly of the foam package. The initial target design

involved growing RF foam onto the rear surface of the quartz heat shield and gluing

the plastic ablator to the front surface. The process of producing CRF foam involved

heating RF foam to high temperatures to remove the hydrogen and oxygen, which

prevented growing the foam onto the plastic ablator. The plastic ablator and CRF

were press fitted together, to avoid a glue layer that may wick into the foam structure.

4.2.2 X-ray Source

At a specified delay time after the start of the drive beam, the remaining three

OMEGA EP beams illuminated a Ni foil to generate a burst of Heα line emission at
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Figure 4.2: The photograph on the left is a target similar to the target used in the
experiments detailed in this chapter. The photograph on the right is the
target from Chapter 3. Noticeable visual differences include the change
to the nickel foil geometry and the change to CRF foam (black) from RF
foam (orange).

7.8 keV. The beams had a total energy of 3.75 kJ in a 1 ns square pulse at 351 nm

wavelength. One of the probe beams used SG10-400 distributed phase plate, while

the remaining two beams were focused to a 400 µm laser spot on target. Two copper

blocks with 500 µm separation were located between the foam and Ni foil to collimate

the x-rays. The scattering angle is 65 ±10◦. The foam package, copper collimator and

nickel foil were assembled into a CH super structure to ensure consistent alignment.

Gold foil shielding attached to the super structure protected the IXTS diagnostic

from background. A 1.2 mm by 0.5 mm window was cut into the shielding and the

super structure to collect the scattered x-rays from the shocked foam.

Changes from the initial target design

The x-ray source and collimator was completely redesigned for this experiment.

The collimator was changed from a circular aperture to a rectangular aperture. The

aperture serves to restrict the volume of shocked foam probed, as well as to restrict the

incident angles of the x-rays to constrain the scattering angle. In the probe geometry

feasible due to geometry constraints by the facility, the ideal x-ray probe would be a

1-D sheet of x-rays that uniformly probe the shock profile. The cartoon version of this
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probe is given in Figure 4.1. The circular aperture imposed unnecessary geometric

modifications to the imaging portion of the measurement.

The x-ray source was also completely redesigned, as shown in Figure 4.2. The

nickel foil geometry was restructured so that the shocked foam observed emission

from the rear side of the foil, which served as a filter for a small portion of the

background experienced in the initial spectra. Further changes included reducing

the pulse length of probe beams from 2 ns to 1 ns. Motion blurring was a concern

due to the expected increase in shock velocity from lowering the foam density. Due

to facility laser power restrictions, the energy of the laser beams had to be reduced

from 6 kJ to 3.75 kJ. To compensate for the reduced laser energy, the spot size was

reduced from 750 µm to 400 µm. These changes increased the laser intensity by an

order of magnitude, and into the regime of highest conversion efficiency, as discussed

in Chapter 2.

4.3 Experimental Results

The shot day successfully obtained eight measurements with the IXTS diagnostic.

The first three shots are given in Figure 4.3, and include a source shot, a drive only

shot and a no drive shot. The source shot is important for analyzing the spectral data,

and was obtained by pointing the IXTS to look directly at the nickel foil. The drive

only shot did not use the lasers for generating the x-ray source, and confirmed that

there was no appreciable background from driving the shock wave. Only the three

lasers used to generate the x-ray source was operated in the no drive shot. Diffuse

background is present in the lower half of the data. Future shots were restricted to

the top half region of the data, which resulted in a maximum probe time of 16 ns.

The remaining IXTS data is given in Figures 4.4 and 4.5. The IXTS collected

data at probe times of 12.5, 13, 14, 15, and 16 ns. The data at 15 ns, which is given

in Figure 4.5, will be used to show an example of the analysis in the section below.
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Figure 4.3: The first three shots obtained ancillary data for the experiment. The first
shot measured the generated x-ray source spectrum, which is needed to
analyze the scattered spectrum in later shots. The Drive Only shot was
included to isolate any background sources produced by the laser driving
the shock wave. No appreciable background was detected. The No Drive
shot was used to determine background from generating the x-ray probe.
This shot measured background comparable in signal to the scattered
measurement, located on the lower half of the measurement.
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Figure 4.4: IXTS data images at four different time delays between the drive beam
and the probe beams. Note that each time delay corresponds to a separate
shot.

4.3.1 Ray Tracing Analysis

The strength of the measured elastic scattering signal gives information about the

density of the shocked foam. The x-ray probe beam is attenuated while traversing
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Figure 4.5: Intensity of scattered x-rays taken with the IXTS at 15 ns after the start
of the drive laser. A 3-D cartoon is also included to give orientation of
the measurement. The colors are the same as Figure 4.1, where the red
cone represents the laser beam, the blue layer is the plastic ablator, and
theyellow is the carbon foam.

through the different density regions in the shocked foam. The strength of the scat-

tered signal depends on the strength of the probe beam at the scattering volume,

and on the subsequent attenuation of the scattered signal. Compression and shock

location inferences is obtained with ray tracing analysis, which is covered in Chapter

3 but a synopsis of the method is given below.

We began with a 1-D radiation-hydrodynamic simulation (HYADES) with an

ideal gas equation of state. By varying the laser intensity and the adiabatic index,

γ, different density profiles with different shock speeds are generated. The HYADES

simulations are projected into 3-D to create a planar-shock-wave profile. X-rays with

the measured 1-D spatial intensity distribution are injected along the centerline of

the shock wave. The attenuation of the probe beam is tracked and elastic scattering

is calculated when the x-rays enter the scattering volume as defined by the window
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to the IXTS. The attenuation of the scattered x-ray probe is tracked and the x-ray

count is recorded. This method also takes into account the detector resolution and

motion blurring. This method is ideal due to being relatively simple and not too

computationally expensive.

The result from the analysis is given in Fig. 4.6 A). A goodness of fit metric,

χ2 =
∑
i

(Ri −Mi)
2

Mi

, (4.1)

where Ri is the result of the ray tracing, and Mi is is the measured quantity, was used

to determine the best fit. The absolute values are not known since the detector was

not absolutely calibrated, so the uncertainty was estimated by the doubling of the χ2

value. We infer a compression of 4±1 at 15 ns from this analysis, and the results of

the other shots are plotted in Figure 4.9 A).
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Figure 4.6: A) Spatial profile of ray tracing analysis (blue), with the simulated 1-D
HYADES density profile (red) compared to the experimentally measured
profile (black). B) χ2 fit between the measured spatial profile and ray
tracing using variable adiabatic index and laser intensity scaling.

A shock velocity was inferred by tracking the shock front over multiple shots with

the different probe times, as shown in Figure 4.7. We estimate an average shock

velocity of 78 ± 37 km/s by fitting a line to the shock front locations. Note that
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the data point at 12.5 ns appears to be an outlier, and removing the 12.5 ns data

point from the shock velocity fit yields an average shock velocity of 98 ± 25 km/s. A

deviation from the target design could explain the outlier point. For example, if the

target that was used for the 12.5 ns shot had a thinner ablator, then the transit time

of the shock in the ablator would be reduced. Similarly, a misalignment of the window

to the IXTS and a lower foam density could also contribute to the uncertainty in the

target. Ultimately we could not specify and correct for any aberration in the target

assembly for the 12.5 ns target, and therefore we were unable to determine a suitable

reason to exclude this data point from the analysis.
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Figure 4.7: Shock front determined from ray tracing analysis for each time delay.
The error bars correspond to approximate uncertainty in the ray tracing
analysis. The average shock speed is found by fitting a line to the points.
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4.3.2 XRTS Analysis

Temperature and ionization can be inferred by analyzing the scattered x-ray spec-

tra. The theory of x-ray Thomson scattering (XRTS) is given in Chapter 2, and a

recap is given below.

The scattering parameter α, where α = 1
kλs

, is useful for determining the scattering

regime[80] measured by the IXTS. Here k = 4π
λ0

sin θ
2

is the scattering vector, given as a

function of scattering angle θ and probe wavelength λ0, and λs is the shielding length.

For parameters of this experiment, α = 0.1 which means we measure scattering from

the individual electrons, or non-collective scattering.

A lineout at the shock front yields the scattered x-ray spectrum, and is plotted

in black in Figure 4.8 A). The xrs.x program[35] was used to calculate the dynamic

structure factor for various plasma conditions to compare with the measured spec-

trum. The dynamics structure factor is calculated with the Chihara formalism[18, 19],

given by Equation 4.2. The first term is the elastic scattering feature, which accounts

for scattering from electrons that follow the motion of the ions. Screening from the

valence electrons is given by q(k), fI(k) is the ion form factor, which accounts for

bound electrons, and Sii(k, ω) is the ion-ion structure factor. The remaining two

terms describe the inelastic scattering feature. The second term describes free-free

scattering, where Zf is the number of free electrons and S0
ee is the electron-electron

structure factor. The final term accounts for bound-free scattering, where ZB is the

number of bound electrons, S̃ce is the structure factor of the core electrons. SS is the

self ion structure factor.

S(k, ω) = |fI(k) + q(k)|2Sii(k, ω) + ZfS
0
ee(k, ω)

+ Zb

∫
dω

′
S̃ce(k, ω − ω

′
)SS(k, ω

′
) (4.2)
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The measured spectrum was compared to the theoretical spectra with χ2 fitting,

shown in Figure 4.8 B). We find a solution at T=25±15 eV and Z=2.5±1 shown in

Figure. 4.8 A) at 15 ns, and the results of the other shots are plotted in Figure 4.9.
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Figure 4.8: A) Measured scattered x-ray spectrum at the shock front compared with
theoretical scattering spectra with varying temperatures. B) χ2 fit be-
tween the measured scattered x-ray spectrum and theoretical scattering
spectra with varying temperatures and ionizations.

4.4 Comparison to Equation of State Tables

The inferred shock velocity, compression and temperature obtained from the ex-

periment can be compared to Hugoniot calculations of Los Alamos National Labora-

tory (LANL) SESAME EOS tables for carbon. The pressure of the shocked foam is

needed for the comparison, and can be calculated with the Rankine-Hugoniot jump

conditions using the measured average shock velocity and inferred compression,

p2 − p1 = u2
1

(
ρ1 −

ρ2
1

ρ2

)
. (4.3)

Here p1, p2 are the pressures of the unshocked and the shocked layers, respectively,

ρ1, ρ2 are the densities of unshocked and the shocked layers, respectively, and u1 is

the shock velocity. The ambient pressure is assumed to be negligible, with p1 = 0.
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The uncertainty in the pressure is estimated by the chain rule,

δP =

√(
∂P

∂ρ2

δρ2

)2

+

(
∂P

∂u1

δu1

)2

, (4.4)

leading to,

δP =

√(
u2

1ρ
2
1

ρ2
2

)2

(δρ2)2 +

(
2u1

(
ρ1 −

ρ2
1

ρ2

))2

(δu1)2. (4.5)

Here δρ2 is the uncertainty in the density measurement and δu1 is the uncertainty

in the velocity measurement. The uncertainty in the density is found from the ray

tracing analysis, and has values of 150 mg/cc for most shots. The uncertainty in the

shock velocity is found from fitting a line to the shock front locations, given in Figure

4.7, and has a value of 37 km/s. Note that the relative uncertainties RUX = δX/X,

for shock velocity RUu = 47% and shocked density RUρ = 25% are large.

We compare the inferred compression and temperature of the shocked carbon foam

to Hugoniot calculations from three SESAME equation of state tables for carbon. The

carbon tables include two graphite tables, SESAME 7832 and SESAME 7833, and a

diamond table, SESAME 7834. The Hugoniot is calculated from the carbon tables

by iteratively solving the Hugoniot equation,

ε2 − ε1 =
1

2
(p2 + p1)

(
1

ρ1

− 1

ρ2

)
, (4.6)

where ε is the specific internal energy. The tables are structured such that pres-

sure and internal energy are given as a function of density and temperature. Since

equation 4.6 does not explicitly depend on temperature, the calculation is framed as

an optimization problem in which the density is chosen such that the corresponding

pressure and internal energy best solves Equation 4.6 for a fixed temperature.

The compression calculations for the three carbon SESAME tables are compared

to the compression inferred from the experiments in Figure 4.9 A), and the inferred
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A) B)

Figure 4.9: A) Comparison of density inferred from the experiments and the calcu-
lated Hugoniots of different SESAME tables for carbon. Note that the
low pressure (P<1 Mbar) has a compaction phase where the density ap-
proaches solid density, and is not shown to better highlight the discrep-
ancy between the data and the Hugoniots predicted from the EOS tables.
B) Comparison of temperature measured and the Hugoniots of different
SESAME tables for carbon.

temperature measurements are compared to the Hugoniot calculations in Figure 4.9

B). The immediate observation is that the uncertainties in pressure is very large for

the experimental data points, which is due to the large uncertainties in the shock

velocity and shocked density. Due to the large uncertainty in pressure, shock density

and shock velocity, these measurements are not suited for tuning EOS models that

go into the EOS tables.

The experimental results do clearly indicate that the inferred compression is

smaller than the compression predicted from the carbon EOS tables. A potential ex-

planation for the lower inferred compression is due to heating of the foam upstream of

the shock front. Raising the initial temperature in the foam would cause the shock to

not be in the strong shock regime. Therefore, a higher upstream temperature would

lead to increased post-shock temperatures and lower post-shock density, compared

to a lower upstream temperature with the same shock velocity. To illustrate this

scenario, Figure 4.10 plots the solutions of the Hugoniot given in Equation 4.6 with

varying initial temperatures and using an ideal gas EOS. The adiabatic index was
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set to 1.44 to approximately obtain the same compression as the EOS tables at room

temperature. The results are more consistent with the inferred compression, however

the error bars are large. The heating of the upstream foam could be from the shock

itself, as discussed in the next chapter, or from hard x-rays from laser ablation.

A) B)

Figure 4.10: Comparison of inferred density in A) and inferred temperature in B) to
calculated Hugoniots with different initial temperatures for an ideal gas
EOS with γ = 1.44 different SESAME tables for carbon.

A second potential explanation for the lower inferred compression compared to

EOS tables could be due to the ray tracing analysis being performed with a 1-D

geometry. The ray tracing analysis includes simulations that were run in 1-D and

then extrapolated to 3-D to create a planar shock wave. This method would not

account for integrating over any 3-D effects, such as curvature of the shock front,

which would lower the inferred compression. The good agreement of the ray tracing

analysis over the entire imaged data gives confidence in the current analysis, however

we can not rule out the possibility of other geometries that would match the data.

4.5 Conclusion

This chapter reported experimentally inferred temperature, density, and shock ve-

locity of shocked carbon foams using the IXTS diagnostic. Modifications to the plat-

form developed in Chapter 3, including the redesign of the x-ray probe and changing
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the foam material from 340 mg/cc RF foam to 150 mg/cc CRF foam. Ray tracing

analysis was used to obtain shock velocity and compression for each shot. Unfortu-

nately the analysis resulted in large uncertainties for both inferences. Temperature

inferences were obtained by fitting the measured scattered x-ray spectra to theoretical

spectra calculated with varying plasma conditions. The results of the temperature

and density inferences were compared to Hugoniot calculations for carbon SESAME

EOS tables. The large uncertainties in the values makes precise conclusions difficult,

however there is a clear discrepancy between the experimentally obtained compression

and compression predicted by the SESAME EOS tables which provides motivation

for further studies.
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CHAPTER V

Void Closure in Shocked, High Porosity Materials

5.1 Introduction

This chapter describes a theory for pore closure in strongly shocked and highly

porous materials. Previous work on modeling void closure in shocked porous materials

has mainly focused on pore collapse models, which describe the relation between the

equation of state of the solid density material to a porous material by a compaction

relation. The most common pore collapse model used is the P-α model [41, 16], where

the compaction relation is used to model the crushing of the pores up to a critical

crush pressure, at witch the voids are completely closed.

The present work is focused on shocks that are much stronger than the compaction

pressure of the porous material, and on highly porous materials where the density

is far bellow the solid density. We conceptualize a scenario where thermal radiation

from the shocked material can substantially heat the highly porous upstream material,

causing the voids to close from thermal expansion. We develop a simple 1-D model

based on conservation of energy to estimate the heating of the porous material ahead

of the shock. The thermal radiation from the shock is able to penetrate deep into the

mostly vacuum, upstream material, leading to appreciable heating. Due to the extent

of which the radiation can penetrate, there may be sufficient time for the pore walls

to thermally expand and close before the shock reaches the void. Both the heating
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and the void closure imply that traditional approaches to modeling the Equation of

State of these materials may produce incorrect results.

This work is divided into two main parts. First, we will develop a model to

estimate the temperature of the pore walls upstream of the shock. Next we will

compare timescales of the shock transit time to a simplified void wall expansion time

to assess the feasibility of pore closure. Results for carbon foam will be shown. We

then consider the role of electron heat transport in pore heating and closure, and then

the implications of our results for EOS calculations.

5.2 1-D Model for Calculating the Upstream Temperature

The goal of this section is to estimate the heating upstream of the shock for

independent variables porosity, φ, and shock velocity, us. Porosity was chosen to

classify the how porous a material is because it is a macroscopic variable that is

independent of material composition and manufacturing process. The porosity is also

commonly known experimentally. The shock velocity is one of a few parameters that

could be used to characterize the strength of the shock. Shock velocity was chosen as

it is a commonly measured experimentally in both HEDP experiments and equation

of state measurements. The first subsection will describe the geometry and porosity

in further detail and the second subsection will set up the heating model. After that,

we compare the thermal radiation flux to a thermal electron flux.

5.2.1 Geometry and Porosity

Porosity is defined as the ratio of void volume space to total volume space, given

by

φ =
VV
VT

= 1− ρaverage

ρsolid

= 1− 1

α
. (5.1)

58



Where VV is the volume of the voids, VT is the total volume, ρaverage is the average

density of the porous material, ρsolid is the solid density of the porous material. It is

also useful to define a distention parameter α = ρsolid
ρaverage

. Note that with this definition,

0 ≤ φ ≤ 1 and α ≥ 1.

To roughly define the region of high porosity of interest to this work, we consider

upper and lower limits. For the lower limit on high porosity, we will consider an

idealized model of a porous material with spherical voids of constant size that do

not overlap and find the most efficient way to maximize the porosity. This model

is directly analogous to the well known efficient hard sphere packing problem, where

the goal is to minimize the space between solid spheres of a fixed size. The limit in

efficiently packing hard spheres[36] corresponds to a φ ≈ 0.74. Going past this limit

corresponds to breaking some of the assumptions namely shape (spherical voids),

uniform void size, and non-overlapping voids (hard spheres). Indeed when we look at

the structure of high porosity foams they are often open-celled structures with a wide

range of pore geometries. We define high porosity for this work as φ & 0.74. For a

CH foam of solid density of 1 g/cc, this corresponds to foams densities . 0.26 g/cc.

While there is ongoing work to create an ultra-low porosity foams[84], we consider

a practical upper limit of φ ≈ 0.999, which corresponds to plastic foam density of 1

mg/cc.

Porosity is a good classifier of porous materials on a macroscopic scale, but it does

not give any information on how an individual pore is structured. For our problem we

are interested determining the scaling of the amount of mass the radiation encounters

as a function of porosity. Our approach is to use a combination of conservation of

mass and the definition of porosity to model an individual 1-D, representative pore

and then to stack the individual pores in 1-D to represent the macroscopic porous

material.

A schematic of the representative pore is given by figure 5.1. The size of the
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d w/2 

Figure 5.1: A schematic of the representation of an individual pore. The blue region
represents solid density pore walls with width w/2, and the vacuum pore
has pore length d.

pore is set by a given characteristic void length d, which we set to be 100 nm. The

representative pore is modeled as 1-D planes with infinite extent in the remaining

two dimensions to correctly conserve mass and so that the pore wall thickness w can

have a straightforward handling in 1-D. With reference to Figure 5.1, we define the

total 1-D volume as VT = d+ 2(w
2
) and the 1-D void volume as VV = d. Inserting the

geometry relations into Equation 5.1 gives,

φ =
VV
VT

=
d

d+ w
. (5.2)

The scaling of the pore wall width with porosity can then be found by rearranging

Equation 5.2, yielding

w(φ) = d(φ−1 − 1). (5.3)
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With the individual pores defined, we can stack them in 1-D and complete the

geometry of the problem, as illustrated in Figure 5.2. Note that the stacking of

pores still conserves the original porosity, as can be demonstrated by by considering

a geometry of n pores. The total porosity then is φ′ = nVv
nVT

= Vv
VT

= φ.

Void 

Pore Wall
(Solid Density) 

Shocked
Material 

d w

FR

Length that Radiation is Absorbed (L)

Figure 5.2: A schematic of the full geometry of the problem. The porous material
upstream of the shock (red) is constituted of individual pores represented
by Figure 5.1 (blue). The radiation energy flux from the shocked material
(FR) penetrates a depth of L and heats the upstream pore walls.

5.2.2 Upstream Heating Model

The conservation of energy equation is used as a starting point to develop a model

for the upstream heating of porous material model. We take the point of view that

the radiation penetrates upstream supersonically, ahead of the density jump produced

by the shock. This is characteristic of radiative precursors. In this case, the energy

equation reduces to

d(ρsε)

dt
= ∇ · FR, (5.4)

where ρs, is the (solid) density of the pore wall, ε is the specific internal energy and FR

is the radiation energy flux. In order to calculate the pore heating before the shock
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wave arrives, we assume that the density of the pore wall does not change, so that we

need not account for the density dependence of the opacity. Later we will estimate

a pore closure time, assuming the pore walls can expand. The assumptions in these

two calculations are not consistent, but will serve here to obtain a first estimate of

the regimes of behavior and their boundaries. Similarly, in the 1D case calculated

here, the radiation flux corresponds to a beamlike angular distribution, while in 3D

the angular distribution transitions from Lambertian toward beamlike as one moves

further ahead of the shock. Noting that dε = cV dTp, where Tp is the temperature of

the pore wall and cV is the specific heat capacity at constant volume, gives

ρscV
dTp
dt

=
dFR
dx

. (5.5)

Here we have assumed that the heat capacity does not change with the tempera-

ture. As a heuristic, we will assume that the heating occurs uniformly to a depth at

which the thickness of pore-wall material penetrated equals one radiation mean free

path, λ, and is negligible beyond that. With this heuristic dFR

dx
= FR

λ
. We then use

Equation 5.5 to obtain an expression for the temperature increase of the pore wall,

∆Tp over an upstream heating time scale δt, as

∆Tp =
FR
ρscV λ

δt. (5.6)

The amount of time available for heating is given by the total absorption length for

the radiation, including both vacuum regions and walls, divided by the shock velocity.

Note that this is larger than just the mean free path through the solid pore walls,

since the radiation is not attenuated through the vacuous pores. This is illustrated

by the length scale L in Figure 5.2. The time scale then is

δt =
n(w + d)

us
, (5.7)
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where w is the width of the pore wall, d is the length of the pore and n is the integer

number of pores penetrated. The number of pores can be found by

n = ceiling

[
λ

w

]
. (5.8)

Finally, using λ ≈ nw and assuming that the initial upstream temperature is

negligible,

Tp =
FR

ρscV us

(d+ w)

w
. (5.9)

The geometric terms d and w were addressed in the previous section, so this leaves

the radiation energy flux and the heat capacity. To estimate the radiation energy flux

FR, we assume that the shocked and upstream material are optically thick. This allows

us to treat the radiation of the shock as a blackbody emitter and allows us to say that

the radiation is completely contained in the upstream material. The net radiation

energy flux is the difference between the radiation flux moving upstream from the

shock-heated material and that moving downstream from the heated material in the

precursor. We approximate this as,

FR = σ(T 4
s − T 4

p ). (5.10)

Here Ts is the brightness temperature of the radiation from the shocked material and

σ is the Stefan-Boltzmann constant.

There are two regimes considered in this work that will influence the value of Ts.

There are differences in the structure, and therefore the post shock temperature, of

the shocked material. The first regime corresponds to the limit where the radiation

energy flux is insignificant compared to the incoming material energy flux. A relevant

parameter is the ratio of the radiation energy flux leaving the shock to the incoming

material energy flux, ξ = 2σT 4
s

ρ0u3s
. Since there are no other energy sources in this
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system, the energy available to radiate is limited to some fraction of the incoming

material energy. The maximum value is ξ = 0.7 in the optically thick upstream

and downstream case [25].The second regime is when the shock becomes sufficiently

strong and the structure is dominated by radiation. The transition between the two

regimes is quite rapid, as in the non-radiative regime ξ ∝ u5
s. We assume here that

the transition is instantaneous.

For small ξ, the temperature is given by the usual jump conditions for the non-

radiative regime. To express the shock temperature as a function of shock velocity

us, we will assume the upstream and shocked matter is an ideal gas with an adiabatic

gas constant γ. The temperature produced by a strong shock is then given by

Ts =
2Amp

kB(Z + 1)

(γ − 1)

(γ + 1)2
u2
s. (5.11)

Here kB is the Boltzmann constant, Amp is the approximate atomic mass in kg, and

Z is the ionization.

The heat capacity is the last parameter needed to solve Equation 5.9 and find

the wall temperature when the shock reaches a given pore, Tp. We assume that the

upstream material is a fully ionized (Z=6 for carbon), ideal gas to be consistent with

assuming that the heat capacity does not depend on temperature. One has,

cV =
n

2

(Z + 1)kB
Amp

, (5.12)

which gives a value of 6.7×103 J/K. The assumption of a fully ionized plasma for the

pore walls will likely overestimate and underestimate the heat capacity for certain

pore wall temperature regions due to a combination of the pore wall being only

partially ionized and neglecting ionization effects in formulating the heat capacity.

The value of cV will be accurate to better than a factor of two once the pore walls

reach temperatures of about 10 eV.
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Combining Equations 5.9 and 5.10 gives the final expression for the temperature

of the pore walls,

σT 4
p + Tp =

σT 4
s

ρscV us

(d+ w)

w
. (5.13)

This equation was solved using the fsolve algorithm in the SciPy [49] library.

The results of Equation 5.13 are shown in Figure 5.3. Here we use values for a

carbon porous material (foam), which include for the soild density ρs = 2.2 g/cc,

specific heat capacity at constant volume cV = 6.7× 103 J/K, and adiabatic constant

γ = 5/3.

Figure 5.3: Solution for the pore wall temperature Tp from Equation 5.13. The solu-
tion was found assuming a carbon porous material, with solid density of
2.2 g/cc.

Figure 5.4 A) and B) plot the solutions, as a function of shock velocity, for φ =

0.8, 0.9, 0.98, and 0.99, which represent porosities on the lower end of ’high porosity’

as well as higher porosities. The general trend is that the upstream pore wall tem-

perature increases with increasing porosity and shock velocity. The model generally
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estimates pore wall temperatures of under a few eV for lower porosity and/or lower

shock velocity systems, tens of eV for high porosity materials and tens of km shock

velocities, and potentially greater than 100 eV for very high porosity materials and

shock velocities greater than 100 km/s.

A) B) 

Figure 5.4: Lineouts for specific porosity values from Figure 5.3. A) Corresponds to
the lower end of ’high porosity’, where porosities of 0.8 and 0.9 corre-
sponds to average foam densities of 440 mg/cc and 220 mg/cc respect-
fully. B) Corresponds to a range of high porosity foams commonly used in
HEDP targets, where porosities of 0.98 and 0.99 corresponds to average
foam densities of 44 mg/cc and 22 mg/cc respectfully.

5.2.3 Comparison to Thermal Electron Flux

The previous subsection showed that appreciable heating upstream of the shock

can occur from the thermal radiation from the shocked material. There are other

potential sources of energy that could contribute to the heating of upstream material

as well. One possible example is heating due to a free-streaming, thermal electron

flux. As the shock is propagating though the porous material, the shock front will

encounter vacuous pores. The thermal electrons, which have greater velocity than

the shock front, may be able to stream freely through the vacuum pores and heat the

opposing wall before the shock arrives. The free-streaming, thermal electron flux, Fe,

is defined as

Fe = fnekBTevthe, (5.14)
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where f is a flux limiter, ne is the electron density, kB is the Boltzmann constant, Te

is the electron temperature, and vthe is the thermal electron velocity.

A rough estimate to determine the potential for heating is to compare the free-

streaming, thermal electron flux to the thermal radiation flux. We define this ratio

as

Υ =
Fe
FR

=
fnekBTevthe

σT 4
s

. (5.15)

This is likely to be a conservative comparison due to implicitly assuming that the

mean free paths are the same. For heating from the free-streaming, thermal electrons

to be appreciable, we expect that the free-streaming, thermal electron flux to at a

minimum be comparable to the radiation flux, or Υ ≥ 1. Figure 5.5 shows the result

of Equation 5.15, assuming that the shocked material is fully ionized (Z=6) and that

f = 0.4.

Figure 5.5: Solution for the flux ratio Υ from Equation 5.15. The solution was found
assuming that the shocked material is fully ionized and the the flux limiter
f = 0.4.

From Figure 5.5, we conclude that heating due to free-streaming electrons is in-

significant compared to the heating due to thermal photons. To investigate this
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further, we will assume that the electron temperature is equal to the brightness tem-

perature and noting that vthe ∝ T
1
2
e , gives Υ ∝ T

−5/2
e ∝ u−5

s . Due to the strong scaling

with the shock temperature, only at low shock velocities could the free-streaming,

thermal electron flux be comparable to the thermal electron flux. However, at such

low shock velocities, the electrons are not energetic enough to cause appreciable heat-

ing upstream.

5.3 Estimating Pore Closure

The results of the previous section suggests that radiative heating may produce

appreciable temperatures upstream of the shock in the precursor region under con-

ditions of interest for present-day experiments. Given these conditions, we are now

interested in seeing if there is sufficient time for the pore walls to expand and fill in the

voids prior to the arrival of the shock. We approach this problem by comparing the

time it takes for the shock to traverse the entire length of the precursor region, which

is given by Equation 5.7, to the time it takes for the heated pore walls to expand into

the vacuum pores. From this comparison we will find the maximum pore size that

could close during this time. This simple, 1D model cannot account for more complex

consequences of actual pore geometries, such as the generation of vorticity from the

interaction of the expanding plasmas. What the present calculation can show is the

approximate regimes over which pore closure may occur.

To calculate the number of pores penetrated in equation 5.7, we need to determine

the mean free path of the thermal radiation through the upstream material. To

approach this we used PropacEOS to calculate the Planck mean opacity for solid

density carbon at temperatures corresponding to the pore wall temperature, given

by Figure 5.6 A). We estimate the mean free path as λ = 1/α, where α is the

opacity averaged over the thermal radiation Planckian spectrum corresponding to

the brightness temperature of the emission from the shock front, Ts. The results are
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shown in Figure 5.6 B).

A) B) 

Figure 5.6: A) The opacity for carbon at solid density calculated from PropacEOS for
pore wall temperatures Tp of 1 eV (black), 10 eV (red) and 100 eV (blue).
B) The averaged mean free path through solid density carbon as a function
of pore wall temperature Tp for thermal radiation of temperatures Ts of
1 eV (black), 10 eV (blue) and 100 eV (purple).

The timescale for the pores to close is given by τc = l
2cT

, where l is the maximum

pore size and cT is the isothermal sound speed, given by cT = [(1 + Z)kBTc/Amp]
1
2 .

Here Tc is a characteristic temperature. In reality, the temperature of the expanding

material will increase with time as the shock approaches the pore. Here, we assume

that the characteristic temperature is half of the final temperature in the pore wall.

We then find the maximum pore size that will close before the shock arrives by

equating the two time scales, which leads to

l = 2n(w + d)
cT
us
. (5.16)

The results of Equation 5.16 are shown in Figure 5.7. The general behavior is

that the maximum size of a pore that closes increases with increasing porosity and

increasing shock velocity. Figure 5.8 A) gives the results of Equation 5.16 for φ = 0.8

and 0.9, which represents the lower end of the porosity range considered in the work.

Results of Equation 5.16 for porosities of 0.98 and 0.99 are given in Figure 5.8 B).

For both cases there is noticeable structure, which is due to structure in the opacity
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of carbon and will change for different materials. The maximum pore size that has

sufficient time to close ranges from tens of nm for lower porosities to hundreds of nm

for high porosity. This agrees well with typical pore sizes seen in foams[66], indicating

that pore closure ahead of the shock in HEDP experiments is often likely.

Figure 5.7: Maximum pore sizes that have sufficient time to close during the shock
transit time as a function of shock velocity and porosity, calculated from
equation 5.16.

5.4 Implications for Equations of State and Modeling

Having concluded that foam materials in present-day HEDP experiments often

will be heated ahead of shock waves, we now discuss the implications of this for EOS

models and simulations. The major effect seen here relates to opacities and heating.

The structure in the foam leads to heating that differs from that of a uniform medium,

such as a gas, for two reasons. First, there are geometric effects due to the foam having

structure that occur in the heating model. Second, the opacity of the foam, which is

composed of solid density material and voids, differs from that of a uniform gas of

the same material and average density.
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A) B) 

Figure 5.8: Lineouts of the maximum size of a pore that will close for specific porosity
values from Figure 5.8. A) Corresponds to the lower end of ’high porosity’,
where porosities of 0.8 and 0.9 corresponds to average foam densities of
440 mg/cc and 220 mg/cc respectfully. B) Corresponds to a range of high
porosity foams commonly used in HEDP targets, where porosities of 0.98
and 0.99 corresponds to average foam densities of 44 mg/cc and 22 mg/cc
respectfully.

We first reformulate the geometry developed in Section 1 to generalize to m dimen-

sions to highlight the geometric effects. Referring to Figure 5.1, the representative

pore geometry is abstracted as an m-dimensional cube. This leads Equation 5.2 to

generalize to φ = dm/(d+ w)m. Solving for w gives,

w = d(φ−1/m − 1). (5.17)

With the generalized geometry defined, we are now interested in comparing the

upstream heating of a porous material to that of a uniform gas. We assume that the

foam has the same average density as the gas, or ρp = ρg, where ρg is the density of

the gas. The heating model for a gas can be found by starting at Equation 5.6, and

using the gas density in place of the solid density. The timescale for heating in the

gas is then δt = λg/us, where λg is the mean free path of the gas. Inserting in δt and

noting that FR = σT 4
s − σT 4

g gives

σT 4
g + Tg =

σT 4
s

ρgcV us
, (5.18)
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where Tg is the temperature of the upstream gas. With the heating model for a

uniform gas developed, we now compare it the heating model of the porous material.

We define the ratio of these two models with the same shock conditions as

χ =
σT 4

p + Tp

σT 4
g + Tg

=
ρg
ρs

(d+ w)

d
, (5.19)

where we have assumed that the heat capacities are the same. Noting that ρg = ρp,

then ρg = ρs(1− φ) from Equation 5.1. Plugging in the generalized expression for w

into Equation 5.19, gives

χ =
1− φ

1− φ1/m
. (5.20)

Note that for high porosities, Equation 5.20 approaches the dimension parameter,

or

lim
φ→1

χ = m. (5.21)

This result suggests that A) the upstream temperature of a porous material is

equal to or larger than that of a uniform gas, and that B) this difference may depended

on the geometry of the simulation.

Next we will investigate the opacity differences between a foam and a uniform

gas with the same average density and temperature. In particular, we will explore

the conditions where the pore walls have likely not closed, resulting in the porous

material still being composed of solid density material with vacuum voids dispersed

throughout.

To explore this, we define an effective mean free path that the photons travels

through the porous material, including vacuum and solid density as,

λp = n(d+ w) =
d+ w

w
λs. (5.22)

Here λp is the mean free path of the porous material and λs is the mean free path of
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the solid-density pore walls. Inserting Equation 5.17 into Equation 5.22 gives

λp =
1

1− φ1/m
λs. (5.23)

With the mean free path of the porous material expressed in terms of porosity

and solid-density mean free path, we are now interested in comparing the mean free

path of the porous material to that of a gas. To evaluate this analytically, we will

consider a limiting case where the absorption is dominated by inverse bremsstrahlung.

A simple expression for the mean free path in this case is given by Drake [25] on page

269, where the mean free path relation on density is λ ∝ 1/ρ2. Using this expression,

the ratio then becomes,

Ψ =
λp
λg

=
ρ2
g

ρ2
s

1

(1− φ1/m)
. (5.24)

Noting that the average densities are the same, ρg = ρp, gives ρg = ρs(1 − φ).

Inserting this expression into 5.24 gives

Ψ =
(1− φ)2

(1− φ1/m)
. (5.25)

The solution to Equation 5.25 is given in Figure 5.9 for m=1,2,3 dimensions. While

the mean free path ratio is above 1 for low porosities, for high porosities the ratio is

significantly below 1. These results suggest that modeling of the behavior of porous

foams could be improved by adjusting the opacity model for conditions in which the

pores have likely not closed. In effect one should increase the opacities by some factor

dependent on the geometry of the problem for temperatures below those necessary

to quickly dissolve the solid walls.

One might designate the regime we have explored as the “heating regime” for

porous materials, in contrast to the “crushing regime” discussed in the introduction

of this chapter and in Chapter 2. In the crushing regime, the relation of pressure and
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Figure 5.9: Ratio of the mean free path of a porous material to the mean free path of
a gas with the same average density as a function porosity and dimension
m.

internal energy is strongly affected by the internal structure. In the heating regime,

in contrast, the pressure, internal energy, and ionization will be determined primarily

by the amount of heat absorbed in the matter. There will be some secondary effects.

As the pores close, turbulent flow may alter these relationships for some period of

time [40]. In addition, during some periods of time the foam material will include

both solid matter and gas or plasma, leading to differences in EOS quantities. These

secondary effects are transient, however, and so cannot be treated within the context

of equilibrium EOS models. Existing EOS tables likely do as well as one can regarding

the pressure, internal energy, and ionization of the material.

5.5 Conclusion

This chapter describes a simple 1-D model to estimate the heating of a highly

porous upstream material due to thermal radiation from a shock. This model suggest

that the material upstream of the shock reaches temperatures of ' 1-10 eV for shock
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velocities ' 75 km/s, which are common in HEDP experiments. A simple thermal

expansion model was used to estimate the maximum pore size that could close during

the the time it takes for the shock to transit the entire precursor length. This model

predicts pore sizes in the range of tens to hundreds of nm can close, which is similar

to the characteristic void sizes of many foams used in experiments.

These results could have implications for measuring the equation of state of

shocked foams. For example, there are limited viable ways to measure the shock

temperature, and streaked optical pyrometry (SOP) is a popular choice. For the con-

ditions assumed in our model, mainly an upstream material that is optically thick,

the SOP diagnostic would only measure signal when the precursor reaches the end of

the foam. When this breakout occurs, the diagnostic would observe thermal radia-

tion from both the precursor and from the shock front. This would lead to a higher

measured brightness temperature in the precursor region.

This work may also impact hydrodynamic instability experiments under HEDP

conditions, which are often used to benchmark simulation codes. These experiments

typically use tiny, precision-machined perturbations and the upstream material is

assumed to be known. Depending on the timing of the experiment, the upstream

material could be significantly heated, leading to uncertain initial conditions. Due to

the deep penetration of the thermal radiation, there may be sufficient time for the

machined perturbations to deform and be less predictable.
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CHAPTER VI

Conclusions and Future Directions

This dissertation presented experimental and theoretical work regarding shocked

and highly porous materials. Porous materials, foams in particular, are commonly

used in high-energy-density physics (HEDP) experiments including hydrodynamics

at HEDP conditions, inertial confinement fusion research, and stockpile stewardship

research. Simulating these experiments with hydrodynamics codes can be challenging

due to the heterogeneous aspect of foams and sparse equation of state (EOS) mea-

surements. This dissertation details two experiments to measure the thermodynamic

properties of shocked foams, and a simple 1-D model to propose a new mechanism

for pore closure in strongly shocked, high porosity materials.

Chapter 3 presented an experiment on the OMEGA EP laser system dedicated to

developing a platform to study shocked foams with the imaging x-ray Thomson spec-

trometer (IXTS). The challenge of this experiment was overcoming steep geometry

restrictions imposed by the facility and the diagnostic. The imaging component of

the IXTS data was analyzed with ray tracing analysis to infer a density measurement

of the shocked foam and shock front location. The shot front location was plotted

against the probe time to obtain a fit for an averaged shock velocity. The scattering

spectrum at the shock front was also analyzed, although poor signal and weak heating

prevented a precise temperature inference. This experiment was the first time that
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the IXTS was fielded on OMEGA EP, and demonstrated the ability to make x-ray

Thomson scattering measurements with the restrictive geometry.

Chapter 4 details an experiment on the OMEGA EP laser system that altered the

design of the platform developed in Chapter 3. The foam was changed to carbon foam

and the density was lowered to 150 mg/cc to drive a stronger shock into the foam and

lessen the attenuation of the x-ray probe. The x-ray probe was redesigned to achieve

greater laser intensity on target to boost the conversion of laser energy into x-rays,

and reduced the pulse length to minimize motion blurring. The experiment inferred

compression and temperature for five probe times, and an averaged shock velocity

was obtained. The temperature and compression were compared to Hugoniot calcu-

lations of commonly used LANL SESAME EOS tables for carbon. Due to the large

uncertainties in the inferences, the experimental data is not useful for tuning EOS

models. The compression inference, even with the large uncertainties, was distinctly

lower than the predictions from the SESAME EOS tables. Better agreement was

achieved by changing the initial temperature in the Hugoniot calculations to around

ten eV. The pore heating model, discussed in Chapter 5, predicts upstream heating of

5 to 10 eV, which is consistent with the increased initial temperature in the Hugoniot

calculations. These results urge caution when using EOS tables to simulate similar

experiments, and further motivate the continued study of shocked foams.

Chapter 5 describes a theory for pore closure of strongly shock and highly porous

materials. Previous theories are mostly centered on low pressures where the pores are

crushed by the shock. This work conceives of a mechanism where thermal radiation

from the shocked material can penetrate deep into the mostly vacuum upstream

porous material. The walls of the porous material heat from this penetrating radiation

and expand to fill in the pores before the arrival of the shock. A simple 1-D heating

model was developed based on the conservation of energy to calculate the heating of

the pore wall. A simple 1-D thermal expansion model was then used to estimate the
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pore closure, and found that the pores may have enough time to close for conditions

accessible to HEDP experiments.

6.1 Future Directions

There are numerous potential possibilities for expanding the experimental and

theoretical work of this dissertation, and bellow I outline a few candidates for both

the experimental and theoretical work.

The geometry of the experimental platform could be changed to accommodate

different materials and to obtain better measurements. The main challenge with

making an IXTS measurement on OMEGA EP is the restrictive geometry limitations

imposed by the facility and the diagnostic. We will assume that reengineering the laser

beam paths to allow for different pump-probe geometries is not feasible, which leaves

modifications to the IXTS design. The IXTS is currently approved for one diagnostic

port due to the design potentially interfering with the laser beams in other diagnostic

ports. An IXTS redesigned for OMEGA EP in particular may allow for different ports

to be used, which would expand the potential experimental geometries. The IXTS

also currently has one crystal in the 8 keV energy range. Crystals for different energy

ranges, such as 4.7 keV for the titanium He-α would further increase experimental

possibilities.

The experimental platform could also be modified to use additional diagnostics.

The IXTS imposes significant challenges to using additional diagnostics, mainly with

the vast and carefully designed shielding to protect the low signal data, and the

challenge of creating enough x-rays to obtain a significant signal. The author has

performed, or been apart of collaborations, to incorporate IXTS measurements with

radiography, VISAR, and X-ray fluorescence measurements. These combined tech-

niques have shown some promise, but can have substantial limitations. For example,

the 7.8 keV x-ray energy is too high to obtain good contrast with radiography in

78



low-density foams. Generating a two-color x-ray probe by irradiating two different

metals could be an option, however this reduces the 7.8 keV x-ray probe in an already

photon starved measurement. The combined VISAR technique is generally limited to

optically transparent foams, and the combined X-ray fluorescence technique is either

restricted to a suitable fluorescing material, or the foam needs to be doped. A small

next iteration could be to include streaked optical pyrometry (SOP) to observe the

shock breakout time of a foam target. This could help constrain the shock velocity

measurement, which contributed to significant uncertainty in the pressure calculation

in Chapter 4.

The final modification could be to the opacity of the foam. The strength of

the IXTS measurement generally falls onto a spectrum of the measurement being

dominated by the elastic scattering, which is proportional to density, down to being

dominated by the attenuation of the x-ray probe, which depends exponentially on

density. A middle ground condition might be obtainable where the shocked foam

heavily attenuates the x-ray probe, and the unshocked region does not. This might

provide significant contrast to the imaging measurement such that ray tracing analysis

can more accurately find the shock front and estimate the compression. Increasing

the density may achieve this middle ground, as well as using a metal foam, such as a

copper foam.

The theoretical pore heating model has many potential improvements. The first

is that this work was developed in 1-D to create a simple model to illustrate the

heating effect. The model could be improved to treat the radiation transport and

pore structure in a 2-D/3-D manner to account for any geometric reduction of the

flux. The second improvement would be to treat the heat capacity and ionization of

the pore wall as a function of temperature. The current model treats the pore wall as

a fully ionized plasma, however a better approach would be to adjust the ionization

and heat capacity as the wall heats up.
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The model could also be reformulated for different circumstances. For example,

the model could be reformulated to solve for the spatial profile of the temperature.

The model could also be reformulated to be used in hydrodynamics codes, analogous

to the P-α model. This would have the advantage of using the solid density EOS,

which is typically better studied. The challenge for this reformulation is that unlike

the P-α model, this model would not only involve the thermodynamic conditions of

the pore of interest, but also to the other areas of the system, such as the shock, that

is contributing to the heating.
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