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Abstract 

 

Due to the growing complexity of software systems, there has been a dramatic increase in 

research and industry demand on refactoring. Refactoring research nowadays addresses challenges 

beyond code transformation to include, but not limited to, scheduling the opportune time to carry 

refactoring, recommending specific refactoring activities, detecting refactoring opportunities and 

testing the correctness of applied refactoring. 

Very few studies focused on the challenges that practitioners face when refactoring software 

systems and what should be the current refactoring research focus from the developers’ perspective 

and based on the current literature. Without such knowledge, tool builders invest in the wrong 

direction, and researchers miss many opportunities for improving the practice of refactoring. 

In this thesis, we collected papers from several publication sources and analyzed them to identify 

what do developers ask about refactoring and the relevant topics in the field We found that 

developers and researchers are asking about design patterns, design and user interface refactoring, web 

services, parallel programming, and mobile apps. We also identified what popular refactoring 

challenges are the most difficult and the current important topics and questions related to refactoring. 

Moreover, we discovered gaps between existing research on refactoring and the challenges developers 

face. 
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Chapter 1: Introduction 

 

A recent study [1] by the US Air Force Software Technology Support Centre (STSC) shows 

that the code restructuring of several software systems reduced developers’ time by over 60% when 

introducing new features into a restructured architecture. General Motors (GM) is recalling nearly 4.3 

million vehicles in 2017 after discovering a software quality defect of poor modularity in an evolved 

program in a car controller. It caused performance issues that prevented air bags from deploying 

in time during a crash [2]. That flow has already been linked to one death and three injuries. 

Clearly, urgently, software engineers need better ways to reduce and manage the growing 

complexity of software systems and improve their productivity. Refactoring [3, 4, 5] is a technique 

that improves the design structure while preserving the overall functionality and behavior. 

Refactoring is a key practice in agile development processes and is well supported by refactoring 

tools that are standard with all major IDEs. Refactoring is an extremely important solution to 

address the challenge of managing software complexity [6, 7, 8], and has experienced tremendous 

adoption in Object-oriented systems [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19]. 

Evolution is a characteristic of software which means modifying the software to adapt new 

requirements and to incorporate new features. These modification over time can degrade the software 

quality and increase the complexity of code leading to higher costs of development and maintenance. 

Therefore, there is a need of techniques to improve the quality and reduce the complexity of the 

software. 

 The research area for this purpose is called restructuring or in case of an object-oriented 
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environment, Refactoring. Martin Fowler defines Refactoring as ”a change made to the internal 

structure of software to make it easier to understand and cheaper to modify without changing its 

observable behavior” [3]. This implies that refactoring is a method which reconstruct the code’s 

structure without altering its behavior in order to improve the software quality in terms of 

maintainability, extensibility, and reusability. Refactoring typically consists of small steps after each 

the functionality of the code will be unchanged. Refactoring can be done in various areas of the 

software: Code, Database, or User interface. However, we aim to focus on code refactoring. It might 

be difficult for a developer to be justified to spend time on improvement of a piece of code in order to 

have the same exact functionality. However, it can be seen as an investment for future developments. 

Specifically, refactoring is an imperative task on software’s with longer lifespans with multiple 

developers need to read and understand the codes. Refactoring can improve both the quality of 

software and the productivity of its developers. Increasing the quality of software is due to decreasing 

the complexity of it at design and source code level caused by refactoring which is proved by many 

studies [20, 21]. The long-term effect of refactoring is improving the productivity of developers 

by increasing two crucial factors, understandability and maintainability of the codes, especially 

when a new developer join to an existing project. It is shown that refactoring can help to detect, fix 

and reduce software bugs and leading to software projects which are less likely to expose bug in 

development process [22]. Another study claims that there are some specific kinds of refactoring 

methods that are very probable to induce bug fixes [23]. 

Refactoring is a way of removing or reducing the presence of technical debt. Technical debt is a 

concept analogous to financial credit and it consists of code, design, test, and documentation debts. 

In software engineering world, it implies extra efforts and costs caused by an improper design or 

code structure. This can be seen more dramatically in large and long-lived software systems. 
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Technical debt can be managed by increasing awareness, detecting and repaying, and preventing 

accumulation of it. Refactoring is the best strategy to cope with technical debt before it gets out of 

control. Refactoring is beneficial to keep technical debt low and can be more efficient when it is 

automated [24].Critical systems are those in which failure results in significant physical damages, 

economic disasters, or threats to human life. There are three types of critical systems: safety, 

mission, and business critical systems. Examples of these systems are automotive industry, 

spacecraft navigation systems, and banking. Regular changes are inevitable in software-critical 

systems, therefore refactoring plays a crucial role. It is shown that refactoring can improve the 

overall security of safety-critical system [25]. 

Software design is a human activity that cannot be fully automated because designers 

understand the problem domain intuitively and they have targeted design goals in mind. Thus, 

several studies show that fully automated refactoring does not always lead to the desired architecture 

[26]. On the other hand, manual refactoring is error-prone, time consuming and not practical for 

radical changes. Based on interviews that we conducted as part of an NSF I-Corps project, 

programmers spend an average of 45% of their overall development time manually applying 

refactoring. Batory et al. [27] presented several case studies where architectural refactoring involved 

more than 750 refactoring steps and took more than 3 weeks to execute. Thus, it is important to 

develop intelligent methods to determine when and how to integrate programmer feedback to semi-

automate architecture refactoring. 

Due to the growing complexity of software systems, there has been a dramatic increase in 

research and industry demand on refactoring. Refactoring research nowadays addresses challenges 

beyond code transformation to include, but not limited to, scheduling the opportune time to carry 

refactoring, recommending specific refactoring activities, detecting refactoring opportunities and 
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testing the correctness of applied refactoring. Very few studies focused on the challenges that 

practitioners face when refactoring software systems and what should be the current refactoring 

research focus from the developers’ perspective and based on the current literature. Without such 

knowledge, tool builders invest in the wrong direction, and researchers miss many opportunities for 

improving the practice of refactoring. In this thesis, we collected papers from several publication 

sources and analyzed them to identify what do developers ask about refactoring and the relevant 

topics in the field. We found that developers and researchers are asking about design patterns, 

design and user interface refactoring, web services, parallel programming, and mobile apps. We also 

identified what popular refactoring challenges are the most difficult and the current important topics 

and questions related to refactoring. Moreover, we discovered gaps between existing research on 

refactoring and the challenges developers face. This thesis is organized as follows: Chapter II 

introduces our systematic literature review. A summary and future research directions are presented 

in chapter III. 
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Chapter 2: Systematic Literature Review on Software Refactoring 

 

2.1 Related Concepts 

 

2.1.1 Software Refactoring 

 

Refactoring is defined as the process of improving the code after it has been written by changing 

its internal structure without changing its external behavior. The idea is to reorganize variables, 

classes and methods to facilitate future adaptations and enhance comprehension. This 

reorganization is used to improve different aspects of the software quality such as maintainability, 

extensibility, reusability, etc. Some modern Integrated Development Environments (IDEs), such as 

Eclipse, Netbeans, provide support for applying the most commonly used refactoring, e.g., move 

method, rename class, etc. 

In order to identify which parts of the source code need to be refactored, most of the existing 

work relies on the notion of bad smells (e.g., Fowler’s textbook [28]), also called design defects or anti-

patterns. Typically, code smells refer to design situations that adversely affect the development of the 

software. When applying refactoring to fix design defects, software metrics can be used as an overall 

indication of the quality of the new design. For instance, high intra-class cohesion and low inter-class 

coupling usually indicate a high-quality system. 

Refactoring is one of the most used terms in software development and has played a major role 

in the maintenance of software for decades. While most developers have an intuitive understanding 

of the refactoring process, many of us lack a true mastery which is an important skill. In this article, 

we will explore the textbook definition of refactoring, how this definition holds up to the reality of 

software development, and how we can ensure our codebase is prepared for refactoring. Along the
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way, we will walk through an entire set of refactoring, from start to finish to illustrate the simplicity 

and importance of this ubiquitous process. 

Refactoring is one of the most self-evident processes in software development, but it is 

surprisingly difficult to perform properly. In most cases, we deviate from strict refactoring and 

execute an approximation of the process; sometimes, things work out and we are left with cleaner 

code, but other times, we get snared, wondering where we went wrong. In either case, it is 

important to fully understand the importance and simplicity of barebones refactoring. 

In short, the process of refactoring involves taking small, manageable steps that incrementally 

increase the cleanliness of code while still maintaining the functionality of the code. As we perform 

more and more of these small changes, we start to transform messy code into simpler, easier to 

read, and more maintainable code. It is not a single refactoring that makes the change: It’s the 

cumulative effect of many small refactoring performed toward a single goal that makes the difference. 

 

2.1.2 The Refactoring Operations 
 

  The refactoring operations considered in the approaches proposed in this thesis cover the most 

used operations selected from diff t categories: ”Moving features”, ”Data organizers”, ”Method 

calls simplifiers”, and ”Generalization modification  These  refactoring are listed in Table 2.1. We 

selected these refactoring operations because they have the most impact on code quality attributes. 
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Table 2.1: List of refactoring operations included in this thesis. 

Refactoring Controlling Parameter 

Moving Features Between Objects 

Move Method Source, Target, Method 

Move Field Source, Target, Attribute 

Extract Class Source, Target, Attributes, Methods 

Organizing Data 

Encapsulate Field Source, Attribute 

Simplifying Method Calls 

Decrease Field Security Source, Attribute 

Decrease Method Security Source, Method 

Increase Field Security Source, Attribute 

Increase Method Security Source, Method 

Dealing with Generalization 

Pull Up Field Source, Target, Attribute 

Pull Up Method Source, Target, Method 

Push Down Field Source, Target, Attribute 

Push Down Method Source, Target, Method 

Extract SubClass Source, Target, Attributes, Methods 

Extract  SuperClass Source, Target, Attributes, Methods 

 

 

2.1.3 Code Quality Metrics 

 

Many studies have utilized structural metrics as a basis for define quality indicators for a good 

system design [18, 51]. As an illustrative example, [29] proposed a set of quality measures, using the 

ISO 9126 specification, called QMOOD. This model is developed based on international standard for 

software product quality measurement. QMOOD is a comprehensive way to assess the software 

quality and includes four levels.    

We employed the first two levels known as”  D e s i g n  Quality Attributes” and”  

O b j e c t -oriented Design Properties” to calculate our fitness functions used in this thesis 
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Reusability, Flexibility, Understandability, Functionality, Extendibility, Effectiveness, Complexity, 

Cohesion, Coupling). Each of these quality metrics is defined using a combination of low-level 

metrics as detailed in Tables 2.2 and 2.3. 

 

Table 2.2: QMOOD design metrics. 

Design Metric Design  

Property 

Description 

Design Size in 

Classes (DSC) 
Design Size Total number of classes in the design. 

Number of 

Hierarchies (NOH) 

 

Hierarchies 
Total number of” root” classes in 

the design (count (MaxInheritenceTree 

(class)=0)) 

Average Number of 

Ancastors (ANA) 
Abstraction 

Average number of classes in the 

inheritance tree for each class. 

Direct Access

 Metric (DAM ) 

 

Encapsulation 
Ratio of the number of private and 

protected attributes to the total number of 

attributes in a class. 

Direct Class 

Coupling (DCC) 

 

Coupling 
Number of other classes a class 

relates to, either through a shared 

attribute or a parameter in a method. 

 

Cohesion Among 

Methods of class 

(CAMC) 

 

Cohesion 

Measure of how related methods are 
in a class in terms of used parameters. It 
can also be computed by: 1 − LackOf- 
CohesionOfMethods() 

Measure of 

Aggregation (MOA) 
Composition 

Count of number of attributes 

whose type is user defined class(es). 

Measure of 

Functional Abstraction 

(MFA) 

 

Inheritance 
Ratio of the number of inherited 

methods per the total number of 

methods within a class. 

 

Number of 

Polymorphic Methods 

(NOP ) 

 

Polymorphism 

Any method that can be used by 

a class and its descendants. Counts of 

the number of methods in a class 

excluding private, static and final ones. 

Class

 Interface Size 

(CIS) 

Messaging Number of public methods in class. 

Number of

 Methods (NOM ) 
Complexity Number of methods declared in a 

class. 
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Table 2.3: QMOOD quality attributes. 

Quality attributes 
Definition 

Computation 

Reusability 
A design with low coupling and high cohesion is easily 

reused by other designs. 

−0.25 ∗ Coupling + 0.25 ∗ Cohesion + 0.5 ∗ Messaging + 

0.5 ∗ DesignSize 

Flexibility 
The degree of allowance of changes in the design. 

0.25∗Encapsulation−0.25∗Coupling    +0.5∗Composition+ 

0.5 ∗ P olymorphism 

Understandability 
The degree of understanding and the easiness of learning 

the design implementation details. 

0.33∗Abstraction+0.33∗Encapsulation−0.33∗Coupling    + 
0.33∗Cohesion−0.33∗P olymorphism−0.33∗Complexity− 

0.33 ∗ DesignSize 

Functionality 
Classes with given functions that are publicly stated in 

interfaces to be used by others. 

0.12∗Cohesion+0.22∗P olymorphism+0.22∗Messaging   + 

0.22 ∗ DesignSize + 0.22 ∗ Hierarchies 

Extendibility 
Measurement of design’s allowance to incorporate new 

functional requirements. 

0.5 ∗ Abstraction − 0.5 ∗ Coupling + 0.5 ∗ Inheritance + 0.5 ∗ 
P olymorphism 

Effectiveness 
Design efficiency in fulfilling the required functionality. 

0.2∗Abstraction+0.2∗Encapsulation+0.2∗Composition+ 

0.2 ∗ Inheritance + 0.2 ∗ P olymorphism 

 

 

The QMOOD model has been used previously in the area of search-based software refactoring 

[30], [31] and so we use it to estimate the effect of the suggested refactoring solutions on software 

quality. QMOOD has the advantage that it defines six high-level design quality attributes 

(reusability, flexibility, understandability, functionality, extendibility, and effectiveness) that can 

be calculated using 11 lower level design metrics. 
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2.2 Classification of Refactoring Studies 

 

2.2.1 Manual Refactoring 

 

We start, this section, by summarizing existing manual approaches for software refactoring. In 

Fowler’s book [3] a non-exhaustive list of low-level design problems in source code has been difficult   

For each type of code smell, a list of possible refactoring is suggested that can be applied by the 

developers. Du Bois et al. [32] start from the hypothesis that refactoring opportunities correspond 

to those that improve cohesion and coupling metrics, and use this to perform an optimal distribution 

of features over classes. They analyze how refactoring manipulate coupling and cohesion metrics, 

and how to identify refactoring opportunities that improve these metrics. However, this approach 

is limited to only certain refactoring types and a small number of quality metrics. Murphy-Hill 

et al. [33, 34] proposed several techniques and empirical studies to support refactoring activities. In 

[34, 35], the authors proposed new tools to assist software developers in applying refactoring such as 

selection assistant, box view, and refactoring annotation based on structural information and 

program analysis techniques. 

Recently, Ge and Murphy-Hill [36] have proposed a new refactoring tool called Ghost Factor 

that allows the developer to transform code manually, but checks the correctness of the 

transformation automatically. Benefactor [37] and Witchdoctor [38] can detect manual refactoring 

and then complete them automatically. Tahvildari et al. [39] also propose a framework of object-

oriented metrics used to suggest to the software developer refactoring opportunities to improve the 

quality of an object-oriented legacy system. Dig [40] proposes an interactive refactoring technique 

to improve the parallelism of software systems. However, the proposed approach did not consider 

learning from the developers’ feedback and focused on making programs more parallel. Other 

contributions are based on rules that can be expressed as assertions (invariants, pre- and post-
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conditions). All these techniques are more concerned around the correctness of manually applied 

refactoring rather than interactive recommendations. The use of invariants has been proposed to 

detect parts of the program that require refactoring [41]. In addition, Opdyke [4] has proposed the 

definition and use of pre- and post-conditions with invariants to preserve the behavior of the software 

when applying refactoring. Hence, behavior preservation is based on the verification/satisfaction of 

a set of pre- and post-condition. All these conditions are expressed as first-order logic constraints 

expressed over the elements of the program. To summarize, manual refactoring is a tedious task for 

developers that involves exploring the software system to find the best refactoring solution that 

improves the quality of the software and fix design defects. 

 

2.2.2 Automated Refactoring 

To automate refactoring activities, new approaches have been proposed. JDeodorant [42] is an 

automated refactoring tool implemented as an Eclipse plug-in that identifies certain types of design 

defect using quality metrics and then proposes a list of refactoring strategies to fix them. Search-

based techniques [43] are widely studied to automate software refactoring and consider it as an 

optimization problem, where the goal is to improve the design quality of a system based mainly on 

a set of software metrics. The majority of existing work combines several metrics in a single 

fit ness function to find   the best sequence of refactoring.  Seng et al.  [44] have proposed a 

single-objective optimization approach using a genetic algorithm to suggest a list of refactoring to 

improve software quality. The work of O’Keeffe et al. [30] uses various local search-based 

techniques such as hill climbing and simulated annealing to provide an automated refactoring 

support. They use the QMOOD metrics suite [29] to evaluate the improvement in quality. 
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Kessentini et al. [45] have proposed single-objective combinatorial optimization using a genetic 

algorithm to find the best sequence of refactoring operations that improve the quality of the code 

by minimizing as much as possible the number of design defects detected in the source code. Kilic 

et al. [46] explore the use of a variety of population-based approaches to search-based parallel 

refactoring, finding that local beam search could find the best solutions. Harman et al. [47] have 

proposed a search-based approach using Pareto optimality that combines two quality metrics, CBO 

(coupling between objects) and SDMPC (standard deviation of methods per class), in two separate 

fitness functions. Ouni et al. [48] proposed also a multi-objective refactoring formulation that 

generates solutions to fix code smells. O´  Cinn´eide et al [49] have proposed a multi-objective 

search-based refactoring to conduct an empirical investigation to assess some structural metrics and 

to explore relationships between them. They have used a variety of search techniques (Pareto-

optimal search, semi-random search) guided by a set of cohesion metrics. 

The majority of existing multi-objective refactoring techniques propose as output a set of non-

dominated refactoring solutions (the Pareto front) that fi a good trade-off between the considered 

maintainability objectives. This leaves it to the software developers to select the best solution from a 

set of possible refactoring solutions, which can be a challenging task as it is not natural for developers 

to express their preferences in terms of a fitness functions value. Thus, the exploration of the Pareto 

front is still performed manually, which limits the use of multi-objective search techniques to 

address software engineering problems. An intelligent exploration of the Pareto front is required to 

expand the applicability of multi-objective techniques for search-based software engineering 

problems. 

In summary, developers should accept the entire refactoring solution and existing tools do not 

provide the flexibility to adapt the suggested solution in existing fully automated refactoring 
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techniques. Furthermore, existing automated refactoring tools execute the whole algorithm again to 

suggest new refactoring after a number of code changes are introduced by developers, rather than 

simply trying to update the proposed solutions based on the new code changes. While automation 

is important, it is essential to understand the points at which human oversight, intervention, and 

decision making should impact on automation. Human developers might reject changes made by 

any automated programming technique. Especially if they feel that they have little control, there 

will be a natural reluctance to trust and use the automated refactoring tool [50]. 

 

2.2.3 Interactive Refactoring 

Interactive techniques have been generally introduced in the literature of Search-Based Software 

Engineering and especially in the area of software modularization. Hall et al. [51] treated software 

modularization as a constraint satisfaction problem. The idea of this work is to provide a baseline 

distribution of software elements using good design principles (e.g. minimal coupling and 

maximal cohesion) that will be refined by a set of corrections introduced interactively by the 

designer. 

The approach, called SUMO (Supervised Re-modularization), consists of iteratively feeding 

domain knowledge into the re-modularization process. The process is performed by the designer 

in terms of constraints that can be introduced to refine the current modularizations. Initially, the 

system begins with generating a module dependency graph from an input system. This 

dependency is based on the correlation between software elements (coupling between methods, 

shared attributes etc.). Possible modularizations are then generated from the graph using multiple 

simulated authoritative decompositions. Then, using a clustering technique called Bunch, an initial 

set of clusters is generated that serves as an input to SUMO. 
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The SUMO algorithm provides a hypothesized modularization to the user, who will agree with 

some relations, and disagree with others. The user’s corrections are then integrated into the 

modularization process, to generate a more satisfactory modularization. The SUMO algorithm 

does not necessarily rely on clustering techniques, but it can benefit from their output as a starting 

point for its refinement process. 

Bavota et al. [52] presented the adoption of single objective interactive genetic algorithms in 

software re-modularization process. The main idea is to incorporate the user in the evaluation of the 

generated re-modularizations. Interactive Genetic Algorithms (IGAs) extend the Classic Genetic 

Algorithms (GAs) by partially or entirely involving the user in the determination of the solution’s 

fitness function. The basic idea of the Interactive GA (IGA) is to periodically add a constraint to 

the GA such that some specific components shall be put in a given cluster among those created so 

far. Initially, the IGA evolves similarly to the non-interactive GA. 

After a user-defined set of iterations, the individual with the highest fitness value is selected 

from the population set (in the case of single-objective GA) or from the fi front (in the case of multi-

objective GA) and presented to the user. After analyzing the current modularization, the user 

provides feedback in terms of constraints dictating for example, that a specific element needs to be 

in the same cluster as another one. Although user feedback is important in guaranteeing 

convergence, it is essential not to overload the user by asking for a decision about all the current 

relationships between elements, especially for a large system. 

Overall, the above existing studies of interactive re-modularization are limited to few types 

of refactoring such as moving classes between packages and splitting packages. Furthermore, the 

interaction mechanism is based on the manual evaluation of proposed re-modularization solutions 

which could be a time-consuming process. The proposed interactive re-modularization techniques are 
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also based on a mono-objective algorithm and did not consider multiple objectives when evaluating 

the solutions. A recent study [53] extended our previous work [54] to propose an interactive 

search based approach for refactoring recommendations.  The developers have to specify a desired 

design at the architecture level then the proposed approach try to fix the relevant refactoring that 

can generate a similar design to the expected one. In our work, we do not consider the use of a 

desired design, thus developers are not required to manually modify the current architecture of the 

system to get refactoring recommendations. Furthermore, developers maybe interested to change the 

architecture mainly when they want to introduce an extensive number of refactoring that radically 

change the architecture to support new features. 

Several possible levels of interaction are not considered by existing refactoring techniques. It 

is easy for developers to identify large classes or long methods that should be refactored, but 

they find i t  difficult in general, to locate a target class when applying a move method 

refactoring [55]. In addition, existing refactoring tools do not update their recommended 

refactoring solutions based on the software developer’s feedback such as accepting, modifying or 

rejecting certain refactoring operations. 

Furthermore, none of the above interactive studies considered reducing the interaction effort with 

developers which is an important step to improve the applicability of refactoring tools as highlighted 

in the survey with developers. 

To address the above-mentioned limitations, we proposed in this proposal, a new way for 

software developers to refactor their software systems as a sequence of transformations based on 

diff t levels of interaction, implicit exploration of non-dominated refactoring solutions and dynamic 

adaptive ranking of the suggested refactoring. 
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2.2.4 Search Based Software Refactoring 

Search-based techniques [43] are widely studied to automate software refactoring where the 

goal is to improve the design quality of a system based mainly on a set of software metrics. The 

majority of existing work combines several metrics in a single fitness function to find the best 

sequence of refactoring. Seng et al. [56] have pro- posed a single-objective optimization approach 

using a genetic algorithm to suggest a list of refactoring to improve software quality. The work of 

O’Keeffe et al. [30] uses various local search-based techniques such as hill climbing and simulated 

annealing to provide an automated refactoring support. They use the QMOOD metrics suite [29] to 

evaluate the improvement in quality. Kessentini et al. [45] have proposed single-objective 

combinatorial optimization using a genetic algorithm to fi the best sequence of refactoring 

operations that improve the quality of the code by minimizing as much as possible the number of 

design defects detected in the source code. Kilic et al. [46] explore the use of a variety of population-

based approaches to search-based parallel refactoring, finding that local beam search could find the best 

solutions. Harman et al. [47] have proposed a search-based approach using Pareto optimality that 

combines two quality metrics, CBO (coupling between objects) and SDMPC (standard deviation of 

methods per class), in two separate fitness functions. Ouni et al. [48] proposed also a multi-objective 

refactoring formulation that generate solutions to find code smells. O’Cinn’eide et al[49] have proposed 

a multi-objective search base refactoring to conduct an empirical investigation to assess some structural 

metrics and to explore relationships between them. They have used a variety of search techniques (Pareto-

optimal search, semi-random search) guided by a set of cohesion metrics. The majority of existing multi-

objective refactoring techniques propose as output a set of non-dominated refactoring solutions (the 

Pareto front) that fi a good tradeoff between the considered maintainability objectives. This leaves it to 

the software developers to select the best solution from a set of possible refactoring solutions, which can 
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be a challenging task as it is not natural for developers to express their preferences in terms of a fitness 

functions value. Thus, the exploration of the Pareto front is still performed manually, which limits the 

use of multi-objective search techniques to address software engineering problems. An intelligent 

exploration of the Pareto front is required to expand the applicability of multi-objective techniques for 

search-based software engineering problems as addressed in this proposal. 

 

2.2.5 Refactoring Recommendation 

Much effort has been devoted to the definition of approaches supporting refactoring. One 

representative example is JDeodorant, the tool proposed by Tsantalis and Chatzigeorgiou [57]. Our 

paper is mostly related to approaches exploiting search-based techniques to identify refactoring 

opportunities, and our discussion focuses on them since the bot is based on multi-objective 

refactoring. We point the interested reader to the survey by Bavota et al. [58] for an overview of 

approaches supporting code refactoring. 

O’Keeffe and Cinnéide [59] presented the idea of formulating the refactoring task as a search 

problem in the space of alternative designs, generated by applying a set of refactoring operations. 

Such a search is guided by a quality evaluation function based on eleven object-oriented design 

metrics that reflect refactoring goals. Harman and Tratt [60] were the fi to introduce the concept of 

Pareto optimality to search-based refactoring. They used it to combine two metrics, namely CBO 

(Coupling Between Objects) and SDMPC (Standard Deviation of Methods Per Class), into a fi 

function and showed its superior performance as compared to a mono-objective technique [60]. 

The two aforementioned works [59, 60] paved the way to several search-based approaches 

aimed at recommending refactoring operations [44, 61, 62, 63, 64, 65]. Several other studies 

proposed refactoring at the model level as well [66, 67, 68, 69, 70, 71, 72, 73]. A representative 



 

18  

example of these techniques is the recent work by Alizadeh et al. et al. [74], who proposed an 

interactive multi-criteria code refactoring approach to improve the QMOOD quality metrics while 

minimizing the number of refactoring. In our approach, we decided to rely on a simpler optimization 

algorithm by only considering the refactoring of recently changed files in other pull requests 

rather than the root-canal refactoring approach of Alizadeh et al. et al. [74]. 

 

2.2.6 Empirical Studies on Refactoring 

Empirical studies on software refactoring mainly aim at investigating the refactoring habits of 

software developers and the relationship between refactoring and code quality. We only discuss 

studies reporting find relevant to our work. Murphy-Hill et al. [75] investigated how developers 

perform refactoring. Examples of the exploited datasets are usage data from 41 developers using 

the Eclipse environment and information extracted from versioning systems. Among their several 

fixes they show that developers often perform floss refactoring; namely, they interleave 

refactoring with other programming activities, confirming that refactoring is rarely performed in 

isolation. Kim et al. [76] present a survey of software refactoring with 328 Microsoft engineers. 

They show that the major obstacle of adopting many existing refactoring tools is their configuration 

and painful integration within their pipelines without disturbing developers with their current focus 

in terms of meeting deadlines and making regular code changes. Those finding stress out the need 

for refactoring bots that can be adopted for continuous integration without considerable 

configuration effort. 
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2.2.7 Software Bots 

The design and implementation of software bots are still in its infancy with a significant 

focus on chatbots. For instance, Lebeuf et al. et al. [77, 78] discussed the potential of using chat 

bots in software engineering and how they can be helpful to increase collaborations between 

programmers. The authors also proposed a possible classification of potential benefits of using 

software bots in various domains, especially to improve the productivity of developers. An extensive 

empirical study of over 90 software bots was performed by Wessel et al.et al. [79] to provide a 

classification and taxonomy for them. They found that around 21 bots were actually tried on 

GitHub repositories and the dominant majority are around testing but without providing any code 

actions or recommendations to developers. The authors found that none of these bots provides 

explanations of their analysis which reduced the adoption by developers. 

Some examples of regression testing bots include Travis CI and the bot designed by Urli et al. 

[80] to repair bugs. These tools did not open a new pull-request, but they are executed manually 

by the developers where they can check the recommended patches. Another bot related to quality 

assessment but not refactoring is Fix-it et al. [81]. It is mainly limited to a few types of code 

changes, mainly targeting dynamic analysis metrics. 

Finally, Wyrich et al. et al. [82] proposed a vision paper to emphasize the importance of 

refactoring bots and motivates their potential use in practice. They proposed a prototype, not a 

complete bot, by running SonarQube to detect code smells. However, the work is still in its initial 

stage where refactoring is not recommended yet. 

 

2.3 Summary of Systematic Literature Review on Refactoring 

 Due to the growing complexity of software systems, there has been a dramatic increase and 
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industry demand for tools and techniques on software refactoring in the last ten years, definition 

traditionally as a set of program transformations intended to improve the system design while 

preserving the behavior. Refactoring studies are expanded beyond code-level restructuring to be 

applied at diff t levels (architecture, model, requirements, etc.), adopted in many domains beyond the 

object-oriented paradigm (cloud computing, mobile, web, etc.), used in industrial settings and 

considered objectives beyond improving design to include other non-functional requirements (e.g., 

improve performance, security, etc.). Thus, challenges to be addressed by refactoring work are 

nowadays beyond code transformation to include, but not limited to, scheduling the opportune time 

to carry refactoring, recommendations of specific refactoring activities, detection of refactoring 

opportunities and testing the correctness of applied refactoring. Therefore, the refactoring research 

efforts are fragmented over several research communities, various domains, and diff t objectives. To 

structure the fitness and existing research results, we provide a systematic literature review and 

analyzes the results of about 2800 research papers on refactoring covering the last two decades to 

offer the most scalable and comprehensive literature review of existing refactoring research studies. 

Based on this survey, we created a taxonomy to classify the existing research, identified research 

trends and highlighted gaps in the literature and avenues for further research. 

Several studies [83, 84] show that programmers are postponing software maintenance activities 

that improve software quality, even while seeking high-quality source code for themselves. In fact, 

the time and monetary pressures force programmers to neglect improving the quality of their source 

code [7]. Due to the growing complexity of software systems, the last ten years have seen a 

dramatic increase and industry demand for tools and techniques on software refactoring. To get a 

deep understanding of the current state of the field and existing research results, we first conducted 

a systematic literature review (SLR) and analyzed over 2800 research papers on refactoring, spanning 
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the last two decades. This SLR offers the most scalable and comprehensive literature review of 

refactoring research to date. Based on our SLR, we created a taxonomy to classify the existing 

research, identified research trends, and highlighted gaps in the literature and avenues for further 

research. Refactoring is among the fastest growing software engineering research areas, if not the 

fastest. Figure 2.1 shows the dramatic growth of the refactoring fi during the last decade. During 

just the last three years (2014-2016), over 850 papers were published in the field with an average 

of 270 papers each year. Over 4990 authors from all over the world contributed to the field of 

software refactoring. We highlight the most active authors in Figure 2.2, based on both number of 

publications and citations in the area. As seen in Figure 2.3, most of the active refactoring 

researchers are located in the US, thus motivating the proposed infrastructure in US. 

Figure 2.1: Number of refactoring publications over the last two decades. 

Figures 2.4 highlight that refactoring research has expanded significantly since its inception 

in the early 90s. Refactoring now expands beyond code-restructuring and targets different 

artefacts (architecture, model, requirements, etc.)  [28, 9, 10, 11, 12, 13, 14, 15, 16, 85, 18, 

86, 87], is pervasive in many domains beyond the object-oriented paradigm (cloud computing, 

mobile, web, etc.)[88, 89, 90, 91, 68,92, 93, 94, 95, 96], is widely adopted in industrial settings 
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[69,71], and the objectives expand beyond improving design into other nonfunctional requirements 

(e.g., improve performance, security, etc.) [87, 40, 97, 98, 99, 100, 85]. The focus of the refactoring 

community nowadays goes beyond code transformation to include, but not limited to, scheduling the 

opportune time to carry refactoring [101, 102, 32, 103], recommending specific refactoring activities 

[87, 54, 40, 32, 104, 105, 106, 107, 108, 65, 109], inferring refactoring from the code [12, 110], and 

testing the correctness of applied refactoring [111, 106, 103]. Therefore, the refactoring research 

efforts are fragmented over several research communities, various domains, and diff t objectives, 

motivating the need for a shared infrastructure to promote reuse and collaboration.  
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Figure 2.2: Leading refactoring researchers over the last decade based on both publications and 

citations. 

 

Figure 2.3: Distribution of refactoring researchers around the world. 
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Manual refactoring can be challenging and error prone. Many Integrated development 

environment (IDE) and software programming tools have implemented refactoring techniques in their 

products as a recommendation/guideline or partially/fully automated. Based on a survey [112], 38% 

of developers answered that the refactoring engine of an IDE was used and 7% of them stated that 

refactoring was done partially automated. The main reasons for developers to do refactoring 

manually is that they do not trust automated process for complex refactoring techniques, or the 

necessary modification is not supported in their choice of IDE. In another study [113], authors 

pointed out three factors: awareness, trust, and opportunity, and issues with tool work-flow as the 

limitations affecting usage of tools for refactoring. Therefore, this study can be useful for people 

from industry and market to be updated from the latest advancements in refactoring. 
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Figure 2.4: Taxonomy of refactoring researches and the number of publications during the past 

two decade.
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Chapter 3: Conclusion 

Refactoring is nowadays widely adopted in the industry because bad design decisions can be very 

costly and extremely risky. On the one hand, automated refactoring does not always lead to the 

desired design. On the other hand, manual refactoring is error-prone, time-consuming and not 

practical for radical changes. Thus, recent research trends in the field focused on integrating 

developers’ feedback into automated refactoring recommendations because developers understand the 

problem domain intuitively and may have a clear target design in mind. However, this interactive 

process can be repetitive, expensive, and tedious since developers must evaluate recommended 

refactoring, and adapt them to the targeted design especially in large systems where the number of 

possible strategies can grow exponentially. 

In Chapter I and Chapter II, we defined the problem and the challenges of code refactoring, the 

contributions of this dissertation, required background (including software refactoring, code 

quality, etc. ), and state-of-the-art and related works to this field of refactoring. While code-level 

refactoring has been widely studied and is well supported by tools, understanding refactoring 

rationale, or why developers should apply recommended refactoring, is less well understood. 

Without a rigorous understanding of the rationale for refactoring, existing refactoring 

recommendation tools will continue to suffer from a high false-positive rate and limited relevance for 

developers. If, however, refactoring rationale can be identified automatically, this can be used to 

guide refactoring recommendations to be more purposeful and less ad hoc. 

Moreover, once these refactoring have been applied, it is time-consuming for developers to 

manually document them. However, most existing approaches to automatic generation of 
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documentation focus on functional changes, which are easier to generate from code changes. 
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