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#### Abstract

Application of the electromagnetic scattering theory to the physical models of microwave remote sensing of natural targets including but not limited to polar ice sheets, soil surface, vegetated area, etc. and fluctuation electrodynamic as well as microwave resonators are presented in this thesis. Advancement of the remote sensing technology led the radar and radiometry measurement to a level of accuracy that correct interpretation of the measurement outcomes and relating those to the unknown parameters under study requires the physical models that are capable of resembling the real life situation as close and accurate as possible. Along with accuracy, the model should be simple enough for the purpose of real time implementation. This is where the analytical solution of the physical problem manifest itself against pure numerical methods in terms of the fast evaluation and more importantly the insight that is not available in a numerical approach. Scattering from random rough interferences is studied throughout the first part of the thesis. Also, beyond the small perturbation method, the T-matrix method is also studied as an alternative approach that works for larger surface heights. Beside these, an alternative partially coherent approach is also introduced to significantly reduce the computational cost of the problem of layered media with random permittivity profile. The finite coherency length of the propagating wave inside the layered media is considered to divide the layered media into smaller blocks and then combine the block's responses afterward. In the second part we consider fast and broad band computation of the Green's function inside the cavity of irregular shape. Conventional way of computing the Green's function of an irregular shaped cavity is the numerical methods such as surface integral equation or finite element methods which can obtain the response at single frequency with intensive computational cost. The proposed method utilizes the imaginary wave number extraction of the Green's function from itself to develop a broad band and at the same time fast converging hybrid spatial-spectral expansion to achieve a highly accurate result for the Green's function whereas in computing the Green's function of cavity using numerical methods, a fine sweep over the frequency band is required to capture individual resonance line, the broad band solution provide the solution thousand times faster than the competitor methods. The last part of the thesis includes a classical electromagnetic treatment of the Casimir self-stress on nano tubes. Although the Casimir force on the parallel plates can be regularized by throwing away the bulk part of the full Green's function, it is shown that such a regularization does not remove divergence of zero-point energy and the final stress is computed by applying further regularizations.


## Chapter 1

## Fluctuation-Dissipation Theorem and Brightness Temperature

### 1.1 Introduction

Every object at non-zero temperature $T$ radiates electromagnetic wave Spontaneously and continuously. This electromagnetic radiation is often called the thermal radiation as the radiation spectrum is stronger over the Infrared band. Thermal radiation from an object is strongly dependent on the physical properties of the object[1, 2]. In order to simplify the subject, people often define an imaginary object that radiates perfectly (In term of far field radiation) which is know as Blackbody. Perfect radiator here stands for an object that achieves maximum possible radiated power when it is in equilibrium with a thermal bath at temperature $T$. Assuming such an object separates out the dependence of the thermal radiation from the physical characteristics of the radiator. Planck's radiation law expresses how the thermal radiation depends on the temperature of the radiator object and what would be the frequency content of the radiated field.

### 1.2 Planck's Radiation Law

The radiated power from an object primarily depends on the size of the object, the direction in which power being measured, the bandwidth of the receiver, and the distance between the receiver and the radiator. In order to quantify radiated power in general, a normalized quantity can be defined that elevates the above dependencies. Radiated power from a unit surface area of an object at thermal equilibrium at frequency of $\omega$ within unit solid angle of emission is called the Radiance of the object. For a blackbody at fixed temperature $T$, the radiance $I_{B}(\omega, T)$ is given by the Planck's law[3-6],

$$
\begin{equation*}
I_{B}(\omega, T)=\frac{\hbar \omega^{3}}{2 \pi^{2} c^{2}} \frac{1}{e^{\hbar \omega / k T}-1} \tag{1.2.1}
\end{equation*}
$$

With unit of $\left[I_{B}\right]=\mathrm{W} \cdot \mathrm{m}^{-2} \cdot \mathrm{Sr}^{-1} \cdot \mathrm{~Hz}$. Note that this is the maximum possible radiance for an ideal object that can deliver whole thermal energy to the radiation field. Now, for an arbitrary imperfect object (Gray object) we introduce the emissivity function $0 \leq e(\Omega, \omega) \leq 1$, which is its effectiveness in radiating the thermal energy, as [4]

$$
\begin{equation*}
I_{G}(\omega, T)=e(\Omega, \omega) I_{B}(\omega, T) \tag{1.2.2}
\end{equation*}
$$

The thermal radiation in general is not polarized. However, the emissivity $e(\Omega, \omega)$ for different states of polarization can be different that changes the radiated power polarization.

Figure. 1.1 plots the radiance spectrum for different body temperatures. The frequency


Figure 1.1: Radiance of a blackbody at temperature $T$ vs frequency for different temperature.
at which maximum radiance occurs shifts to higher frequencies as temperature increases in a linear fashion $\left(f_{\max } \propto T\right)$. This shows that a light bulb should works at very high temperature to have a good visible radiation at optical frequencies. For temperatures in the order of room temperature, maximum radiation falls within the IR band ( 300 GHz - 430 THz ) where the radiation can be absorbed greatly and produce heat. That's why blackbody radiation is known as thermal radiation.

If we have a receiver with infinite bandwidth that integrates the radiated power over all frequencies, the result is interesting. Power radiated by surface $\mathrm{d} A$ of a blackbody through solid angle of $\mathrm{d} \Omega$ and frequency band $\mathrm{d} \omega /(2 \pi)$ is $\mathrm{d} P(T)=I_{B}(T, \omega) \mathrm{d} A \mathrm{~d} \omega /(2 \pi) \mathrm{d} \Omega$. The blackbody can be placed face up inside a sphere ( $\hat{z}$ is normal to the surface). Then the power flux through a surface element on the sphere would be $I_{B}(T, \omega) \mathrm{d} A \mathrm{~d} \omega /(2 \pi) \cos \theta \mathrm{d} \Omega$ and total radiated power over all bandwidth [7]

$$
\begin{align*}
\frac{\mathrm{d} P(T)}{\mathrm{d} A} & =\int_{0}^{\infty} \frac{\mathrm{d} \omega}{2 \pi} \int_{(2 \pi)^{+}} \mathrm{d} \Omega \cos \theta I_{B}(T, \omega)  \tag{1.2.3}\\
& =\frac{\hbar}{4 \pi^{2} \hbar^{3} c^{2}} \int_{0}^{\infty} \mathrm{d} \omega \frac{(\hbar \omega)^{3}}{e^{\hbar \omega / k T}-1} \\
& =\frac{\pi^{2}\left(k_{B} T\right)^{4}}{60 \hbar^{3} c^{2}}
\end{align*}
$$

where the last integral can be computed using the Gamma function. Therefore, broadband radiated power per unit area of the blackbody is $[8,9]$

$$
\begin{equation*}
\frac{P(T)}{A}=\sigma T^{4} \tag{1.2.4}
\end{equation*}
$$

where $\sigma=\frac{\pi^{2} k_{B}^{4}}{60 \hbar^{3} c^{2}}$ is the Stefan-Boltzmann constant $\left([\sigma]=\mathrm{W} \cdot \mathrm{m}^{-2} \cdot \mathrm{~K}^{-4}\right)$. This is the StefanBoltzmann law which shows the broadband radiated power from unit area of the blackbody is proportional to $T^{4}$. This law was discovered before Planck discover the black body radiation spectrum.

### 1.2.1 Black Body as a Bosonic Gas

The black body can be considered as a photon gas in equilibrium with the cavity. The photon gas is actually collection of simple harmonic oscillators with different natural frequencies that construct the modes inside the cavity. The dispersion relation of each mode of oscillation is

$$
\begin{equation*}
\omega=c k \tag{1.2.5}
\end{equation*}
$$

The density of states of the electromagnetic waves as a function of $k$ is the number of modes with wave number between $k$ and $k+\mathrm{d} k$. Considering a cavity of volume $L^{3}$ with periodic boundary condition, each mode occupies the volume of $(2 \pi / L)^{3}$ in $k$-space, while the volume of a spherical shell of thickness $\mathrm{d} k$ at $k$ in spectral space is $4 \pi k^{2} \mathrm{~d} k$. In addition, in the volume that occupied with a single mode, there are two electromagnetic modes with two polarizations. Therefore, the density of states can be expressed as,

$$
\begin{equation*}
g(k) \mathrm{d} k=\frac{4 \pi k^{2}}{(2 \pi / L)^{3}} \times 2=V \frac{k^{2} \mathrm{~d} k}{\pi^{2}} \tag{1.2.6}
\end{equation*}
$$

where $V$ is the volume of cavity. Density od states can be equivalently expressed in term of $\omega$ through

$$
\begin{equation*}
g(\omega)=\left.g(k)\right|_{k=\omega / c} \frac{\mathrm{~d} k}{\mathrm{~d} \omega} \tag{1.2.7}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
g(\omega) \mathrm{d} \omega=V \frac{\omega^{2} \mathrm{~d} \omega}{\pi^{2} c^{3}} \tag{1.2.8}
\end{equation*}
$$

The density of states $g(\omega) \mathrm{d} \omega$ shows number of photons in the box with volume $V$, that have oscillation frequency between $\omega$ and $\omega+\mathrm{d} \omega$. According to Bose-Einstein statistic for photons in equilibrium at temperature $T$, average number of photons in state $\omega$ is given by,

$$
\begin{equation*}
N(\omega)=\frac{1}{e^{\hbar \omega / k T}-1} \tag{1.2.9}
\end{equation*}
$$

Then the energy of all of the system in state $\omega$ is $(N(\omega)+1 / 2) \hbar \omega$ as the Hamiltonian of the system can be written as $H=(N+1 / 2) \hbar \omega$ ant $N$ is the particle number operator. Considering the density of state, total electromagnetic energy of the system is given by

$$
\begin{equation*}
U=\int_{0}^{\infty} \mathrm{d} \omega g(\omega) \hbar \omega\left(\frac{1}{2}+\frac{1}{e^{\hbar \omega / k T}-1}\right) \tag{1.2.10}
\end{equation*}
$$

The constant term of $1 / 2$ corresponds to the zero point energy of the vacuum which results in a divergent result for the energy. However, this term can be ignored by redefining the reference of the energy (normal ordering). Therefore, renormalized energy can be written as

$$
\begin{equation*}
U=V \frac{\hbar}{\pi^{2} c^{3}} \int_{0}^{\infty} \mathrm{d} \omega \frac{\omega^{3}}{e^{\hbar \omega / k T}-1} \tag{1.2.11}
\end{equation*}
$$

The energy per unit volume $u=: U / V$

$$
\begin{equation*}
u=\frac{\hbar}{\pi^{2} c^{3}} \int_{0}^{\infty} \mathrm{d} \omega \frac{\omega^{3}}{e^{\hbar \omega / k T}-1} \tag{1.2.12}
\end{equation*}
$$

From the energy density, the radiated power would be cu. If we express the frequency integral in terms of $\nu$

$$
\begin{equation*}
P=\frac{\hbar}{\pi^{2} c^{3}} \int_{0}^{\infty} 2 \pi \mathrm{~d} \nu \frac{\omega^{3}}{e^{\hbar \omega / k T}-1} \tag{1.2.13}
\end{equation*}
$$

Normalizing the integrand by $4 \pi$ gives power density per unit solid angle. In fact, before discovery of Planck, people tried to do inversely, i.e. somehow finding a radiation spectrum $I_{B}(\omega, T)$ from the Stefan-Boltzmann law in a compatible way. From (1.2.13), the specific intensity of the radiation can be identified as

$$
\begin{equation*}
I_{B}(\omega, T)=\frac{\hbar}{2 \pi^{2} c^{3}} \frac{\omega^{3}}{e^{\hbar \omega / k T}-1} \tag{1.2.14}
\end{equation*}
$$

which is the Planck's radiation law of the black body.

### 1.3 Fluctuation-Dissipation Theorem

Although Planck's radiation law describes radiation intensity of a black body object in thermal equilibrium at temperature $T$, for small objects compared to the thermal wavelength $\lambda_{T}$, radiated energy differs from black body radiation because of interference of radiation with the object itself. In other words, the emission from the object depends on the other physical parameters of the object in addition to its temperature. The thermal wavelength $\lambda_{T}$ comes to the picture by considering a photon with oscillation frequency of $\omega$. Assigned energy $\hbar \omega$ corresponds to thermal energy of $k_{B} T$ that gives a thermal wavelength of $\lambda_{T}=\hbar c / k_{B} T$ (thermal wavelength is approximately $7 \mu \mathrm{~m}$ at room temperature).

Another question regarding the thermal radiation of the black body comes about the polarization of the radiated wave. Experiments have shown that the radiated heat can be polarized depending on the size of the object (aspect ratio). As we can predict, thermal radiation is nothing but the radiation from the fluctuating particles inside the object. If we have a wire like object with radius smaller than the thermal wavelength, it is expected to mostly have polarized electric field along the wire. Actually it is the case, as the wire length tends to zero, radiation becomes fully polarized along the wire [1].

If instead of radiation intensity, the excitations sources inside the object are known in a consistent manner, then radiation formulation can account for the radiation properties like polarization, near field radiation and physical parameters of the radiating object. Fluctuation-dissipation theorem provides a consistent inversion of the radiation intensity to find the source of radiation.

### 1.3.1 Classical Response Function

Consider a system consists of dipole moments $\bar{P}(s)$ with Hamiltonian $H_{0}(s)$ where $s=$ $\left(q_{i}, p_{i}\right) \in \Omega$ is a point in the phase space of the system where $q_{i}$ 's and $p_{i}$ 's are coordinates and conjugate momenta, respectively. The probability density of any physical quantity of
the system (including dipole moment) to be in the state $s$ in equilibrium at temperature $T$, is classically given by the Boltzmann distribution [10],

$$
\begin{equation*}
f_{e q}(s) \propto e^{-\beta H_{0}(s)} \tag{1.3.1}
\end{equation*}
$$

where $\beta=1 / k_{B} T$. Statistical average of the dipole moment $\bar{P}$ in equilibrium over the whole phase space can be obtained as

$$
\begin{equation*}
\langle\bar{P}\rangle=\frac{\int_{\Omega} \mathrm{d} s \bar{P}(s) e^{-\beta H_{0}(s)}}{\int_{\Omega} \mathrm{d} s e^{-\beta H_{0}(s)}} \tag{1.3.2}
\end{equation*}
$$

If perturbation electric field $\bar{E}(\bar{r}, t)$ interacts with the system, the Hamiltonian become perturbed $H=H_{0}+\delta H$ where the perturbation Hamiltonian contains interaction of the applied electric field with the dipole moment of the system,

$$
\begin{equation*}
\delta H=-\int_{V} \mathrm{~d} \bar{r} \bar{P}(\bar{r}, t) \cdot \bar{E}(\bar{r}, t) \tag{1.3.3}
\end{equation*}
$$

If we consider an object with physical dimension smaller than the thermal wave length, then we can approximate the object by it's dipole moment (which is independent of location) and write

$$
\begin{equation*}
\delta H=-\bar{P}(t) \cdot \bar{E}(t) \tag{1.3.4}
\end{equation*}
$$

Due to this perturbation, the expected value of the dipole moment changes $\langle\delta \bar{P}\rangle(t)=$ $\langle\bar{P}(t)\rangle-\langle\bar{P}\rangle_{\text {eq }}$ where $\langle\bar{P}(t)\rangle$ is the expected value after applying the perturbation at time $t$. If we assume the change in the dipole moment expectation is small and is linearly proportional to the perturbation electric field, the change in the dipole moment of the system can be written as $[10,11]$,

$$
\begin{equation*}
\langle\delta \bar{P}\rangle(t)=\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \overline{\bar{\chi}}\left(t, t^{\prime}\right) \cdot \bar{E}\left(t^{\prime}\right) \tag{1.3.5}
\end{equation*}
$$

where, $\overline{\bar{\chi}}$ is the linear response function of the system. For a perturbation electric field which is constant $\bar{E}_{0}$ before $t$ and vanishes afterward,

$$
\begin{equation*}
\left.\langle\delta \bar{P}\rangle(t)=\left[\int_{t}^{\infty} \mathrm{d} t^{\prime} \overline{\bar{\chi}} t^{\prime}\right)\right] \cdot \bar{E}_{0} \tag{1.3.6}
\end{equation*}
$$

where, causality of the response function ( $\overline{\bar{\chi}}(t)=0$ for $t<0$ ) and stationary time response is applied. Equation (1.3.6) can be solved for the response function to find

$$
\begin{equation*}
\chi_{i j}(t)=-\frac{1}{E_{0 j}} U(t) \frac{\mathrm{d}}{\mathrm{~d} t}\left\langle\delta P_{i}\right\rangle(t) \tag{1.3.7}
\end{equation*}
$$

Here, $U(t)$ is the unit step function to enforce causality. The response function $\chi_{i j}(t)$ can be determined by knowing the time derivative of $\delta\langle\bar{P}\rangle(t)$. The expectation value of the dipole moment $\bar{P}$ after perturbation can be evaluated using Boltzmann distribution with perturbed Hamiltonian $H_{0}+\delta H$ [12]

$$
\begin{equation*}
f(s) \propto e^{-\beta\left(H_{0}+\delta H\right)}=f_{e q}(s) e^{-\beta \delta H} \approx f_{e q}(s)[1-\beta \delta H] \tag{1.3.8}
\end{equation*}
$$

Therefore the expectation value of the dipole moment after applying perturbation would be

$$
\begin{align*}
\langle\bar{P}(t)\rangle & =\frac{\langle\bar{P}\rangle_{\mathrm{eq}}-\beta\langle\bar{P} \delta H\rangle_{\mathrm{eq}}}{\langle 1-\beta \delta H\rangle_{\mathrm{eq}}}  \tag{1.3.9}\\
& =\left(\langle\bar{P}\rangle_{\mathrm{eq}}-\beta\langle\bar{P} \delta H\rangle_{\mathrm{eq}}\right)\left[1+\beta\langle\delta H\rangle_{\mathrm{eq}}\right]
\end{align*}
$$

Keeping the terms up to the first order of applied field,

$$
\begin{equation*}
\langle\bar{P}(t)\rangle=\langle\bar{P}\rangle_{\mathrm{eq}}-\beta\langle\bar{P}(t) \delta H\rangle_{\mathrm{eq}}+\beta\langle\delta H\rangle_{\mathrm{eq}}\langle\bar{P}(t)\rangle_{\mathrm{eq}} \tag{1.3.10}
\end{equation*}
$$

or,

$$
\begin{equation*}
\langle\delta \bar{P}\rangle(t)=-\beta\langle\bar{P}(t) \delta H\rangle_{\mathrm{eq}}+\beta\langle\delta H\rangle_{\mathrm{eq}}\langle\bar{P}(t)\rangle_{\mathrm{eq}} \tag{1.3.11}
\end{equation*}
$$

For the perturbation at time $t=0, \delta H=-\bar{P}(0) \cdot \bar{E}_{0}$

$$
\begin{align*}
\langle\delta \bar{P}\rangle(t) & =\beta\left[\langle\bar{P}(t) \bar{P}(0)\rangle_{\mathrm{eq}}-\langle\bar{P}(t)\rangle_{\mathrm{eq}}\langle\bar{P}(0)\rangle_{\mathrm{eq}}\right] \cdot \bar{E}_{0}  \tag{1.3.12}\\
& =\beta\left\langle\left[\bar{P}(t)-\langle\bar{P}\rangle_{\mathrm{eq}}\right]\left[\bar{P}(0)-\langle\bar{P}\rangle_{\mathrm{eq}}\right]\right\rangle_{\mathrm{eq}} \cdot \bar{E}_{0} \\
& =\beta\langle\delta \bar{P}(t) \delta \bar{P}(0)\rangle_{\mathrm{eq}} \cdot \bar{E}_{0}
\end{align*}
$$

Note that the expectation value $\langle\delta \bar{P}\rangle(t)$ is over non-equilibrium states while the above result is in term of equilibrium expectation. Substituting in Eq. (1.3.7) results in

$$
\begin{equation*}
\overline{\bar{\chi}}(t)=-\beta U(t) \frac{\mathrm{d}}{\mathrm{~d} t}\langle\delta \bar{P}(t) \delta \bar{P}(0)\rangle_{\mathrm{eq}} \tag{1.3.13}
\end{equation*}
$$

However, it is assumed that the response function is stationary in time, thus

$$
\begin{equation*}
\overline{\bar{\chi}}(t)=-\beta U(t) \frac{\mathrm{d}}{\mathrm{~d} t}\langle\delta \bar{P}(t+\tau) \delta \bar{P}(\tau)\rangle_{\mathrm{eq}} \tag{1.3.14}
\end{equation*}
$$

In general, being stationary in time implies uncorrelated spectrum in frequency domain, except at a point. Assuming Fourier transform of dipole moment,

$$
\begin{equation*}
\delta \bar{P}(t)=\int \frac{\mathrm{d} \omega}{2 \pi} e^{-i \omega t} \delta \bar{P}(\omega) \tag{1.3.15}
\end{equation*}
$$

and the response function as

$$
\begin{equation*}
\overline{\bar{\chi}}(t)=\int \frac{\mathrm{d} \omega}{2 \pi} e^{-i \omega t} \overline{\bar{\chi}}(\omega) \tag{1.3.16}
\end{equation*}
$$

then, correlation of frequency components yields

$$
\begin{align*}
\langle\delta \bar{P}(t+\tau) \delta \bar{P}(\tau)\rangle & =\int \frac{\mathrm{d} \omega}{2 \pi} \int \frac{\mathrm{~d} \omega^{\prime}}{2 \pi}\left\langle\delta \bar{P}(\omega) \delta \bar{P}\left(\omega^{\prime}\right)\right\rangle e^{-i \omega(t+\tau)} e^{-i \omega^{\prime} \tau}  \tag{1.3.17}\\
& =\int \frac{\mathrm{d} \omega}{2 \pi} \int \frac{\mathrm{~d} \omega^{\prime}}{2 \pi}\left\langle\delta \bar{P}(\omega) \delta \bar{P}\left(\omega^{\prime}\right)\right\rangle e^{-i\left(\omega+\omega^{\prime}\right) \tau} e^{-i \omega t}
\end{align*}
$$

Left hand side does not depends on $\tau$. Right hand side becomes independent of $\tau$ if

$$
\begin{equation*}
\left\langle\delta \bar{P}(\omega) \delta \bar{P}\left(\omega^{\prime}\right)\right\rangle \propto \delta\left(\omega+\omega^{\prime}\right) \tag{1.3.18}
\end{equation*}
$$

Assuming this proportionality, and since $\delta \bar{P}(t)$ is a real quantity

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\langle\delta \bar{P}(t+\tau) \delta \bar{P}(\tau)\rangle_{\mathrm{eq}}=\int \frac{\mathrm{d} \omega}{2 \pi}(-i \omega)\left\langle\delta \bar{P}(\omega) \delta \bar{P}^{*}(\omega)\right\rangle e^{-i \omega t} \tag{1.3.19}
\end{equation*}
$$

Fourier Transform of the response function is convolution of spectrum of step and spectral density of the dipole moment,

$$
\begin{align*}
\bar{\chi}(\omega) & =-\beta U(\omega) \star \frac{-i \omega}{2 \pi}\left\langle\delta \bar{P}(\omega) \delta \bar{P}^{*}(\omega)\right\rangle  \tag{1.3.20}\\
& =-\beta\left[-\frac{1}{i \omega}+\pi \delta(\omega)\right] \star(-i \omega)\left\langle\delta \bar{P}(\omega) \delta \bar{P}^{*}(\omega)\right\rangle
\end{align*}
$$

Finding the imaginary part of the response function is less difficult.

$$
\begin{equation*}
2 \operatorname{Im} \overline{\bar{\chi}}(\omega)=2 \pi \frac{\omega}{k_{B} T}\left\langle\delta \bar{P}(\omega) \delta \bar{P}^{*}(\omega)\right\rangle \tag{1.3.21}
\end{equation*}
$$

If we call the $\delta \bar{P}(\omega)$ noise polarization $\bar{P}_{N}(\omega)$ caused by perturbation, then

$$
\begin{equation*}
\left\langle\bar{P}_{N}(\omega) \bar{P}_{N}^{*}\left(\omega^{\prime}\right)\right\rangle=\frac{k_{B} T}{\pi \omega} \operatorname{Im} \overline{\bar{\chi}}(\omega) \delta\left(\omega-\omega^{\prime}\right) \tag{1.3.22}
\end{equation*}
$$

This derivation is based on classical physics. In order to transit to the quantum limit, classical average energy of $k_{B} T$ per degree of freedom should be replaced by energy of the harmonic oscillator

$$
\begin{equation*}
E(\omega, T)=\left(n(\omega)+\frac{1}{2}\right) \hbar \omega=\hbar \omega\left(\frac{1}{e^{\beta \hbar \omega}-1}+\frac{1}{2}\right) \tag{1.3.23}
\end{equation*}
$$

Henceforth, Spectral density of the noise polarization is given by $[2,13]$

$$
\begin{align*}
\left\langle\bar{P}_{N}(\omega) \bar{P}_{N}^{*}\left(\omega^{\prime}\right)\right\rangle & =\frac{\hbar}{\pi} \operatorname{Im} \overline{\bar{\chi}}(\omega)\left(\frac{1}{e^{\beta \hbar \hbar}-1}+\frac{1}{2}\right) \delta\left(\omega-\omega^{\prime}\right)  \tag{1.3.24}\\
& =\frac{\hbar}{2 \pi} \operatorname{Im} \overline{\bar{\chi}}(\omega) \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \delta\left(\omega-\omega^{\prime}\right)
\end{align*}
$$

In our derivation, $\overline{\bar{\chi}}$ is response of polarization to the external electric field which means $\operatorname{Im} \overline{\bar{\chi}}=\varepsilon_{0} \overline{\bar{\varepsilon}}^{\prime \prime}$ and $\operatorname{Re} \overline{\bar{\chi}}=\varepsilon_{0}\left(\overline{\bar{\varepsilon}}^{\prime}-\overline{\bar{I}}\right)$. It turns out that for a local medium, the noise polarization at different points in space is uncorrelated. For an isotropic, local material at temperature T

$$
\begin{equation*}
\left\langle\bar{P}_{N}(\bar{r}, \omega) \bar{P}_{N}^{*}\left(\bar{r}^{\prime}, \omega^{\prime}\right)\right\rangle=\frac{\hbar \varepsilon_{0}}{2 \pi} \varepsilon^{\prime \prime}(\bar{r}, \omega) \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \delta\left(\omega-\omega^{\prime}\right) \delta\left(\bar{r}-\bar{r}^{\prime}\right) \overline{\bar{I}} \tag{1.3.25}
\end{equation*}
$$

using $\bar{D}=\varepsilon_{0} \bar{E}+\bar{P}$ microscopic Maxwell's law in the dielectric medium reads

$$
\begin{equation*}
\nabla \times \bar{H}=\bar{J}(\bar{r})+\varepsilon_{0} \frac{\partial \bar{E}}{\partial t}+\frac{\partial \bar{P}}{\partial t}+\frac{\partial \bar{P}_{N}}{\partial t} \tag{1.3.26}
\end{equation*}
$$

The noise current density $\bar{J}_{N}$ is related to the noise polarization through $\bar{J}_{N}=\partial \bar{P}_{N} / \partial t$ and therefore,

$$
\begin{equation*}
\left\langle\bar{J}_{N}(\bar{r}, \omega) \bar{J}_{N}^{*}\left(\bar{r}^{\prime}, \omega^{\prime}\right)\right\rangle=\frac{\hbar \omega^{2} \varepsilon_{0}}{2 \pi} \varepsilon^{\prime \prime}(\bar{r}, \omega) \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \delta\left(\omega-\omega^{\prime}\right) \delta\left(\bar{r}-\bar{r}^{\prime}\right) \overline{\bar{I}} \tag{1.3.27}
\end{equation*}
$$

This is the statement of Fluctuation-Dissipation Theorem (FDT) [13, 14]. Note that here we considered positive and negative frequencies. Single sideband power spectral density would have additional factor of 2 . This is the correlation of fluctuating current density as a result of loss in the medium. According to Fluctuation-dissipation theorem, fluctuations and loss in the medium are always tied together. All the physical media are lossy, as having a lossless media contradict the Kramers-Kronig relations and consequently the causality principle. Therefore having a fluctuation or excitation in the medium comes with dissipations. On the other hand, wherever there is loss (always), there should be some fluctuations in the medium that is given by FDT.

### 1.4 Radiated Electric Field From an Object at Temperature $T$

Utilizing the Fluctuation-Dissipation theorem, statistics of fluctuating current inside the object at temperature $T$ is known. Therefore, finding the radiated electric field is a classical problem of radiation from a statistical source.

Consider an object that occupies volume $V_{1}$ with permittivity of $\varepsilon_{0} \varepsilon_{1}$ and the rest of space $V_{0}=\mathbb{R}^{3}-V_{1}$ is vacuum. In order to relate the fluctuating current inside the object to the radiated field in $V_{0}$, the dyadic Green's function can be utilized. For a current density $\bar{J}(\bar{r}, \omega)$ inside the object, the radiated field satisfies the homogeneous wave equation of

$$
\begin{equation*}
\nabla \times \nabla \times \bar{E}_{0}(\bar{r}, \omega)-\omega^{2} \mu_{0} \varepsilon_{0} \bar{E}_{0}(\bar{r}, \omega)=0 \tag{1.4.1}
\end{equation*}
$$

Here, $\bar{r} \in V_{0}$ but the source is inside the object. In order to find the surface fields as boundary conditions for the radiated field, one should solve the wave equation inside the object

$$
\begin{equation*}
\nabla \times \nabla \times \bar{E}_{1}(\bar{r}, \omega)-\omega^{2} \mu_{0} \varepsilon_{0} \varepsilon_{1} \bar{E}_{1}(\bar{r}, \omega)=i \omega \mu_{0} \bar{J}(\bar{r}, \omega) \tag{1.4.2}
\end{equation*}
$$

Finding the radiated field requires solution of both Eqs. (1.4.1) and (1.4.2) together. Equivalently, we can define dyadic Green's function as propagator of the field to $V_{0}$ and $V$ via

$$
\begin{align*}
& \nabla \times \nabla \times \overline{\bar{G}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)-\omega^{2} \mu_{0} \varepsilon_{0} \overline{\bar{G}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)=0  \tag{1.4.3}\\
& \nabla \times \nabla \times \overline{\bar{G}}^{[11]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)-\omega^{2} \mu_{0} \varepsilon_{0} \varepsilon \overline{\bar{G}}^{[11]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)=i \omega \mu_{0} \bar{J}(\bar{r}, \omega)
\end{align*}
$$

Here, $\overline{\bar{G}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right), \overline{\bar{G}}^{[11]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)$ refer to the Green's propagator with source in the region 1 and observation points in region 0 and 1 (inside and outside the object), respectively.

Assuming known Green's functions for the problem of interest, we can find the radiated field into region 0 as

$$
\begin{equation*}
\bar{E}_{0}(\bar{r}, \omega)=i \omega \mu_{0} \int_{V_{1}} \mathrm{~d} \bar{r}^{\prime} \overline{\bar{G}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right) \cdot \bar{J}\left(\bar{r}^{\prime}, \omega\right) \tag{1.4.4}
\end{equation*}
$$

One of the advantages of the dyadic Green's function formulation is that although the current density and radiated field are stochastic processes, the Green's function itself is deterministic and this isolates the physical parameters of the problem from the statistical properties. The current density is unknown, but fluctuation-dissipation theorem provides it's spectral density. Assuming that $\bar{J}(\bar{r}, \omega)$ is a stationary Gaussian stochastic process over space, knowledge of its first two moments is enough for determination of the process. Power spectral density of the radiated field can be found as

$$
\begin{align*}
\left\langle\bar{E}_{0}(\bar{r}, \omega) \bar{E}_{0}^{*}\left(\bar{r}^{\prime}, \omega^{\prime}\right)\right\rangle & =\omega^{2} \mu_{0}^{2}\left\langle\int_{V_{1}} \mathrm{~d} \bar{s} \int_{V_{1}} \mathrm{~d} \bar{u} \overline{\bar{G}}^{[01]}(\bar{r}, \bar{s}, \omega) \cdot \bar{J}(\bar{s}, \omega)\left[\overline{\bar{G}}^{[01]}\left(\bar{r}^{\prime}, \bar{u}, \omega\right)\right]^{*} \cdot \bar{J}^{*}(\bar{u}, \omega)\right\rangle  \tag{1.4.5}\\
& =\omega^{2} \mu_{0}^{2} \int_{V_{1}} \mathrm{~d} \bar{s} \int_{V_{1}} \mathrm{~d} \bar{u}_{\overline{\bar{G}}} \overline{\bar{x}}^{[01]}(\bar{r}, \bar{s}, \omega) \cdot\left\langle\bar{J}(\bar{s}, \omega) \bar{J}^{*}(\bar{u}, \omega)\right\rangle \cdot\left[\overline{\bar{G}}^{[01]}\left(\bar{r}^{\prime}, \bar{u}, \omega\right)\right]^{\dagger}
\end{align*}
$$

Using the expression of power spectral density of the fluctuating current, we arrive at,

$$
\begin{align*}
\left\langle\bar{E}_{0}(\bar{r}, \omega) \bar{E}_{0}^{*}\left(\bar{r}^{\prime}, \omega^{\prime}\right)\right\rangle & =\omega^{2} \mu_{0}^{2} \frac{\hbar \omega^{2} \varepsilon_{0}}{2 \pi} \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \delta\left(\omega-\omega^{\prime}\right)  \tag{1.4.6}\\
& \times \int_{V_{1}} \mathrm{~d} \bar{s} \varepsilon^{\prime \prime}(\bar{s}, \omega) \overline{\bar{G}}^{[01]}(\bar{r}, \bar{s}, \omega) \cdot\left[\overline{\bar{G}}^{[01]}\left(\bar{r}^{\prime}, \bar{s}, \omega\right)\right]^{\dagger}
\end{align*}
$$

Since the medium is reciprocal, The Green's function manifest the reciprocity through $\left[\overline{\bar{G}}^{[01]}\left(\bar{r}^{\prime}, \bar{s}, \omega\right)\right]^{\dagger}=\left[\overline{\bar{G}}^{[10]}\left(\bar{s}, \bar{r}^{\prime}, \omega\right)\right]^{*}$, where, the observation and source medium are swapped
$[3,15]$,

$$
\begin{align*}
\left\langle\bar{E}_{0}(\bar{r}, \omega) \bar{E}_{0}^{*}\left(\bar{r}^{\prime}, \omega^{\prime}\right)\right\rangle & =\omega^{2} \mu_{0}^{2} \frac{\hbar \omega^{2} \varepsilon_{0}}{2 \pi} \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \delta\left(\omega-\omega^{\prime}\right)  \tag{1.4.7}\\
& \times \int_{V_{1}} \mathrm{~d} \bar{s} \varepsilon^{\prime \prime}(\bar{s}, \omega) \overline{\bar{G}}^{[01]}(\bar{r}, \bar{s}, \omega) \cdot \overline{\bar{G}}^{[10] *}\left(\bar{s}, \bar{r}^{\prime}, \omega\right)
\end{align*}
$$

This expression can be simplified using an integral identity as follows.

## Theorem:

The dyadic Green's function in a reciprocal medium of Fig. 1.2 satisfies the following integral identity.

$$
\begin{equation*}
\omega^{2} \mu_{0} \varepsilon_{0} \int_{V_{1}} \mathrm{~d} \overline{\operatorname{s}} \operatorname{Im} \varepsilon_{1}(\bar{s}, \omega) \overline{\bar{G}}^{[01]}(\bar{r}, \bar{s}, \omega) \cdot \overline{\bar{G}}^{[10] *}\left(\bar{s}, \bar{r}^{\prime}, \omega\right)=\operatorname{Im} \overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right) \tag{1.4.8}
\end{equation*}
$$



Figure 1.2: Configuration of the object for the complex reciprocity theorem.

## Proof: Complex Reciprocity

This proof is similar to the reciprocity theorem but with taking complex conjugate of the fields. Consider a current density $\bar{J}_{0}(\bar{r})$ locate in region 0 that produce EM fields ( $\bar{E}_{0}, \bar{H}_{0}$ ) in region 0 and ( $\bar{E}_{1}, \bar{H}_{1}$ ) in region 1 as depicted in Fig. 1.2. The Maxwell's equations in region 0 reads

$$
\begin{align*}
& \nabla \times \bar{E}_{0}=i \omega \mu_{0} \bar{H}_{0}  \tag{1.4.9}\\
& \nabla \times \bar{H}_{0}=J_{0}(\bar{r})-i \omega \varepsilon_{0} \bar{E}_{0} \tag{1.4.10}
\end{align*}
$$

Multiplying Eq. (1.4.9) and Eq. (1.4.10) by $\bar{H}_{0}^{*}$ and $\bar{E}_{0}^{*}$ respectively and subtract the results yields

$$
\begin{equation*}
\nabla \cdot\left(\bar{E}_{0}^{*} \times \bar{H}_{0}\right)=i \omega \mu_{0} \bar{H}_{0} \cdot \bar{H}_{0}^{*}-\bar{J}_{0} \cdot \bar{E}_{0}^{*}+i \omega \varepsilon_{0} \bar{E}_{0} \cdot \bar{E}_{0}^{*} \tag{1.4.11}
\end{equation*}
$$

taking the real part of the above equation and integrating over the volume $V_{0}$ gives

$$
\begin{equation*}
2 \operatorname{Re}\left[-\oint_{S} \mathrm{~d} S \hat{n} \cdot\left(\bar{E}_{0}^{*} \times \bar{H}_{0}\right)+\oint_{S_{\infty}} \mathrm{d} S \hat{n}_{\infty} \cdot\left(\bar{E}_{0}^{*} \times \bar{H}_{0}\right)\right]=-\int_{V_{0}} \mathrm{~d} \bar{r}\left(\bar{J}_{0} \cdot \bar{E}_{0}^{*}+\bar{J}_{0}^{*} \cdot \bar{E}_{0}\right) \tag{1.4.12}
\end{equation*}
$$

where $\hat{n}$ is the unit normal pointing out of region 1 to the interface and $\hat{n}_{\infty}$ is normal to a sphere at infinity. The integral over the sphere at infinity vanishes by virtue of the radiation condition (sources are localized). Then,

$$
\begin{equation*}
2 \operatorname{Re} \oint_{S} \mathrm{~d} S \hat{n} \cdot\left(\bar{E}_{0}^{*} \times \bar{H}_{0}\right)=\int_{V_{0}} \mathrm{~d} \bar{r}\left(\bar{J}_{0} \cdot \bar{E}_{0}^{*}+\bar{J}_{0}^{*} \cdot \bar{E}_{0}\right) \tag{1.4.13}
\end{equation*}
$$

By the same argument about fields in region 1 due to the current density $\bar{J}_{0}$ in region 0 , we have

$$
\begin{equation*}
2 \operatorname{Re} \oint_{S} \mathrm{~d} S \hat{n} \cdot\left(\bar{E}_{1}^{*} \times \bar{H}_{1}\right)=i \omega \varepsilon_{0} \int_{V_{1}} \mathrm{~d} \bar{r}\left[\varepsilon_{1}(\bar{r})-\varepsilon_{1}^{*}(\bar{r})\right] \bar{E}_{1} \cdot \bar{E}_{1}^{*} \tag{1.4.14}
\end{equation*}
$$

However, over the interface $\hat{n} \cdot\left(\bar{E}_{1}^{*} \times \bar{H}_{1}\right)=\hat{n} \cdot\left(\bar{E}_{0}^{*} \times \bar{H}_{0}\right)$ and therefore,

$$
\begin{equation*}
i \omega \varepsilon_{0} \int_{V_{1}} \mathrm{~d} \bar{r}\left[\varepsilon_{1}(\bar{r})-\varepsilon_{1}^{*}(\bar{r})\right] \bar{E}_{1}(\bar{r}) \cdot \bar{E}_{1}^{*}(\bar{r})=\int_{V_{0}} \mathrm{~d} \bar{r}\left[\bar{J}_{0}(\bar{r}) \cdot \bar{E}_{0}^{*}(\bar{r})+\bar{J}_{0}^{*}(\bar{r}) \cdot \bar{E}_{0}(\bar{r})\right] \tag{1.4.15}
\end{equation*}
$$

Expressing the fields in terms of the dyadic Green's function results in,

$$
\begin{align*}
& \bar{E}_{0}(\bar{r})=i \omega \mu_{0} \int_{V_{0}} \mathrm{~d} \bar{r}^{\prime} \overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}_{0}\left(\bar{r}^{\prime}\right)  \tag{1.4.16}\\
& \bar{E}_{1}(\bar{r})=i \omega \mu_{0} \int_{V_{0}} \mathrm{~d} \bar{r}^{\prime} \overline{\bar{G}}^{[10]}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}_{0}\left(\bar{r}^{\prime}\right)
\end{align*}
$$

and the right hand side would be,

$$
\begin{align*}
{\left[\bar{J}_{0}(\bar{r}) \cdot \bar{E}_{0}^{*}(\bar{r})+\bar{J}_{0}^{*}(\bar{r}) \cdot \bar{E}_{0}(\bar{r})\right]=} & i \omega \mu_{0} \int_{V_{0}} \mathrm{~d} \bar{r}^{\prime} \bar{J}_{0}^{*}(\bar{r}) \cdot \overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}_{0}\left(\bar{r}^{\prime}\right)  \tag{1.4.17}\\
& \quad-\bar{J}_{0}(\bar{r}) \cdot \overline{\bar{G}}^{[00] *}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}_{0}^{*}\left(\bar{r}^{\prime}\right) \\
= & -2 \omega \mu_{0} \int_{V_{0}} \mathrm{~d} \bar{r}^{\prime} \bar{J}_{0}^{*}(\bar{r}) \cdot \operatorname{Im}\left[\overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}\right)\right] \cdot \bar{J}_{0}\left(\bar{r}^{\prime}\right)
\end{align*}
$$

where the symmetry properties of $\overline{\bar{G}}^{[00]}$ are used. On the other hand

$$
\begin{aligned}
\bar{E}_{1}(\bar{r}) \cdot \bar{E}_{1}^{*}(\bar{r}) & =\omega^{2} \mu_{0}^{2} \int_{V_{0}} \mathrm{~d} \bar{r}^{\prime} \int_{V_{0}} \mathrm{~d} \bar{s}\left(\overline{\bar{G}}^{[10]}(\bar{r}, \bar{s}) \cdot \bar{J}_{0}(\bar{s})\right)^{*} \cdot\left(\overline{\bar{G}}^{[10]}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}_{0}\left(\bar{r}^{\prime}\right)\right) \\
& =\omega^{2} \mu_{0}^{2} \int_{V_{0}} \mathrm{~d} \bar{r}^{\prime} \int_{V_{0}} \mathrm{~d} \bar{s} \bar{J}_{0}^{*}(\bar{s}) \cdot \overline{\bar{G}}^{[01] *}(\bar{s}, \bar{r}) \cdot \overline{\bar{G}}^{[10]}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}_{0}\left(\bar{r}^{\prime}\right)
\end{aligned}
$$

Putting everything together,

$$
\begin{gathered}
\omega^{2} \mu_{0} \varepsilon_{0} \int_{V_{1}} \mathrm{~d} \bar{r} \operatorname{Im} \varepsilon_{1}(\bar{r}) \int_{V_{0}} \mathrm{~d} \bar{r}^{\prime} \int_{V_{0}} \mathrm{~d} \bar{s} \bar{J}_{0}^{*}(\bar{s}) \cdot \overline{\bar{G}}^{[01] *}(\bar{s}, \bar{r}) \cdot \overline{\bar{G}}^{[10]}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}_{0}\left(\bar{r}^{\prime}\right) \\
=\int_{V_{0}} \mathrm{~d} \bar{r}^{\prime} \int_{V_{0}} \mathrm{~d} \bar{r} \bar{J}_{0}^{*}(\bar{r}) \cdot \operatorname{Im}\left[\overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}\right)\right] \cdot \bar{J}_{0}\left(\bar{r}^{\prime}\right)
\end{gathered}
$$

Interchanging $\bar{s}$ and $\bar{r}$ on the left hand side

$$
\begin{array}{r}
\int_{V_{0}} \mathrm{~d} \bar{r}^{\prime} \int_{V_{0}} \mathrm{~d} \bar{r} \bar{J}_{0}^{*}(\bar{r}) \cdot\left[\omega^{2} \mu_{0} \varepsilon_{0} \int_{V_{1}} \mathrm{~d} \bar{s} \operatorname{Im} \varepsilon_{1}(\bar{s}) \overline{\bar{G}}^{[01] *}(\bar{r}, \bar{s}) \cdot \overline{\bar{G}}^{[10]}\left(\bar{s}, \bar{r}^{\prime}\right)\right.  \tag{1.4.18}\\
\left.=\operatorname{Im}\left[\overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}\right)\right]\right] \cdot \bar{J}_{0}\left(\bar{r}^{\prime}\right)
\end{array}
$$

Since the current density $\bar{J}_{0}(\bar{r})$ is arbitrary function of position

$$
\begin{equation*}
\omega^{2} \mu_{0} \varepsilon_{0} \int_{V_{1}} \mathrm{~d} \bar{s} \operatorname{Im} \varepsilon_{1}(\bar{s}) \overline{\bar{G}}^{[01] *}(\bar{r}, \bar{s}) \cdot \overline{\bar{G}}^{[10]}\left(\bar{s}, \bar{r}^{\prime}\right)=\operatorname{Im}\left[\overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}\right)\right] \tag{1.4.19}
\end{equation*}
$$

The quantity on the right hand side is real and does not change with complex conjugation

$$
\begin{equation*}
\omega^{2} \mu_{0} \varepsilon_{0} \int_{V_{1}} \mathrm{~d} \bar{s} \operatorname{Im} \varepsilon_{1}(\bar{s}) \overline{\bar{G}}^{[01]}(\bar{r}, \bar{s}) \cdot \overline{\bar{G}}^{[10] *}\left(\bar{s}, \bar{r}^{\prime}\right)=\operatorname{Im}\left[\overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}\right)\right] \tag{1.4.20}
\end{equation*}
$$

The proof is completed.

Using the integral identity of theorem 1.4, Eq. (1.4.8) can be rewritten as

$$
\begin{align*}
\left\langle\bar{E}_{0}(\bar{r}, \omega) \bar{E}_{0}^{*}\left(\bar{r}^{\prime}, \omega^{\prime}\right)\right\rangle & =\frac{\hbar \omega^{2}}{2 \pi c^{2} \varepsilon_{0}} \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \delta\left(\omega-\omega^{\prime}\right) \operatorname{Im}\left[\overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)\right]  \tag{1.4.21}\\
& =\frac{\omega}{\pi c^{2} \varepsilon_{0}} E(T, \omega) \delta\left(\omega-\omega^{\prime}\right) \operatorname{Im}\left[\overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)\right]
\end{align*}
$$

where,

$$
E(T, \omega)=\hbar \omega\left(\frac{1}{e^{\hbar \omega / k T}-1}+\frac{1}{2}\right)
$$

is the average energy of harmonic quantum oscillator with frequency $\omega$. This is an interesting result. The radiated field into region 0 is only dependent on the dyadic Green's function of region 0 . All the dielectric properties of the region 1 will emerge into the picture through the $\overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)$ as it is continuous on the boundary.

### 1.5 Energy Density of Radiated Field

For the energy density $W(\bar{r}, t)$ of the fluctuating radiated field into vacuum at time $t[2,10]$,

$$
\begin{equation*}
W(\bar{r}, t)=\frac{\varepsilon_{0}}{2} \bar{E}_{0}(\bar{r}, t) \cdot \bar{E}_{0}(\bar{r}, t)+\frac{\mu_{0}}{2} \bar{H}_{0}(\bar{r}, t) \cdot \bar{H}_{0}(\bar{r}, t) \tag{1.5.1}
\end{equation*}
$$

Upon taking statistical average by assuming stationary fluctuations in time and introducing correlation functions of the fields as

$$
\begin{align*}
& R_{E}(\tau)=\left\langle\bar{E}_{0}(\bar{r}, t) \cdot \bar{E}_{0}(\bar{r}, t+\tau)\right\rangle  \tag{1.5.2}\\
& R_{H}(\tau)=\left\langle\bar{H}_{0}(\bar{r}, t) \cdot \bar{H}_{0}(\bar{r}, t+\tau)\right\rangle
\end{align*}
$$

the energy density can be written as

$$
\begin{equation*}
\langle W(\bar{r}, t)\rangle=\frac{\varepsilon_{0}}{2} R_{E}(0)+\frac{\mu_{0}}{2} R_{H}(0) \tag{1.5.3}
\end{equation*}
$$

Power spectral density of the electric and magnetic fields is related to the correlation function through,

$$
\begin{equation*}
S_{E}(\omega)=\int_{-\infty}^{\infty} \mathrm{d} \tau e^{i \omega \tau} R_{E}(\tau) \tag{1.5.4}
\end{equation*}
$$

Now, correlation function at $\tau=0$ can be expressed as

$$
\begin{equation*}
R_{E}(0)=\int \frac{\mathrm{d} \omega}{2 \pi} S_{E}(\omega)=\int \frac{\mathrm{d} \omega}{2 \pi} \int \mathrm{~d} \tau e^{i \omega \tau} R_{E}(\tau) \tag{1.5.5}
\end{equation*}
$$

Therefore the energy density has the following spectral expansion

$$
\begin{align*}
\langle W(\bar{r}, t)\rangle=\int_{-\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi}\left[\int_{-\infty}^{\infty} \mathrm{d}\right. & \tau e^{i \omega \tau}\left(\frac{\varepsilon_{0}}{2}\left\langle\bar{E}_{0}(\bar{r}, t) \cdot \bar{E}_{0}(\bar{r}, t+\tau)\right\rangle\right.  \tag{1.5.6}\\
& \left.\left.+\frac{\mu_{0}}{2}\left\langle\bar{H}_{0}(\bar{r}, t) \cdot \bar{H}_{0}(\bar{r}, t+\tau)\right\rangle\right)\right]=\int_{-\infty}^{\infty} \mathrm{d} \omega S(\omega)
\end{align*}
$$

where the energy spectral density is given by,

$$
S(\omega)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \tau e^{i \omega \tau}\left(\frac{\varepsilon_{0}}{2}\left\langle\bar{E}_{0}(\bar{r}, t) \cdot \bar{E}_{0}(\bar{r}, t+\tau)\right\rangle+\frac{\mu_{0}}{2}\left\langle\bar{H}_{0}(\bar{r}, t) \cdot \bar{H}_{0}(\bar{r}, t+\tau)\right\rangle\right)
$$

Substituting for the fields in terms of Fourier transforms to write the energy spectral density in terms of the fields spectral densities, we get

$$
\begin{align*}
\int_{-\infty}^{\infty} \mathrm{d} \tau e^{i \omega \tau}\left\langle\bar{E}_{0}(\bar{r}, t) \cdot \bar{E}_{0}(\bar{r}, t+\tau)\right\rangle & =\int_{-\infty}^{\infty} \mathrm{d} \tau e^{i \omega \tau} \int_{-\infty}^{\infty} \frac{\mathrm{d} \omega^{\prime}}{2 \pi}  \tag{1.5.7}\\
& e^{-i \omega^{\prime} t} \int_{-\infty}^{\infty} \frac{\mathrm{d} \omega^{\prime \prime}}{2 \pi} e^{-i \omega^{\prime \prime}(t+\tau)}\left\langle\bar{E}_{0}\left(\bar{r}, \omega^{\prime}\right) \cdot \bar{E}_{0}\left(\bar{r}, \omega^{\prime \prime}\right)\right\rangle
\end{align*}
$$

Based on assumption of stationary fluctuations, the left hand side does not depend on time $t$, so the spectral average on the right hand side contains $\delta\left(\omega^{\prime}+\omega^{\prime \prime}\right)$ and

$$
\begin{align*}
\int_{-\infty}^{\infty} \mathrm{d} \tau e^{i \omega \tau}\left\langle\bar{E}_{0}(\bar{r}, t) \cdot \bar{E}_{0}(\bar{r}, t+\tau)\right\rangle & =\int_{-\infty}^{\infty} \mathrm{d} \tau e^{i\left(\omega-\omega^{\prime}\right) \tau} \int_{-\infty}^{\infty} \frac{\mathrm{d} \omega^{\prime}}{2 \pi}\left\langle\bar{E}_{0}\left(\bar{r}, \omega^{\prime}\right) \cdot \bar{E}_{0}^{*}\left(\bar{r}, \omega^{\prime}\right)\right\rangle \\
& =\delta\left(\omega-\omega^{\prime}\right) \int_{-\infty}^{\infty} \mathrm{d} \omega\left\langle\bar{E}_{0}(\bar{r}, \omega) \cdot \bar{E}_{0}^{*}\left(\bar{r}, \omega^{\prime}\right)\right\rangle \tag{1.5.8}
\end{align*}
$$

Therefore energy spectral density becomes

$$
\begin{equation*}
S(\omega) \delta\left(\omega-\omega^{\prime}\right)=\frac{\varepsilon_{0}}{2}\left\langle\bar{E}_{0}(\bar{r}, \omega) \cdot \bar{E}_{0}^{*}\left(\bar{r}, \omega^{\prime}\right)\right\rangle+\frac{\mu_{0}}{2}\left\langle\bar{H}_{0}(\bar{r}, \omega) \cdot \bar{H}_{0}^{*}\left(\bar{r}, \omega^{\prime}\right)\right\rangle \tag{1.5.9}
\end{equation*}
$$

### 1.5.1 Planck's Black body Radiation Revisited

From fluctuation-dissipation theorem,

$$
\begin{equation*}
\left\langle\bar{E}_{0}(\bar{r}, \omega) \cdot \bar{E}_{0}^{*}\left(\bar{r}, \omega^{\prime}\right)\right\rangle=\frac{\omega}{\pi c^{2} \varepsilon_{0}} E(T, \omega) \delta\left(\omega-\omega^{\prime}\right) \lim _{\bar{r} \rightarrow \bar{r}^{\prime}} \operatorname{Im}\left[\operatorname{Tr} \overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)\right] \tag{1.5.10}
\end{equation*}
$$

In free space the energy in the electric and magnetic fields are equal and the imaginary part of the dyadic Green's function is regular [16] (it will be shown later) and the energy spectral density can be written as

$$
\begin{equation*}
S(\omega)=\frac{\omega}{\pi c^{2}} E(T, \omega) \operatorname{Im}\left[\operatorname{Tr} \overline{\bar{G}}^{[00]}(\bar{r}, \bar{r}, \omega)\right] \tag{1.5.11}
\end{equation*}
$$

The averaged energy of the fluctuating electromagnetic field is given by

$$
\begin{equation*}
\langle W\rangle=\int_{-\infty}^{\infty} \mathrm{d} \omega S(\omega) \tag{1.5.12}
\end{equation*}
$$

The average energy of quantum oscillator $E(T, \omega)$ is an odd function of $\omega$. On the other hand, $\operatorname{Im} \overline{\bar{G}}^{[00]}(\bar{r}, \bar{r}, \omega)=-\operatorname{Im} \overline{\bar{G}}^{[00]}(\bar{r}, \bar{r},-\omega)$ which shows the imaginary part of Green's function is also an odd function of frequency (as the Green's function is real in time domain). Therefore, the energy can be written in terms of one sided spectral density $S_{+}(\omega)$ where

$$
\begin{equation*}
S_{+}(\omega)=\frac{2 \omega}{\pi c^{2}} E(T, \omega) \operatorname{Im}\left[\operatorname{Tr} \overline{\bar{G}}^{[00]}(\bar{r}, \bar{r}, \omega)\right] \tag{1.5.13}
\end{equation*}
$$

and,

$$
\begin{equation*}
\langle W\rangle=\int_{0}^{\infty} \mathrm{d} \omega S_{+}(\omega) \tag{1.5.14}
\end{equation*}
$$

The energy spectral density can be decomposed into $S_{+}(\omega)=E(T, \omega) N(\bar{r}, \omega)$ where $N(\bar{r}, \omega)$ shows the density of states that depends on $\bar{r}$. In contrast to the equilibrium case, when density of states is independent of spatial coordinates, here local density of states can be identified as $[10,16,17]$

$$
\begin{equation*}
N(\bar{r}, \omega)=\frac{2 \omega}{\pi c^{2}} \operatorname{Im}\left[\operatorname{Tr} \overline{\bar{G}}^{[00]}(\bar{r}, \bar{r}, \omega)\right] \tag{1.5.15}
\end{equation*}
$$

In free space, the dyadic Green's function is given by

$$
\begin{equation*}
\overline{\bar{G}}^{[00]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)=\overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)=\left[\overline{\bar{I}}+\frac{\nabla \nabla}{k_{0}^{2}}\right] \frac{e^{i k_{0}\left|\bar{r}-\bar{r}^{\prime}\right|}}{4 \pi\left|\bar{r}-\bar{r}^{\prime}\right|} \tag{1.5.16}
\end{equation*}
$$

then,

$$
\begin{equation*}
\operatorname{Im}\left[\operatorname{Tr} \overline{\bar{G}}^{[00]}(\bar{r}, \bar{r}, \omega)\right]=\operatorname{Im}\left[3+\frac{\nabla \cdot \nabla}{k_{0}^{2}}\right] \frac{e^{i k_{0}\left|\bar{r}-\bar{r}^{\prime}\right|}}{4 \pi\left|\bar{r}-\bar{r}^{\prime}\right|} \tag{1.5.17}
\end{equation*}
$$

but from the wave equation

$$
\begin{equation*}
\nabla^{2} \frac{e^{i k_{0}\left|\bar{r}-\bar{r}^{\prime}\right|}}{4 \pi\left|\bar{r}-\bar{r}^{\prime}\right|}=-\delta\left(\bar{r}-\bar{r}^{\prime}\right)-k_{0}^{2} e^{i k_{0}\left|\bar{r}-\bar{r}^{\prime}\right|} \tag{1.5.18}
\end{equation*}
$$

The delta function does not contribute to the imaginary part. Therefore,

$$
\begin{equation*}
\operatorname{Im}\left[\operatorname{Tr} \overline{\bar{G}}^{[00]}(\bar{r}, \bar{r}, \omega)\right]=2 \lim _{\bar{r} \rightarrow \bar{r}^{\prime}} \frac{\sin k_{0}\left|\bar{r}-\bar{r}^{\prime}\right|}{4 \pi\left|\bar{r}-\bar{r}^{\prime}\right|}=\frac{k_{0}}{2 \pi}=\frac{\omega}{2 \pi c} \tag{1.5.19}
\end{equation*}
$$

The density of states becomes

$$
\begin{equation*}
N(\bar{r}, \omega)=\frac{2 \omega}{\pi c^{2}} \operatorname{Im}\left[\operatorname{Tr} \overline{\bar{G}}^{[00]}(\bar{r}, \bar{r}, \omega)\right]=\frac{\omega^{2}}{\pi^{2} c^{3}} \tag{1.5.20}
\end{equation*}
$$

Now the Planck's radiation law is recovered from the Fluctuation dissipation theorem. This reveals that the fluctuation dissipation theorem is an answer to the question of inversion of Planck's radiation spectrum to obtain source of radiations. This is also generalization of Planck's radiation for non-equilibrium condition. In such a condition, density of states is position dependent and should be calculated using the Green's function of the system. The position dependent density of states provides a way to manipulate the radiation from the object by changing the Green's function. For example by bringing another object close to the surface of radiating object, the density of states increases near the surface and thermal radiation becomes orders of magnitude larger than radiation in free space as the radiation becomes dominant by the evanescent modes that can tunnel between the object, which is the essence of the radiative heat transfer $[9,18,19]$.

### 1.6 Brightness Temperature

All the objects at temperature greater than absolute zero radiate electromagnetic energy. This fact brings up the idea of measuring the electromagnetic radiation of an object to obtain some information about the radiating object. Of course, in order to do this inversion, it is required to isolate radiation of object of interest from other radiating bodies. Measurement of radiation from a specific object is possible by an antenna that can resolve between object and surrounding medium well. This would remove line of sight radiation from undesired bodies but multiple scattering contribution cannot be separated in general. Consider a surface element $\mathrm{d} A$ at $\bar{r}$ and the intensity passing through it in $\hat{s}$ direction (Fig.


Figure 1.3: Power flow in direction $\hat{s}$ through surface $\hat{n} \mathrm{~d} A$
1.3). Specific intensity $I(\bar{r}, \hat{s})$ is a quantity that the power passing through this surface in frequency interval $(f, f+\mathrm{d} f)$ can be written as,

$$
\begin{equation*}
\mathrm{d} P=I(\bar{r}, \hat{s}) \cos \theta \mathrm{d} A \mathrm{~d} \Omega \mathrm{~d} f \tag{1.6.1}
\end{equation*}
$$

Consider an imaginary object in thermal equilibrium with surrounding medium at temperature $T$. When $k_{B} T \gg h f$, Planck's radiation law can be approximated as (Rayleigh-Jean's approximation)

$$
\begin{equation*}
I=\frac{h f^{3}}{c^{2}} \frac{1}{e^{h f / k_{B} T}-1} \approx \frac{k_{B} T}{\lambda^{2}} \tag{1.6.2}
\end{equation*}
$$

Let's examine when approximation of $k_{B} T \gg \hbar \omega$ is valid. As an example, for temperature in the oder of room temperature $t=300 \mathrm{~K}$, corresponding frequency that satisfies $k_{B} T=\hbar \omega$
would be $f^{*}=k_{B} T / h=6.2 \mathrm{THz}$. As long as our operation frequency is very small compared to $f^{*}$, the approximation is valid. At room temperature and operational frequency of 100 GHz , the relative error in the intensity is less than 0.7 percent. Now, for any different configuration, the brightness temperature $T_{B}$ is defined in terms of the measured specific intensity $I$ by

$$
\begin{equation*}
T_{B}=\frac{\lambda^{2} I}{k_{B}} \tag{1.6.3}
\end{equation*}
$$

If the receiver if Fig. 1.4 measure power $P$ with bandwidth of $\Delta f$ then measured specific


Figure 1.4: Measurement of the brightness temperature.
intensity can be related to measured power through

$$
\begin{equation*}
I=\frac{P}{A_{0} \Delta f \cos \theta_{0} \Delta \Omega_{0}} \tag{1.6.4}
\end{equation*}
$$

Therefore, the brightness temperature can be obtained as

$$
\begin{equation*}
T_{B}=\frac{\lambda^{2}}{k_{B}} \frac{P}{A_{0} \Delta f \cos \theta_{0} \Delta \Omega_{0}} \tag{1.6.5}
\end{equation*}
$$

Depending on the polarization of the receiving antenna, power can be measured for two polarizations, namely vertical and horizontal. Thus, a polarization can also be assigned to the brightness temperature.

$$
\begin{equation*}
T_{B}^{\alpha}=\frac{\lambda^{2}}{k_{B}} \frac{P^{\alpha}}{A_{0} \Delta f \cos \theta_{0} \Delta \Omega_{0}} \tag{1.6.6}
\end{equation*}
$$

where $P^{\alpha}$ is power measured in channel $\alpha=\mathrm{TE}, \mathrm{TM}$ (or $h$ and $v$, respectively).

### 1.6.1 Brightness Temperature of a Dielectric Half Space

Consider a half space of lossy dielectric material in equilibrium at temperature $T$. Based on the Fluctuation-Dissipation theorem, there is a fluctuating current density inside the
lossy half space with zero mean and power spectral density of

$$
\begin{equation*}
\left\langle\bar{J}(\bar{r}, \omega) \bar{J}^{*}\left(\bar{r}^{\prime}, \omega^{\prime}\right)\right\rangle=\frac{\hbar \omega^{2} \varepsilon_{0}}{2 \pi} \varepsilon^{\prime \prime}(\bar{r}, \omega) \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \delta\left(\omega-\omega^{\prime}\right) \delta\left(\bar{r}-\bar{r}^{\prime}\right) \overline{\bar{I}} \tag{1.6.7}
\end{equation*}
$$

Again, for $\hbar \omega \ll k_{B} T, \operatorname{coth}\left(\hbar \omega / 2 k_{B} T\right) \approx 2 k_{B} T / \hbar \omega$ and,

$$
\begin{equation*}
\left\langle\bar{J}(\bar{r}, \omega) \bar{J}^{*}\left(\bar{r}^{\prime}, \omega^{\prime}\right)\right\rangle=\frac{\omega k_{B} T \varepsilon_{0}}{\pi} \varepsilon^{\prime \prime}(\bar{r}, \omega) \delta\left(\omega-\omega^{\prime}\right) \delta\left(\bar{r}-\bar{r}^{\prime}\right) \overline{\bar{I}} \tag{1.6.8}
\end{equation*}
$$

Note that this is double side band power spectral density. In order to make it single sideband, a factor of 4 should be inserted. From now on, we work with single side band spectral density.

$$
\begin{equation*}
\left\langle\bar{J}(\bar{r}, \omega) \bar{J}^{*}\left(\bar{r}^{\prime}, \omega^{\prime}\right)\right\rangle=\frac{4 \omega k_{B} T \varepsilon_{0}}{\pi} \varepsilon^{\prime \prime}(\bar{r}, \omega) \delta\left(\omega-\omega^{\prime}\right) \delta\left(\bar{r}-\bar{r}^{\prime}\right) \overline{\bar{I}} \quad, \quad \text { Single side band } \tag{1.6.9}
\end{equation*}
$$

Utilizing the dyadic Green's function $\overline{\bar{G}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}\right)$ we can find the electric field in the region


Figure 1.5: Fluctuating current inside the lossy dielectric half space give rise to radiated power into region 0 .

0 from Eq. (1.4.7) as

$$
\begin{align*}
\left\langle\bar{E}_{0}(\bar{r}, \omega) \bar{E}_{0}^{*}\left(\bar{r}, \omega^{\prime}\right)\right\rangle & =\frac{4 \omega^{3}}{\pi c^{4} \varepsilon_{0}} k_{B} T \delta\left(\omega-\omega^{\prime}\right) \int_{V_{1}} \mathrm{~d} \bar{r}^{\prime} \varepsilon^{\prime \prime}\left(\bar{r}^{\prime}, \omega\right) \overline{\bar{G}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right) \cdot \overline{\bar{G}}^{[10] *}\left(\bar{r}^{\prime}, \bar{r}, \omega\right) \\
& =\frac{4 \omega^{3}}{\pi c^{4} \varepsilon_{0}} k_{B} T \delta\left(\omega-\omega^{\prime}\right) \int_{V_{1}} \mathrm{~d} \bar{r}^{\prime} \varepsilon^{\prime \prime}\left(\bar{r}^{\prime}, \omega\right) \overline{\bar{G}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right) \cdot \overline{\bar{G}}^{[01] *}\left(\bar{r}, \bar{r}^{\prime}, \omega\right) \tag{1.6.10}
\end{align*}
$$

From the reciprocity of the dyadic Green's function we have

$$
\begin{equation*}
\overline{\bar{G}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)=\left[\overline{\bar{G}}^{[10]}\left(\bar{r}^{\prime}, \bar{r}, \omega\right)\right]^{T} \tag{1.6.11}
\end{equation*}
$$

For different Green's functions, we consider following expression in spectral domain

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}^{\prime}, \bar{r}, \omega\right)=\frac{i}{2} \int \frac{\mathrm{~d}^{2} \bar{k}_{\perp}}{(2 \pi)^{2}} e^{i \bar{k}_{\perp} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \overline{\bar{g}}\left(\bar{k}_{\perp}, z, z^{\prime}\right) \tag{1.6.12}
\end{equation*}
$$

Then, spectral component of the different Green's function can be expanded as (see Appendix [2])

$$
\begin{align*}
\overline{\bar{g}}^{[10]}\left(\bar{k}_{\perp}, z, z^{\prime}\right) & =\frac{1}{k_{1 z}}\left[T_{e} \hat{e}_{1}^{-} \hat{e}_{0}^{-}+T_{h} \hat{h}_{1}^{-} \hat{h}_{0}^{-}\right] e^{-i k_{1 z} z+i k_{z} z^{\prime}}  \tag{1.6.13}\\
\overline{\bar{g}}_{S}^{[00]}\left(\bar{k}_{\perp}, z, z^{\prime}\right) & =\frac{1}{k_{z}}\left[R_{e} \hat{e}_{0}^{+} \hat{e}_{0}^{-}+R_{h} \hat{h}_{0}^{+} \hat{h}_{0}^{-}\right] e^{i k_{z} z+i k_{z} z^{\prime}} \\
\overline{\bar{g}}_{0}\left(\bar{k}_{\perp}, z, z^{\prime}\right) & =\frac{1}{k_{z}}\left[\hat{e}_{0}^{-} \hat{e}_{0}^{-}+\hat{h}_{0}^{-} \hat{h}_{0}^{-}\right] e^{-i k_{z} z+i k_{z} z^{\prime}}
\end{align*}
$$

Continuity of the tangential component of the Green's function over the boundary at $z=0$ requires,

$$
\begin{align*}
\frac{1}{k_{1}} T_{h} & =\frac{1}{k}\left(1-R_{h}\right)  \tag{1.6.14}\\
\frac{1}{k_{1 z}} T_{e} & =\frac{1}{k_{z}}\left(1+R_{e}\right)
\end{align*}
$$

Also, continuity of the tangential magnetic field gives,

$$
\begin{align*}
T_{e} & =1-R_{e}  \tag{1.6.15}\\
\frac{k_{1}}{k_{1 z}} T_{h} & =\frac{k}{k_{z}}\left(1+R_{h}\right)
\end{align*}
$$

Solution of these equations are the Fresnel reflection coefficients of

$$
\begin{aligned}
R_{e} & =\frac{k_{z}-k_{1 z}}{k_{z}+k_{1 z}} \\
R_{h} & =\frac{k_{1}^{2} k_{z}-k^{2} k_{1 z}}{k_{1}^{2} k_{z}+k^{2} k_{1 z}} \\
T_{e} & =\frac{2 k_{1 z}}{k_{z}+k_{1 z}} \\
T_{h} & =\frac{k_{1}}{k} \frac{2 k^{2} k_{1 z}}{k_{1}^{2} k_{z}+k^{2} k_{1 z}}
\end{aligned}
$$

For spectral component of the dyadic Green's function, swapping $\bar{r}$ and $\bar{r}^{\prime}$ is equivalent to $\overline{\bar{g}}\left(\bar{k}_{\perp}, z, z^{\prime}\right) \rightarrow \overline{\bar{g}}\left(-\bar{k}_{\perp}, z^{\prime}, z\right)$. Therefore using reciprocity to find the propagator $\overline{\bar{G}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)$ from $\overline{\bar{G}}^{[10]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)$ results in

$$
\begin{align*}
\overline{\bar{G}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right) & =\left[\overline{\bar{G}}^{[10]}\left(\bar{r}^{\prime}, \bar{r}, \omega\right)\right]^{\mathrm{T}}  \tag{1.6.16}\\
& =\frac{i}{2} \int \frac{\mathrm{~d}^{2} \bar{k}_{\perp}}{(2 \pi)^{2}} e^{i \bar{k}_{\perp} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}\left[\overline{\bar{g}}^{[10]}\left(-\bar{k}_{\perp}, z^{\prime}, z\right)\right]^{\mathrm{T}} \\
& =\frac{i}{2} \int \frac{\mathrm{~d}^{2} \bar{k}_{\perp}}{(2 \pi)^{2}} e^{i \bar{k}_{\perp} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \frac{1}{k_{1 z}}\left[T_{e} \hat{e}_{0}^{+} \hat{e}_{1}^{+}+T_{h} \hat{h}_{0}^{+} \hat{h}_{1}^{+}\right] e^{-i k_{1 z} z^{\prime}+i k_{z} z}
\end{align*}
$$

Where we have used that under transformation $\bar{k}_{\perp} \rightarrow-\bar{k}_{\perp}$, TM polarization unit vectors changes as $\hat{h}^{ \pm} \rightarrow \hat{h}^{\mp}$ and TE unit vector are always equal, $\hat{e}^{+}=\hat{e}^{-}$. Using the stationary phase approximation of the spectral integral to find the far field Green's function we have,

$$
\begin{equation*}
\overline{\bar{G}}_{\mathrm{FF}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)=\left.\frac{e^{i k r}}{4 \pi r} e^{-i \bar{k}_{\perp} \cdot \bar{r}^{\prime}} \frac{k_{z}}{k_{1 z}}\left[T_{e} \hat{e}_{0}^{+} \hat{e}_{1}^{+}+T_{h} \hat{h}_{0}^{+} \hat{h}_{1}^{+}\right] e^{-i \bar{k}_{\perp \cdot \bar{r}^{\prime}-i k_{1 z} z^{\prime}}}\right|_{\bar{k}=\bar{k}_{\mathrm{s}}} \tag{1.6.17}
\end{equation*}
$$

Where the stationary spectral point is given by

$$
\begin{aligned}
k_{x} & =k \sin \theta \cos \phi \\
k_{y} & =k \sin \theta \sin \phi \\
k_{z} & =k \cos \theta
\end{aligned}
$$

for observation point in direction of $(\theta, \phi)$ in the far field. Different components of the far field Green's function are given by,

$$
\begin{align*}
& \hat{e}_{0}^{+} \cdot \overline{\bar{G}}_{\mathrm{FF}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)=\frac{e^{i k r}}{4 \pi r} \frac{k_{z}}{k_{1 z}} T_{e} \hat{e}_{1}^{+} e^{-i \bar{k}_{\perp} \cdot \bar{r}^{\prime}-i k_{1 z} z^{\prime}}  \tag{1.6.18}\\
& \hat{h}_{0}^{+} \cdot \overline{\bar{G}}_{\mathrm{FF}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)=\frac{e^{i k r}}{4 \pi r} \frac{k_{z}}{k_{1 z}} T_{h} \hat{h}_{1}^{+} e^{-i \bar{k}_{\perp} \cdot \bar{r}^{\prime}-i k_{1 z} z^{\prime}}
\end{align*}
$$

Integration the absolute squared of the Green's function components over the volume of half space $z^{\prime}<0$, it yields,

$$
\begin{align*}
\int_{V_{1}} \mathrm{~d} \bar{r}^{\prime}\left|\hat{e}_{0}^{+} \cdot \overline{\bar{G}}_{\mathrm{FF}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)\right|^{2} & =\frac{A}{16 \pi^{2} r^{2}}\left|T_{e}\right|^{2} \frac{k_{z}^{2}}{\left|k_{1 z}\right|^{2}} \int_{-\infty}^{0} \mathrm{~d} z^{\prime} e^{2 \operatorname{Im}\left(k_{1 z}\right) z^{\prime}}  \tag{1.6.19}\\
& =\frac{A}{16 \pi^{2} r^{2}} \frac{k_{z}^{2}}{\left|k_{1 z}\right|^{2}} \frac{\left|T_{e}\right|^{2}}{2 \operatorname{Im}\left(k_{1 z}\right)} \\
\int_{V_{1}} \mathrm{~d} \bar{r}^{\prime}\left|\hat{h}_{0}^{+} \cdot \overline{\bar{G}}_{\mathrm{FF}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)\right|^{2} & =\frac{A}{16 \pi^{2} r^{2}} \frac{\left|k_{1 z}\right|^{2}+k_{\perp}^{2}}{\left|k_{1}\right|^{2}} \frac{k_{z}^{2}}{\left|k_{1 z}\right|^{2}} \frac{\left|T_{h}\right|^{2}}{2 \operatorname{Im}\left(k_{1 z}\right)}
\end{align*}
$$

Now, the brightness temperature can be computed as

$$
\begin{gather*}
T_{B}^{\alpha}=T \frac{16 \pi^{2} k}{A \cos \theta_{0}} \lim _{r \rightarrow \infty} r^{2} \int_{V_{1}} \mathrm{~d} \bar{r}^{\prime} \varepsilon^{\prime \prime}\left(\bar{r}^{\prime}, \omega\right)\left|\hat{\alpha} \cdot \overline{\bar{G}}^{[01]}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)\right|^{2}  \tag{1.6.20}\\
T_{B}^{e}=T \frac{k \varepsilon_{1}^{\prime \prime}}{\cos \theta_{0}} \frac{k_{z}^{2}}{\left|k_{1 z}\right|^{2}} \frac{\left|T_{e}\right|^{2}}{2 \operatorname{Im}\left(k_{1 z}\right)}  \tag{1.6.21}\\
T_{B}^{h}=T \frac{k \varepsilon_{1}^{\prime \prime}}{\cos \theta_{0}} \frac{\left|k_{1 z}\right|^{2}+k_{\perp}^{2}}{\left|k_{1}\right|^{2}} \frac{k_{z}^{2}}{\left|k_{1 z}\right|^{2}} \frac{\left|T_{h}\right|^{2}}{2 \operatorname{Im}\left(k_{1 z}\right)}
\end{gather*}
$$

These brightness temperature formulas can be cast into another form which provides greater insight into the brightness temperature of the half space. From $k_{1}^{2}=k^{2} \varepsilon_{1}$ and balancing the imaginary parts we have $k^{2} \varepsilon^{\prime \prime}=2 k_{1}^{\prime} k_{1}^{\prime \prime}$ that simplifies brightness temperature expressions to

$$
\begin{align*}
& T_{B}^{e}=T \frac{k_{1}^{\prime} k_{11}^{\prime \prime}}{k_{z} k_{1 z}^{\prime \prime}} \frac{k_{z}^{2}}{\left|k_{1 z}^{2}\right|^{2}}\left|T_{e}\right|^{2}  \tag{1.6.22}\\
& T_{B}^{h}=T \frac{k_{1}^{\prime} k_{1}^{\prime \prime}}{k_{z} k_{1 z}^{\prime \prime}} \frac{\left|k_{1 z}\right|^{2}+k_{\perp}^{2}}{\left|k_{1}\right|^{2}} \frac{k_{z}^{2}}{\left|k_{1 z}\right|^{2}}\left|T_{h}\right|^{2}
\end{align*}
$$

For TE polarization,

$$
\begin{equation*}
1-\left|R_{e}\right|^{2}=\frac{4 k_{z} k_{1 z}^{\prime}}{\left|k_{z}+k_{1 z}\right|^{2}}=\frac{k_{z} k_{1 z}^{\prime}}{\left|k_{1 z}\right|^{2}}\left|T_{e}\right|^{2} \tag{1.6.23}
\end{equation*}
$$

or,

$$
\begin{equation*}
\left|T_{e}\right|^{2}=\left(1-\left|R_{e}\right|^{2}\right) \frac{\left|k_{1 z}\right|^{2}}{k_{z} k_{1 z}^{\prime}} \tag{1.6.24}
\end{equation*}
$$

Also, balancing real and imaginary parts of $k_{1 z}^{2}=k_{1}^{2}-k_{\perp}^{2}$ gives another identity $k_{1}^{\prime} k_{1}^{\prime \prime}=k_{1 z}^{\prime} k_{1 z}^{\prime \prime}$ and therefore

$$
\begin{equation*}
T_{B}^{e}=T \frac{k_{1 z}^{\prime}}{k_{z}} \frac{k_{z}^{2}}{\left|k_{1 z}\right|^{2}}\left(1-\left|R_{e}\right|^{2}\right) \frac{\left|k_{1 z}\right|^{2}}{k_{z} k_{1 z}^{\prime}}=T\left(1-\left|R_{e}\right|^{2}\right) \tag{1.6.25}
\end{equation*}
$$

Brightness temperature of an object at temperature is simply it's physical temperature times it's emissivity. Here TE emissivity of the half space is $e^{\mathrm{TE}}=1-\left|R_{e}\right|^{2}$. The same argument holds true for the TM channel.

### 1.7 Absorption and Emission

If an object at temperature $T$ radiate energy into surrounding medium, the temperature of the object eventually decreases. This is a non-equilibrium problem where Planck's radiation law does not apply. However, after enough amount of time, thermal equilibrium between object and environment will be established. In thermal equilibrium, amount of radiated energy from the object should be balanced with the absorbed energy from the environment. Therefore for an object at equilibrium with a thermal bath at temperature $T$, rate of absorption and emission should be the same, otherwise the object's temperature would increase or decrease to achieve a new equilibrium state [20].

If we consider the example of half space at equilibrium with temperature $T$, we can find the amount of absorption by the half space from an external source of radiation. For a point source in the region 0 , spectral component of the dyadic Green's function has been calculated as

$$
\begin{align*}
\overline{\bar{g}}^{[10]}\left(\bar{k}_{\perp}, z, z^{\prime}\right) & =\frac{1}{k_{1 z}}\left[T_{e} \hat{e}_{1}^{-} \hat{e}_{0}^{-}+T_{h} \hat{h}_{1}^{-} \hat{h}_{0}^{-}\right] e^{-i k_{1 z} z+i k_{z} z^{\prime}}  \tag{1.7.1}\\
\overline{\bar{g}}_{S}^{[00]}\left(\bar{k}_{\perp}, z, z^{\prime}\right) & =\frac{1}{k_{z}}\left[R_{e} \hat{e}_{0}^{+} \hat{e}_{0}^{-}+R_{h} \hat{h}_{0}^{+} \hat{h}_{0}^{-}\right] e^{i k_{z} z+i k_{z} z^{\prime}} \\
\overline{\bar{g}}_{0}\left(\bar{k}_{\perp}, z, z^{\prime}\right) & =\frac{1}{k_{z}}\left[\hat{e}_{0}^{-} \hat{e}_{0}^{-}+\hat{h}_{0}^{-} \hat{h}_{0}^{-}\right] e^{-i k_{z} z+i k_{z} z^{\prime}}
\end{align*}
$$

where the spatial counterpart can be synthesized by

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}^{\prime}, \bar{r}, \omega\right)=\frac{i}{2} \int \frac{\mathrm{~d}^{2} \bar{k}_{\perp}}{(2 \pi)^{2}} e^{i \bar{k}_{\perp} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \overline{\bar{g}}\left(\bar{k}_{\perp}, z, z^{\prime}\right) \tag{1.7.2}
\end{equation*}
$$

The Green's function at each spectral point $\bar{k}_{\perp}$ is the response of the medium to a plane wave that propagating in direction determined by $\bar{k}_{\perp}$ and $k_{z}=k^{2}-k_{\perp}^{2}$. Our goal here is to find the absorptivity of the half space and therefore the propagating wave in the dielectric half
space is proportional to $\overline{\bar{G}}^{[10]}\left(\bar{r}, \bar{r}^{\prime}\right)$. More precisely, for a current source with polarization of $\hat{\alpha}$ and magnitude $J_{0}\left(\bar{r}_{0}\right)$, where $\bar{r}_{0}$ is located far away from the surface such that incident wave is a plane wave. This incident plane wave causes a transmitted plane wave in the region 1 that is given by

$$
\begin{align*}
\bar{E}_{1}(\bar{r}) & =i \omega \mu J_{0} \int \mathrm{~d} \bar{r}^{\prime} \bar{G}^{[10]}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \hat{\alpha} \delta\left(\bar{r}^{\prime}-\bar{r}_{0}\right)  \tag{1.7.3}\\
& =\overline{\bar{G}}^{[10]}\left(\bar{r}, \bar{r}_{0}\right) \cdot \hat{\alpha}
\end{align*}
$$

where we have normalized $i \omega \mu J_{0}=1$. Using the far field approximation of the Green's function as $r_{0} \rightarrow \infty$ by applying the stationary phase approximation to the spectral integral,

$$
\begin{equation*}
\lim _{r_{0} \rightarrow \infty} \overline{\bar{G}}^{[10]}\left(\bar{r}, \bar{r}_{0}\right)=\frac{e^{i k r_{0}}}{4 \pi r_{0}} \frac{k_{z}}{k_{1 z}}\left[T_{e} \hat{e}_{1}^{-} \hat{e}_{0}^{-}+T_{h} \hat{h}_{1}^{-} \hat{h}_{0}^{-}\right] e^{i \bar{k}_{\perp} \cdot \bar{r}-i k_{1 z} z} \tag{1.7.4}
\end{equation*}
$$

Therefore the propagating wave in the region 1 can be written in terms of the Green's function as

$$
\begin{equation*}
\lim _{r_{0} \rightarrow \infty} \overline{\bar{G}}^{[10]}\left(\bar{r}, \bar{r}_{0}\right) \cdot \hat{\alpha}=\frac{e^{i k r_{0}}}{4 \pi r_{0}} \bar{E}_{1}(\bar{r}) \tag{1.7.5}
\end{equation*}
$$

Now, we are in position to find the power absorbed by the half space. The TE absorbed power in the half space is given by

$$
\begin{align*}
P_{a}^{e} & =\frac{1}{2} \omega \varepsilon_{0} \int_{V_{1}} \mathrm{~d} \bar{r} \varepsilon_{1}^{\prime \prime}\left|\overline{E_{1}}(\bar{r})\right|^{2}  \tag{1.7.6}\\
& =\frac{1}{2} \omega \varepsilon_{0} A_{0} \varepsilon_{1}^{\prime \prime} \frac{k_{z}^{2}}{\left|k_{1 z}\right|^{2}} \frac{\left|T_{e}\right|^{2}}{2 \operatorname{Im}\left(k_{1 z}\right)}\left|\hat{e}_{0}^{-} \cdot \hat{\alpha}\right|^{2}
\end{align*}
$$

However, the incident electric field on the surface is proportional to $\bar{G}_{0} \cdot \hat{\alpha}$ and is given by

$$
\begin{equation*}
\bar{E}_{\mathrm{inc}}(\bar{r})=\left[\hat{e}_{0}^{-} \hat{e}_{0}^{-}+\hat{h}_{0}^{-} \hat{h}_{0}^{-}\right] \cdot \hat{\alpha} e^{-i \bar{k} \cdot \bar{r}} \tag{1.7.7}
\end{equation*}
$$

Therefore, the incident power in TE channel is given by

$$
\begin{equation*}
P_{i}^{e}=\frac{1}{2 \eta} \cos \theta_{0} \int \mathrm{~d} S\left|\bar{E}_{\text {inc }}\right|^{2}=\frac{A_{0}}{2 \eta} \cos \theta_{0}\left|\hat{e}_{0}^{-} \cdot \hat{\alpha}\right|^{2} \tag{1.7.8}
\end{equation*}
$$

The ratio of absorbed power to the incident power can be found as

$$
\begin{equation*}
\frac{P_{a}^{e}}{P_{\mathrm{inc}}^{e}}=\frac{k \varepsilon_{1}^{\prime \prime}}{\cos \theta_{0}} \frac{k_{z}^{2}}{\left|k_{1 z}\right|^{2}} \frac{\left|T_{e}\right|^{2}}{2 \operatorname{Im}\left(k_{1 z}\right)}=1-\left|R_{e}\right|^{2} \tag{1.7.9}
\end{equation*}
$$

Comparing Eq.(1.7.9) with Eq.(1.6.21) shows that the amount of absorbed power from the incident field is equal to the emissivity of the surface. This relation also holds for the TM polarization and in general any arbitrary polarization of the electric field. This example demonstrates a bridge between absorption and emission from an object in the thermal equilibrium. The equality of the absorptivity and emissivity connects active and passive microwave remote sensing scenarios. If one has information about the reflectivity of the object (which can be measured by a polarimetry radar) then the absorptivity is known
and the emission from the object at equilibrium can be found and vice versa. However, the emissivity for complex objects is not as simple as the half space and there are several parameters contributing in the functionality of the emissivity.

This result is not restricted to the flat boundary half space. For a general surface in addition to specular reflection and transmission, diffused scattered field should be taken into account. If reflectivity of the surface is expressed by $\gamma_{\alpha \beta}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right)$ that corresponds to reflected power in channel $\alpha$ in direction $(\theta, \phi)$ off the surface when $\beta$-polarized incident field in direction $\left(\theta^{\prime}, \phi^{\prime}\right)$ is impinging on the surface, then the total reflection coefficient when surface is illuminated by $\beta$-polarized field is given by

$$
\begin{equation*}
R_{\beta}\left(\theta^{\prime}, \phi^{\prime}\right)=\sum_{\alpha=e, h} \int_{0}^{\pi / 2} \mathrm{~d} \theta \sin \theta \int_{0}^{2 \pi} \mathrm{~d} \phi \gamma_{\alpha \beta}\left(\theta, \phi ; \theta^{\prime}, \phi^{\prime}\right) \tag{1.7.10}
\end{equation*}
$$

Then, the $\beta$ - channel emissivity of the surface in direction $\left(\theta^{\prime}, \phi^{\prime}\right)$ is given by

$$
\begin{equation*}
e_{\beta}\left(\theta^{\prime}, \phi^{\prime}\right)=1-R_{\beta}\left(\theta^{\prime}, \phi^{\prime}\right) \tag{1.7.11}
\end{equation*}
$$

Similarly, measured $\beta$-polarized power in direction $\left(\theta^{\prime}, \phi^{\prime}\right)$ would be proportional to the $e_{\beta}\left(\theta^{\prime}, \phi^{\prime}\right)$ according to reciprocity.

### 1.8 UWBRAD: Brightness temperature of ice-sheets

UWBRAD's goal of retrieving ice sheet internal temperatures from $0.5-2 \mathrm{GHz}$ brightness temperature data requires that an accurate and robust forward model for ice sheet thermal emission be available. Extensive efforts throughout the project have been conducted to create the required model, as described in this section.

Because ice particle grain sizes are very small compared to UWBRAD's $0.5-2 \mathrm{GHz}$ wavelengths, volume scattering effects should be small. Variations in firn density over cm to m length scales however can cause significant effects. Both incoherent and coherent models have been used to examine these effects [21]. Incoherent models include a "cloud model" that neglects any reflections internal to the ice sheet (Jezek et al., 2015), and the DMRTML [22] and MEMLS [23] radiative transfer codes that are publicly available. The coherent model is based on the layered medium implementation of the fluctuation dissipation theorem for thermal microwave radiation from a medium having a nonuniform temperature. Density profiles including random fluctuations (which in part account for daily variations in accumulation and other meteorological forcing) must be modeled using a stochastic approach, with model predictions then averaged over a large number of realizations to take into account an averaging over the radiometer footprint. Density profiles are described by combining a smooth average density profile with a spatially correlated random process to model density fluctuations. It is shown that coherent model results after ensemble averaging depend on the correlation lengths of the vertical density fluctuations. If the correlation length is moderate or long compared with the wavelength ( 0.6 x longer or greater for Gaussian correlation function without regard for layer thinning due to compaction), coherent and incoherent model results are similar (within 1K). However, when the correlation length is short compared to the wavelength, coherent model results are significantly different from the incoherent model by several tens of kelvins. For example, for a 10 cm correlation length, the differences are significant between 0.5 and 1.1 GHz , and less for 1.1 GHz to 2 GHz . Predictions of the coherent model have been shown to be able to match v-pol SMOS data (1.4 GHz ) closely and also predict h-pol data well for small observation angles. The higher h-pol brightness temperatures than model predictions observed at large angles are explained by the presence of multi-layered roughness between ice layers. Roughness introduces angular and polarization coupling that increases h-pol emissivities at large angles [24, 25]. To promote efficiency of the forward model so that model-based retrieval is more feasible, a partially coherent model has been designed in which the fully coherent model is applied after dividing the ice sheet into blocks [26]. Within each block the coherent model applies, but within adjacent blocks the radiative transfer theory is used for incoherent cascading of block parameters. By using a block size of several wavelengths, the partially coherent approach reproduces the results of fully coherent results but requires a much smaller number of realizations to reach convergence. The partially coherent model, when combined with a two-scale density variation model, predicts angular brightness temperatures that also agree well with the 1.4 GHz SMOS observations over Greenland's Summit station. The partially coherent model also enables the inclusion of rough interface effects, which can couple emissions among angles and polarizations.

### 1.8.1 The Effects of Multi-layered Roughness

The effects of interface roughness were also explored under project forward modeling studies. Density variations near the top of the ice sheet can also introduce interface roughness [27], which can perturb reflections and modulate ice sheet emissions. In particular, interface roughness can cause angular and polarization coupling not present with flat interfaces. The partially coherent approach also allows an effective method for characterizing multilayer roughness effects within the same block using coherent wave analysis. A full wave small perturbation method up to second order (SPM2) was developed to examine interface roughness effects. The SPM2 has the advantage of conserving energy [24, 25]. Numerical results have been reported in checking energy conservation and in illustrating the angular and polarization coupling effects arising due to interface roughness. In Figure 1.6, roughness effects are examined by modeling the L-band SMOS angular brightness temperatures at Dome C, Antarctica centered on Concordia Base [28]. The SMOS data are averaged over 4 months between November 2012 and March 2013, over a total of 274 images. There is good consistency between the SMOS data and DOMEX-2 ground-based radiometer observations. Airborne data were also acquired during the DomeC Air campaign confirming the same trends with differences of around $1-2 \mathrm{~K}$.

The DMRT-ML model predictions agree with the vertical-pol SMOS observations quite well with an RMS about 2.7 K and mean difference of 2.5 K . The RMS difference is on the level of the standard deviation of SMOS data. The model predictions also follow the horizontal-pol observations up to $35^{\circ}$ with difference less than 1.7 K . However, as the observation angle continues to increase, the predictions fall below the observations to 20 K at $60^{\circ}$. The higher h-pol brightness temperature observed implies an over-estimation of reflections at large observation angles, which is possibly due to the roughness of interfaces [21]. In Figure 1.6, the SPM2 model is applied to compute the emission from an equivalent ice sheet with 20 rough interfaces. The roughness is independent among layers and is each characterized by a Gaussian correlation function with rms height 1.5 cm and correlation length 25 cm . The ice sheet is assumed to have a constant temperature of 228 K , close to the upward emission from below the near surface density fluctuations of the ice sheet at Dome C. The brightness angular patterns are compared in Figure 9(b) for both flat and rough interfaces. Results show that roughness has little effect on vertical polarization emission. However, it significantly increases the horizontal polarization emission at large observation angles. The v-pol and h-pol emissions agree with each other at nadir as expected, and nadir emission from the rough interfaces is only slightly larger than the flat counterpart. The roughness effects are through angular coupling and polarization coupling associated with the rough interfaces. With roughness, the model predictions show better agreement with SMOS brightness temperatures at large angles for h-pol [24].

The project's studies also formulated a Sommerfeld integration path in the SPM2 formulation to facilitate coherent model computations when waveguide modes occur in random density fluctuations where a dense layer is sandwiched between two less dense layers [84]. A T-matrix formulation for multi-layered rough surface scattering was also developed for cases when the SPM2 approximation degrades and to validate the partially coherent approach [ 89,90$]$. Given the limited influence of interface roughness for the nadiral geometries where UWBRAD operates, interface roughness was neglected in subsequent UWBRAD retrieval analyses.


Figure 1.6: Comparison of model prediction of brightness temperature with L band ( 1.4 GHz ) SMOS angular data at Dome C, Antarctica. (a) Flat layers are assumed. The ice sheet temperature is characterized by the Robin temperature model that fits the borehole temperature profile well. Results are computed from 1000 Monte Carlo simulations using the coherent model. (b) Emission from an equivalent ice sheet with 20 rough interfaces. The roughness is independent among layers and is each characterized by a Gaussian correlation function with rms height 1.5 cm and correlation length 25 cm . The ice sheet is assumed a constant temperature of 228 K , close to the upward emission from below the near surface density fluctuations of the ice sheet at Dome C. The results are computed from 400 Monte Carlo simulations over random density and layer thickness realization with SPM2.

## Chapter 2

## 2D scattering From Dielectric Layered Media with Random Rough Interfaces, Small Perturbation Method

### 2.1 Introduction

The small perturbation method has been studied for random rough surface scattering extensively [24, 29-39]. Recently, the method has been studied for multi-layered random rough surfaces [24, 30, 34] as an analytical method which has advantages over numerical methods for multiple rough interfaces. As the number of layers increases, Numerical methods become costly in CPU and memory [40]. An application of the multi-layered medium is microwave remote sensing of ice sheets in the Arctic and Antarctica, where the snow layers have multi-layering of fluctuations of permittivity due to the snow accumulation patterns as well as rough interfaces between layers [41].

The small perturbation method must be carried out to the second order[24] for energy conservation in emissivity calculations. In carrying out the Small Perturbation Method, the higher order field is expressed in terms of a convolution of the layered medium Green's function with the lower order field, where the convolution is performed in the spectral domain. To calculate the emissivity, the energy is decomposed into the incoherent intensity and the coherent intensity followed by the spectral integration. In the incoherent intensity, integration is to be carried out over the visible radiation spectrum. However, In the coherent intensity, integration is to be carried out over the entire $k$ domain spectrum.

Analytical methods provide approximate solutions. There are generally two classical approaches[3? ]. The high frequency method known as Kirchhoff approach and low frequency method known as small perturbation method (SPM). Higher order perturbation method has been studied in [37] up to the fourth order. Also the fourth order perturbative solution of the two layer rough surfaces has been studied recently in [32, 38]. Other analytical methods include the AIEM method [42] and the Small slope approximation (SSA) [43].

In recent years, there are numerical methods based on surface integral equations [40, 40, 44-48], the extended boundary condition methods [49,50] and the finite difference time domain method [51]. However, for large number of rough interfaces, the dielectric contrasts between layers are usually weak, and numerical methods suffer from discretization errors. It is particularly difficult to achieve energy conservation using numerical methods for large
number of rough interfaces with small dielectric contrasts between adjacent layers. Energy conservation in scattering from 2D multilayer rough surfaces has been studied recently [39]. However we need to have solution for actual physical problem of 3D electromagnetic scattering from multilayer medium with random rough interfaces that conserve energy.

In this chapter, we study energy conservation and emissivity in scattering process of electromagnetic waves from 2D multi-layer media with a large number random rough interfaces using the second order small perturbation method (SPM2). The formulation is based on extinction theorem and developing integral equation for surface fields in spectral domain. Using SPM2, we calculate the scattered and transmitted coherent fields and incoherent fields. Energy conservation is calculated by integration of the coherent and incoherent reflected and transmitted power in the spectral domain. In this chapter, we show that the kernel function of each rough interface obeys the energy conservation. This means that energy is conserved independent of the statistics of the random rough surfaces nor the spectral densities of the rough profile of each interface. Results of this strong condition are illustrated numerically for up to 5 rough interfaces.


Figure 2.1: Dielectric layered media with 2D random rough interfaces excited by a TE polarized incident field.

### 2.2 Electric Field Integral Equation

### 2.2.1 Extinction of Downward Propagating Wave in Region 1

Upon placing the observation point in the extinction theorem [3,52] just below the first interface, total field with wave number $k_{1}$ in lower media would be zero and,

$$
\begin{equation*}
\psi_{i}(\bar{\rho})-\int_{z^{\prime}=f_{1}\left(x^{\prime}\right)} \mathrm{d} l^{\prime}\left(g_{1}\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \hat{n}_{1}^{\prime} \cdot \nabla^{\prime} \psi_{1}\left(\bar{\rho}^{\prime}\right)-\psi_{1}\left(\bar{\rho}^{\prime}\right) \hat{n}_{1}^{\prime} \cdot \nabla^{\prime} g_{1}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right)=0 \tag{2.2.1}
\end{equation*}
$$

We can define the surface field variables on the first surface as $a_{1}(x) \mathrm{d} x=\mathrm{d} l \hat{n} \cdot \nabla \psi_{1}$ and $b_{1}(x)=\psi_{1}(x)$ to get

$$
\begin{equation*}
\psi_{i}(\bar{\rho})-\int_{z^{\prime}=f_{1}\left(x^{\prime}\right)} \mathrm{d} x^{\prime}\left(g_{1}\left(\bar{\rho}, \bar{\rho}^{\prime}\right) a_{1}\left(x^{\prime}\right)-b_{1}\left(x^{\prime}\right) \frac{\mathrm{d} l^{\prime}}{\mathrm{d} x^{\prime}} \hat{n}_{1}^{\prime} \cdot \nabla^{\prime} g_{1}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right)=0 \tag{2.2.2}
\end{equation*}
$$

Notice that measure of integration is changed to the flat line integral from the general curved path. From plane wave expansion of the Green's function for $z<z^{\prime}$,

$$
\begin{equation*}
g_{1}\left(z<z^{\prime}\right)=\frac{i}{4 \pi} \int \mathrm{~d} k_{x} \frac{1}{k_{1 z}} e^{i k_{x}\left(x-x^{\prime}\right)-i k_{1 z}\left(z-z^{\prime}\right)} \tag{2.2.3}
\end{equation*}
$$

then normal derivative of Green's function becomes

$$
\begin{equation*}
\hat{n}_{1}^{\prime} \cdot \nabla^{\prime} g_{1}\left(z<z^{\prime}\right)=\frac{1}{\sqrt{1+f_{x^{\prime}}^{2}}} \frac{i}{4 \pi} \int \mathrm{~d} k_{x} \frac{1}{k_{1 z}}\left[i k_{1 z}+i k_{x} f_{1}^{\prime}\left(x^{\prime}\right)\right] e^{i k_{x}\left(x-x^{\prime}\right)-i k_{1 z}\left(z-f_{1}\left(x^{\prime}\right)\right)} \tag{2.2.4}
\end{equation*}
$$

Note that for the spectral expansion of the Green's function we assumed that the observation point is somewhere that for all values of $z^{\prime}$, the condition $z<z^{\prime}$ is true. Such an observation point cannot be on the boundary surface unless the boundary is flat. Because of the fact that here we are putting the observation point on another surface than the actual surface, this method of solving the integral equation using the spectral expansion is called Extended Boundary Condition Method (EBCM)[53-56]. Substituting the spectral expansion of the Green's function and its derivative into the Extinction integral equation of (2.2.2), it yields

$$
\begin{equation*}
\psi_{i}(\bar{\rho})-\frac{i}{4 \pi} \int \mathrm{~d} k_{x} \frac{1}{k_{1 z}} e^{i k_{x} x-i k_{1 z} z} \int \mathrm{~d} x^{\prime} e^{-i k_{x} x^{\prime}+i k_{1 z} f_{1}\left(x^{\prime}\right)}\left(a_{1}\left(x^{\prime}\right)-b_{1}\left(x^{\prime}\right)\left[i k_{1 z}+i k_{x} f_{1}^{\prime}\left(x^{\prime}\right)\right]\right)=0 \tag{2.2.5}
\end{equation*}
$$

Notice that the surface fields $a_{1}(x), b_{1}(x)$ are defined in such a way that the surface profile length element (which depends on the surface profile non-linearly) is not present in the integral equation of (2.2.5). Inserting the Fourier representation of the downward propagating incident field $\psi_{i}$ in the above equation and noting that plane wave with different wave numbers are eigenfunction of the Hermitian operator of the wave function and are independent, we arrive at

$$
\begin{equation*}
\psi_{i}\left(k_{x}\right)-\frac{i}{4 \pi k_{1 z}} \int \mathrm{~d} x^{\prime} e^{-i k_{x} x^{\prime}+i k_{1 z} f_{1}\left(x^{\prime}\right)}\left(a_{1}\left(x^{\prime}\right)-b_{1}\left(x^{\prime}\right)\left[i k_{1 z}+i k_{x} f_{1}^{\prime}\left(x^{\prime}\right)\right]\right)=0 \tag{2.2.6}
\end{equation*}
$$

Defining the Fourier transform of the surface fields as

$$
\begin{gather*}
a_{1}\left(x^{\prime}\right)=\int \mathrm{d} k_{x}^{\prime} A_{1}\left(k_{x}^{\prime}\right) e^{i k_{x}^{\prime} x^{\prime}}  \tag{2.2.7}\\
\psi_{i}\left(k_{x}\right)-\frac{i}{4 \pi k_{1 z}} \int \mathrm{~d} k_{x}^{\prime} \int \mathrm{d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}+i k_{1 z} f_{1}\left(x^{\prime}\right)}\left\{A_{1}\left(k_{x}^{\prime}\right)-B_{1}\left(k_{x}^{\prime}\right)\left[i k_{1 z}+i k_{x} f_{1}^{\prime}\left(x^{\prime}\right)\right]\right\}=0 \tag{2.2.8}
\end{gather*}
$$

There is a term in the integrand that depends on the derivative of the profile. performing the by part integration on this term yields,

$$
\begin{align*}
\int \mathrm{d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}+i k_{1 z} f_{1}} i k_{x} f_{1}^{\prime}\left(x^{\prime}\right) & =\frac{k_{x}}{k_{1 z}} \int \mathrm{~d}\left[e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}+i k_{1 z} f_{1}}\right]  \tag{2.2.9}\\
& +i\left(k_{x}-k_{x}^{\prime}\right) \frac{k_{x}}{k_{1 z}} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}+i k_{1 z} f_{1}}
\end{align*}
$$

Assuming periodic boundary condition on the surface (with very large period that simulate an infinitely large surface), the first term vanishes and

$$
\begin{equation*}
\int \mathrm{d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}+i k_{1 z} f_{1}\left(x^{\prime}\right)}\left[i k_{1 z}+i k_{x} f_{1}^{\prime}\left(x^{\prime}\right)\right]=i \frac{k_{1}^{2}-k_{x} k_{x}^{\prime}}{k_{1 z}} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}+i k_{1 z} f_{1}\left(x^{\prime}\right)} \tag{2.2.10}
\end{equation*}
$$

Furthermore, if the scattering potential $I_{11}^{-}\left(k_{x}, k_{x}^{\prime}\right)$ for the downward propagating wave in the region 1 that is scattered from the first surface defined as

$$
\begin{equation*}
I_{11}^{-}\left(k_{x}, k_{x}^{\prime}\right)=\frac{1}{2 \pi} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}}\left[e^{i k_{1 z} f_{1}\left(x^{\prime}\right)}-1\right] \tag{2.2.11}
\end{equation*}
$$

Then, the integral equation describing the Fourier transform of the surface fields over the boundary $z=f_{1}(x)$ can be written as follows,

$$
\begin{equation*}
\psi_{i}\left(k_{x}\right)-\frac{i}{2 k_{1 z}}\left[A_{1}\left(k_{x}\right)-i k_{1 z} B_{1}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} I_{11}^{-}\left(k_{x}, k_{x}^{\prime}\right)\left\{A_{1}\left(k_{x}^{\prime}\right)-B_{1}\left(k_{x}^{\prime}\right) i \frac{k_{1}^{2}-k_{x} k_{x}^{\prime}}{k_{1 z}}\right\}\right]=0 \tag{2.2.12}
\end{equation*}
$$

The scattering potential is completely responsible for the presence of the roughness in the problem. If the surface is flat, then the scattering potential vanishes and the integral equation becomes an algebraic equation.

### 2.2.2 Extinction of Upward propagating Wave in Region $m$

$$
\begin{align*}
& \int_{z^{\prime}=-d_{m-1}+f_{m-1}\left(x^{\prime}\right)} \mathrm{d} l^{\prime}\left(g_{m}\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} \psi_{m}\left(\bar{\rho}^{\prime}\right)-\psi_{m}\left(\bar{\rho}^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} g_{m}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right)  \tag{2.2.13}\\
&-\int_{z^{\prime}=-d_{m}+f_{m}\left(x^{\prime}\right)} \mathrm{d} l^{\prime}\left(g_{m}\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} \psi_{m}\left(\bar{\rho}^{\prime}\right)-\psi_{m}\left(\bar{\rho}^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} g_{m}\left(\bar{\rho}, \rho^{\prime}\right)\right)=0
\end{align*}
$$

Utilizing the boundary conditions to express the surface fields in the first integral in terms of neighborer layer fields, we arrive at

$$
\begin{align*}
& \int \mathrm{d} x^{\prime}\left(g_{m}\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \gamma_{m-1, m} a_{m-1}\left(x^{\prime}\right)-b_{m-1}\left(x^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} g_{m}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right)  \tag{2.2.14}\\
& -\int \mathrm{d} x^{\prime}\left(g_{m}\left(\bar{\rho}, \bar{\rho}^{\prime}\right) a_{m}\left(x^{\prime}\right)-b_{m}\left(x^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} g_{m}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right)=0
\end{align*}
$$

Using the spectral expansion of the Green's function in the region $m$ as

$$
\begin{equation*}
g_{m}\left(z>z^{\prime}\right)=\frac{i}{4 \pi} \int \mathrm{~d} k_{x} \frac{1}{k_{m z}} e^{i k_{x}\left(x-x^{\prime}\right)+i k_{m z}\left(z-z^{\prime}\right)} \tag{2.2.15}
\end{equation*}
$$

and normal derivative of Green's function over $m$ and ( $m-1$ )th interfaces,

$$
\begin{align*}
\hat{n}_{m-1}^{\prime} \cdot \nabla^{\prime} g_{m} & =\frac{1}{\sqrt{1+f_{m-1}^{\prime 2}}} \frac{i}{4 \pi} \int \mathrm{~d} k_{x} \frac{1}{k_{m z}}\left[-i k_{m z}+i k_{x} f_{m-1}^{\prime}\right] e^{i k_{x}\left(x-x^{\prime}\right)+i k_{m z}\left(z-f_{m-1}\right)} e^{i k_{m z} d_{m-1}} \\
\hat{n}_{m}^{\prime} \cdot \nabla^{\prime} g_{m} & =\frac{1}{\sqrt{1+f_{m}^{\prime \prime}}} \frac{i}{4 \pi} \int \mathrm{~d} k_{x} \frac{1}{k_{m z}}\left[-i k_{m z}+i k_{x} f_{m}^{\prime}\right] e^{i k_{x}\left(x-x^{\prime}\right)+i k_{m z}\left(z-f_{m}\left(x^{\prime}\right)\right)} e^{i k_{m z} d_{m}} \tag{2.2.16}
\end{align*}
$$

The integral equation for the upward propagating field in the region $m$ can be obtained by following the same procedure as region 1 (Inserting Fourier transform of the fields and performing by part integration) as

$$
\begin{align*}
& e^{i k_{m z} d_{m-1}[ }\left[\gamma_{m-1, m} A_{m-1}\left(k_{x}\right)+i k_{m z} B_{m-1}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} I_{m, m-1}^{+}\left(k_{x}, k_{x}^{\prime}\right)\left\{\gamma_{m-1, m} A_{m-1}\left(k_{x}^{\prime}\right)\right.\right. \\
& \left.\left.\quad+B_{m-1}\left(k_{x}^{\prime}\right) i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m z}}\right\}\right]-e^{i k_{m z} d_{m}}\left[A_{m}\left(k_{x}\right)+i k_{m z} B_{m}\left(k_{x}\right)\right. \\
& \left.+\int \mathrm{d} k_{x}^{\prime} I_{m, m}^{+}\left(k_{x}, k_{x}^{\prime}\right)\left\{A_{m}\left(k_{x}^{\prime}\right)+B_{m}\left(k_{x}^{\prime}\right) i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m z}}\right\}\right]=0 \tag{2.2.17}
\end{align*}
$$

Here $2 \leq m \leq N-1$ and scattering potentials are defined as

$$
\begin{align*}
I_{m, m-1}^{+}\left(k_{x}, k_{x}^{\prime}\right) & =\frac{1}{2 \pi} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}}\left[e^{-i k_{m z} f_{m-1}\left(x^{\prime}\right)}-1\right]  \tag{2.2.18}\\
I_{m, m}^{+}\left(k_{x}, k_{x}^{\prime}\right) & =\frac{1}{2 \pi} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}}\left[e^{-i k_{m z} f_{m}\left(x^{\prime}\right)}-1\right] .
\end{align*}
$$

### 2.2.3 Extinction of Downward propagating Wave in Region $m$

The extinction relation here is the same as upward propagating wave in the region $m$. The only difference is the spectral expansion of the Green's function. In order to extinct downward propagating wave in region $m$, the observation point should be placed under the surface $z=-d_{m}+f_{m}(x)$ to satisfy the condition $z<z^{\prime}$ for all of the source point on the surface. The Green's function can be expanded as

$$
\begin{equation*}
g_{m}\left(z<z^{\prime}\right)=\frac{i}{4 \pi} \int \mathrm{~d} k_{x} \frac{1}{k_{m z}} e^{i k_{x}\left(x-x^{\prime}\right)-i k_{m z}\left(z-z^{\prime}\right)} \tag{2.2.19}
\end{equation*}
$$

Following the same procedure as extinction of the upward propagating wave, we arrive at

$$
\begin{align*}
e^{-i k_{m z} d_{m-1}}[ & \gamma_{m-1, m} A_{m-1}\left(k_{x}\right)-i k_{m z} B_{m-1}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} I_{m, m-1}^{-}\left(k_{x}, k_{x}^{\prime}\right)\left\{\gamma_{m-1, m} A_{m-1}\left(k_{x}^{\prime}\right)\right. \\
& \left.\left.-B_{m-1}\left(k_{x}^{\prime}\right) i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m z}}\right\}\right]-e^{-i k_{m z} d_{m}}\left[A_{m}\left(k_{x}\right)-i k_{m z} B_{m}\left(k_{x}\right)\right. \\
& \left.+\int \mathrm{d} k_{x}^{\prime} I_{m, m}^{-}\left(k_{x}, k_{x}^{\prime}\right)\left\{A_{m}\left(k_{x}^{\prime}\right)-B_{m}\left(k_{x}^{\prime}\right) i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m z}}\right\}\right]=0 \tag{2.2.20}
\end{align*}
$$

with the scattering potentials $I_{m, m}^{-}\left(k_{x}, k_{x}^{\prime}\right)$ and $I_{m, m-1}^{-}\left(k_{x}, k_{x}^{\prime}\right)$ defined as

$$
\begin{align*}
I_{m, m-1}^{-}\left(k_{x}, k_{x}^{\prime}\right) & =\frac{1}{2 \pi} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}}\left[e^{i k_{m z} f_{m-1}\left(x^{\prime}\right)}-1\right]  \tag{2.2.21}\\
I_{m, m}^{-}\left(k_{x}, k_{x}^{\prime}\right) & =\frac{1}{2 \pi} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}}\left[e^{i k_{m z} f_{m}\left(x^{\prime}\right)}-1\right]
\end{align*}
$$

### 2.2.4 Extinction of Upward Propagating Wave in region $N$

Application of the extinction theorem to the last half space gives similar results to that of single interface problem described in Chapter 1. The final integral equation of the surface fields on the last boundary in the spectral domain can be written as

$$
\gamma_{N-1, N} A_{N-1}+i k_{N z} B_{N-1}+\int \mathrm{d} k_{x}^{\prime} I_{N, N-1}^{+}\left\{\gamma_{N-1, N} A_{N-1}\left(k_{x}^{\prime}\right)+B_{N-1}\left(k_{x}^{\prime}\right) i \frac{k_{N}^{2}-k_{x} k_{x}^{\prime}}{k_{N z}}\right\}=0
$$

where the scattering potential $I_{N, N-1}^{+}\left(k_{x}, k_{x}^{\prime}\right)$ is defined as

$$
\begin{equation*}
I_{N, N-1}^{+}\left(k_{x}, k_{x}^{\prime}\right)=\frac{1}{2 \pi} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}}\left[e^{-i k_{N z} f_{N-1}\left(x^{\prime}\right)}-1\right] . \tag{2.2.22}
\end{equation*}
$$

For middle layers where $2 \leq m \leq N-1$, the surface field variables can be related through the Lippmann-Schwinger type equation of

$$
\begin{equation*}
\overline{\bar{G}}_{0, m-1}^{u} \bar{\psi}_{m-1}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{m-1}^{u}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m-1}\left(k_{x}^{\prime}\right)=\overline{\bar{G}}_{0, m}^{d} \bar{\psi}_{m}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{m}^{d}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m}\left(k_{x}^{\prime}\right) \tag{2.2.23}
\end{equation*}
$$

where $\overline{\bar{G}}_{0, m-1}^{u}$ and $\overline{\bar{G}}_{0, m}^{d}$ are the propagation operator of the surface field over the flat surfaces

$$
\begin{align*}
\overline{\bar{G}}_{0, m-1}^{u} & =\left[\begin{array}{cc}
e^{i k_{m z} d_{m-1}} \gamma_{m-1, m} & e^{i k_{m z} d_{m-1}} i k_{m z} \\
e^{-i k_{m z} d_{m-1}} \gamma_{m-1, m} & -e^{-i k_{m z} d_{m-1}} i k_{m z}
\end{array}\right]  \tag{2.2.24}\\
\overline{\bar{G}}_{0, m}^{d} & =\left[\begin{array}{cc}
e^{i k_{m z} d_{m}} & e^{i k_{m z} d_{m}} i k_{m z} \\
e^{-i k_{m z} d_{m}} & -e^{-i k_{m z} d_{m}} i k_{m z}
\end{array}\right]
\end{align*}
$$

and $\overline{\bar{S}}_{m-1}^{u}$ and $\overline{\bar{S}}_{m}^{d}$ are scattering operators that incorporate scattering effect of the ( $m-1$ )th and $m$ th rough interfaces, respectively and are given by,

$$
\begin{align*}
\overline{\bar{S}}_{m-1}^{u} & =\left[\begin{array}{cc}
e^{i k_{m z} d_{m-1}} \gamma_{m-1, m} I_{m, m-1}^{+} & e^{i k_{m z} d_{m-1}} i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m z}} I_{m, m-1}^{+} \\
e^{-i k_{m z} d_{m-1}} \gamma_{m-1, m} I_{m, m-1}^{-} & -e^{-i k_{m z} d_{m-1}} i \frac{k_{m}^{m}-k_{x} k_{x}^{\prime}}{k_{m z}} I_{m, m-1}^{-}
\end{array}\right]  \tag{2.2.25}\\
\overline{\bar{S}}_{m}^{d} & =\left[\begin{array}{ll}
e^{i k_{m z} d_{m}} I_{m, m}^{+} & e^{i k_{m z} d_{m}} i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m, m}^{+}} I_{m, m}^{+} \\
e^{-i k_{m z} d_{m}} I_{m, m}^{-} & -e^{-i k_{m z} d_{m}} i \frac{k_{m}^{2} z k_{x} k_{x}^{\prime}}{k_{m z}} I_{m, m}^{-}
\end{array}\right]
\end{align*}
$$

The superscripts $u$ and $d$ are here to distinguish two operators and finally, the unknown surface fields on the $m$ th boundary are placed in the column vector $\bar{\psi}_{m}$ and is defined as

$$
\bar{\psi}_{m}\left(k_{x}\right)=\left[\begin{array}{l}
A_{m}\left(k_{x}\right)  \tag{2.2.26}\\
B_{m}\left(k_{x}\right)
\end{array}\right]
$$

The extinction relations of two half spaces (region 1 and region $N$ ) can be combined together and written as

$$
\begin{equation*}
\overline{\bar{G}}_{0, E}\left(k_{x}\right) \bar{\psi}_{E}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{E}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{E}\left(k_{x}^{\prime}\right)=\bar{\psi}_{i} \tag{2.2.27}
\end{equation*}
$$

Here $E$ refers to the External layers. Again, $\overline{\bar{G}}_{0, E}$ is the propagator of the surface fields over the first and the last interfaces with zero roughness,

$$
\overline{\bar{G}}_{0, E}\left(k_{x}\right)=\left[\begin{array}{cccc}
\frac{i}{2 k_{1 z}} & \frac{1}{2} & 0 & 0  \tag{2.2.28}\\
0 & 0 & \gamma_{N-1, N} & i k_{N z}
\end{array}\right]
$$

and $\overline{\bar{S}}_{E}\left(k_{x}, k_{x}^{\prime}\right)$ is the partial scattering operator that is partially responsible for scattering from the first and last interfaces due to the presence of roughness.

$$
\overline{\bar{S}}_{E}\left(k_{x}, k_{x}^{\prime}\right)=\left[\begin{array}{cccc}
\frac{i}{2 k_{1 z}} I_{11}^{-} & \frac{k_{1}^{2}-k_{x} k_{x}^{\prime}}{2 k_{1 z}^{z}} I_{11}^{-} & 0 & 0  \tag{2.2.29}\\
0 & 0 & \gamma_{N-1, N} I_{N, N-1}^{+} & i \frac{k_{N}^{2}-k_{x} k_{x}^{\prime}}{k_{N z}} I_{N, N-1}^{+}
\end{array}\right]
$$

and the external surface field vector is defined as,

$$
\bar{\psi}_{E}\left(k_{x}\right)=\left[\begin{array}{c}
A_{1}\left(k_{x}\right)  \tag{2.2.30}\\
B_{1}\left(k_{x}\right) \\
A_{N-1}\left(k_{x}\right) \\
B_{N-1}\left(k_{x}\right)
\end{array}\right]
$$

### 2.3 Solution of the Surface Fields

### 2.3.1 Zeroth Order Solution

Up to the zeroth order of the surface roughness, the scattering operators are all set to zero and propagation relation of middle layers can be written as

$$
\begin{equation*}
\overline{\bar{G}}_{0, m-1}^{u} \bar{\psi}_{m-1}^{(0)}\left(k_{x}\right)=\overline{\bar{G}}_{0, m}^{d} \bar{\psi}_{m}^{(0)}\left(k_{x}\right) \tag{2.3.1}
\end{equation*}
$$

Also, for the external layers,

$$
\begin{equation*}
\overline{\bar{G}}_{0, E}\left(k_{x}\right) \bar{\psi}_{E}^{(0)}\left(k_{x}\right)=\delta\left(k_{x}-k_{i x}\right) \bar{\psi}_{i} \tag{2.3.2}
\end{equation*}
$$

The surface fields over the last boundary can be related to the surface fields over the first boundary by a recursive relation through

$$
\begin{equation*}
\bar{\psi}_{m}^{(0)}\left(k_{x}\right)=\left[\overline{\bar{G}}_{0, m}^{d}\right]^{-1} \overline{\bar{G}}_{0, m-1}^{u} \bar{\psi}_{m-1}^{(0)}\left(k_{x}\right) \tag{2.3.3}
\end{equation*}
$$

to obtain,

$$
\begin{aligned}
\bar{\psi}_{N-1}^{(0)}\left(k_{x}\right) & =\left(\left[\overline{\bar{G}}_{0, N-1}^{d}\right]^{-1} \overline{\bar{G}}_{0, N-2}^{u}\right)\left(\left[\overline{\bar{G}}_{0, N-2}^{d}\right]^{-1} \overline{\bar{G}}_{0, N-3}^{u}\right) \cdots\left(\left[\overline{\bar{G}}_{0,1}^{d}\right]^{-1} \overline{\bar{G}}_{0,0}^{u}\right) \bar{\psi}_{0}^{(0)}\left(k_{x}\right) \\
& :=\overline{\bar{G}}^{(0)} \bar{\psi}_{0}^{(0)}
\end{aligned}
$$

Here, $\overline{\bar{G}}_{0}$ is defined as product of all propagation operators and relates the surface fields of the first boundary to the last one. Combining the middle and external equations, the obtained a matrix equation for the $\bar{\psi}_{E}$ as

$$
\left[\begin{array}{cc} 
& \overline{\bar{G}}_{0, E}\left(k_{x}\right)  \tag{2.3.4}\\
\overline{\bar{G}}^{(0)} & -\overline{\bar{I}}
\end{array}\right] \bar{\psi}_{E}^{(0)}\left(k_{x}\right)=\delta\left(k_{x}-k_{i x}\right) \bar{\psi}_{i}
$$

which provides the surface fields solution over the first and last interfaces that enable us to calculated both scattered and transmitted fields. The requirement for the finite solution of the surface fields is that the matrix on the left hand side should be invertible at $k_{x}=k_{i x}$.

### 2.3.2 First Order Solution

Balancing (2.2.23) and (2.2.27) up to the first order of surface roughness gives

$$
\begin{gather*}
\overline{\bar{G}}_{0, m-1}^{u} \bar{\psi}_{m-1}^{(1)}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{m-1}^{u(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m-1}^{(0)}\left(k_{x}^{\prime}\right)=\overline{\bar{G}}_{0, m}^{d} \bar{\psi}_{m}^{(1)}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{m}^{d(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m}^{(0)}\left(k_{x}^{\prime}\right) \\
\overline{\bar{G}}_{0, E}\left(k_{x}\right) \bar{\psi}_{E}^{(1)}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{E}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{E}^{(0)}\left(k_{x}^{\prime}\right)=0 \tag{2.3.5}
\end{gather*}
$$

Since the zeroth order solution exists only in specular spectral point $k_{x}=k_{i x}$, the integrals will be sifted by the delta function and

$$
\begin{align*}
\overline{\bar{G}}_{0, m-1}^{u} \bar{\psi}_{m-1}^{(1)}\left(k_{x}\right)+\overline{\bar{S}}_{m-1}^{u(1)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{m-1}^{(0)} & =\overline{\bar{G}}_{0, m}^{d} \bar{\psi}_{m}^{(1)}\left(k_{x}\right)+\overline{\bar{S}}_{m}^{d(1)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{m}^{(0)}  \tag{2.3.6}\\
\overline{\bar{G}}_{0, E}\left(k_{x}\right) \bar{\psi}_{E}^{(1)}\left(k_{x}\right)+\overline{\bar{S}}_{E}^{(1)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)} & =0
\end{align*}
$$

We can solve for the first order surface fields and noting that the zeroth order solution of surface fields are known over all of the interfaces, a recursive relation can be obtained as

$$
\begin{align*}
\bar{\psi}_{m}^{(1)}\left(k_{x}\right) & =\left[\overline{\bar{G}}_{0, m}^{d}\left(k_{x}\right)\right]^{-1} \overline{\bar{G}}_{0, m-1}^{u} \bar{\psi}_{m-1}^{(1)}\left(k_{x}\right)  \tag{2.3.7}\\
& +\left[\overline{\bar{G}}_{0, m}^{d}\left(k_{x}\right)\right]^{-1}\left(\overline{\bar{S}}_{m-1}^{u(1)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{m-1}^{(0)}-\overline{\bar{S}}_{m}^{d(1)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{m}^{(0)}\right)
\end{align*}
$$

Observing that the first order approximation of the scattering potentials are related to the interfaces spectrum through,

$$
\begin{align*}
& \overline{\bar{S}}_{m-1}^{u(1)}\left(k_{x}, k_{i x}\right)=\left[\begin{array}{ll}
e^{i k_{m z} d_{m-1}} \gamma_{m-1, m}\left(-i k_{m z}\right) & e^{i k_{m z} d_{m-1}} i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m z}}\left(-i k_{m z}\right) \\
e^{-i k_{m z} d_{m-1}} \gamma_{m-1, m}\left(i k_{m z}\right) & -e^{-i k_{m z} d_{m-1} i} \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m z}}\left(i k_{m z}\right)
\end{array}\right] F_{m-1}\left(k_{x}-k_{i x}\right)  \tag{2.3.8}\\
& \overline{\bar{S}}_{m}^{d(1)}\left(k_{x}, k_{i x}\right)=\left[\begin{array}{ll}
e^{i k_{m z} d_{m}}\left(-i k_{m z}\right) & e^{i k_{m z} d_{m}} i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m z}}\left(-i k_{m z}\right) \\
e^{-i k_{m z} d_{m}}\left(i k_{m z}\right) & -e^{-i k_{m z} d_{m}} i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m z}}\left(i k_{m z}\right)
\end{array}\right] F_{m}\left(k_{x}-k_{i x}\right)
\end{align*}
$$

The first order surface field over the $m$ th interface can be decomposed into

$$
\begin{equation*}
\bar{\psi}_{m}^{(1)}\left(k_{x}\right)=\overline{\bar{G}}_{m}^{(1)} \bar{\psi}_{m-1}^{(1)}+\bar{D}_{m-1}^{u} F_{m-1}+\bar{D}_{m}^{d} F_{m} \tag{2.3.9}
\end{equation*}
$$

where, the following intermediate vectors are introduced for convenience

$$
\begin{align*}
\overline{\bar{G}}_{m}^{(1)}\left(k_{x}\right) & =\left[\overline{\bar{G}}_{0, m}^{d}\left(k_{x}\right)\right]^{-1} \overline{\bar{G}}_{0, m-1}^{u}  \tag{2.3.10}\\
\bar{D}_{m-1}^{u}\left(k_{x}\right) & =\left[\overline{\bar{G}}_{0, m}^{d}\left(k_{x}\right)\right]^{-1} \tilde{\bar{S}}_{m-1}^{(1)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{m-1}^{(0)} \\
\bar{D}_{m}^{d}\left(k_{x}\right) & =-\left[\overline{\bar{G}}_{0, m}^{d}\left(k_{x}\right)\right]^{-1} \tilde{\bar{S}}_{m}^{d(1)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{m}^{(0)}
\end{align*}
$$

Now we are in position to solve recursive relation of the surface fields to relate first and the last surface fields together

$$
\begin{aligned}
\bar{\psi}_{m}^{(1)}\left(k_{x}\right) & =\overline{\bar{G}}_{m}^{(1)}\left(\overline{\bar{G}}_{m-1}^{(1)} \bar{\psi}_{m-2}^{(1)}+\bar{D}_{m-2}^{u} F_{m-2}+\bar{D}_{m-1}^{d} F_{m-1}\right)+\bar{D}_{m-1}^{u} F_{m-1}+\bar{D}_{m}^{d} F_{m} \\
& =\overline{\bar{G}}_{m}^{(1)} \overline{\bar{G}}_{m-1}^{(1)} \bar{\psi}_{m-2}^{(1)}+\overline{\bar{G}}_{m}^{(1)} \bar{D}_{m-2}^{u} F_{m-2}+\overline{\bar{G}}_{m}^{(1)} \bar{D}_{m-1}^{d} F_{m-1}+\bar{D}_{m-1}^{u} F_{m-1}+\bar{D}_{m}^{d} F_{m} \\
& =\overline{\bar{G}}_{m}^{(1)} \overline{\bar{G}}_{m-1}^{(1)} \bar{\psi}_{m-2}^{(1)}+\overline{\bar{G}}_{m}^{(1)} \bar{D}_{m-2}^{u} F_{m-2}+\left[\overline{\bar{G}}_{m}^{(1)} \bar{D}_{m-1}^{d}+\bar{D}_{m-1}^{u}\right] F_{m-1}+\bar{D}_{m}^{d} F_{m}
\end{aligned}
$$

also

$$
\begin{equation*}
\bar{\psi}_{m-2}^{(1)}\left(k_{x}\right)=\overline{\bar{G}}_{m-2}^{(1)} \bar{\psi}_{m-3}^{(1)}+\bar{D}_{m-3}^{u} F_{m-3}+\bar{D}_{m-2}^{d} F_{m-2} \tag{2.3.11}
\end{equation*}
$$

and as a result of substitution, we obtain,

$$
\begin{align*}
\bar{\psi}_{m}^{(1)}\left(k_{x}\right) & =\overline{\bar{G}}_{m}^{(1)} \overline{\bar{G}}_{m-1}^{(1)}\left(\overline{\bar{G}}_{m-2}^{(1)} \bar{\psi}_{m-3}^{(1)}+\bar{D}_{m-3}^{u} F_{m-3}+\bar{D}_{m-2}^{d} F_{m-2}\right)  \tag{2.3.12}\\
& +\overline{\bar{G}}_{m}^{(1)} \bar{D}_{m-2}^{u} F_{m-2}+\left[\overline{\bar{G}}_{m}^{(1)} \bar{D}_{m-1}^{d}+\bar{D}_{m-1}^{u}\right] F_{m-1}+\bar{D}_{m}^{d} F_{m} \\
& =\overline{\bar{G}}_{m}^{(1)} \overline{\bar{G}}_{m-1}^{(1)} \overline{\bar{G}}_{m-2}^{(1)} \bar{\psi}_{m-3}^{(1)}+\overline{\bar{G}}_{m}^{(1)} \overline{\bar{G}}_{m-1}^{(1)} \bar{D}_{m-3}^{u} F_{m-3}+\overline{\bar{G}}_{m}^{(1)} \overline{\bar{G}}_{m-1}^{(1)} \bar{D}_{m-2}^{d} F_{m-2} \\
& +\overline{\bar{G}}_{m}^{(1)} \bar{D}_{m-2}^{u} F_{m-2}+\left[\overline{\bar{G}}_{m}^{(1)} \bar{D}_{m-1}^{d}+\bar{D}_{m-1}^{u}\right] F_{m-1}+\bar{D}_{m}^{d} F_{m}
\end{align*}
$$

or

$$
\begin{align*}
\bar{\psi}_{m}^{(1)}\left(k_{x}\right) & =\overline{\bar{G}}_{m}^{(1)} \overline{\bar{G}}_{m-1}^{(1)} \overline{\bar{G}}_{m-2}^{(1)} \bar{\psi}_{m-3}^{(1)}+\overline{\bar{G}}_{m}^{(1)} \overline{\bar{G}}_{m-1}^{(1)} \bar{D}_{m-3}^{u} F_{m-3}  \tag{2.3.13}\\
& +\overline{\bar{G}}_{m}^{(1)}\left[\overline{\bar{G}}_{m-1}^{(1)} \bar{D}_{m-2}^{d}+\bar{D}_{m-2}^{u}\right] F_{m-2}+\left[\overline{\bar{G}}_{m}^{(1)} \bar{D}_{m-1}^{d}+\bar{D}_{m-1}^{u}\right] F_{m-1}+\bar{D}_{m}^{d} F_{m}
\end{align*}
$$

This recursive relation can be generalized to for arbitrary number of layers through,

$$
\begin{align*}
\bar{\psi}_{N-1}^{(1)}\left(k_{x}\right) & =\overline{\bar{G}}_{N-1}^{(1)} \overline{\bar{G}}_{N-2}^{(1)} \cdots \overline{\bar{G}}_{2}^{(1)} \bar{\psi}_{1}^{(1)}  \tag{2.3.14}\\
& +\overline{\bar{G}}_{N-1}^{(1)} \overline{\bar{G}}_{N-2}^{(1)} \cdots \overline{\bar{G}}_{3}^{(1)}\left[\bar{D}_{1}^{u} F_{1}+\bar{D}_{2}^{d} F_{2}\right] \\
& +\overline{\bar{G}}_{N-1}^{(1)} \overline{\bar{G}}_{N-2}^{(1)} \cdots \overline{\bar{G}}_{4}^{(1)}\left[\bar{D}_{2}^{u} F_{2}+\bar{D}_{3}^{d} F_{3}\right] \\
& +\overline{\bar{G}}_{N-1}^{(1)} \overline{\bar{G}}_{N-2}^{(1)} \cdots \overline{\bar{G}}_{5}^{(1)}\left[\bar{D}_{3}^{u} F_{3}+\bar{D}_{4}^{d} F_{4}\right]
\end{align*}
$$

$$
\begin{aligned}
& +\overline{\bar{G}}_{N-1}^{(1)}\left[\bar{D}_{N-3}^{u} F_{N-3}+\bar{D}_{N-2}^{d} F_{N-2}\right] \\
& +\left[\bar{D}_{N-2}^{u} F_{N-2}+\bar{D}_{N-1}^{d} F_{N-1}\right] \\
& :=\overline{\bar{G}}^{(1)} \bar{\psi}_{1}^{(1)}+\sum \bar{D}_{j}^{(1)} F_{j}
\end{aligned}
$$

On the other hand, for external layers,

$$
\begin{equation*}
\overline{\bar{G}}_{0, E}\left(k_{x}\right) \bar{\psi}_{E}^{(1)}\left(k_{x}\right)+\overline{\bar{S}}_{E}^{(1)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)}=0 \tag{2.3.15}
\end{equation*}
$$

where

$$
\overline{\bar{S}}_{E}^{(1)}\left(k_{x}, k_{x}^{\prime}\right)=\left[\begin{array}{cccc}
-\frac{1}{2} F_{1} & i \frac{k_{1}^{2}-k_{x} k_{x}^{\prime}}{2 k_{1 z}} F_{1} & 0 & 0  \tag{2.3.16}\\
0 & 0 & -i \gamma_{N-1, N} k_{N z} F_{N-1} & \left(k_{N}^{2}-k_{x} k_{x}^{\prime}\right) F_{N-1}
\end{array}\right]
$$

Combination of (2.3.14) and (2.3.15) provides necessary system of equations to solve the surface fields on the external interfaces,

$$
\left[\begin{array}{cc}
\overline{\bar{G}}_{0, E} &  \tag{2.3.17}\\
-\overline{\bar{G}} & \overline{\bar{I}}
\end{array}\right] \bar{\psi}_{E}^{(1)}=\left[\begin{array}{c}
-\overline{\bar{S}}_{E}^{(1)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)} \\
\sum \bar{D}_{j}^{(1)} F_{j}
\end{array}\right]
$$

### 2.3.3 Second Order Solution

Balancing (2.2.23) up to the second order of surface roughness result in,

$$
\begin{align*}
\overline{\bar{G}}_{0, m-1}^{u} \bar{\psi}_{m-1}^{(2)}\left(k_{x}\right)+ & \int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{m-1}^{u(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m-1}^{(1)}\left(k_{x}^{\prime}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{m-1}^{u(2)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m-1}^{(0)}\left(k_{x}^{\prime}\right)  \tag{2.3.18}\\
& =\overline{\bar{G}}_{0, m}^{d} \bar{\psi}_{m}^{(2)}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{m}^{d(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m}^{(1)}\left(k_{x}^{\prime}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{m}^{d(2)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m}^{(0)}\left(k_{x}^{\prime}\right)
\end{align*}
$$

Before proceeding to the solution second order perturbation of scattering operator are as following

$$
\begin{align*}
& \overline{\bar{S}}_{m-1}^{u(2)}\left(k_{x}, k_{x}^{\prime}\right)=-\frac{1}{2} k_{m z}^{2}\left[\begin{array}{cc}
e^{i k_{m z} d_{m-1}} \gamma_{m-1, m} & e^{i k_{m z} d_{m-1}} i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m z}} \\
e^{-i k_{m z} d_{m-1}} \gamma_{m-1, m} & -e^{-i k_{m z} d_{m-1} i} i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m z}}
\end{array}\right] F_{m-1}^{(2)}\left(k_{x}-k_{x}^{\prime}\right)  \tag{2.3.19}\\
& \overline{\bar{S}}_{m}^{d(2)}\left(k_{x}, k_{x}^{\prime}\right)=-\frac{1}{2} k_{m z}^{2}\left[\begin{array}{cc}
e^{i k_{m z} d_{m}} & e^{i k_{m z} d_{m}} i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m x}} \\
e^{-i k_{m z} d_{m}} & -e^{-i k_{m z} d_{m}} i \frac{k_{m}^{2}-k_{x} k_{x}^{\prime}}{k_{m z}}
\end{array}\right] F_{m}^{(2)}\left(k_{x}-k_{x}^{\prime}\right)
\end{align*}
$$

Inserting specular zeroth order solution yields

$$
\begin{align*}
\overline{\bar{G}}_{0, m-1}^{u} \bar{\psi}_{m-1}^{(2)}\left(k_{x}\right)+ & \int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{m-1}^{u(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m-1}^{(1)}\left(k_{x}^{\prime}\right)+\overline{\bar{S}}_{m-1}^{u(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{m-1}^{(0)}  \tag{2.3.20}\\
& =\overline{\bar{G}}_{0, m}^{d} \bar{\psi}_{m}^{(2)}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{m}^{d(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m}^{(1)}\left(k_{x}^{\prime}\right)+\overline{\bar{S}}_{m}^{d(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{m}^{(0)}
\end{align*}
$$

From the first order solution of the surface fields, $\bar{\psi}_{m}^{(1)}$ can be decomposed as contribution of the different interfaces as

$$
\begin{equation*}
\bar{\psi}_{m}^{(1)}=\sum \bar{\psi}_{m, j}^{(1)} F_{j} \tag{2.3.21}
\end{equation*}
$$

thus,

$$
\begin{gather*}
\overline{\bar{G}}_{0, m-1}^{u} \bar{\psi}_{m-1}^{(2)}\left(k_{x}\right)+\sum_{j} \int \mathrm{~d} k_{x}^{\prime} \tilde{\overline{\bar{S}}}_{m-1}^{u(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m-1, j}^{(1)}\left(k_{x}^{\prime}\right) F_{m-1}\left(k_{x}-k_{x}^{\prime}\right) F_{j}\left(k_{x}^{\prime}-k_{i x}\right)  \tag{2.3.22}\\
\quad+\tilde{\bar{S}}_{m-1}^{u(2)}\left(k_{x}, k_{i x}\right) F_{m-1}^{(2)}\left(k_{x}-k_{i x}\right) \bar{\psi}_{m-1}^{(0)} \\
=\overline{\bar{G}}_{0, m}^{d} \bar{\psi}_{m}^{(2)}\left(k_{x}\right)+\sum_{j} \int \mathrm{~d} k_{x}^{\prime} \tilde{\bar{S}}_{m}^{d(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m, j}^{(1)}\left(k_{x}^{\prime}\right) F_{m}\left(k_{x}-k_{x}^{\prime}\right) F_{j}\left(k_{x}^{\prime}-k_{i x}\right) \\
+\tilde{\bar{S}}_{m}^{d(2)}\left(k_{x}, k_{i x}\right) F_{m}^{(2)}\left(k_{x}-k_{i x}\right) \bar{\psi}_{m}^{(0)}
\end{gather*}
$$

Upon taking statistical average, the second order surface fields become simplified for further derivations. Using the second spectral moments of the surface profiles [57] as

$$
\begin{align*}
\left\langle F_{j}^{(2)}\left(k_{x}-k_{i x}\right)\right\rangle & =\delta\left(k_{x}-k_{i x}\right) \int \mathrm{d} k_{x}^{\prime} W_{j}\left(k_{x}^{\prime}-k_{i x}\right)  \tag{2.3.23}\\
\left\langle F_{j}\left(k_{x}-k_{x}^{\prime}\right) F_{j}\left(k_{x}^{\prime}-k_{i x}\right)\right\rangle & =\delta\left(k_{x}-k_{i x}\right) W_{j}\left(k_{x}^{\prime}-k_{i x}\right)
\end{align*}
$$

and assuming uncorrelated surfaces $\left\langle F_{j}\left(k_{x}-k_{x}^{\prime}\right) F_{j}\left(k_{x}^{\prime}-k_{i x}\right)\right\rangle=0$ we arrive at

$$
\begin{align*}
& \overline{\bar{G}}_{0, m}^{d}\left\langle\bar{\psi}_{m}^{(2)}\left(k_{x}\right)\right\rangle+ \int \mathrm{d} k_{x}^{\prime} \tilde{\overline{\bar{S}}}_{m}^{d(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m, m}^{(1)}\left(k_{x}^{\prime}\right) \delta\left(k_{x}-k_{i x}\right) W_{m}\left(k_{x}^{\prime}-k_{i x}\right)  \tag{2.3.24}\\
&+\tilde{\bar{S}}_{m}^{d(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{m}^{(0)} \delta\left(k_{x}-k_{i x}\right) \int \mathrm{d} k_{x}^{\prime} W\left(k_{x}^{\prime}-k_{i x}\right) \\
&=\overline{\bar{G}}_{0, m-1}^{u}\left\langle\bar{\psi}_{m-1}^{(2)}\left(k_{x}\right)\right\rangle+\delta\left(k_{x}-k_{i x}\right) \int \mathrm{d} k_{x}^{\prime} \tilde{\bar{S}}_{m-1}^{u(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{m-1, m-1}^{(1)}\left(k_{x}^{\prime}\right) W_{m-1}\left(k_{x}^{\prime}-k_{i x}\right) \\
&+\tilde{\overline{\bar{S}}}_{m-1}^{u(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{m-1}^{(0)} \delta\left(k_{x}-k_{i x}\right) \int \mathrm{d} k_{x}^{\prime} W_{m-1}\left(k_{x}^{\prime}-k_{i x}\right)
\end{align*}
$$

This is a recursive relation that relates the surface field on the neighbor interfaces that can be written as

$$
\begin{equation*}
\left\langle\bar{\psi}_{m}^{(2)}\right\rangle=\overline{\bar{G}}_{m}^{(2)}\left\langle\bar{\psi}_{m-1}^{(2)}\right\rangle+\bar{D}_{m-1}^{u}+\bar{D}_{m}^{d} \tag{2.3.25}
\end{equation*}
$$

where the vector and dyadic quantities $\bar{D}_{m}^{d}, \bar{D}_{m-1}^{u}$, and $\overline{\bar{G}}_{m}^{(2)}$ are defined as

$$
\begin{align*}
& \overline{\bar{G}}_{m}^{(2)}=\left[\overline{\bar{G}}_{0, m}^{d}\right]^{-1} \overline{\bar{G}}_{0, m-1}^{u}  \tag{2.3.26}\\
& \bar{D}_{m}^{d}=-\delta\left(k_{x}-k_{i x}\right)\left[\overline{\bar{G}}_{0, m}^{d}\right]^{-1} \int \mathrm{~d} k_{x}^{\prime}\left\{\left\{\tilde{\overline{\bar{S}}}_{m}^{d(1)} \bar{\psi}_{m, m}^{(1)}\left(k_{x}^{\prime}\right)+\tilde{\overline{\bar{S}}}_{m}^{d(2)} \bar{\psi}_{m}^{(0)}\right\} W_{m}\left(k_{x}^{\prime}-k_{i x}\right)\right. \\
& \bar{D}_{m-1}^{u}=\delta\left(k_{x}-k_{i x}\right)\left[\overline{\bar{G}}_{0, m}^{d}\right]^{-1} \int \mathrm{~d} k_{x}^{\prime}\left\{\tilde{\overline{\bar{S}}}_{m-1}^{u(1)} \bar{\psi}_{m-1, m-1}^{(1)}\left(k_{x}^{\prime}\right)+\tilde{\overline{\bar{S}}}_{m-1}^{u(2)} \bar{\psi}_{m-1}^{(0)}\right\} W_{m-1}\left(k_{x}^{\prime}-k_{i x}\right)
\end{align*}
$$

The averaged second order surface fields on the last boundary $\left\langle\bar{\psi}_{N-1}^{(2)}\right\rangle$ can be written in terms of that of first boundary using the recursive relation (2.3.26), similar to the procedure
used in the first order solution,

$$
\begin{align*}
\left\langle\bar{\psi}_{N-1}^{(2)}\right\rangle & =\overline{\bar{G}}_{N-1}^{(2)} \overline{\bar{G}}_{N-2}^{(2)} \cdots \overline{\bar{G}}_{1}^{(2)}\left\langle\bar{\psi}_{0}^{(2)}\right\rangle  \tag{2.3.27}\\
& +\overline{\bar{G}}_{N-1}^{(2)} \overline{\bar{G}}_{N-2}^{(2)} \cdots \overline{\bar{G}}_{2}^{(2)} \bar{D}_{0}^{u} F_{0} \\
& +\overline{\bar{G}}_{N-1}^{(2)} \overline{\bar{G}}_{N-2}^{(2)} \cdots \overline{\bar{G}}_{3}^{(2)}\left[\overline{\bar{G}}_{2}^{(2)} \bar{D}_{1}^{d}+\bar{D}_{1}^{u}\right] \\
& +\overline{\bar{G}}_{N-1}^{(2)} \overline{\bar{G}}_{N-2}^{(2)} \cdots \overline{\bar{G}}_{4}^{(2)}\left[\overline{\bar{G}}_{3}^{(2)} \bar{D}_{2}^{d}+\bar{D}_{2}^{u}\right] \\
& \vdots \\
& +\overline{\bar{G}}_{N-1}^{(2)}\left[\overline{\bar{G}}_{N-2}^{(2)} \bar{D}_{N-3}^{d}+\bar{D}_{N-3}^{u}\right] \\
& +\left[\overline{\bar{G}}_{N-1}^{(2)} \bar{D}_{N-2}^{d}+\bar{D}_{N-2}^{u}\right] \\
& +\bar{D}_{N-1}^{d} \\
& :=\overline{\bar{G}}^{(2)} \bar{\psi}_{0}^{(2)}+\sum \bar{D}_{j}^{(2)}
\end{align*}
$$

where the overall zeroth order propagator from the first to the last boundary is defined as

$$
\begin{equation*}
\overline{\bar{G}}^{(2)}=\overline{\bar{G}}_{N-1}^{(2)} \overline{\bar{G}}_{N-2}^{(2)} \cdots \overline{\bar{G}}_{1}^{(2)} \tag{2.3.28}
\end{equation*}
$$

Now that we have a relation between the first and last surface fields, using the exterior equations we can derive another relation between the first and last region surface fields. From the second order approximation of the exterior field integral equation,

$$
\begin{equation*}
\overline{\bar{G}}_{0, E}\left(k_{x}\right) \bar{\psi}_{E}^{(2)}\left(k_{x}\right)+\overline{\bar{S}}_{E}^{(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)}+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{E}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{E}^{(1)}\left(k_{x}^{\prime}\right)=0 \tag{2.3.29}
\end{equation*}
$$

Here the second order perturbation of scattering operator becomes

$$
\bar{S}_{E}^{(2)}\left(k_{x}, k_{x}^{\prime}\right)=-\frac{1}{2}\left[\begin{array}{cccc}
\frac{i}{2} k_{1 z} F_{1}^{(2)} & \frac{k_{1}^{2}-k_{x} k_{x}^{\prime}}{2} F_{1}^{(2)} & 0 & 0 \\
0 & 0 & \gamma_{N-1, N}\left(k_{N z}^{2} F_{N-1}^{(2)}\right) & i k_{N z}\left(k_{N}^{2}-k_{x} k_{x}^{\prime}\right) F_{N-1}^{(2)}
\end{array}\right]
$$

The second order scattering operator can be decomposed into contribution of the first and last interfaces as,

$$
\begin{align*}
& \overline{\bar{S}}_{E}^{(2)}\left(k_{x}, k_{x}^{\prime}\right)=\tilde{\overline{\bar{S}}}_{E, 0}^{(2)}\left(k_{x}, k_{x}^{\prime}\right) F_{0}^{(2)}+\tilde{\overline{\bar{S}}}_{E, N-1}^{(2)}\left(k_{x}, k_{x}^{\prime}\right) F_{N-1}^{(2)}  \tag{2.3.30}\\
& \overline{\bar{S}}_{E}^{(1)}\left(k_{x}, k_{x}^{\prime}\right)=\tilde{\overline{\bar{S}}}_{E, 0}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) F_{0}+\tilde{\bar{S}}_{E, N-1}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) F_{N-1}
\end{align*}
$$

In addition, the first order surface field $\bar{\psi}_{E}^{(1)}$ has two components proportional to the first and the last surface spectrum,

$$
\begin{equation*}
\bar{\psi}_{E}^{(1)}=\bar{\psi}_{E, 0}^{(1)} F_{0}+\bar{\psi}_{E, N-1}^{(1)} F_{N-1} \tag{2.3.31}
\end{equation*}
$$

Plugging the first and zeroth order solutions in (2.3.29) we will arrive at

$$
\begin{equation*}
\overline{\bar{G}}_{0, E}\left(k_{x}\right)\left\langle\bar{\psi}_{E}^{(2)}\right\rangle=-\delta\left(k_{x}-k_{i x}\right) \int \mathrm{d} k_{x}^{\prime}\left[W_{0}\left(k_{x}^{\prime}-k_{i x}\right) \bar{D}_{E, 0}^{(2)}+W_{N-1}\left(k_{x}^{\prime}-k_{i x}\right) \bar{D}_{E, N-1}^{(2)}\right] \tag{2.3.32}
\end{equation*}
$$

where,

$$
\begin{align*}
\bar{D}_{E, 0}^{(2)}\left(k_{x}^{\prime}\right) & =\tilde{\overline{\bar{S}}}_{E, 0}^{(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)}+\tilde{\overline{\bar{S}}}_{E, 0}^{(1)}\left(k_{i x}, k_{x}^{\prime}\right) \bar{\psi}_{E, 0}^{(1)}\left(k_{x}^{\prime}\right)  \tag{2.3.33}\\
\bar{D}_{E, N-1}^{(2)}\left(k_{x}^{\prime}\right) & =\tilde{\overline{\bar{S}}}_{E, N-1}^{(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)}+\tilde{\overline{\bar{S}}}_{E, N-1}^{(1)}\left(k_{i x}, k_{x}^{\prime}\right) \bar{\psi}_{E, N-1}^{(1)}\left(k_{x}^{\prime}\right)
\end{align*}
$$

Now, using general recursive relation of the second order surface field of (2.3.27), it can be rewritten as

$$
\begin{equation*}
\left\langle\bar{\psi}_{N-1}^{(2)}\right\rangle-\overline{\bar{G}}^{(2)}\left\langle\bar{\psi}_{0}^{(2)}\right\rangle=\delta\left(k_{x}-k_{i x}\right) \sum_{j} \int \mathrm{~d} k_{x}^{\prime} W_{j}\left(k_{x}^{\prime}-k_{i x}\right) \bar{C}_{j}^{(2)}\left(k_{x}^{\prime}\right) \tag{2.3.34}
\end{equation*}
$$

The governing system of equation for the averaged second order fields on the first and last surfaces are as follows

$$
\begin{gather*}
{\left[\begin{array}{cc}
\overline{\bar{G}}_{0, E}\left(k_{i x}\right) & \\
-\overline{\bar{G}} & \overline{\bar{I}}
\end{array}\right]\left\langle\bar{\psi}_{E}^{(2)}\right\rangle=\delta\left(k_{x}-k_{i x}\right) \int \mathrm{d} k_{x}^{\prime} \bar{R}\left(k_{x}^{\prime}\right)}  \tag{2.3.35}\\
\bar{R}\left(k_{x}^{\prime}\right)=\left[\begin{array}{c}
-W_{0}\left(k_{x}^{\prime}-k_{i x}\right) \bar{D}_{E, 0}^{(2)}-W_{N-1}\left(k_{x}^{\prime}-k_{i x}\right) \bar{D}_{E, N-1}^{(2)} \\
\sum_{j} \int \mathrm{~d} k_{x}^{\prime} W_{j}\left(k_{x}^{\prime}-k_{i x}\right) \bar{C}_{j}^{(2)}\left(k_{x}^{\prime}\right)
\end{array}\right] \tag{2.3.36}
\end{gather*}
$$

Presence of the delta function on the right hand side shows that the average second order surface fields are only non-zero in the specular direction.

### 2.4 Scattered and Transmitted Fields

Using the equivalence principle we can find the scattered field into the region 1 as

$$
\begin{equation*}
E_{s}\left(k_{x}\right)=-\frac{i}{2 k_{1 z}}\left[A_{1} 0\left(k_{x}\right)+i k_{1 z} B_{1}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} I_{11}^{+}\left(k_{x}, k_{x}^{\prime}\right)\left\{A_{1}\left(k_{x}^{\prime}\right)+B_{1}\left(k_{x}^{\prime}\right) i \frac{k_{1}^{2}-k_{x} k_{x}^{\prime}}{k_{1 z}}\right\}\right] \tag{2.4.1}
\end{equation*}
$$

where the scattering potential for the upward propagating scattered field is defined through,

$$
\begin{equation*}
I_{11}^{+}\left(k_{x}, k_{x}^{\prime}\right)=\frac{1}{2 \pi} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}}\left[e^{-i k_{1 z} f_{1}\left(x^{\prime}\right)}-1\right] \tag{2.4.2}
\end{equation*}
$$

and the transmitted field into region $N$ can be found by the equivalence principle to the last half space that results in

$$
\begin{align*}
E_{t}\left(k_{x}\right) & =\frac{i}{2 k_{N z}} e^{-i k_{N z} d_{N-1}}\left[\gamma_{N-1, N} A_{N-1}\left(k_{x}\right)-i k_{N z} B_{N-1}\left(k_{x}\right)\right.  \tag{2.4.3}\\
& \left.+\int \mathrm{d} k_{x}^{\prime} I_{N, N-1}^{-}\left(k_{x}, k_{x}^{\prime}\right)\left\{\gamma_{N-1, N} A_{N-1}\left(k_{x}^{\prime}\right)-B_{N-1}\left(k_{x}^{\prime}\right) i \frac{k_{N}^{2}-k_{x} k_{x}^{\prime}}{k_{N z}}\right\}\right]
\end{align*}
$$

with relevant scattering potential of

$$
\begin{equation*}
I_{N, N-1}^{-}\left(k_{x}, k_{x}^{\prime}\right)=\frac{1}{2 \pi} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}}\left[e^{+i k_{N z} f_{N-1}\left(x^{\prime}\right)}-1\right] . \tag{2.4.4}
\end{equation*}
$$

Upon defining the scattered field vector $\bar{\psi}_{s}$ as

$$
\bar{\psi}_{s}\left(k_{x}\right)=\left[\begin{array}{l}
E_{s}\left(k_{x}\right)  \tag{2.4.5}\\
E_{t}\left(k_{x}\right)
\end{array}\right]
$$

The scattered field can be written in terms of the external surface field vector $\bar{\psi}_{E}$ as

$$
\begin{equation*}
\bar{\psi}_{s}\left(k_{x}\right)=\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}_{E}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{s}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{E}\left(k_{x}^{\prime}\right) \tag{2.4.6}
\end{equation*}
$$

where $\overline{\bar{G}}_{s}^{0}\left(k_{x}\right)$ is the flat surface propagator of the scattered field

$$
\overline{\bar{G}}_{s}^{0}\left(k_{x}\right)=\left[\begin{array}{cccc}
-\frac{i}{2 k_{1 z}} & \frac{1}{2} & 0 & 0  \tag{2.4.7}\\
0 & 0 & \frac{i}{2 k_{N z}} e^{-i k_{N z} d_{N-1}} \gamma_{N-1, N} & \frac{1}{2} e^{-i k_{N z} d_{N-1}}
\end{array}\right]
$$

and $\overline{\bar{S}}_{s}\left(k_{x}, k_{x}^{\prime}\right)$ is the proper scattering operator of the scattered field defined by,

$$
\overline{\bar{S}}_{s}=\left[\begin{array}{cccc}
-\frac{i}{2 k_{1 z}} I_{11}^{+} & \frac{k_{1}^{2}-k_{x} k_{x}^{\prime}}{2 k_{1 z}^{2}} I_{00}^{+} & 0 & 0  \tag{2.4.8}\\
0 & 0 & \frac{i}{2 k_{N z}} e^{-i k_{N z} d_{N-1}} \gamma_{N-1, N} I_{N, N-1}^{-} & e^{-i k_{N z} d_{N-1} \frac{k_{N}^{2}-k_{x} k_{x}^{\prime}}{2 k_{N z}^{2}} I_{N, N-1}^{-}}
\end{array}\right]
$$

### 2.4.1 Zeroth order scattered field

Balancing (2.4.6) up to the zeroth order of the surface roughness yields,

$$
\begin{equation*}
\bar{\psi}_{s}^{(0)}\left(k_{x}\right)=\delta\left(k_{x}-k_{i x}\right) \overline{\bar{G}}_{s}^{0}\left(k_{i x}\right) \bar{\psi}_{E}^{(0)} \tag{2.4.9}
\end{equation*}
$$

Notice that no inversion operation is involved in calculation of the scattered fields.

### 2.4.2 First Order Scattered Field

Collecting the terms f order one in (2.4.6) and using the first order solution of the surface fields, results in

$$
\begin{equation*}
\bar{\psi}_{s}^{(1)}\left(k_{x}\right)=\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}_{E}^{(1)}\left(k_{x}\right)+\overline{\bar{S}}_{s}^{(1)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)} \tag{2.4.10}
\end{equation*}
$$

In addition, the first order external surface fields can be expanded in terms of contributions of individual interfaces as

$$
\begin{equation*}
\bar{\psi}_{E}^{(1)}\left(k_{x}\right)=\sum \bar{\psi}_{E, j}^{(1)}\left(k_{x}\right) F_{j}\left(k_{x}-k_{i x}\right) \tag{2.4.11}
\end{equation*}
$$

On the other side the scattering operator of the first order can be decomposed into the first and the last interfaces contributions,

$$
\begin{equation*}
\overline{\bar{S}}_{s}^{(1)}\left(k_{x}, k_{i x}\right)=\overline{\bar{S}}_{s, 1}^{(1)}\left(k_{x}, k_{i x}\right) F_{1}\left(k_{x}-k_{i x}\right)+\overline{\bar{S}}_{s, N-1}^{(1)}\left(k_{x}, k_{i x}\right) F_{N-1}\left(k_{x}-k_{i x}\right) \tag{2.4.12}
\end{equation*}
$$

Separating different surface spectrum contributions gives

$$
\begin{align*}
\bar{\psi}_{s}^{(1)}\left(k_{x}\right) & =\left[\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}_{E, 1}^{(1)}\left(k_{x}\right)+\overline{\bar{S}}_{s, 1}^{(1)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)}\right] F_{1}  \tag{2.4.13}\\
& +\left[\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}_{E, N-1}^{(1)}\left(k_{x}\right)+\overline{\bar{S}}_{s, N-1}^{(1)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)}\right] F_{N-1} \\
& +\sum_{j \neq 1, N-1} \overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}_{E, j}^{(1)}\left(k_{x}\right) F_{j}\left(k_{x}-k_{i x}\right)
\end{align*}
$$

where,

$$
\begin{align*}
\overline{\bar{S}}_{s, 1}^{(1)}\left(k_{x}, k_{i x}\right) & =\left[\begin{array}{cccc}
-\frac{1}{2} & -i \frac{k_{1}^{2}-k_{x} k_{i x}}{2 k_{1 z}} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]  \tag{2.4.14}\\
\overline{\bar{S}}_{s, N-1}^{(1)}\left(k_{x}, k_{i x}\right) & =\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{2} e^{-i k_{N z} d_{N-1}} \gamma_{N-1, N} & e^{-i k_{N z} d_{N-1}} i \frac{k_{N}^{2}-k_{x} k_{i x}}{2 k_{N z}}
\end{array}\right] \tag{2.4.15}
\end{align*}
$$

### 2.4.3 Second Order Scattered Field

Balancing (2.4.6) up to the second order of the surface roughness and substituting the zeroth and first order surface fields gives,

$$
\begin{align*}
\bar{\psi}_{s}^{(2)}\left(k_{x}\right) & =\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}_{E}^{(2)}\left(k_{x}\right)+\tilde{\overline{\bar{S}}}_{s, 1}^{(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)} F_{1}^{(2)}+\tilde{\overline{\bar{S}}}_{s, N-1}^{(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)} F_{N-1}^{(2)}  \tag{2.4.16}\\
& +\sum_{i=1, N-1 ; j} \int \mathrm{~d} k_{x}^{\prime} \tilde{\overline{\bar{S}}}_{s, i}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) F_{i}\left(k_{x}-k_{x}^{\prime}\right) \bar{\psi}_{E, j}^{(1)}\left(k_{x}^{\prime}\right) F_{j}\left(k_{x}^{\prime}-k_{i x}\right)
\end{align*}
$$

Upon taking the statistical average and assuming uncorrelated surfaces

$$
\begin{align*}
\left\langle\bar{\psi}_{s}^{(2)}\right\rangle & =\overline{\bar{G}}_{s}^{0}\left(k_{x}\right)\left\langle\bar{\psi}_{E}^{(2)}\right\rangle+\delta\left(k_{x}-k_{i x}\right)\left[\tilde{\overline{\bar{S}}}_{s, 1}^{(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)} \int \mathrm{d} k_{x}^{\prime} W_{1}\left(k_{x}^{\prime}-k_{i x}\right)\right.  \tag{2.4.17}\\
& +\tilde{\overline{\bar{S}}}_{s, N-1}^{(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)} \int \mathrm{d} k_{x}^{\prime} W_{N-1}\left(k_{x}^{\prime}-k_{i x}\right) \\
& +\int \mathrm{d} k_{x}^{\prime} \tilde{\overline{\bar{S}}}_{s, 1}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{E, 1}^{(1)}\left(k_{x}^{\prime}\right) W_{1}\left(k_{x}^{\prime}-k_{i x}\right) \\
& \left.+\int \mathrm{d} k_{x}^{\prime} \tilde{\overline{\bar{S}}}_{s, N-1}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{E, N-1}^{(1)}\left(k_{x}^{\prime}\right) W_{N-1}\left(k_{x}^{\prime}-k_{i x}\right)\right]
\end{align*}
$$

Utilizing averaged second order surface field expression as

$$
\begin{equation*}
\left\langle\bar{\psi}_{E}^{(2)}\right\rangle=\delta\left(k_{x}-k_{i x}\right) \sum_{j} \int \mathrm{~d} k_{x}^{\prime} \bar{\psi}_{E, j}^{(2)}\left(k_{x}^{\prime}\right) W_{j}\left(k_{x}^{\prime}-k_{i x}\right) \tag{2.4.18}
\end{equation*}
$$

the second order scattered field in spectral domain can be obtained as

$$
\begin{align*}
\left\langle\bar{\psi}_{s}^{(2)}\right\rangle & =\delta\left(k_{x}-k_{i x}\right) \int \mathrm{d} k_{x}^{\prime}\left[\sum_{j \neq 0, N-1} \overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}_{E, j}^{(2)}\left(k_{x}^{\prime}\right) W_{j}\left(k_{x}^{\prime}-k_{i x}\right)\right.  \tag{2.4.19}\\
& +\left\{\tilde{\overline{\bar{S}}}_{s, 1}^{(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)}+\overline{\bar{S}}_{s, 1}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{E, 1}^{(1)}\left(k_{x}^{\prime}\right)+\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}_{E, 1}^{(2)}\left(k_{x}^{\prime}\right)\right\} W_{1} \\
& \left.+\left\{\tilde{\overline{\bar{S}}}_{s, N-1}^{(2)}\left(k_{x}, k_{i x}\right) \bar{\psi}_{E}^{(0)}+\tilde{\overline{\bar{S}}}_{s, N-1}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}_{E, N-1}^{(1)}\left(k_{x}^{\prime}\right)+\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}_{E, N-1}^{(2)}\left(k_{x}^{\prime}\right)\right\} W_{N-1}\right]
\end{align*}
$$

### 2.5 Scattered and Transmitted Power

The scattered field in spatial coordinate can be obtained from the spectral representation through,

$$
\begin{equation*}
\psi_{s}(\bar{r})=\int \mathrm{d} k_{x} \psi_{s}\left(k_{x}\right) e^{i k_{x} x+i k_{1 z} z} \tag{2.5.1}
\end{equation*}
$$

and for different orders of the scattered field we have

$$
\begin{align*}
\psi_{s}^{(0)}(\bar{r}) & =\psi_{s}^{(0)}\left(k_{i x}\right) e^{i k_{i x}+i k_{i z} z}  \tag{2.5.2}\\
\psi_{s}^{(1)}(\bar{r}) & =\sum_{j} \int \mathrm{~d} k_{x} e^{i k_{x} x+i k_{1 z} z} \psi_{s, j}^{(1)}\left(k_{x}\right) F_{j}\left(k_{x}-k_{i x}\right) \\
\left\langle\psi_{s}^{(2)}(\bar{r})\right\rangle & =e^{i k_{i x}+i k_{i z}} \sum_{j} \int \mathrm{~d} k_{x}^{\prime}\left\langle\psi_{s}^{(2)}\right\rangle_{j} W_{j}\left(k_{x}^{\prime}-k_{i x}\right)
\end{align*}
$$

Here $\psi_{s}=E_{s y}$. The scattered power density can be expressed in terms of pilot electric field $E_{s y}$ as

$$
\begin{equation*}
\left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle=-\frac{1}{2} \operatorname{Im}\left[\frac{1}{k \eta} E_{s y}\left(\hat{z} \cdot \nabla E_{s y}^{*}\right)\right]=-\frac{1}{2} \operatorname{Im}\left[\frac{1}{k \eta}\left\langle E_{s y} \frac{\partial E_{s y}^{*}}{\partial z}\right\rangle\right] \tag{2.5.3}
\end{equation*}
$$

The zeroth and second oder scattered field are coherent. Therefore the coherent power consists of

$$
\begin{align*}
\left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle_{\mathrm{coh}} & =-\frac{1}{2} \operatorname{Im}\left[\frac{1}{k \eta}\left\langle E_{s y}^{(0)} \frac{\partial E_{s y}^{(0) *}}{\partial z}+E_{s y}^{(0)} \frac{\partial E_{s y}^{(2) *}}{\partial z}+E_{s y}^{(2)} \frac{\partial E_{s y}^{(0) *}}{\partial z}\right\rangle\right]  \tag{2.5.4}\\
& =\frac{1}{2} \operatorname{Re}\left[\frac{k_{i z}}{k \eta}\left\langle E_{s y}^{(0)} \partial E_{s y}^{(0) *}+E_{s y}^{(0)} E_{s y}^{(2) *}+E_{s y}^{(2)} E_{s y}^{(0) *}\right\rangle\right] \\
& =\frac{1}{2} \operatorname{Re}\left[\frac{k_{i z}}{k \eta}\left(\left|E_{s y}^{(0)}\right|^{2}+2\left\langle E_{s y}^{(2)}\right\rangle E_{s y}^{(0) *}\right)\right]
\end{align*}
$$

The coherent power can be decomposed into the zeroth order and second order as

$$
\begin{align*}
& \left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle_{\mathrm{coh}}^{(0)}=\frac{1}{2} \operatorname{Re}\left[\frac{k_{i z}}{k \eta}\left|E_{s y}^{(0)}\right|^{2}\right]  \tag{2.5.5}\\
& \left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle_{\mathrm{coh}}^{(2)}=\operatorname{Re}\left[\frac{k_{i z}}{k \eta}\left\langle E_{s y}^{(2)}\right\rangle E_{s y}^{(0) *}\right]
\end{align*}
$$

The zeroth order is that of flat interfaces and the second order is given by

$$
\begin{equation*}
\left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle_{\text {coh }}^{(2)}=\sum_{j} \int \mathrm{~d} k_{x}^{\prime} \operatorname{Re}\left[\frac{k_{i z}}{k \eta} \psi_{s}^{(0) *}\left(k_{i x}\right)\left\langle\psi_{s}^{(2)}\right\rangle_{j} W_{j}\left(k_{x}^{\prime}-k_{i x}\right)\right] \tag{2.5.6}
\end{equation*}
$$

On the order hand, the incoherent power originates from the first order scattered field (which has zero coherence) that can be computed as

$$
\begin{align*}
\left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle_{\text {incoh }} & =-\frac{1}{2} \operatorname{Im}\left[\frac{1}{k \eta}\left\langle E_{s y}^{(1)} \frac{\partial E_{s y}^{(1) *}}{\partial z}\right\rangle\right]=\frac{1}{2} \operatorname{Re}\left[\frac{k_{z}}{k \eta}\left\langle E_{s y}^{(1)} E_{s y}^{(1) *}\right\rangle\right]  \tag{2.5.7}\\
& =\frac{1}{2 k \eta} \operatorname{Re}\left(k_{z}\right) \sum_{j} \int \mathrm{~d} k_{x}\left|\psi_{s, j}^{(1)}\left(k_{x}\right)\right|^{2} W_{j}\left(k_{x}-k_{i x}\right)
\end{align*}
$$

The Transmitted power can be computed in a similar way. The final results are given below. Note that the last region can be lossy (as opposed to the first region with usually is considered to be vacuum). For coherent transmitted power density,

$$
\begin{align*}
\left\langle\bar{S}_{t} \cdot(-\hat{z})\right\rangle_{\mathrm{coh}}^{(0)} & =\frac{1}{2} \operatorname{Re}\left[\frac{k_{N i z}}{k_{N} \eta_{N}}\left|E_{t y}^{(0)}\right|^{2}\right]  \tag{2.5.8}\\
\left\langle\bar{S}_{t} \cdot(-\hat{z})\right\rangle_{\mathrm{coh}}^{(2)} & =\operatorname{Re}\left[\frac{k_{N i z}}{k_{N} \eta_{N}}\left\langle E_{t y}^{(2)}\right\rangle E_{t y}^{(0) *}\right] \\
\left\langle\bar{S}_{t} \cdot \hat{z}\right\rangle_{\text {coh }}^{(2)} & =\sum_{j} \int \mathrm{~d} k_{x}^{\prime} \operatorname{Re}\left[\frac{k_{N i z}}{k_{N} \eta_{N}} \psi_{t}^{(0) *}\left(k_{i x}\right)\left\langle\psi_{t}^{(2)}\right\rangle_{j} W_{j}\left(k_{x}^{\prime}-k_{i x}\right)\right]
\end{align*}
$$

and the incoherent power density is given by

$$
\begin{equation*}
\left\langle\bar{S}_{t} \cdot(-\hat{z})\right\rangle_{\text {incoh }}=\frac{1}{2 k_{N} \eta_{N}} \operatorname{Re}\left(k_{N z}\right) \sum_{j} \int \mathrm{~d} k_{x}\left|\psi_{t, j}^{(1)}\left(k_{x}\right)\right|^{2} W_{j}\left(k_{x}-k_{i x}\right) \tag{2.5.9}
\end{equation*}
$$

### 2.6 Strong Statement of Energy Conservation

For a lossless media, energy conservation mandates that total scattered and transmitted power balance up the incident power to the structure. This is always the case for the exact solution of the Maxwell's equations. However, for an approximate solution of the problem, it is not clear that approximate solution respects the energy conservation. One may verify this by considering a special spectral density $W_{j}\left(k_{x}\right)$ for the rough interfaces and calculate the different components of the scattered and transmitted powers. The power conservation is critical in computation of the emissivity of the surface as computation of the scattered field is easier than taking care of the transmitted and lost power within the media.

It can be shown that the SPM2 provides an approximate solution that always satisfies the energy conservation criteria, irrespective of the surface statistics [24]. Even when the approximations that are made in SPM perturbation solution are not valid, the SPM2 solution respects energy conservation. The zeroth order solution is exact solution of the same problem with flat interfaces. Therefore, the zeroth order scattered and transmitted power balance up the incident power. The remaining power terms, including the coherent and incoherent scattered and transmitted powers should sum up to zero. Therefore, energy is conserved within the solution if

$$
\begin{equation*}
\left\langle\bar{S}_{t} \cdot(-\hat{z})\right\rangle_{\mathrm{incoh}}+\left\langle\bar{S}_{t} \cdot(-\hat{z})\right\rangle_{\mathrm{coh}}^{(2)}+\left\langle\bar{S}_{s} \cdot(\hat{z})\right\rangle_{\mathrm{incoh}}+\left\langle\bar{S}_{s} \cdot(\hat{z})\right\rangle_{\mathrm{coh}}^{(2)}=0 \tag{2.6.1}
\end{equation*}
$$

All of the power density terms are in terms of spectral integral of a spectral function times spectral density of the surfaces. If we define the power spectral coefficients $\mathcal{S}_{s j, t j}^{\mathrm{coh} / \text { incoh }}$ of the
$j$-th surface such that

$$
\begin{align*}
\left\langle\bar{S}_{t} \cdot(-\hat{z})\right\rangle_{\text {incoh }} & =\sum_{j} \int \mathrm{~d} k_{x} \mathcal{S}_{t j}^{\text {incoh }}\left(k_{x}\right) W_{j}\left(k_{x}-k_{i x}\right)  \tag{2.6.2}\\
\left\langle\bar{S}_{t} \cdot(-\hat{z})\right\rangle_{\text {coh }} & =\sum_{j} \int \mathrm{~d} k_{x} \mathcal{S}_{t j}^{\text {coh }}\left(k_{x}\right) W_{j}\left(k_{x}-k_{i x}\right) \\
\left\langle\bar{S}_{s} \cdot(\hat{z})\right\rangle_{\text {incoh }} & =\sum_{j} \int \mathrm{~d} k_{x} \mathcal{S}_{s j}^{\mathrm{incoh}}\left(k_{x}\right) W_{j}\left(k_{x}-k_{i x}\right) \\
\left\langle\bar{S}_{s} \cdot(\hat{z})\right\rangle_{\text {coh }} & =\sum_{j} \int \mathrm{~d} k_{x} \mathcal{S}_{s j}^{\text {coh }}\left(k_{x}\right) W_{j}\left(k_{x}-k_{i x}\right)
\end{align*}
$$

Then, the energy conservation can be achieved if

$$
\begin{equation*}
\sum_{j} \int \mathrm{~d} k_{x} W_{j}\left(k_{x}-k_{i x}\right)\left[\mathcal{S}_{t j}^{\mathrm{incoh}}\left(k_{x}\right)+\mathcal{S}_{t j}^{\mathrm{coh}}\left(k_{x}\right)+\mathcal{S}_{s j}^{\mathrm{incoh}}\left(k_{x}\right)+\mathcal{S}_{s j}^{\mathrm{coh}}\left(k_{x}\right)\right]=0 \tag{2.6.3}
\end{equation*}
$$

Since the spectral density of the surface can be selected arbitrarily, the energy conservation is satisfied if the integrand identically vanishes

$$
\begin{equation*}
\mathcal{S}_{t j}^{\mathrm{incoh}}\left(k_{x}\right)+\mathcal{S}_{t j}^{\mathrm{coh}}\left(k_{x}\right)+\mathcal{S}_{s j}^{\mathrm{incoh}}\left(k_{x}\right)+\mathcal{S}_{s j}^{\mathrm{coh}}\left(k_{x}\right)=0 \quad, \quad \forall k_{x} \in \mathbb{R}, j=1,2, \cdots, N-1 \tag{2.6.4}
\end{equation*}
$$

at all of the spectral points and for individual interface index $j$. We will show that for the SPM2 solution, (2.6.4) is true at all spectral points and for all surfaces (two interfaces here) that translate to energy conservation irrespective of the statistical shape of the interface (even when surface parameters do not meet SPM2 criteria, for example, large height). Consider a dielectric layered media of Fig.[] with dielectric constant of $\varepsilon_{r}=[1,1.5,2.8,3.5,4.3]$ from the top (the top medium is vacuum) to the bottom and mean position of rough interfaces at $d=[0, .5,0.8,1.6] \lambda$. The structure is illuminated with a TE polarized wave with $\theta_{i}=40^{\circ}$ with the wave length of $\lambda$. Figure. 2.2 plots the power spectral coefficients of the all rough interfaces (with unit of $\mathrm{W} / \mathrm{m}^{4}$ ) versus the normalized spectral variable $k_{x} / k=k_{x} \lambda / 2 \pi$. Summation of all power spectral coefficients is identical to zero (up to the machine precision) for individual interfaces which is plotted with dashed black line. This shows that the SPM2 solution always satisfies the energy conservation irrespective of the surface roughness statistics.


Figure 2.2: Coherent and incoherent power spectral coefficients of the all interfaces $(j=1, \cdots, 4)$ (with unit of $\mathrm{W} / \mathrm{m}^{4}$ ) for a TE plane wave incidence along $\theta_{i}=40^{\circ}$ on a 2D dielectric rough interface with dielectric constant of $\varepsilon_{r}=[1,1.5,2.8,3.5,4.3]$ from the top (top medium is vacuum) and mean rough interfaces position of $d=$ [ $0, .5,0.8,1.6] \lambda$.

## Chapter 3

# 2D scattering From Dielectric Layered Media with Periodic Interfaces, $T$-matrix Approach 

### 3.1 Introduction

The solution is based on the integral equation with periodic Green's function as he kernel of the integral equation [56, 58-60]. However, in contrast to the usual surface integral equation that is mapped on the boundary surface itself [61-63], the integral equation is mapped on another surface which completely include the scatterer. This extension of boundaries originates in the fact that the spectral expansion of the Green's function can be used if the source and observation positions are globally differentiated (source position always lower or upper than the observation point). Mapping the integral equation on this surface with is extended beyond the actual surface is called Extended Boundary Condition Method [ $54,55,62]$. Once we consider this, it naturally results in the presence of only upward going waves on top of the surface. This is the same as considering the upward propagating waves in the expansion of the scattered field. This assumption that neglect downward propagating waves on top of the surface is known as Rayleigh Hypothesis. So the Rayleigh Hypothesis is essentially the same as extended boundary condition method [53]. The Rayleigh hypothesis is a good approximation for the surfaces without shadow area. Generally, it is valid when the surface slop does not exceed certain value [64]. If the average slope is such that some downward going modes should be present in the scattered field expansion, i.e. the included modes are not enough to correctly represent the scattered field. If one wants to somehow compensate lake of shadow modes by increasing the number of included modes, nothing will be added to the response. The coefficients of the additional modes would be around zero and the problem becomes ill-conditioned.

### 3.2 Bloch Theorem for 2D Periodic Surfaces

Assume a 2D periodic surface that is uniform along $y$ direction and variation along $x$ is described by a periodic function $z=f(x)$ with period $L$ such that

$$
\begin{equation*}
f(x+L)=f(x) \tag{3.2.1}
\end{equation*}
$$

Consider a plane wave with unit amplitude $\bar{E}_{i}(\bar{r})=\hat{e}_{i} e^{i \bar{k}_{i} \cdot \bar{r}}$ that is impinging upon the periodic surface from the top, where $\hat{e}_{i}$ is the polarization of the incident field and

$$
\begin{equation*}
\bar{k}_{i}=k_{i x} \hat{x}+k_{i y} \hat{y}-k_{i z} \hat{z} \tag{3.2.2}
\end{equation*}
$$

is the incident wave vector. Since the periodic surface is uniform along $y$ direction, all field quantities have dependence of $e^{i k_{i y} y}$ by setting $\partial / \partial y=i k_{i y}$ in the Maxwell's equations. In order to see why all field quantities have such a dependence, consider a plane wave that is propagating along the uniform direction of the surface which is $y$ direction. Then, due to the continuity of the tangential component of the wave vector, wave in both regions (top and bottom of surface) have the same wave vectors which shows that $e^{i k_{i y} y}$ is conserved for both scattered field and transmitted field (and also for surface fields).

Therefore, without loss of generality, assume that the incident plane wave is propagating in $x-z$ plane with wave vector $\bar{k}_{i}=k_{i x} \hat{x}-k_{i z} \hat{z}$. Also for TE problem assume that the incident electric field polarization is along $y$ direction. With this assumption we only have $y$ - directed electric field in the medium as there is no depolarization for electric field since electric field does not cross the corrugations. Thus, in each medium $\bar{E}=E_{y} \hat{y}$ should satisfies the 2 D wave equation of

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right) E_{y}+k^{2} E_{y}=0 \tag{3.2.3}
\end{equation*}
$$

In order to solve for Eq. (3.2.3) corresponding free space Green's function can be introduced by

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right) g\left(x, z ; x^{\prime}, z^{\prime}\right)+k^{2} g\left(x, z ; x^{\prime}, z^{\prime}\right)=-\delta\left(x-x^{\prime}\right) \delta\left(z-z^{\prime}\right) \tag{3.2.4}
\end{equation*}
$$

subject to the Sommerfeld radiation condition at infinity. The differential equation of (3.2.4) can be integrated in the cylindrical coordinate in a closed form to obtain

$$
\begin{equation*}
g\left(\bar{\rho}, \bar{\rho}^{\prime}\right)=\frac{i}{4} H_{0}^{(1)}\left(k\left|\bar{\rho}-\bar{\rho}^{\prime}\right|\right) \tag{3.2.5}
\end{equation*}
$$

where $\bar{\rho}=x \hat{x}+z \hat{z}$. Alternatively, (3.2.4) can be solved in Cartesian coordinate by applying one Fourier transform over $x$ dimension to obtain the spectral expansion of

$$
\begin{equation*}
g\left(\bar{\rho}, \bar{\rho}^{\prime}\right)=\frac{i}{4 \pi} \int \mathrm{~d} k_{x} \frac{1}{k_{z}} e^{i k_{x}\left(x-x^{\prime}\right)+i k_{z}\left|z-z^{\prime}\right|} \tag{3.2.6}
\end{equation*}
$$

Applying 2D Green's second identity results in,

$$
\oint_{\partial S} \mathrm{~d} l \hat{n} \cdot\left(g\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \nabla E_{y}(\bar{\rho})-E_{y}(\bar{\rho}) \nabla g\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right)= \begin{cases}E_{y}\left(\bar{\rho}^{\prime}\right) & \bar{\rho}^{\prime} \in S  \tag{3.2.7}\\ 0 & \bar{\rho}^{\prime} \notin S\end{cases}
$$

Here $\hat{n}$ is a unit normal pointing outward from the region $S$. Now take the region $S$ to be the half space defined by $z>f(x)$. Upon reversing direction of the unit normal as $\hat{n} \rightarrow-\hat{n}$ (points into region $S$ ) and swapping the primed and unprimed coordinates it yields

$$
-\oint_{\partial S} \mathrm{~d} l^{\prime} \hat{n}^{\prime} \cdot\left(g\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \nabla^{\prime} E_{y}\left(\bar{\rho}^{\prime}\right)-E_{y}\left(\bar{\rho}^{\prime}\right) \nabla^{\prime} g\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right)= \begin{cases}E_{y}(\bar{\rho}) & \bar{\rho} \in S  \tag{3.2.8}\\ 0 & \bar{\rho} \notin S\end{cases}
$$

This is the statement of the Extinction theorem for scalar wave $E_{y}(\bar{\rho})$. The boundary integral over $\partial S$ consists of two part. One segment is the integral over the boundary surface $z=f(x)$ and another integral is over a large closing path at infinity $C_{\infty}$,

$$
-\left[\int_{z=f(x)}+\int_{C_{\infty}}\right] \mathrm{d} l^{\prime} \hat{n}^{\prime} \cdot\left(g\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \nabla^{\prime} E_{y}\left(\bar{\rho}^{\prime}\right)-E_{y}\left(\bar{\rho}^{\prime}\right) \nabla^{\prime} g\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right)= \begin{cases}E_{y}(\bar{\rho}) & \bar{\rho} \in S  \tag{3.2.9}\\ 0 & \bar{\rho} \notin S\end{cases}
$$

Now for a moment assume that there is no scatterer and everywhere is vacuum. The extinction theorem is still valid and the first integral has no contribution. With this assumption, the electric field anywhere is the incident electric field

$$
\begin{equation*}
-\int_{C_{\infty}} \mathrm{d} l^{\prime} \hat{n}^{\prime} \cdot\left(g\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \nabla^{\prime} E_{y}\left(\bar{\rho}^{\prime}\right)-E_{y}\left(\bar{\rho}^{\prime}\right) \nabla^{\prime} g\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right)=E_{i y}(\bar{\rho}) \tag{3.2.10}
\end{equation*}
$$

Therefore, the value of the integral over $C_{\infty}$ is now determined. Substituting back in the extinction theorem we have

$$
E_{i y}(\bar{\rho})-\int_{z=f(x)} \mathrm{d} l^{\prime} \hat{n}^{\prime} \cdot\left(g\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \nabla^{\prime} E_{y}\left(\bar{\rho}^{\prime}\right)-E_{y}\left(\bar{\rho}^{\prime}\right) \nabla^{\prime} g\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right)= \begin{cases}E_{y}(\bar{\rho}) & , \bar{\rho} \in S  \tag{3.2.11}\\ 0 & , \bar{\rho} \notin S\end{cases}
$$

where $E_{i y}(\bar{\rho})=e^{i k_{i x} x-i k_{i z} z}$. In what follows, a simple proof of the Floquet-Bloch theorem for the periodic surface is derived based on integral equation formalism. Let's restrict the observation point to be on the periodic surface but slightly above it, i.e. $z=f(x)^{+}$, then

$$
\begin{equation*}
E_{i y}(x, z=f(x))-\int_{z^{\prime}=f\left(x^{\prime}\right)} \mathrm{d} l^{\prime} \hat{n}^{\prime} \cdot\left(g\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \nabla^{\prime} E_{y}\left(\bar{\rho}^{\prime}\right)-E_{y}\left(\bar{\rho}^{\prime}\right) \nabla^{\prime} g\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right)=E_{y}(\bar{\rho}) \tag{3.2.12}
\end{equation*}
$$

Note that the normal length element on the surface is given by $\mathrm{d} l^{\prime} \hat{n}^{\prime}=\left(\hat{z}-f_{x^{\prime}} \hat{x}\right) \mathrm{d} x^{\prime}$. Therefore,

$$
\begin{equation*}
e^{i k_{i x} x-i k_{i z} f(x)}=E_{y}(\bar{\rho})+\int_{-\infty}^{\infty} \mathrm{d} x^{\prime}\left(\hat{z}-\frac{\mathrm{d} f\left(x^{\prime}\right)}{\mathrm{d} x^{\prime}} \hat{x}\right) \cdot\left(g\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \nabla^{\prime} E_{y}\left(\bar{\rho}^{\prime}\right)-E_{y}\left(\bar{\rho}^{\prime}\right) \nabla^{\prime} g\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right) \tag{3.2.13}
\end{equation*}
$$

The notation will be simplified by defining an integro-differential operator $\mathcal{G}$ as

$$
\begin{equation*}
\mathcal{G} u(\bar{\rho})=u(\rho)+\int_{-\infty}^{\infty} \mathrm{d} x^{\prime}\left(\hat{z}-\frac{\mathrm{d} f\left(x^{\prime}\right)}{\mathrm{d} x^{\prime}} \hat{x}\right) \cdot\left(g\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \nabla^{\prime} u\left(\bar{\rho}^{\prime}\right)-u\left(\bar{\rho}^{\prime}\right) \nabla^{\prime} g\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right) \tag{3.2.14}
\end{equation*}
$$

then

$$
\begin{equation*}
e^{i k_{i x} x-i k_{i z} f(x)}=\mathcal{G} E_{y}(\bar{\rho}) \tag{3.2.15}
\end{equation*}
$$

From the periodicity of $f(x)$, left hand side transforms under $x \rightarrow x+L$ as

$$
\begin{equation*}
e^{i k_{i x}(x+L)-i k_{i z} f(x+L)}=e^{i k_{i x}(x+L)-i k_{i z} f(x)}=e^{i k_{i x} L}\left(e^{i k_{i x} x-i k_{i z} f(x)}\right) \tag{3.2.16}
\end{equation*}
$$

Lets apply the same transformation on the right hand side of (3.2.15) to see what will happen. Since the primed coordinate is a dummy variable we can also let $x^{\prime} \rightarrow x^{\prime}+L$ as well. However, since Green's function is translational invariant, i.e. $g\left(x+x_{0}, y ; x^{\prime}+x_{0}, y^{\prime}\right)=$ $g\left(x, y ; x^{\prime}, y^{\prime}\right), \mathcal{G}$ does not change under the transformation. As a result [65]

$$
\begin{equation*}
E_{y}(x+L, f(x))=e^{i k_{i x} L} E_{y}(x, f(x)) \tag{3.2.17}
\end{equation*}
$$

Apart from the phase factor, the surface electric field is a periodic function with the same period as the surface. This is the statement of the Floquet-Bloch theorem [66] for the surface fields on a periodic surface.

### 3.3 Integral Equation Formulation

Assume a TE polarized incidence electric field of $\bar{E}_{i}=\hat{y} e^{i \bar{k}_{i} \cdot \bar{r}}$ and the polarization vector $\hat{y}$ is parallel to the uniform dimension of the surface. The pilot electric field component satisfies the wave equation of

$$
\begin{equation*}
\nabla^{2} E_{j y}+k_{j}^{2} E_{j y}=0 \tag{3.3.1}
\end{equation*}
$$

in each region labeled by $j$. Here $k_{j}^{2}=\omega^{2} \mu_{j} \varepsilon_{j}$ and $E_{j y}$ is electric field in region $j$. Since the structure is uniform along $y$, all field quantities preserve the dependence on $y$ the same as the incident field and $\frac{\partial}{\partial y}=i k_{i y}$ in all of the Maxwell's equations. In particular, the wave equation becomes a 2 D wave equation of

$$
\begin{equation*}
\nabla_{t}^{2} E_{j y}+k_{j t}^{2} E_{j y}=0 \tag{3.3.2}
\end{equation*}
$$

where $k_{j t}^{2}=k_{j}^{2}-k_{i y}^{2}$. We define the Green's function for the equation (3.3.2) by the same operator as

$$
\begin{equation*}
\nabla_{t}^{2} G_{j}+k_{j t}^{2} G_{j}=-\delta\left(\bar{\rho}-\bar{\rho}^{\prime}\right) \tag{3.3.3}
\end{equation*}
$$

Using the Green's identity and integrating the result over the surface $S_{0}$ which is the top half-space, we have

$$
\oint_{S_{0}} \mathrm{~d} l\left(G_{0} \frac{\partial E_{0 y}}{\partial n}-E_{0 y} \frac{\partial G_{0}}{\partial n}\right)= \begin{cases}E_{0 y}\left(\overline{\rho^{\prime}}\right), & \bar{\rho}^{\prime} \in S_{0}  \tag{3.3.4}\\ 0 & , \quad \bar{\rho}^{\prime} \notin S_{0}\end{cases}
$$

here $\hat{n}$ has a negative $z$ component and pointing outside of $S_{0}$. The boundary integral consists of two parts. An integral over the first surface which is described by $z=f_{0}(x)$ and an integral over a closing path at infinity $C_{\infty}$. There are two way of introducing the incident electric field into the integral equation. One is beginning with the inhomogeneous wave equation with a forcing function which gives the incident field upon convolution with the Green's function inside the integral equation. The other way is to start from the homogeneous wave equation for the electric field and assuming the source of the incident field is somewhere at infinity, which is the approach here. The integral equation of (3.3.4) is a general statement. If we assume that everywhere filled with vacuum (free space), the boundary integral over the periodic surface $z=f_{0}(x)$ vanishes and total electric field everywhere is the incident electric field. Therefore,

$$
\begin{equation*}
\int_{C_{\infty}} \mathrm{d} l\left(G_{0} \frac{\partial E_{0 y}}{\partial n}-E_{0 y} \frac{\partial G_{0}}{\partial n}\right)=E_{i y}\left(\overline{\rho^{\prime}}\right) \tag{3.3.5}
\end{equation*}
$$

Swapping the primed and unprimed coordinates and also change the direction of unit normal to pointing into the region 0 (upward), results in

$$
E_{i y}(\bar{\rho})-\int_{z^{\prime}=f_{0}\left(x^{\prime}\right)} \mathrm{d} l_{0}^{\prime}\left(G_{0} \frac{\partial E_{0 y}}{\partial n_{0}^{\prime}}-E_{0 y} \frac{\partial G_{0}}{\partial n_{0}^{\prime}}\right)= \begin{cases}E_{0 y}(\bar{\rho}) & z>f_{0}(x)  \tag{3.3.6}\\ 0 & z<f_{0}(x)\end{cases}
$$

The extinction equations (3.3.6) can be written as

$$
E_{i y}(\bar{\rho})+E_{0 s y}(\bar{\rho})= \begin{cases}E_{0 y}(\bar{\rho}) & z>f_{0}(x)  \tag{3.3.7}\\ 0 & z<f_{0}(x)\end{cases}
$$

where the scattered field propagated by $G_{0}$ is given by

$$
\begin{equation*}
E_{0 s y}(\bar{\rho})=-\int_{z^{\prime}=f_{0}\left(x^{\prime}\right)} \mathrm{d} l_{0}^{\prime}\left(G_{0} \frac{\partial E_{0 y}}{\partial n_{0}^{\prime}}-E_{0 y} \frac{\partial G_{0}}{\partial n_{0}^{\prime}}\right) \tag{3.3.8}
\end{equation*}
$$

Applying the extinction equation to the region 1, results in the similar sort of equations,

$$
E_{1 s y}^{u}(\bar{\rho})+E_{1 s y}^{d}(\bar{\rho})= \begin{cases}0 & z>f_{0}(x)  \tag{3.3.9}\\ E_{1 y} & f_{0}(x)>z>-d+f_{1}(x) \\ 0 & z<-d+f_{1}(x)\end{cases}
$$

where the upward and downward propagating scattered field in region 1 given in terms of boundary integrals of

$$
\begin{align*}
& E_{1 s y}^{u}(\bar{\rho})=\int_{z^{\prime}=f_{0}\left(x^{\prime}\right)} \mathrm{d} l_{0}^{\prime}\left(G_{1} \frac{\partial E_{1 y}}{\partial n_{0}^{\prime}}-E_{1 y} \frac{\partial G_{1}}{\partial n_{0}^{\prime}}\right)  \tag{3.3.10}\\
& E_{1 s y}^{d}(\bar{\rho})=-\int_{z^{\prime}=f_{1}\left(x^{\prime}\right)} \mathrm{d} l_{1}^{\prime}\left(G_{1} \frac{\partial E_{1 y}}{\partial n_{1}^{\prime}}-E_{1 y} \frac{\partial G_{1}}{\partial n_{1}^{\prime}}\right)
\end{align*}
$$

Here, $\hat{n}_{1}$ is unit vector normal to the surface $z=f_{1}(x)$ that pointing upward. Application of the extinction theorem to the last region which is region 2 gives

$$
E_{2 s y}= \begin{cases}E_{2 y} & z<f_{1}(x)-d  \tag{3.3.11}\\ 0 & z>f_{1}(x)-d\end{cases}
$$

where the scattered field in the region 2 is given by

$$
\begin{equation*}
E_{2 s y}(\bar{\rho})=\int_{z^{\prime}=f_{1}\left(x^{\prime}\right)} \mathrm{d} l_{1}^{\prime}\left(G_{2} \frac{\partial E_{2 y}}{\partial n_{1}^{\prime}}-E_{2 y} \frac{\partial G_{2}}{\partial n_{1}^{\prime}}\right) \tag{3.3.12}
\end{equation*}
$$

### 3.3.1 2D Periodic Green's Function

Different scattered fields can be expressed in terms of condensed integrals over one period using the periodic Green's function as a propagator. Considering a typical boundary integral over the $j$-th region as

$$
\begin{equation*}
E_{s}(\bar{\rho})=\int_{z^{\prime}=f_{j}\left(x^{\prime}\right)} \mathrm{d} l_{1}^{\prime}\left(G_{j}\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \frac{\partial E_{j y}\left(\bar{\rho}^{\prime}\right)}{\partial n_{j}^{\prime}}-E_{j y}\left(\bar{\rho}^{\prime}\right) \frac{\partial G_{j}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)}{\partial n_{j}^{\prime}}\right) \tag{3.3.13}
\end{equation*}
$$

The integral can be divided into sum of the integrals over individual periods,

$$
\begin{equation*}
E_{s}(\bar{\rho})=\sum_{n=-\infty}^{\infty} \int_{(n-1) L_{j}}^{n L_{j}} \mathrm{~d} l_{1}^{\prime}\left(G_{j}\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \frac{\partial E_{j y}\left(\bar{\rho}^{\prime}\right)}{\partial n_{j}^{\prime}}-E_{j y}\left(\bar{\rho}^{\prime}\right) \frac{\partial G_{j}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)}{\partial n_{j}^{\prime}}\right) \tag{3.3.14}
\end{equation*}
$$

By shifting $x^{\prime}$ in all of the segments to the interval $\left[0, L_{j}\right]$ and noting that the surface fields follow the Bloch condition of [67]

$$
\begin{equation*}
E_{j y}\left(x+L_{j}, z\right)=E_{j y}(x, z) e^{i k_{i x} L_{j}} \tag{3.3.15}
\end{equation*}
$$

and the Green's function is translational invariant, the scattered field boundary integral can be written as

$$
\begin{equation*}
E_{s}(\bar{\rho})=\int_{0}^{L_{j}} \mathrm{~d} l_{1}^{\prime}\left(G_{j p}\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \frac{\partial E_{j y}\left(\bar{\rho}^{\prime}\right)}{\partial n_{j}^{\prime}}-E_{j y}\left(\bar{\rho}^{\prime}\right) \frac{\partial G_{j p}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)}{\partial n_{j}^{\prime}}\right) \tag{3.3.16}
\end{equation*}
$$

where the periodic Green's function of the region $j$ is defined by

$$
\begin{equation*}
G_{j p}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)=\sum_{n=-\infty}^{\infty} G_{j}\left(x, z, x^{\prime}+n L_{j}, z^{\prime}\right) e^{i k_{i x} n L_{j}} \tag{3.3.17}
\end{equation*}
$$

where $L_{j}$ is period of the $j$-th surface. The 2D Green's function $G_{j}$ has a closed form solution of

$$
\begin{equation*}
G_{j}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)=\frac{i}{4} H_{0}^{(1)}\left(k_{j t}\left|\bar{\rho}-\bar{\rho}^{\prime}\right|\right) \tag{3.3.18}
\end{equation*}
$$

In order to evaluate the periodic Green's function we can use the spatial solution of (3.3.18) in the summation to get

$$
\begin{equation*}
G_{j p}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)=\frac{i}{4} \sum_{n=-\infty}^{\infty} H_{0}^{(1)}\left(k_{j t} \sqrt{\left(x-x^{\prime}-n L_{j}\right)^{2}+\left(z-z^{\prime}\right)^{2}}\right) e^{i n k_{i x} L_{j}} \tag{3.3.19}
\end{equation*}
$$

However this series has a slow convergence as the tail of the Hankel function $H_{0}(x)$ falls like $1 / \sqrt{x}$ that makes the spatial expansion essentially not a useful one. However, if the problem of interest has some amount of loss, then the spatial summation would have an exponential convergence. The other approach of calculating the periodic Green's function is using the spectral expansion of the 2D free space Green's function as

$$
\begin{equation*}
H_{0}^{(1)}\left(k_{j t}\left|\bar{\rho}-\bar{\rho}^{\prime}\right|\right)=\frac{1}{\pi} \int_{-\infty}^{\infty} \mathrm{d} k_{x} \frac{1}{k_{j z}} e^{i k_{x}\left(x-x^{\prime}\right)} e^{i k_{j z}\left|z-z^{\prime}\right|} \tag{3.3.20}
\end{equation*}
$$

Substituting in the periodic Green's function expression of (3.3.17) gives,

$$
\begin{equation*}
G_{j p}=\frac{i}{4 \pi} \int_{-\infty}^{\infty} \mathrm{d} k_{x} \frac{1}{k_{j z}} e^{i k_{x}\left(x-x^{\prime}\right)} e^{i k_{j z}\left|z-z^{\prime}\right|} \sum_{n=-\infty}^{\infty} e^{i\left(k_{i x}-k_{x}\right) n L_{j}} \tag{3.3.21}
\end{equation*}
$$

Now from the Fourier expansion of the impulse train we can obtain the following identity

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} e^{i \alpha n L}=\frac{2 \pi}{L} \sum_{n=-\infty}^{\infty} \delta\left(\alpha-\frac{2 n \pi}{L}\right) \tag{3.3.22}
\end{equation*}
$$

Using this summation in periodic Green's function expression, the delta function samples the integral at $k_{x}=k_{i x}+\frac{2 \pi n}{L_{j}}$ that results in

$$
\begin{equation*}
G_{j p}=\frac{i}{2 L_{j}} \sum_{n=-\infty}^{\infty} \frac{1}{k_{j n z}} e^{i k_{n x}\left(x-x^{\prime}\right)} e^{i k_{j n z}\left|z-z^{\prime}\right|} \tag{3.3.23}
\end{equation*}
$$

where the Bloch wave numbers

$$
\begin{align*}
& k_{j n x}=k_{i x}+\frac{2 \pi n}{L_{j}}  \tag{3.3.24}\\
& k_{j n z}=\sqrt{k_{j}^{2}-k_{j n x}^{2}}
\end{align*}
$$

are the possible values of the wave number components. Notice that the periodicity of the structure leads to a discrete spectrum of the plane wave. This discrete spectrum is result of the constructive interference of different periods of the structure and the individual plane waves of order $n$ with the wave vector $\bar{k}_{n}=k_{j n x} \hat{x}+k_{j n z} \hat{z}$ are called the Bragg Modes of the structure. Notice that the periodic Green's function here, is the collective response of the empty lattice sites. The periodic Green's function is similar to the array factor in the antenna theory where it accounts for the collective response and interaction of individual elements in an array, but the element can be an arbitrary radiator.

### 3.4 Integral Equations Using Periodic Green's Function

Using the periodic Green's function instead of free space Green's function, the surface integrals over the boundary can be shrunk over one period of the surface. Therefore, we only need to replace

$$
\begin{equation*}
\int_{z^{\prime}=f_{i}\left(x^{\prime}\right)} \mathrm{d} l_{i}^{\prime} G_{j}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)[\cdot] \Longrightarrow \int_{\left\langle L_{i}\right\rangle} \mathrm{d} l_{i}^{\prime} G_{j p}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)[\cdot] \tag{3.4.1}
\end{equation*}
$$

Then scattered field expressions using the periodic Green's function reduce to

$$
\begin{align*}
& E_{0 s y}(\bar{\rho})=-\int_{\left\langle L_{0}\right\rangle} \mathrm{d} x^{\prime} \sqrt{1+f_{0}^{\prime 2}}\left(G_{0 p} \frac{\partial E_{0 y}}{\partial n_{0}^{\prime}}-E_{0 y} \frac{\partial G_{0 p}}{\partial n_{0}^{\prime}}\right)  \tag{3.4.2}\\
& E_{1 s y}^{u}(\bar{\rho})=+\int_{\left\langle L_{0}\right\rangle} \mathrm{d} x^{\prime} \sqrt{1+f_{0}^{\prime 2}}\left(G_{1 p} \frac{\partial E_{1 y}}{\partial n_{0}^{\prime}}-E_{1 y} \frac{\partial G_{1 p}}{\partial n_{0}^{\prime}}\right) \\
& E_{1 s y}^{d}(\bar{\rho})=-\int_{\left\langle L_{1}\right\rangle} \mathrm{d} x^{\prime} \sqrt{1+f_{1}^{\prime 2}}\left(G_{1 p} \frac{\partial E_{1 y}}{\partial n_{1}^{\prime}}-E_{1 y} \frac{\partial G_{1 p}}{\partial n_{1}^{\prime}}\right) \\
& E_{2 s y}(\bar{\rho})=+\int_{\left\langle L_{1}\right\rangle} \mathrm{d} x^{\prime} \sqrt{1+f_{1}^{\prime 2}}\left(G_{2 p} \frac{\partial E_{2 y}}{\partial n_{1}^{\prime}}-E_{2 y} \frac{\partial G_{2 p}}{\partial n_{1}^{\prime}}\right)
\end{align*}
$$

Now we have 4 extinction equations and 6 unknowns $E_{j y}$ and $\hat{n} \cdot \nabla E_{j y}(j=0,1,2)$. These unknowns are not independent and can be related through the boundary conditions on the fields.

First, continuity of the tangential electric field eliminates one of the unknowns since at the interfaces $E_{0 y}=E_{1 y}$ and $E_{1 y}=E_{2 y}$. Also we need to apply continuity of the magnetic field over a dielectric boundary. Magnetic field can be expressed in terms of the pilot electric field component as

$$
\begin{equation*}
\bar{H}_{j t}=\frac{-i \omega \varepsilon_{j}}{k_{j t}^{2}} \nabla_{t} \times\left(E_{j y} \hat{y}\right) \tag{3.4.3}
\end{equation*}
$$

and also $H_{j y}=0$. We need to impose $\hat{n} \times \bar{H}_{j t}$ to be continuous across the boundary,

$$
\begin{equation*}
\hat{n} \times \bar{H}_{j t}=\frac{-i \omega \varepsilon_{j}}{k_{j t}^{2}} \hat{n} \times\left[\nabla_{t} \times\left(E_{j y} \hat{y}\right)\right]=\frac{i \omega \varepsilon_{j}}{k_{j t}^{2}} \hat{n} \cdot \nabla_{t} E_{j y} \hat{y} \tag{3.4.4}
\end{equation*}
$$

Therefore, magnetic field s continuous across the boundaries if

$$
\begin{align*}
& \frac{\varepsilon_{0}}{k_{0 t}^{2}} \hat{n}_{0} \cdot \nabla_{t} E_{0 y}=\frac{\varepsilon_{1}}{k_{1 t}^{2}} \hat{n}_{0} \cdot \nabla_{t} E_{1 y}  \tag{3.4.5}\\
& \frac{\varepsilon_{1}}{k_{1 t}^{2}} \hat{n}_{1} \cdot \nabla_{t} E_{1 y}=\frac{\varepsilon_{2}}{k_{2 t}^{2}} \hat{n}_{1} \cdot \nabla_{t} E_{2 y}
\end{align*}
$$

We choose two surface fields as $\hat{n}_{0} \cdot \nabla_{t} E_{0 y}$ and $\hat{n}_{1} \cdot \nabla_{t} E_{1 y}$ as unknowns fields.

$$
\begin{align*}
& \frac{\varepsilon_{0} k_{1 t}^{2}}{\varepsilon_{1} k_{0 t}^{2}} \frac{\partial E_{0 y}}{\partial n_{0}^{\prime}}=\frac{\partial E_{1 y}}{\partial n_{0}^{\prime}}  \tag{3.4.6}\\
& \frac{\varepsilon_{1} k_{22}^{2}}{\varepsilon_{2} k_{1 t}^{2}} \frac{\partial E_{1 y}}{\partial n_{1}^{\prime}}=\frac{\partial E_{2 y}}{\partial n_{1}^{\prime}}
\end{align*}
$$

Using the boundary conditions to eliminate region 2 fields, the scattered fields expressions can be written as

$$
\begin{align*}
& E_{0 s y}(\bar{\rho})=-\int_{\left\langle L_{0}\right\rangle} \mathrm{d} x^{\prime} \sqrt{1+f_{0}^{\prime 2}}\left(G_{0 p} \frac{\partial E_{0 y}}{\partial n_{0}^{\prime}}-E_{0 y} \frac{\partial G_{0 p}}{\partial n_{0}^{\prime}}\right)  \tag{3.4.7}\\
& E_{1 s y}^{u}(\bar{\rho})=+\int_{\left\langle L_{0}\right\rangle} \mathrm{d} x^{\prime} \sqrt{1+f_{0}^{\prime 2}}\left(\left(\frac{\varepsilon_{0} k_{1 t}^{2}}{\varepsilon_{1} k_{0 t}^{2}}\right) G_{1 p} \frac{\partial E_{0 y}}{\partial n_{0}^{\prime}}-E_{0 y} \frac{\partial G_{1 p}}{\partial n_{0}^{\prime}}\right) \\
& E_{1 s y}^{d}(\bar{\rho})=-\int_{\left\langle L_{1}\right\rangle} \mathrm{d} x^{\prime} \sqrt{1+f_{1}^{\prime 2}}\left(G_{1 p} \frac{\partial E_{1 y}}{\partial n_{1}^{\prime}}-E_{1 y} \frac{\partial G_{1 p}}{\partial n_{1}^{\prime}}\right) \\
& E_{2 s y}(\bar{\rho})=+\int_{\left\langle L_{1}\right\rangle} \mathrm{d} x^{\prime} \sqrt{1+f_{1}^{\prime 2}}\left(\left(\frac{\varepsilon_{1} k_{2 t}^{2}}{\varepsilon_{2} k_{1 t}^{2}}\right) G_{2 p} \frac{\partial E_{1 y}}{\partial n_{1}^{\prime}}-E_{1 y} \frac{\partial G_{2 p}}{\partial n_{1}^{\prime}}\right)
\end{align*}
$$

We can generalize the approach to the multilayer periodic media in the next section.

### 3.4.1 Extinction of Downward Propagating Wave in Region 0

Here, we assume that all of the surfaces in the problem have the same period $L$. Inserting spectral expansion of the periodic Green's function into (3.4.7), extinction of the incident field can be written as

$$
\begin{equation*}
E_{i y}+\sum_{n} b_{n}^{10} e^{i\left(k_{n x} x-k_{n z}^{0} z\right)}=0 \tag{3.4.8}
\end{equation*}
$$

where $b_{n}^{10}$ is amplitude of Floquet modes that are excited to cancel the incident field in the lower regions (the superscript 10 refers to the source|observation media) that is given by

$$
\begin{align*}
b_{n}^{10}= & -\frac{i}{2 L k_{n z}^{0}} \int_{L} \mathrm{~d} x^{\prime}\left[\sqrt{1+f^{\prime 2}} \hat{n}^{\prime} \cdot \nabla^{\prime} E_{0 y}\right] e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{0} z^{\prime}\right)}  \tag{3.4.9}\\
& +\frac{i}{2 L k_{n z}^{0}} \int_{L} \mathrm{~d} x^{\prime} E_{0 y}\left[i k_{n x} f^{\prime}\left(x^{\prime}\right)+i k_{0 n z}\right] e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{0} z^{\prime}\right)}
\end{align*}
$$

### 3.4.2 Extinction of Upward Propagating Wave in Region $m$

The periodic Green's function in region $m$, where $1 \leq m \leq N-1$ for $z<z^{\prime}$ can be expanded as

$$
\begin{equation*}
G_{m p}\left(z>z^{\prime}\right)=\frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{m}} e^{i\left(k_{n x} x+k_{n z}^{m} z\right)} e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{m} z^{\prime}\right)} \tag{3.4.10}
\end{equation*}
$$

and normal its derivative,

$$
\begin{equation*}
\hat{n}_{m}^{\prime} \cdot \nabla^{\prime} G_{m p}(z>f)=\frac{1}{\sqrt{1+f_{m-1}^{\prime 2}}} \frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{m}} e^{i\left(k_{n x} x+k_{n z}^{m} z\right)}\left[i k_{n x} f_{m-1}^{\prime}\left(x^{\prime}\right)-i k_{n z}^{m}\right] e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{m} z^{\prime}\right)} \tag{3.4.11}
\end{equation*}
$$

Substituting in upward scattered field of region $m$ with source on the upper layer $(u)$, $E_{m s y}^{u}(\bar{\rho})$ we have

$$
\begin{align*}
E_{m s y}^{u}= & \int_{L} \mathrm{~d} x^{\prime} \sqrt{1+f_{m-1}^{\prime 2}}\left(\frac{\varepsilon_{m-1} k_{m-1, t}^{2}}{\varepsilon_{m} k_{m-1, t}^{2}}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} E_{m-1, y} \frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{m}} e^{i\left(k_{n x} x+k_{n z}^{m} z\right)} e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{m} z^{\prime}\right)}  \tag{3.4.12}\\
& -\int_{L} \mathrm{~d} x^{\prime} E_{m-1, y} \frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{m}} e^{i\left(k_{n x} x+k_{n z}^{m} z\right)}\left[i k_{n x} f_{m-1}^{\prime}\left(x^{\prime}\right)-i k_{n z}^{m}\right] e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{m} z^{\prime}\right)}
\end{align*}
$$

Note that it is an expansion in terms of upward propagating spatial harmonics $e^{i\left(k_{n x} x+k_{n z}^{m} z\right)}$. Also for contribution of the bottom surface of region $m, E_{m s y}^{d}$,

$$
\begin{align*}
E_{m s y}^{d}= & -\int_{L} \mathrm{~d} x^{\prime} \sqrt{1+f_{m}^{\prime 2}} \hat{n}^{\prime} \cdot \nabla^{\prime} E_{m y} \frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{m}} e^{i\left(k_{n x} x+k_{n z}^{m} z\right)} e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{m} z^{\prime}\right)}  \tag{3.4.13}\\
& +\int_{L} \mathrm{~d} x^{\prime} E_{m y} \frac{i}{2 L} \sum_{n} \frac{1}{k_{m n z}} e^{i\left(k_{n x} x+k_{n z}^{m} z\right)}\left[i k_{n x} f_{m}^{\prime}\left(x^{\prime}\right)-i k_{n z}^{m}\right] e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{m} z^{\prime}\right)}
\end{align*}
$$

Again, this is an expansion in terms of the upward propagating harmonics $e^{i\left(k_{n x} x+k_{n z}^{m} z\right)}$. Putting everything together, the extinction relation of the wave in region $m$, which is sum of the two contributions can be written as

$$
\begin{equation*}
E_{m s y}^{u}\left(z>z^{\prime}\right)+E_{m s y}^{d}\left(z>z^{\prime}\right)=\sum_{n} b_{n}^{m-1, m} e^{i\left(k_{n x} x+k_{n z}^{m} z\right)}=0 \tag{3.4.14}
\end{equation*}
$$

where the harmonic coefficients $b_{n}^{m-1, m}$ are defined by

$$
\begin{align*}
b_{n}^{m-1, m} & =\frac{i}{2 L k_{n z}^{m}} \int_{L} \mathrm{~d} x^{\prime} \sqrt{1+f_{m-1}^{\prime 2}}\left(\frac{\varepsilon_{m-1} k_{m, t}^{2}}{\varepsilon_{m} k_{m-1, t}^{2}}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} E_{m-1, y} e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{m} z^{\prime}\right)}  \tag{3.4.15}\\
& -\frac{i}{2 L k_{n z}^{m}} \int_{L} \mathrm{~d} x^{\prime} E_{m-1, y}\left[i k_{n x} f_{m-1}^{\prime}\left(x^{\prime}\right)-i k_{n z}^{m}\right] e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{m} z^{\prime}\right)} \\
& -\frac{i}{2 L k_{n z}^{m}} \int_{L} \mathrm{~d} x^{\prime} \sqrt{1+f_{m}^{\prime 2}} \hat{n}_{m}^{\prime} \cdot \nabla^{\prime} E_{m y} e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{m} z^{\prime}\right)} \\
& +\frac{i}{2 L k_{n z}^{m}} \int_{L} \mathrm{~d} x^{\prime} E_{m y}\left[i k_{n x} f_{m}^{\prime}\left(x^{\prime}\right)-i k_{n z}^{m}\right] e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{m} z^{\prime}\right)}
\end{align*}
$$

### 3.4.3 Extinction of Downward Propagating Wave in Region $m$

Following the same procedure as extinction of upward propagating wave n region $m$, but here the periodic Green's function need to be expanded with condition $z<z^{\prime}$ as

$$
\begin{equation*}
G_{m p}\left(z<z^{\prime}\right)=\frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{m}} e^{i\left(k_{n x} x-k_{n z}^{m} z\right)} e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{m} z^{\prime}\right)} \tag{3.4.16}
\end{equation*}
$$

Inserting the Green's function expansion into the extinction equation of region $m$ with observation point in lower regions results in

$$
\begin{equation*}
E_{m s y}^{u}\left(z<z^{\prime}\right)+E_{m s y}^{d}\left(z<z^{\prime}\right)=\sum b_{n}^{m+1, m} e^{i\left(k_{n x} x-k_{n z}^{m} z\right)}=0 \tag{3.4.17}
\end{equation*}
$$

where

$$
\begin{align*}
E_{m s y}^{u}(\bar{\rho}) & =\int_{L} \mathrm{~d} x^{\prime} \sqrt{1+f_{m-1}^{\prime 2}}\left(\left(\frac{\varepsilon_{m-1} k_{m, t}^{2}}{\varepsilon_{m} k_{m-1, t}^{2}}\right) \frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{m}} e^{i\left(k_{n x} x-k_{n z}^{m} z\right)} e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{m} z^{\prime}\right)} \frac{\partial E_{m-1, y}}{\partial n_{m-1}^{\prime}}\right. \\
& \left.-E_{m-1, y} \frac{1}{\sqrt{1+f_{m-1}^{\prime 2}}} \frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{m}} e^{i\left(k_{n x} x-k_{n z}^{m} z\right)}\left[i k_{n x} f_{m-1}^{\prime}\left(x^{\prime}\right)+i k_{n z}^{m}\right] e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{m} z^{\prime}\right)}\right)  \tag{3.4.18}\\
E_{m s y}^{d}(\bar{\rho}) & =-\int_{L} \mathrm{~d} x^{\prime} \sqrt{1+f_{m}^{\prime 2}}\left(\frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{m}} e^{i\left(k_{n x} x-k_{n z}^{m} z\right)} e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{m} z^{\prime}\right)} \frac{\partial E_{m y}}{\partial n_{m}^{\prime}}\right. \\
& \left.-E_{m y} \frac{1}{\sqrt{1+f_{m}^{\prime 2}}} \frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{m}} e^{i\left(k_{n x} x-k_{n z}^{m} z\right)}\left[i k_{n x} f_{m}^{\prime}\left(x^{\prime}\right)+i k_{n z}^{m}\right] e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{m} z^{\prime}\right)}\right)
\end{align*}
$$

and the spectral coefficients $b_{n}^{m+1, m}$ are given by

$$
\begin{align*}
b_{n}^{m+1, m} & =\frac{i}{2 L k_{n z}^{m}} \int_{\left\langle L_{m-1}\right\rangle} \mathrm{d} x^{\prime} \sqrt{1+f_{m-1}^{\prime 2}} \frac{\partial E_{m-1, y}}{\partial n_{m-1}^{\prime}}\left(\frac{\varepsilon_{m-1} k_{m, t}^{2}}{\varepsilon_{m} k_{m-1, t}^{2}}\right) e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{m} z^{\prime}\right)}  \tag{3.4.19}\\
& -\frac{i}{2 L k_{n z}^{m}} \int_{\left\langle L_{m-1}\right\rangle} \mathrm{d} x^{\prime} E_{m-1, y}\left[i k_{n x} f_{m-1}^{\prime}\left(x^{\prime}\right)+i k_{n z}^{m}\right] e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{m} z^{\prime}\right)} \\
& -\frac{i}{2 L k_{n z}^{m}} \int_{\left\langle L_{m}\right\rangle} \mathrm{d} x^{\prime} \sqrt{1+f_{m}^{\prime 2}} \frac{\partial E_{m y}}{\partial n_{m}^{\prime}} e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{m} z^{\prime}\right)} \\
& +\frac{i}{2 L k_{n z}^{m}} \int_{\left\langle L_{m}\right\rangle} \mathrm{d} x^{\prime} E_{m y}\left[i k_{n x} f_{m}^{\prime}\left(x^{\prime}\right)+i k_{n z}^{m}\right] e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{m} z^{\prime}\right)}
\end{align*}
$$

### 3.4.4 Extinction of Upward Propagating Wave in Region $N$

For extinction of wave in the last region, the observation point is considered to be on a place that is always above the last interface, namely $z>-d_{N-1}+f_{N-1}(x)$. Under this condition, the periodic Green's function can be expanded as

$$
\begin{equation*}
G_{N p}\left(z>z^{\prime}\right)=\frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{N}} e^{i\left(k_{n x} x+k_{n z}^{N} z\right)} e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{N} z^{\prime}\right)} \tag{3.4.20}
\end{equation*}
$$

following the same procedure as before and substituting the periodic Green's function in the extinction equation of the last region yields

$$
\begin{equation*}
\sum_{n} b_{n}^{N-1, N} e^{i\left(k_{n x} x+k_{n z}^{N} z\right)}=0 \tag{3.4.21}
\end{equation*}
$$

where the Bloch amplitude of the upward propagating waves is given by

$$
\begin{align*}
b_{n}^{N-1, N} & =\frac{i}{2 L k_{n z}^{N}} \int_{L} \mathrm{~d} x^{\prime} \sqrt{1+f_{N-1}^{\prime 2}}\left(\frac{\varepsilon_{N-1} k_{N, t}^{2}}{\varepsilon_{N} k_{N-1, t}^{2}}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} E_{N-1, y} e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{N} z^{\prime}\right)}  \tag{3.4.22}\\
& -\frac{i}{2 L k_{n z}^{N}} \int_{L} \mathrm{~d} x^{\prime} E_{N-1, y}\left[i k_{n x} f_{N-1}^{\prime}\left(x^{\prime}\right)-i k_{n z}^{N}\right] e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{N} z^{\prime}\right)}
\end{align*}
$$

Notice that the surface fields in (3.4.22) are those of region $N-1$ that replaced the fields of region $N$ using continuity conditions. The extinction relation in all of the layers are
obtained as a harmonic expansions of,

$$
\begin{align*}
E_{i y}+\sum_{n} b_{n}^{10} e^{i\left(k_{n x} x-k_{n z}^{0} z\right)} & =0  \tag{3.4.23}\\
\sum_{n} b_{n}^{m-1, m} e^{i\left(k_{n x} x+k_{n z}^{m} z\right)} & =0 \\
\sum_{n} b_{n}^{m+1, m} e^{i\left(k_{n x} x-k_{n z}^{m} z\right)} & =0 \\
\sum_{n} b_{n}^{N-1, N} e^{i\left(k_{n x} x+k_{n z}^{N} z\right)} & =0
\end{align*}
$$

Since the Bloch modes are orthogonal in space, i.e. for two mode index $p, q$, the inner product of two modes can be computed as

$$
\begin{align*}
\langle p, q\rangle & =\int_{L} \mathrm{~d} x e^{i\left(k_{p x} x+k_{p z} z\right)} e^{-i\left(k_{q x} x+k_{q z} z\right)}  \tag{3.4.24}\\
& =e^{i\left(k_{p z}-k_{q z}\right) z} \int_{L} \mathrm{~d} x e^{2 \pi i(p-q) / L} \\
& =L \delta_{p q}
\end{align*}
$$

Which shows two different modes are spatially orthogonal. Based on this, $b_{n}^{01}=b_{n}^{m+1, m}=$ $b_{n}^{m-1, m}=b_{n}^{N-1, N}=0$ for all values of $n$ and $1 \leq m \leq N-1$. Also, assuming incidence electric field of $E_{i y}=e^{i k_{i x} x-i k_{i z} z}$ for $b_{n}^{10}$ we have

$$
\begin{equation*}
e^{i k_{i x} x-i k_{i z} z}+\sum_{n} b_{n}^{10} e^{i\left(k_{n x} x-k_{0 n z} z\right)}=0 \tag{3.4.25}
\end{equation*}
$$

Since the electric field is directed along the zeroth spatial harmonic the only non zero component of $b^{10}$ is $b_{0}^{10}$ with $b_{0}^{10}=-1$ and $b_{n \neq 0}^{10}=0$ for all other $n$ 's. Now that the coefficients $b$ are known completely, surface fields in the definition of the spectral coefficients are the unknown quantities to be determined. In order to solve for the surface fields, using the fact that surface fields are periodic with the period of the surface, the surface fields can be expanded in a Fourier series. For the surface fields on the $q$-th surface, the expansion reads,

$$
\begin{align*}
E_{q y}\left(x^{\prime}\right) & =\sum_{m} \alpha_{m}^{q} e^{i k_{m x} x^{\prime}}  \tag{3.4.26}\\
\sqrt{1+f_{q}^{\prime 2}} \hat{n}_{q}^{\prime} \cdot \nabla^{\prime} E_{q y} & =\sum_{m} \beta_{m}^{q} e^{i k_{m x} x^{\prime}}
\end{align*}
$$

for $q=0,1, \cdots N-1$. Notice that the length scale of the surface is included in the unknowns as its all we need to compute the fields everywhere. substituting surface fields Fourier expansions and noting that $z^{\prime}=f_{0}\left(x^{\prime}\right)$ for the first surface and $z^{\prime}=-d_{q}+f_{q}(x)$ for the $q$-th surface $(1 \leq q \leq N-1)$ we arrive at

$$
\begin{align*}
b_{n}^{10}= & -\frac{i}{2 L k_{n z}^{0}} \sum_{m} \beta_{m}^{0} \int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}+i k_{n z}^{0} z^{\prime}}  \tag{3.4.27}\\
& +\frac{i}{2 L k_{n z}^{0}} \sum_{m} \alpha_{m}^{0} \int_{L} \mathrm{~d} x^{\prime}\left[i k_{n x} f^{\prime}\left(x^{\prime}\right)+i k_{n z}^{0}\right] e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}+i k_{n z}^{0} z^{\prime}}
\end{align*}
$$

$$
\begin{align*}
b_{n}^{q-1, q}= & \frac{i}{2 L k_{n z}^{q}} \sum_{m} \beta_{m}^{q-1} \int_{L} \mathrm{~d} x^{\prime}\left(\frac{\varepsilon_{q-1} k_{q, t}^{2}}{\varepsilon_{q} k_{q-1, t}^{2}}\right) e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}-i k_{n z}^{q} z^{\prime}}  \tag{3.4.28}\\
& -\frac{i}{2 L k_{n z}^{q}} \sum_{m} \alpha_{m}^{q-1} \int_{L} \mathrm{~d} x^{\prime}\left[i k_{n x} f_{q-1}^{\prime}\left(x^{\prime}\right)-i k_{n z}^{q}\right] e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}-i k_{n z}^{q} z^{\prime}} \\
& -\frac{i}{2 L k_{n z}^{q}} \sum_{m} \beta_{m}^{q} \int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}-i k_{n z}^{q} z^{\prime}} \\
& +\frac{i}{2 L k_{n z}^{q}} \sum_{m} \alpha_{m}^{q} \int_{L} \mathrm{~d} x^{\prime}\left[i k_{n x} f_{q}^{\prime}\left(x^{\prime}\right)-i k_{n z}^{q}\right] e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}-i k_{n z}^{q} z^{\prime}} \\
b_{n}^{q+1, q}= & \frac{i}{2 L k_{n z}^{q}} \sum_{m} \beta_{m}^{q-1} \int_{L} \mathrm{~d} x^{\prime}\left(\frac{\varepsilon_{q-1} k_{q-1, t}^{2}}{\varepsilon_{q} k_{q-1, t}^{2}}\right) e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}+i k_{n z}^{q} z^{\prime}}  \tag{3.4.29}\\
& -\frac{i}{2 L k_{n z}^{q}} \sum_{m} \alpha_{m}^{q-1} \int_{L} \mathrm{~d} x^{\prime}\left[i k_{n x} f_{q-1}^{\prime}\left(x^{\prime}\right)+i k_{n z}^{q}\right] e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}+i k_{n z}^{q} z^{\prime}} \\
& -\frac{i}{2 L k_{n z}^{q}} \sum_{m} \beta_{m}^{q} \int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}+i k_{n z}^{q} z^{\prime}} \\
& +\frac{i}{2 L k_{n z}^{q}} \sum_{m} \alpha_{m}^{q} \int_{L} \mathrm{~d} x^{\prime}\left[i k_{n x} f_{q}^{\prime}\left(x^{\prime}\right)+i k_{n z}^{q}\right] e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}+i k_{n z}^{q} z^{\prime}} \\
b_{n}^{N-1, N}= & \frac{i}{2 L k_{n z}^{N}} \sum_{m} \beta_{m}^{N-1} \int_{L} \mathrm{~d} x^{\prime}\left(\frac{\varepsilon_{N-1} k_{N, t}^{2}}{\varepsilon_{N} k_{N-1, t}^{2}}\right) e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}-i k_{n z}^{N} z^{\prime}}  \tag{3.4.30}\\
& -\frac{i}{2 L k_{n z}^{N}} \sum_{m} \alpha_{m}^{N-1} \int_{L} \mathrm{~d} x^{\prime}\left[i k_{n x} f_{N-1}^{\prime}\left(x^{\prime}\right)-i k_{n z}^{N}\right] e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}-i k_{n z}^{N} z^{\prime}}
\end{align*}
$$

The integrals that have the derivative of the surface profile in the integrand can be simplified using a by part integration. For example,

$$
\begin{equation*}
\int_{L} \mathrm{~d} x^{\prime} i k_{n x} f^{\prime}\left(x^{\prime}\right) e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}-i k_{1 n z} f\left(x^{\prime}\right)}=+\frac{i k_{n x}\left(k_{m x}-k_{n x}\right)}{k_{1 n z}} \int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}-i k_{1 n z} f\left(x^{\prime}\right)} \tag{3.4.31}
\end{equation*}
$$

Using this technique to simplify the integrations and upon defining the following integrals,

$$
\begin{align*}
I_{00}^{-}[m, n] & =\int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}+i k_{n z}^{0} f_{0}\left(x^{\prime}\right)}  \tag{3.4.32}\\
I_{q, q-1}^{ \pm}[m, n] & =\int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime} \mp i k_{n z}^{q} f_{q-1}\left(x^{\prime}\right)} \\
I_{q, q}^{ \pm}[m, n] & =\int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime} \mp i k_{n z}^{q} f_{q}\left(x^{\prime}\right)} \\
I_{N, N-1}^{+}[m, n] & =\int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}-i k_{n z}^{N} f_{N-1}\left(x^{\prime}\right)}
\end{align*}
$$

The governing system of coupled equation for the Fourier coefficients of the surface fields on the boundaries can be written as

$$
\begin{align*}
b_{n}^{10} & =-\frac{i}{2 L k_{n z}^{0}} \sum_{m} \beta_{m}^{0} I_{00}^{-}[m, n]+\frac{i}{2 L k_{n z}^{0}} \sum_{m} \alpha_{m}^{0} i \frac{k_{t 0}^{2}-k_{n x} k_{m x}}{k_{n z}^{0}} I_{00}^{-}[m, n]  \tag{3.4.33}\\
b_{n}^{q-1, q} & =\frac{i}{2 L k_{n z}^{q}} \sum_{m} \beta_{m}^{q-1}\left(\frac{\varepsilon_{q-1} k_{q, t}^{2}}{\varepsilon_{q} k_{q-1, t}^{2}}\right) e^{i k_{n z}^{q} d_{q-1}} I_{q, q-1}^{+}[m, n] \\
& -\frac{i}{2 L k_{n z}^{q}} \sum_{m} \alpha_{m}^{q-1}(-i) \frac{k_{q, t}^{2}-k_{n x} k_{m x}}{k_{n z}^{q}} e^{i k_{n z}^{q} d_{q-1}} I_{q, q-1}^{+}[m, n]  \tag{3.4.34}\\
& -\frac{i}{2 L k_{n z}^{q}} \sum_{m} \beta_{m}^{q} e^{i k_{n z}^{q} d_{q}} I_{q q}^{+}[m, n]+\frac{i}{2 L k_{n z}^{q}} \sum_{m} \alpha_{m}^{q} e^{i k_{n z}^{q} d_{q}}(-i) \frac{k_{q t}^{2}-k_{n x} k_{m x}}{k_{n z}^{q}} I_{q q}^{+}[m, n] \\
b_{n}^{q+1, q} & =\frac{i}{2 L k_{n z}^{q}} \sum_{m} \beta_{m}^{q-1}\left(\frac{\varepsilon_{q-1} k_{q, t}^{2}}{\varepsilon_{q} k_{q-1, t}^{2}}\right) e^{-i k_{n z}^{q} d_{q-1}} I_{q, q-1}^{-}[m, n] \\
& -\frac{i}{2 L k_{n z}^{q}} \sum_{m} \alpha_{m}^{q-1} i \frac{k_{q-1, t}^{2}-k_{n x} k_{m x}}{k_{n z}^{q}} e^{-i k_{n z}^{q} d_{q-1}} I_{q, q-1}^{-}[m, n]  \tag{3.4.35}\\
& -\frac{i}{2 L k_{n z}^{q}} \sum_{m} \beta_{m}^{q} e^{-i k_{n z}^{q} d_{q}} I_{q q}^{-}[m, n]+\frac{i}{2 L k_{n z}^{q}} \sum_{m} \alpha_{m}^{q} e^{-i k_{n z}^{q} d_{q}} i \frac{k_{q, t}^{2}-k_{n x} k_{m x}}{k_{n z}^{q}} I_{q q}^{-}[m, n] \\
b_{n}^{N-1, N} & =\frac{i}{2 L k_{n z}^{N}} \sum_{m} \beta_{m}^{N-1} e^{i k_{n z}^{N} d_{N-1}}\left(\frac{\varepsilon_{N-1} k_{N, t}^{2}}{\varepsilon_{N} k_{N-1, t}^{2}}\right) I_{N, N-1}^{+}[m, n] \\
& -\frac{i}{2 L k_{n z}^{N}} \sum_{m} \alpha_{m}^{N-1} e^{i k_{n z}^{N} d_{N-1}(-i) \frac{k_{N, t}^{2}-k_{n x} k_{m x}}{k_{n z}^{N}} I_{N, N-1}^{+}[m, n]}
\end{align*}
$$

Note that the integrals defined in (3.4.32) are similar to the scattering potentials in the formulation of the SPM2 for layered media with rough interfaces. For the case of flat interfaces, the integrals in (3.4.32) becomes degenerate to $I[m, n]=L \delta_{m n}$ that does not allow mode mixing (similar to the scattering potentials that vanish for the flat surface case).

### 3.5 Solution of Surface Fields

In order to solve for the Fourier coefficients of the surface fields $\alpha_{m}^{q}$ and $\beta_{m}^{q}$, we need to connect surface fields of different layers with propagation matrices recursively. Using the extinction equations of the middle layers which are given for $b_{n}^{q-1, q}$ and $b_{n}^{q+1, q}$ we can extract surface field propagation matrices that relates surface fields of neighbor layers as

$$
\left[\begin{array}{ll}
\overline{\bar{M}}_{q-1}^{u+} & \overline{\bar{N}}_{q-1}^{u-1}  \tag{3.5.1}\\
\overline{\bar{M}}_{q-1}^{u-} & \overline{\bar{N}}_{q-1}^{u-}
\end{array}\right]\left[\begin{array}{l}
\bar{\alpha}^{q-1} \\
\bar{\beta}^{q-1}
\end{array}\right]=\left[\begin{array}{ll}
\overline{\bar{M}}_{q}^{d+} & \overline{\bar{N}}_{q}^{d+} \\
\overline{\bar{M}}_{q}^{d-} & \overline{\bar{N}}_{q}^{d-}
\end{array}\right]\left[\begin{array}{l}
\bar{\alpha}^{q} \\
\bar{\beta}^{q}
\end{array}\right]
$$

or

$$
\overline{\bar{D}}_{q-1}^{u}\left[\begin{array}{l}
\bar{\alpha}^{q-1}  \tag{3.5.2}\\
\bar{\beta}^{q-1}
\end{array}\right]=\overline{\bar{D}}_{q}^{d}\left[\begin{array}{c}
\bar{\alpha}^{q} \\
\bar{\beta}^{q}
\end{array}\right]
$$

where $q=1,2, \cdots, N-1$ and sub-matrices of $\overline{\bar{M}}$, and $\overline{\bar{N}}$ for different layers are defined through,

$$
\begin{align*}
& {\left[\overline{\bar{N}}_{q-1}^{u+}\right]_{n m} }=\frac{i}{2 L k_{n z}^{q}}\left(\frac{\varepsilon_{q-1} k_{q, t}^{2}}{\varepsilon_{q} k_{q-1, t}^{2}}\right) e^{i k_{n z}^{q} d_{q-1}} I_{q, q-1}^{+}[m, n]  \tag{3.5.3}\\
& {\left[\overline{\bar{M}}_{q-1}^{u+}\right]_{n m}=-\frac{i}{2 L k_{n z}^{q}}(-i) \frac{k_{q, t}^{2}-k_{n x} k_{m x}}{k_{n z}^{q}} e^{i k_{n z}^{q} d_{q-1}} I_{q, q-1}^{+}[m, n] } \\
& {\left[\overline{\bar{N}}_{q}^{d+}\right]_{n m}=\frac{i}{2 L k_{n z}^{q}} e^{i k_{n z}^{q} d_{q}} I_{q q}^{+}[m, n] } \\
& {\left[\overline{\bar{M}}_{q}^{d+}\right]_{n m}=-\frac{i}{2 L k_{n z}^{q}} e^{i k_{n z}^{q} d_{q}}(-i) \frac{k_{q t}^{2}-k_{n x} k_{m x}}{k_{n z}^{q}} I_{q q}^{+}[m, n] }
\end{align*}
$$

and

$$
\begin{align*}
& {\left[\overline{\bar{N}}_{q-1}^{u-}\right]_{n m}=\frac{i}{2 L k_{n z}^{q}}\left(\frac{\varepsilon_{q-1} k_{q, t}^{2}}{\varepsilon_{q} k_{q-1, t}^{2}}\right) e^{-i k_{n z}^{q} d_{q-1} I_{q, q-1}^{-}[m, n]}}  \tag{3.5.4}\\
& {\left[\overline{\bar{M}}_{q-1}^{u-}\right]_{n m}=-\frac{i}{2 L k_{n z}^{q}} i \frac{k_{q, t}^{2}-k_{n x} k_{m x}}{k_{n z}^{q}} e^{-i k_{n z}^{q} d_{q-1}} I_{q, q-1}^{-}[m, n]} \\
& {\left[\overline{\bar{N}}_{q}^{d-}\right]_{n m}=\frac{i}{2 L k_{n z}^{q}} e^{-i k_{n z}^{q} d_{q}} I_{q q}^{-}[m, n]} \\
& {\left[\overline{\bar{M}}_{q}^{d-}\right]_{n m}=-\frac{i}{2 L k_{n z}^{q}} e^{-i k_{n z}^{q} d_{q}} i \frac{k_{q, t}^{2}-k_{n x} k_{m x}}{k_{n z}^{q}} I_{q q}^{-}[m, n]}
\end{align*}
$$

Using propagation matrices we can connect the first and last surface fields components to each other. Also, the extinction relation of the incident field and the last region can be combined together to get,

$$
\begin{align*}
b_{n}^{10} & =\overline{\bar{M}}_{0}^{-} \bar{\alpha}^{0}+\overline{\bar{N}}_{0}^{-} \bar{\beta}^{0}  \tag{3.5.5}\\
\overline{0} & =\overline{\bar{M}}_{N-1}^{+} \bar{\alpha}^{N-1}+\overline{\bar{N}}_{N-1}^{+} \bar{\beta}^{N-1}
\end{align*}
$$

where matrix entries are given by,

$$
\begin{align*}
{\left[\overline{\bar{M}}_{0}^{-}\right]_{n m} } & =\frac{i}{2 L k_{n z}^{0}} i \frac{k_{t 0}^{2}-k_{n x} k_{m x}}{k_{n z}^{0}} I_{00}^{-}[m, n]  \tag{3.5.6}\\
{\left[\overline{\bar{N}}_{0}^{-}\right]_{n m} } & =-\frac{i}{2 L k_{n z}^{0}} I_{00}^{-}[m, n] \\
{\left[\overline{\bar{M}}_{N-1}^{+}\right]_{n m} } & =-\frac{i}{2 L k_{n z}^{N}} e^{i k_{n z}^{N} d_{N-1}(-i) \frac{k_{N, t}^{2}-k_{n x} k_{m x}}{k_{n z}^{N}} I_{N, N-1}^{+}[m, n]} \\
{\left[\overline{\bar{N}}_{N-1}^{+}\right]_{n m} } & =\frac{i}{2 L k_{n z}^{N}} e^{i k_{n z}^{N} d_{N-1}}\left(\frac{\varepsilon_{N-1} k_{N, t}^{2}}{\varepsilon_{N} k_{N-1, t}^{2}}\right) I_{N, N-1}^{+}[m, n]
\end{align*}
$$

From the recursive relation of middle layers of (3.5.2) the surface fields over the ( $N-1$ )-th surface can be expressed in terms of the zeroth surface as

$$
\begin{align*}
{\left[\begin{array}{l}
\bar{\alpha}^{N-1} \\
\bar{\beta}^{N-1}
\end{array}\right] } & =\left(\left(\overline{\bar{D}}_{N-1}^{d}\right)^{-1} \overline{\bar{D}}_{N-2}^{u}\right)\left(\left(\overline{\bar{D}}_{N-2}^{d}\right)^{-1} \overline{\bar{D}}_{N-3}^{u}\right) \cdots\left(\left(\overline{\bar{D}}_{1}^{d}\right)^{-1} \overline{\bar{D}}_{0}^{u}\right)\left[\begin{array}{l}
\bar{\alpha}^{0} \\
\bar{\beta}^{0}
\end{array}\right]  \tag{3.5.7}\\
& :=\overline{\bar{D}}\left[\begin{array}{l}
0 \\
\bar{\beta}^{0}
\end{array}\right]
\end{align*}
$$

where the total propagation matrix $\overline{\bar{D}}$ is defined as connection between the zeroth and last boundary surface fields. Using the extinction of the zeroth and the last layer if (3.5.5), a consistent system of equations for the Fourier coefficients of the surface fields over the zeroth and last boundary can be obtained as

$$
\left[\begin{array}{cccc}
\overline{\bar{M}}_{0}^{-} & \overline{\bar{N}}_{0}^{-} & \overline{\overline{0}} & \overline{\overline{0}}  \tag{3.5.8}\\
\overline{\overline{0}} & \overline{\overline{0}} & \overline{\bar{M}}_{N-1}^{+} & \overline{\bar{N}}_{N-1}^{+} \\
& \overline{\bar{D}} & & -\overline{\bar{I}}
\end{array}\right]\left[\begin{array}{c}
\bar{\alpha}^{0} \\
\bar{\beta}^{0} \\
\bar{\alpha}^{N-1} \\
\bar{\beta}^{N-1}
\end{array}\right]=\left[\begin{array}{c}
\bar{b}^{10} \\
\overline{0} \\
\overline{0} \\
\overline{0}
\end{array}\right]
$$

Once (3.5.8) is solved for the Fourier coefficients of the surface fields, the actual surface fields can be synthesized by the Fourier series. In order to find the surface fields on other boundaries than the zeroth and last boundaries, one can apply the propagation matrices of (3.5.2) to obtain all of the surface field variables.

### 3.6 Scattered and Transmitted Fields

Once the surface fields are known through their Fourier coefficients of (3.5.8), the equivalence principle can be applied to the surface fields over the zeroth boundary to find the scattered field as

$$
\begin{equation*}
E_{s y}(\bar{\rho})=-\int_{L} \mathrm{~d} l^{\prime}\left[G_{0 p}\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} E_{0 y}\left(\bar{\rho}^{\prime}\right)-E_{0 y}\left(\bar{\rho}^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} G_{0 p}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right] \quad, \quad z>f(x) \tag{3.6.1}
\end{equation*}
$$

Here, the observation point is placed somewhere in the region 0 that satisfies $z>f_{0}(x)$ fo all values of $x$. Given this observation point, the periodic Green's function of the region 0 can be expanded as

$$
\begin{equation*}
G_{0 p}(z>f)=\frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{0}} e^{i\left(k_{n x} x+k_{n z}^{0} z\right)} e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{0} z^{\prime}\right)} \tag{3.6.2}
\end{equation*}
$$

and for its derivative,

$$
\begin{equation*}
\hat{n}^{\prime} \cdot \nabla^{\prime} G_{0 p}(z>f)=\frac{1}{\sqrt{1+f^{\prime}}} \frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{0}} e^{i\left(k_{n x} x+k_{n z}^{0} z\right)}\left[i k_{n x} f^{\prime}\left(x^{\prime}\right)-i k_{n z}^{0}\right] e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{0} z^{\prime}\right)} \tag{3.6.3}
\end{equation*}
$$

Inserting the periodic Green's function expansion into the scattered field expression of (3.6.1), results in an expansion of the scattered field in terms of the upward propagating harmonics of

$$
\begin{equation*}
E_{s y}=\sum_{n} B_{n} e^{i\left(k_{n x} x+k_{n z}^{0} z\right)} \tag{3.6.4}
\end{equation*}
$$

where $B_{n}$ is the amplitude of the $n$-th order scattered Bloch mode and is equal to

$$
\begin{align*}
B_{n}= & -\frac{i}{2 L k_{n z}^{0}} \int_{L} \mathrm{~d} x^{\prime} \sqrt{1+f^{\prime 2}} \hat{n}^{\prime} \cdot \nabla^{\prime} E_{0 y} e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{0} z^{\prime}\right)}  \tag{3.6.5}\\
& +\frac{i}{2 L k_{n z}^{0}} \int_{L} \mathrm{~d} x^{\prime} E_{0 y}\left[i k_{n x} f^{\prime}\left(x^{\prime}\right)-i k_{n z}^{0}\right] e^{-i\left(k_{n x} x^{\prime}+k_{n z}^{0} z^{\prime}\right)}
\end{align*}
$$

Using the Fourier expansion of the surface fields, which are known after solving (3.5.8), the scattered field mode coefficient $B_{n}$ can be written as

$$
\begin{align*}
B_{n}= & -\frac{i}{2 L k_{n z}^{0}} \sum_{m} \beta_{m}^{0} \int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}-i k_{n z}^{0} f\left(x^{\prime}\right)}  \tag{3.6.6}\\
& +\frac{i}{2 L k_{n z}^{0}} \sum_{m} \alpha_{m}^{0} \int_{L} \mathrm{~d} x^{\prime}\left[i k_{n x} f^{\prime}\left(x^{\prime}\right)-i k_{n z}^{0}\right] e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}-i k_{n z}^{0} f\left(x^{\prime}\right)}
\end{align*}
$$

Performing the by part on the first term of the second integrand and defining the following potential integral of the scattered field as

$$
\begin{equation*}
I_{00}^{+}[m, n]=\int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}-i k_{n z}^{0} f\left(x^{\prime}\right)} \tag{3.6.7}
\end{equation*}
$$

the scattered field coefficient can be written as

$$
\begin{equation*}
B_{n}=-\frac{i}{2 L k_{n z}^{0}} \sum_{m} \beta_{m}^{0} I_{00}^{+}[m, n]+\frac{i}{2 L k_{n z}^{0}} \sum_{m} \alpha_{m}^{0} \frac{i\left(k_{n x} k_{m x}-k_{0 t}^{2}\right)}{k_{n z}^{0}} I_{00}^{+}[m, n] \tag{3.6.8}
\end{equation*}
$$

or in matrix form of,

$$
\begin{equation*}
\bar{B}=\overline{\bar{M}}_{00}^{0,+} \bar{\alpha}^{0}+\overline{\bar{N}}_{00}^{0,+} \bar{\beta}^{0} \tag{3.6.9}
\end{equation*}
$$

Similarly, for the transmitted field, the equivalence principle should apply to the last region as

$$
\begin{equation*}
E_{t y}=\int_{L} \mathrm{~d} l^{\prime}\left[G_{N p}\left(\bar{\rho}, \bar{\rho}^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} E_{N y}\left(\bar{\rho}^{\prime}\right)-E_{N y}\left(\bar{\rho}^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} G_{N p}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right] \quad, \quad z<-d_{N-1}+f_{N-1}(x) \tag{3.6.10}
\end{equation*}
$$

where $E_{t y}$ is the transmitted electric field into region $N$. Using region $N$ periodic Green's function expansion when $z<z^{\prime}=-d_{N-1}+f_{N-1}(x)$ we have

$$
\begin{equation*}
G_{N p}\left(z<z^{\prime}\right)=\frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{N}} e^{i\left(k_{n x} x-k_{n z}^{N} z\right)} e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{N} z^{\prime}\right)} \tag{3.6.11}
\end{equation*}
$$

and for its derivative,

$$
\begin{equation*}
\hat{n}^{\prime} \cdot \nabla^{\prime} G_{N p}=\frac{1}{\sqrt{1+f_{N-1}^{\prime 2}}} \frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{N}} e^{i\left(k_{n x} x-k_{n z}^{N} z\right)}\left[i k_{n x} f_{N-1}^{\prime}\left(x^{\prime}\right)+i k_{n z}^{N}\right] e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{N} z^{\prime}\right)} \tag{3.6.12}
\end{equation*}
$$

Substituting the periodic Green's function expansion in the transmitted field expression yields a downward propagating Bloch mode expansion of the transmitted field as

$$
\begin{equation*}
E_{t y}=\sum_{n} A_{n} e^{i\left(k_{n x} x-k_{n z}^{N} z\right)} \tag{3.6.13}
\end{equation*}
$$

where

$$
\begin{align*}
A_{n} & =\int_{L} \mathrm{~d} x^{\prime} \sqrt{1+f_{n-1}^{\prime 2}} \hat{n}^{\prime} \cdot \nabla^{\prime} E_{N y} \frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{N}} e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{N} z^{\prime}\right)}  \tag{3.6.14}\\
& -\int_{L} \mathrm{~d} x^{\prime} E_{N y} \frac{i}{2 L} \sum_{n} \frac{1}{k_{n z}^{N}}\left[i k_{n x} f_{N-1}^{\prime}\left(x^{\prime}\right)+i k_{n z}^{N}\right] e^{-i\left(k_{n x} x^{\prime}-k_{n z}^{N} z^{\prime}\right)}
\end{align*}
$$

Using continuity condition of the tangential electric and magnetic fields across the last boundary,

$$
\begin{align*}
E_{N y} & =E_{N-1, y}  \tag{3.6.15}\\
\hat{n} \cdot \nabla_{t} E_{N, y} & =\frac{k_{N, t}^{2}}{k_{N-1, t}^{2}} \frac{\varepsilon_{N-1}}{\varepsilon_{N}} \hat{n} \cdot \nabla_{t} E_{N-1, y}
\end{align*}
$$

and solution of the surface fields Fourier series, the mode coefficient of the transmitted field can be obtained as

$$
\begin{align*}
& A_{n}=\frac{i}{2 L k_{n z}^{N}}\left(\frac{k_{N, t}^{2}}{k_{N-1, t}^{2}} \frac{\varepsilon_{N-1}}{\varepsilon_{N}}\right) e^{-i k_{n z}^{N} d_{N-1}} \sum_{m} \beta_{m}^{N-1} \int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}+i k_{n z}^{N} f_{N-1}\left(x^{\prime}\right)}  \tag{3.6.16}\\
& -\frac{i}{2 L k_{n z}^{N}} e^{-i k_{n z}^{N} d_{N-1}} \sum_{m} \alpha_{m}^{N-1} \frac{i\left(k_{N, t}^{2}-k_{n x} k_{m x}\right)}{k_{n z}^{N}} \int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}+i k_{n z}^{N} f_{N-1}\left(x^{\prime}\right)}
\end{align*}
$$

or in a matrix form,

$$
\begin{equation*}
\bar{A}=\overline{\bar{M}}_{N, N-1}^{-} \bar{\alpha}^{N-1}+\overline{\bar{N}}_{N, N-1}^{-} \bar{\beta}^{N-1} \tag{3.6.17}
\end{equation*}
$$

where

$$
\begin{align*}
{\left[\overline{\bar{M}}_{N, N-1}^{-}\right]_{n m} } & =e^{-i k_{n z}^{N} d_{N-1}} \frac{\left(k_{N, t}^{2}-k_{n x} k_{m x}\right)}{2 L k_{n z}^{{ }^{2}}} I_{N, N-1}^{-}[m, n]  \tag{3.6.18}\\
{\left[\overline{\bar{N}}_{N, N-1}^{-}\right]_{n m} } & =e^{-i k_{n z}^{N} d_{N-1}} \frac{i}{2 L k_{n z}^{N}}\left(\frac{k_{N, t}^{2}}{k_{N-1, t}^{2}} \frac{\varepsilon_{N-1}}{\varepsilon_{N}}\right) I_{N, N-1}^{-}[m, n]
\end{align*}
$$

and potential integral for the transmitted field is defined as

$$
\begin{equation*}
I_{N, N-1}^{-}[m, n]=\int_{L} \mathrm{~d} x^{\prime} e^{i\left(k_{m x}-k_{n x}\right) x^{\prime}+i k_{n z}^{N} f_{N-1}\left(x^{\prime}\right)} \tag{3.6.19}
\end{equation*}
$$

### 3.7 Scattered and Transmitted Power

From the surface fields solution, the scattered and transmitted electric fields are obtained as a sum of the Bloch modes in region 0 and $N$, respectively. Since for TE polarization the only non-zero component of the electric field is $E_{y}$ we can compute the associated magnetic field as

$$
\begin{equation*}
\bar{H}=\frac{1}{i k \eta} \nabla E_{y} \times \hat{y} \tag{3.7.1}
\end{equation*}
$$

Therefore, the time averaged poynting vector becomes

$$
\begin{equation*}
\bar{S}=\frac{1}{2} \operatorname{Re}\left[E_{y} \hat{y} \times\left(\frac{1}{i k \eta} \nabla E_{y} \times \hat{y}\right)^{*}\right]=-\frac{1}{2} \operatorname{Im}\left[\frac{1}{k \eta} E_{y} \hat{y} \times\left(\nabla E_{y}^{*} \times \hat{y}\right)\right]=-\frac{1}{2} \operatorname{Im}\left[\frac{1}{k \eta} E_{y} \nabla E_{y}^{*}\right] \tag{3.7.2}
\end{equation*}
$$

For the scattered field we are interested to the power flow in $+\hat{z}$ direction. Therefore,

$$
\begin{equation*}
\bar{S}_{s} \cdot \hat{z}=-\frac{1}{2} \operatorname{Im}\left[\frac{1}{k \eta} E_{s y}\left(\hat{z} \cdot \nabla E_{s y}^{*}\right)\right]=-\frac{1}{2} \operatorname{Im}\left[\frac{1}{k \eta} E_{s y} \frac{\partial E_{s y}^{*}}{\partial z}\right] \tag{3.7.3}
\end{equation*}
$$

However, from the Bloch expansion of the scattered field,

$$
\begin{equation*}
\frac{\partial E_{s y}}{\partial z}=\sum_{n} i k_{n z}^{0} B_{n} e^{i\left(k_{n x} x+k_{n z}^{0} z\right)} \tag{3.7.4}
\end{equation*}
$$

therefore,

$$
\begin{align*}
\bar{S}_{s} \cdot \hat{z} & =-\frac{1}{2 k \eta} \operatorname{Im}\left[\left(\sum_{m} B_{m} e^{i\left(k_{m x} x+k_{m z}^{0} z\right)}\right)\left(\sum_{n} i k_{n z}^{0} B_{n} e^{i\left(k_{n x} x+k_{n z}^{0} z\right)}\right)^{*}\right]  \tag{3.7.5}\\
& =-\frac{1}{2 k \eta} \sum_{m} \sum_{n} \operatorname{Im}\left[\left(-i k_{n z}^{0}{ }^{*}\right) B_{m} B_{n}^{*} e^{i\left(k_{m x} x+k_{m z}^{0} z\right)} e^{-i\left(k_{n x} x+k_{n z}^{0}{ }^{*} z\right)}\right] \\
& =-\frac{1}{2 k \eta} \sum_{m} \sum_{n} \operatorname{Im}\left[\left(-i k_{n z}^{0}{ }^{*}\right) B_{m} B_{n}^{*} e^{i\left(k_{m x}-k_{n x}\right) x} e^{i\left(k_{m z}^{0}-k_{n z}^{0}{ }^{*}\right) z}\right]
\end{align*}
$$

The scattered power can be obtained by integration of power density over one period,

$$
\begin{equation*}
P_{s}=\int_{L} \mathrm{~d} x \bar{S}_{s} \cdot \hat{z}=-\frac{1}{2 k \eta} \sum_{m} \sum_{n} \operatorname{Im}\left[\left(-i k_{n z}^{0}{ }^{*}\right) B_{m} B_{n}^{*} \int_{L} \mathrm{~d} x e^{i\left(k_{m x}-k_{n x}\right) x} e^{i\left(k_{m z}^{0}-k_{n z}^{0}{ }^{*}\right) z}\right] \tag{3.7.6}
\end{equation*}
$$

But $e^{i\left(k_{m x}-k_{n x}\right) x}=e^{i(m-n) 2 \pi x / L}$ is a periodic function and

$$
\begin{equation*}
\int_{L} \mathrm{~d} x e^{i\left(k_{m x}-k_{n x}\right) x}=\int_{0}^{L} \mathrm{~d} x e^{i(m-n) 2 \pi x / L}=L \delta_{m n} \tag{3.7.7}
\end{equation*}
$$

Thus,

$$
\begin{align*}
P_{s} & =\int_{L} \mathrm{~d} x \bar{S}_{s} \cdot \hat{z}=-\frac{L}{2 k \eta} \sum_{n}\left|B_{n}\right|^{2} \operatorname{Im}\left[\left(-i k_{n z}^{0}{ }^{*}\right)\right] e^{-2 \operatorname{Im}\left(k_{n z}^{0}\right) z}  \tag{3.7.8}\\
& =\frac{L}{2 k \eta} \sum_{n}\left|B_{n}\right|^{2} \operatorname{Re}\left(k_{n z}^{0}\right) e^{-2 \operatorname{Im}\left(k_{n z}^{0}\right) z}=\frac{L}{2 \omega \mu_{0}} \sum_{n}\left|B_{n}\right|^{2} \operatorname{Re}\left(k_{n z}^{0}\right)
\end{align*}
$$

Similarly, the transmitted power can be obtained as

$$
\begin{equation*}
P_{t}=\int_{L} \mathrm{~d} x \bar{S}_{t} \cdot(-\hat{z})=\frac{L}{2 \omega \mu_{N}} \sum_{n}\left|A_{n}\right|^{2} \operatorname{Re}\left(k_{n z}^{N}\right) \tag{3.7.9}
\end{equation*}
$$

Presence of the factors $\operatorname{Re}\left(k_{n z}^{0}\right)$ and $\operatorname{Re}\left(k_{n z}^{N}\right)$ in scattered and transmitted power expressions shows that only propagating Bloch mode contributes to the power transfer. Also note that above derivation is for non-magnetic materials. Assuming a unit amplitude incident electric field, associated power flow along $-\hat{z}$ direction is $k_{i z} / 2 k \eta$ and the incident power is

$$
\begin{equation*}
P_{\mathrm{inc}}=\int_{L} \mathrm{~d} x \frac{k_{i z}}{2 k \eta}=\frac{L k_{i z}}{2 k \eta} \tag{3.7.10}
\end{equation*}
$$

Then, the fraction of power which is reflected (total reflectivity) and transmitted (total transmissivity) are given by

$$
\begin{align*}
& S=\frac{P_{s}}{P_{\mathrm{inc}}}=\sum_{n}\left|B_{n}\right|^{2} \frac{\operatorname{Re}\left(k_{n z^{0}}\right)}{k_{i z}}  \tag{3.7.11}\\
& T=\frac{P_{t}}{P_{\mathrm{inc}}}=\frac{\mu_{0}}{\mu_{N}} \sum_{n}\left|A_{n}\right|^{2} \frac{\operatorname{Re}\left(k_{n z}^{N}\right)}{k_{i z}}
\end{align*}
$$

Notice that the above formula for the scattered and transmitted power considers lossless materials. For a general lossy materials

$$
\begin{align*}
P_{s} & =\frac{L}{2} \sum_{n}\left|B_{n}\right|^{2} \operatorname{Im}\left[\frac{i k_{n z}^{0}{ }^{*}}{k \eta}\right] e^{-2 \operatorname{Im}\left(k_{n z}^{0}\right) z}  \tag{3.7.12}\\
& =\frac{L}{2} \sum_{n}\left|B_{n}\right|^{2} \operatorname{Re}\left[\frac{k_{n z}^{0}}{k \eta}\right] e^{-2 \operatorname{Im}\left(k_{n z}^{0}\right) z}
\end{align*}
$$

Two differences appear here, one is the loss exponential factor if the power at another plane is desired, and the second one is the propagating real power is no longer attributed to the propagating Bloch modes if $k \eta$ has an imaginary part. This only happens for lossy magnetic materials where $\mu$ is complex.

### 3.8 Numerical Considerations

Theoretically, for a given medium, there are finite number of propagating Bloch modes. However, inclusion of the propagating modes is not enough to correctly represent the surface field. Although the evanescent modes does not contribute to power transfer, they are critical in correct representation of the surface fields such that satisfy the proper border conditions.

However, one cannot and should not include all of them in a numerical procedure. On one side system of matrix equation should be finite.

The $T$-matrix solution or Extended Boundary Condition or equivalently using the Rayleigh Hypothesis assume that the scattered field is constitute of only upward propagating waves (same as mapping the integral equation to a surface above and below the boundary surface) and only consider those [68]. In turn if the properties of the boundary surface is such that allows for backward propagating wave, this phenomena is not captured within the formulation. Therefore, there is a limit of the shape and slope of the surface to be eligible for application of this method. If the surface is not a proper surface for applying the extended boundary condition method, one may want to try increasing number of included modes to overcome the neglected backward waves, but since upward and downward propagating waves are independent, increasing number of modes is not only useful but also makes the system of equations ill-condition. The reason of ill-condition system is by including more and more evanescent modes that have imaginary $k_{n z}$, the factor $e^{ \pm i k_{n z} z}$ that appears in the propagation equations, becomes very large or very small number even for small values of $z$. Therefore this results in a matrix that has very large condition number to be inverted. Therefore, we need to include evanescent mode such that results in the well conditioned matrix equations. A key to find the proper number of included modes is by monitoring the energy conservation and condition number of the involved matrices for the corresponding lossless problem.

### 3.9 TM Excitation Case

The TM incident field is better represented through the magnetic field of $\bar{H}=\hat{y} H_{\text {iy }}$ and now the pilot component of the field is $H_{y}$ in each region. We can obtain the solution of TM problem using the duality transformation as

$$
\begin{gather*}
E_{y} \Longrightarrow H_{y}  \tag{3.9.1}\\
\mu \Longleftrightarrow \varepsilon
\end{gather*}
$$

## Chapter 4

# 3D Scattering From Dielectric Layered Media with Random Rough Interfaces, Small Perturbation Method (SPM2) 

### 4.1 Introduction

Scattering of electromagnetic waves by random rough surfaces has broad applications in optical and microwave remote sensing, imaging, Nano photonic, plasmonic, radiative heat transfer and many other areas of science and engineering [3, 44, 49, 69-72] In particular, the problem of multi-layers with multiple interfaces have drawn attention recently [2931, 34, 73]. There is a particular interest in applications where there are a large number of rough interfaces.

Analytical methods provide approximate solutions. There are generally two classical approaches[3]. The high frequency method known as Kirchhoff approach and low frequency method known as small perturbation method (SPM). Higher order perturbation method has been studied in [37] up to the fourth order. Also the fourth order perturbative solution of the two layer rough surfaces has been studied recently in [32, 38]. Other analytical methods include the AIEM method [42] and the Small Slope Approximation (SSA) [43].

In recent years, there are numerical methods based on surface integral equations [44-47], the extended boundary condition methods $[49,50]$ and the finite difference time domain method [51, 74]. However, for large number of rough interfaces, the dielectric contrasts between layers are usually weak, and numerical methods suffer from discretization errors. It is particularly difficult to achieve energy conservation using the numerical methods for large number of rough interfaces with small dielectric contrasts between adjacent layers where the numerical noise can dominate over the layers contrasts. The energy conservation in scattering from 2D multilayer rough surfaces has been studied recently [39]. However we need to have solution for actual physical problem of 3D electromagnetic scattering from multilayer medium with random rough interfaces that conserve energy as 2D layered media predicts different emissivities for TE and TM channels for observation angle normal to the surface.

In this chapter, we study energy conservation and emissivity in scattering process of electromagnetic waves from 3D multi-layer media with a large number random rough interfaces using the second order small perturbation method (SPM2). The formulation is
based on extinction theorem and developing integral equation for surface fields in spectral domain. Using SPM2, we calculate the scattered and transmitted coherent fields and incoherent fields. Energy conservation is calculated by integration of the coherent and incoherent reflected and transmitted power over the 2D $\left(k_{x}, k_{y}\right)$ spectral domain. It is shown that each of the coherent, and incoherent reflected and transmitted intensities consists of a summation of the contributions from each rough interface. For each interface in the integrand, the contribution is a product of the spectral density of roughness of the interface and the kernel function of $k_{x}, k_{y}$. In this paper we show that the kernel function of each rough interface obeys energy conservation. This means that energy is conserved independent of the statistics of the random rough surfaces nor the spectral densities of the rough profile of each interface. Results of this strong condition are illustrated numerically for up to 50 rough interfaces without the need of specifying any spectral density of the roughness. The methodology is also applied to study the effect of roughness on brightness temperature of Antarctic ice sheets. In the Antarctica, because of the pattern of accumulation o snow, the layered media consists of many layers with varying densities of ice giving rise to permittivity variations. The dielectric contrasts between adjacent layers are weak. The brightness temperature were previously studied for a multilayer model without roughness [41]. Comparisons of the multilayer SPM2 simulations are made with brightness temperatures measurements of SMOS (Soil Moisture Ocean Salinity ) satellite showing that theoretical simulations are in good agreement with experimental measurements. The outline of this chapter is as follows:

In section 4.2 , the integral equations for the surface fields on each rough interfaces using the Extinction theorem are developed. Section 4.5 dedicated to expansion of the integral equations in the spectral space and applying perturbation method up to the second order to find the surface fields and then scattered and transmitted fields. In section 4.6, coherent and incoherent, scattered and transmitted power have been discussed and then in section 4.7, the energy conservation constraint is derived and it is shown for the 50 layer case as an example. Application of the problem to the physical model of emission from the Antarctic ice sheets is discussed in the section 4.8 . The last section includes the energy conservation verification and the effect of roughness on scattering and transmission of power for a 1-D photonic crystal.

### 4.2 Problem Geometry

Consider closed region $V$ with boundary surface $\partial V$ with macroscopic parameters $\mu, \epsilon$ and region $V_{1}=\mathbb{R}^{3}-V$ that filled with $\mu_{1}, \epsilon_{1}$. Assume an incident wave $\bar{E}_{\text {inc }}(\bar{r})$ impinging upon closed region $V$ from exterior region.
For such a geometry, statement of Ewald-Osean Extinction theorem [3] reads

$$
\begin{align*}
& \bar{E}_{\text {inc }}(\bar{r})+\int_{S} \mathrm{~d} S^{\prime}\left\{i k \eta \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{H}\left(\bar{r}^{\prime}\right)\right]\right. \\
& \left.\quad+\nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{E}\left(\bar{r}^{\prime}\right)\right]\right\}= \begin{cases}0, & \bar{r} \in V \\
\bar{E}(\bar{r}), & \bar{r} \notin V\end{cases} \tag{4.4.1}
\end{align*}
$$

where $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)$ is electric field dyadic Green's function for unbounded space with wavenumber $k$

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\left(\overline{\bar{I}}+\frac{\nabla \nabla}{k^{2}}\right) \frac{e^{i k\left|\bar{r}-\bar{r}^{\prime}\right|}}{4 \pi\left|\bar{r}-\bar{r}^{\prime}\right|} \tag{4.2.2}
\end{equation*}
$$

and $\hat{n}^{\prime}\left(\bar{r}_{\perp}^{\prime}\right)$ is local unit normal vector pointing outward of region $V$.


Figure 4.1: Geometry of Multi-layer structure with random rough interfaces. Every surface is extended to infinity on both $x$ and $y$ directions.

For the present problem we have $N$ distinct media. Figure 4.1 shows the geometry of the problem. There are $N$ homogeneous mediums such that common interface between two adjacent mediums is a random rough surface. The last media is a semi-infinite half space that is extended to $-\infty$ in $z$ direction. Assume an incident wave impinging upon the structure from the uppermost region (region 1). Incident wave that is propagating with wavenumber $k_{1}$ cannot exist in the other mediums (such as region 2 ) with different wavenumbers. Thus another field should be excited in that region (region 2) with wavenumber $k_{1}$ such that cancels out the incident field.

### 4.2.1 Incident Field in Spectral Domain

For an arbitrary incident wave of $\bar{E}_{i}(\bar{r})$, it can be expanded in terms of a spectrum of plane waves as

$$
\begin{equation*}
\bar{E}_{i}(\bar{r})=\int \mathrm{d} \bar{k}_{\perp} \bar{E}_{i}(\bar{k}) e^{i\left(k_{i x} x+k_{i y} y-k_{i z} z\right)} \tag{4.2.3}
\end{equation*}
$$

where, $E_{i}(\bar{k})$ loosely represents the strength of the plane wave with wave vector $\bar{k}$ in the expansion. If the incident field is a single plane wave of $\bar{E}_{i}(\bar{r})=\hat{e}_{i} e^{i\left(\bar{k}_{i \perp} \cdot \bar{r}_{\perp}-k_{i z} z\right)}$ with definite wave vector $\bar{k}_{i}$, then

$$
\begin{equation*}
\bar{E}_{i}(\bar{r})=\hat{e}_{i} e^{i\left(\bar{k}_{i \perp} \cdot \bar{r}_{\perp}-k_{i z} z\right)}=\int \mathrm{d} \bar{k}_{\perp} \hat{e}_{i} \delta\left(\bar{k}_{i \perp}-\bar{k}_{\perp}\right) e^{i\left(k_{i \perp} \cdot \bar{r}_{\perp}-k_{i z} z\right)} \tag{4.2.4}
\end{equation*}
$$

and spectrum of the incident field becomes,

$$
\begin{equation*}
\bar{E}_{i n c}(\bar{k})=\hat{e}_{i} \delta\left(\bar{k}_{i \perp}-\bar{k}_{\perp}\right) \tag{4.2.5}
\end{equation*}
$$

If incident field originated from a dipole source in $\hat{\alpha}$ direction at $\bar{r}_{0}=\left(0,0, z_{0}\right)$, we should solve the wave equation to obtain the incident field,

$$
\begin{equation*}
\nabla \times \nabla \times \bar{E}_{i}(\bar{r})-k^{2} \bar{E}_{i}(\bar{r})=i k \eta I l \hat{\alpha} \delta\left(\bar{r}_{\perp}\right) \delta\left(z-z_{0}\right) \tag{4.2.6}
\end{equation*}
$$

The incident field that satisfies the above vector wave equation, can be obtained by the dyadic Green's function of free space $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)$ that satisfies the same vector wave equation (and radiation condition at infinity)

$$
\begin{equation*}
\bar{E}(\bar{r})=i k \eta I l \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \hat{\alpha} \tag{4.2.7}
\end{equation*}
$$

Since we are interested in plane wave expansion of the incident field, we can use plane wave expansion of the dyadic Green's function. If we assume that the source is radiating to the region of interest from above (like satellite), for $z<z^{\prime}$ we have

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2(2 \pi)^{2}} \int \frac{1}{k_{z}} \mathrm{~d} k_{\perp}\left[\hat{h}\left(-k_{z}\right) \hat{h}\left(-k_{z}\right)+\hat{e}\left(-k_{z}\right) \hat{e}\left(-k_{z}\right)\right] e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)-i k_{z}\left(z-z^{\prime}\right)} \tag{4.2.8}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\bar{E}_{i}(\bar{r})=-\frac{k \eta I l}{2(2 \pi)^{2}} \int \frac{1}{k_{z}} \mathrm{~d} k_{\perp}\left[\hat{h}\left(-k_{z}\right) \hat{h}\left(-k_{z}\right)+\hat{e}\left(-k_{z}\right) \hat{e}\left(-k_{z}\right)\right] \cdot \hat{\alpha} e^{i \bar{k}_{\perp} \cdot \bar{r}_{\perp}-i k_{z}\left(z-z_{0}\right)} \tag{4.2.9}
\end{equation*}
$$

Comparing (4.2.9) with the original expansion of (4.2.3), spectral representation of the incident field can be identified as

$$
\begin{equation*}
\bar{E}_{i}(\bar{k})=-\frac{k \eta I l}{2(2 \pi)^{2}} \frac{1}{k_{z}}\left[\hat{h}\left(-k_{z}\right) \hat{h}\left(-k_{z}\right)+\hat{e}\left(-k_{z}\right) \hat{e}\left(-k_{z}\right)\right] \cdot \hat{\alpha} e^{i k_{z} z_{0}} \tag{4.2.10}
\end{equation*}
$$

For example if we have a horizontal dipole aligned along $\hat{\alpha}=\hat{x}$, the TE and TM components of the incident field spectrum are proportional to

$$
\begin{align*}
& \hat{e}\left(-k_{z}\right) \cdot \hat{x}=\frac{1}{k_{\rho}}\left(\hat{x} k_{y}-\hat{y} k_{x}\right) \cdot \hat{x}=\frac{k_{y}}{k_{\rho}}  \tag{4.2.11}\\
& \hat{h}\left(-k_{z}\right) \cdot \hat{x}=\left[\frac{k_{z}}{k k_{\rho}}\left(\hat{x} k_{x}+\hat{y} k_{y}\right)+\frac{k_{\rho}}{k} \hat{z}\right] \cdot \hat{x}=\frac{k_{x} k_{z}}{k k_{\rho}}
\end{align*}
$$

Note that a horizontal dipole produce both TM and TE polarizations. Using (4.2.11) in (4.2.10) results in

$$
\begin{equation*}
\bar{E}_{i}(\bar{k})=-\frac{k \eta I l}{2(2 \pi)^{2}} \frac{e^{i k_{z} z_{0}}}{k_{z}}\left[\frac{k_{x} k_{z}}{k k_{\rho}} \hat{h}\left(-k_{z}\right)+\frac{k_{y}}{k_{\rho}} \hat{e}\left(-k_{z}\right)\right] \tag{4.2.12}
\end{equation*}
$$

On the other hand, a vertical dipole (z-directed) only radiates vertical polarized (TM) electric field.

### 4.3 Integral Equation for the Surface Fields

In this section, we formulate the problem using integral equation in terms of the electric and magnetic surface currents on the interfaces. We assume the electric and magnetic fields over the boundaries and according to the Extinction theorem, the surface currents should satisfy certain constraints from where the surface currents can be obtained.

### 4.3.1 Extinction of Downward Propagating Wave in region 1

According to the extinction theorem, the incident wave propagating in region 1 with the wave number $k_{1}$ cannot be present in other regions as it is not solution of the Maxwell's equations. Therefore, a set of surface current should exist over the dielectric boundary such that upon propagation with region 1 Green's function cancel the incident field in other regions. Mathematically [47, 52],

$$
\begin{equation*}
\bar{E}_{i n c}(\bar{r})+\int_{S_{1}} \mathrm{~d} S^{\prime}\left\{i k_{1} \eta_{1} \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{1} \times \bar{H}_{1}\left(\bar{r}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{1} \times \bar{E}_{1}\left(\bar{r}^{\prime}\right)\right]\right\}=0, z<f_{1}\left(\bar{r}_{\perp}\right) \tag{4.3.1}
\end{equation*}
$$

where, $\bar{E}_{1}(\bar{r})$ and $\bar{H}_{1}(\bar{r})$ are electromagnetic fields in the region $1, \hat{n}_{1}$ is the unit normal to the boundary (that points into region 1 ), and $\bar{G}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)$ is the free space dyadic Green's function (that satisfies the radiation condition at infinity) in region 1, i.e. with wave number $k_{1}=\omega \sqrt{\mu_{1} \varepsilon_{1}}$. In the above integral equation the unknowns are tangential electric and magnetic fields at the boundary $z=f_{1}(x, y)$. Here, the surface fields are unambiguously defined as the boundary condition on the tangential electromagnetic fields of region 1 and 2 requires that

$$
\begin{align*}
& \hat{n}_{1} \times \bar{E}_{1}\left(\bar{r}^{\prime}\right)=\hat{n}_{1} \times \bar{E}_{2}\left(\bar{r}^{\prime}\right)  \tag{4.3.2}\\
& \hat{n}_{1} \times \bar{H}_{1}\left(\bar{r}^{\prime}\right)=\hat{n}_{1} \times \bar{H}_{2}\left(\bar{r}^{\prime}\right)
\end{align*}
$$

Defining the surface field variables of $\bar{a}_{1}(x, y)$ and $\bar{b}_{1}(x, y)$ over the boundary in terms of region 1 tangential fields according to

$$
\begin{align*}
& \bar{a}_{1}(x, y) \mathrm{d} x^{\prime} \mathrm{d} y^{\prime}=\hat{n}_{1} \times \eta_{1} \bar{H}_{1}\left(\bar{r}^{\prime}\right) \mathrm{d} S^{\prime}  \tag{4.3.3}\\
& \bar{b}_{1}(x, y) \mathrm{d} x^{\prime} \mathrm{d} y^{\prime}=\hat{n}_{1} \times \bar{E}_{1}\left(\bar{r}^{\prime}\right) \mathrm{d} S^{\prime}
\end{align*}
$$

Note that Using this definition, both unknown fields $\bar{a}_{1}(x, y)$ and $\bar{b}_{1}(x, y)$ have dimension of the electric field. Second, the measure of integration is changed from the general surface element $\mathrm{d} S$ to the Cartesian surface element $\mathrm{d} x \mathrm{~d} y$ that simplifies dealing with the surface Jacobian. The statement of the extinction theorem in terms of the ne surface field variables can be written as

$$
\begin{equation*}
\bar{E}_{\text {inc }}(\bar{r})+\int \mathrm{d} \bar{r}_{\perp}^{\prime}\left\{i k_{1} \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{a}_{1}\left(\bar{r}_{\perp}^{\prime}\right)+\nabla \times \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{b}_{1}\left(\bar{r}_{\perp}^{\prime}\right)\right\}=0, z<f_{1}\left(\bar{r}_{\perp}\right) \tag{4.3.4}
\end{equation*}
$$

where $\bar{r}_{\perp}=(x, y)$. Assuming the observation point is placed somewhere below the boundary surface such that $z<f_{1}\left(\bar{r}_{\perp}\right)$ for all values of $\bar{r}_{\perp}\left(z<\min _{\bar{r}_{\perp}} f_{1}\left(\bar{r}_{\perp}\right)\right)$, we can expand the dyadic Green's function under condition $z<z^{\prime}$ in spectral domain (see Appendix B) as

$$
\begin{equation*}
\overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2(2 \pi)^{2}} \int \mathrm{~d} k_{\perp} \frac{1}{k_{1 z}}\left[\hat{e}\left(-k_{1 z}\right) \hat{e}\left(-k_{1 z}\right)+\hat{h}\left(-k_{1 z}\right) \hat{h}\left(-k_{1 z}\right)\right] e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)-i k_{1 z}\left(z-z^{\prime}\right)} \tag{4.3.5}
\end{equation*}
$$

Notice that here the observation point is restricted to always be below the source location (which is on the surface). Only under this condition the spectral expansion of (4.3.5) is valid. The integral equation of (4.3.4) is not a surface integral equation as the observation point is not on the boundary surface. The observation point is placed on an extension of the boundary surface, not itself. That is why the integral equation formulation of (4.3.4) sometimes is called Extended Boundary Condition Method (EBCM). Within EBCM, in order to use the spectral expansion of the dyadic Green's function, a definite direction for radiation of the surface field is taken (for (4.3.5) it is downward) which means that counter propagating wave are neglected. The EBCM is closely related to the Rayleigh Hypothesis about the scattering from a surface. According to the Rayleigh hypothesis, the scattered field from a surface can be written in terms of a linear combination of upward propagating waves in that region. As it is clear, the properties of the surface can be in such a way that allows for the backward wave toward the surface, like a shadowed surface and Rayleigh hypothesis is not correct in general. However, if we put an upper limit on the slop of the surface, then the backwards scattered wave toward the surface is unlikely or if it happens the effect would be negligible. It can be shown that the Rayleigh hypothesis and extended boundary condition method are equivalent formulations that results in the same answer for scattering from the rough interfaces. However, since we consider the problem with small height and slope, the extended boundary condition formulation would be highly dependable.

Going back to the extinction relation (4.3.4), we also need to determine the expression of $\nabla \times \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)$. By operating $\nabla \times$ on both sides of (4.3.5), utilizing that plane waves are eigenvectors of the $\nabla$,

$$
\begin{equation*}
\nabla \times\left\{\hat{e}\left(-k_{1 z}\right) \hat{e}\left(-k_{1 z}\right) e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)-i k_{1 z}\left(z-z^{\prime}\right)}\right\}=i \bar{K}_{1} \times\left\{\hat{e}\left(-k_{1 z}\right) \hat{e}\left(-k_{1 z}\right) e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)-i k_{1 z}\left(z-z^{\prime}\right)}\right\} \tag{4.3.6}
\end{equation*}
$$

and using the definition of the polarization unit vectors (Chapter 1 ) it can be written as

$$
\begin{equation*}
\nabla \times \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)=-\frac{1}{2(2 \pi)^{2}} \int \mathrm{~d} k_{\perp} \frac{k_{1}}{k_{1 z}}\left[-\hat{h}\left(-k_{1 z}\right) \hat{e}\left(-k_{1 z}\right)+\hat{e}\left(-k_{1 z}\right) \hat{h}\left(-k_{1 z}\right)\right] e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)-i k_{1 z}\left(z-z^{\prime}\right)} \tag{4.3.7}
\end{equation*}
$$

Where $\bar{K}_{1}=k_{1 x} \hat{x}+k_{1 y} \hat{y}-k_{1 z} \hat{z}$ is the wave vector of a downward propagating wave in region 0 . For the upward and downward propagating plane waves, the triplets $\left\{\hat{h}\left(k_{1 z}\right), \hat{e}\left(k_{1 z}\right), \hat{k}_{1}\right\}$ and $\left\{\hat{h}\left(-k_{1 z}\right), \hat{e}\left(-k_{1 z}\right), \hat{K}_{1}\right\}$ constitute a right handed orthogonal unit vectors, respectively. Inserting the Green's function and its derivative expansions into the extinction relation of the incident field and noting that the plane waves with different values of $\bar{k}_{\perp}$ are orthogonal and in turn independent, we arrive at

$$
\begin{align*}
\bar{E}_{i n c}(\bar{k}) & -\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{e}\left(-k_{1 z}\right) \hat{e}\left(-k_{1 z}\right) \cdot \frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} \bar{a}_{1}\left(\bar{r}_{\perp}^{\prime}\right) e^{-i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}^{\prime}-k_{1 z} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)\right)}  \tag{4.3.8}\\
& -\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{h}\left(-k_{1 z}\right) \hat{h}\left(-k_{1 z}\right) \cdot \frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} \bar{a}_{1}\left(\bar{r}_{\perp}^{\prime}\right) e^{-i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}^{\prime}-k_{1 z} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)\right)} \\
& +\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{h}\left(-k_{1 z}\right) \hat{e}\left(-k_{1 z}\right) \cdot \frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} \bar{b}_{1}\left(\bar{r}_{\perp}^{\prime}\right) e^{-i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}^{\prime}-k_{1 z} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)\right)} \\
& -\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{e}\left(-k_{1 z}\right) \hat{h}\left(-k_{1 z}\right) \cdot \frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} \bar{b}_{1}\left(\bar{r}_{\perp}^{\prime}\right) e^{-i\left(\bar{k}_{\perp} \cdot \cdot_{\perp}^{\prime}-k_{1 z} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)\right)}=0
\end{align*}
$$

Here we used the fact that the polarization unit vectors $\hat{e}\left(-k_{z}\right)$ and $\hat{h}\left(-k_{z}\right)$ are not functions of spatial coordinates they can be swept out of the spatial integration. To convert integrals
to the Fourier type integrals and separating the roughness part from that of flat surface, the factor in the integrand can be decomposed to

$$
\begin{equation*}
e^{-i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}^{\prime}-k_{1 z} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)\right)}=e^{-i \bar{k}_{\perp} \cdot \bar{r}_{\perp}^{\prime}}\left[e^{i k_{1 z} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)}-1\right]+e^{-i \bar{k}_{\perp} \cdot \bar{r}_{\perp}^{\prime}} \tag{4.3.9}
\end{equation*}
$$

The first term vanishes for the case of flat surface. Considering a Fourier pair for the surface fields as

$$
\begin{align*}
& \bar{A}_{1}\left(\bar{k}_{\perp}\right)=\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} \bar{a}_{1}\left(\bar{r}_{\perp}^{\prime}\right) e^{-i \bar{k}_{\perp} \cdot \bar{r}_{\perp}^{\prime}}  \tag{4.3.10}\\
& \bar{a}_{1}\left(\bar{r}_{\perp}^{\prime}\right)=\int \mathrm{d} \bar{k}_{\perp}^{\prime} \bar{A}_{1}\left(\bar{k}_{\perp}^{\prime}\right) e^{i \bar{k}_{\perp}^{\prime} \cdot \bar{r}_{\perp}^{\prime}}
\end{align*}
$$

and inserting Fourier transform of the fields in the extinction relation of (4.3.8), it can be written as

$$
\begin{align*}
\bar{E}_{\text {inc }}(\bar{k}) & -\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{e}\left(-k_{1 z}\right) \hat{e}\left(-k_{1 z}\right) \cdot\left\{\bar{A}_{1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}  \tag{4.3.11}\\
& -\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{h}\left(-k_{1 z}\right) \hat{h}\left(-k_{1 z}\right) \cdot\left\{\bar{A}_{1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{1}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& +\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{h}\left(-k_{1 z}\right) \hat{e}\left(-k_{1 z}\right) \cdot\left\{\bar{B}_{1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{1}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& -\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{e}\left(-k_{1 z}\right) \hat{h}\left(-k_{1 z}\right) \cdot\left\{\bar{B}_{1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}=0
\end{align*}
$$

Here, the kernel of integral equation $I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)$ is the scattering potential (in conjunction with the Lippmann-Schwinger equations in quantum scattering) experienced by the downward propagating wave in region 1 in scattering from the first surface and is defined as

$$
\begin{equation*}
I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)=\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} e^{-i\left[\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}+\left(k_{y}-k_{y}^{\prime}\right) y^{\prime}\right]}\left[e^{i k_{1 z} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)}-1\right] \tag{4.3.12}
\end{equation*}
$$

The first subscript shows it is related to the wave propagating (wavenumber) in region 1 and second one stands for the first rough surface. the minus sign shows that it is responsible for a downward propagating wave (respect to $z$ ). Note that if interface $z=f_{1}(x, y)$ is a flat surface at $z=0$, the scattering potential is equal to zero.

Equation 4.3 .11 is a vector equation for vector unknowns $\bar{A}_{1}$ and $\bar{B}_{1}$. However, it cannot be solved directly in $\mathbb{R}^{3}$ as it contains only two independent equation. Although unknown surface fields have a representation in 3 dimension, they are really 2D objects. Therefore, solving (4.3.11) directly in $\mathbb{R}^{3}$ is not possible. We can obtain the scalar components by projecting the equation on the unit vectors $\hat{e}\left(-k_{1 z}\right)$ and $\hat{h}\left(-k_{1 z}\right)$. For TE and TM components of the extinction equation, (4.3.11) should be pre-multiplied by polarization unit vectors to get two scalar integral equations,

$$
\begin{align*}
\hat{e}\left(-k_{1 z}\right) \cdot \tilde{\bar{E}}_{\text {inc }}\left(\bar{k}_{\perp}\right) & -\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{e}\left(-k_{1 z}\right) \cdot\left\{\bar{A}_{1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}  \tag{4.3.13}\\
& -\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{h}\left(-k_{1 z}\right) \cdot\left\{\bar{B}_{1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}=0
\end{align*}
$$

$$
\begin{align*}
\hat{h}\left(-k_{1 z}\right) \cdot \tilde{\bar{E}}_{\text {inc }}\left(\bar{k}_{\perp}\right)- & \frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{h}\left(-k_{1 z}\right) \cdot\left\{\bar{A}_{1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}  \tag{4.3.14}\\
& +\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{e}\left(-k_{1 z}\right) \cdot\left\{\bar{B}_{1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}=0
\end{align*}
$$

In order to extract scalar components of the surface fields, we can use another right handed set of unit vector in the spectral domain $\left\{\hat{p}\left(\bar{k}_{\perp}\right), \hat{q}\left(\bar{k}_{\perp}\right), \hat{z}\right\}$ that are defined at any point $\bar{k}_{\perp}=\left(k_{x}, k_{y}\right)$ as

$$
\begin{align*}
& \hat{p}\left(\bar{k}_{\perp}\right)=\frac{k_{x} \hat{x}+k_{y} \hat{y}}{k_{\perp}}  \tag{4.3.15}\\
& \hat{p}\left(\bar{k}_{\perp}\right)=\frac{-k_{y} \hat{x}+k_{x} \hat{y}}{k_{\perp}}
\end{align*}
$$

Inserting a unit dyad $\overline{\bar{I}}=\hat{p}\left(\bar{k}_{\perp}\right) \hat{p}\left(\bar{k}_{\perp}\right)+\hat{q}\left(\bar{k}_{\perp}\right) \hat{q}\left(\bar{k}_{\perp}\right)+\hat{z} \hat{z}$ between the dot products results in a set of scalar integral equations for scalar surface fields unknowns,

$$
\begin{align*}
& \begin{aligned}
& \hat{e}\left(-k_{1 z}\right) \cdot \tilde{\bar{E}}_{\text {inc }}\left(\bar{k}_{\perp}\right)-\frac{1}{2} \frac{k_{1}}{k_{1 z}}\left\{A_{1 q}\left(\bar{k}_{\perp}\right)+\right. \int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{e}\left(-k_{1 z}\right) \cdot \hat{p}\left(\bar{k}_{\perp}^{\prime}\right) A_{1 p}\left(\bar{k}_{\perp}^{\prime}\right) \\
&\left.+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{e}\left(-k_{1 z}\right) \cdot \hat{q}\left(\bar{k}_{\perp}^{\prime}\right) A_{1 q}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
&-\frac{1}{2} \frac{k_{1}}{k_{1 z}}\left\{\frac{k_{1 z}}{k_{1}} B_{1 p}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{1}} B_{1 z}\left(\bar{k}_{\perp}\right)\right. \\
&+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{h}\left(-k_{1 z}\right) \cdot \hat{p}\left(\bar{k}_{\perp}^{\prime}\right) B_{1 p}\left(\bar{k}_{\perp}^{\prime}\right) \\
&+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{h}\left(-k_{1 z}\right) \cdot \hat{q}\left(\bar{k}_{\perp}^{\prime}\right) B_{1 q}\left(\bar{k}_{\perp}^{\prime}\right) \\
&\left.+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{h}\left(-k_{1 z}\right) \cdot \hat{z} B_{1 z}\left(\bar{k}_{\perp}^{\prime}\right)\right\}=0
\end{aligned}  \tag{4.3.16}\\
& \begin{aligned}
& \hat{h}\left(-k_{1 z}\right) \cdot \tilde{E}_{\text {inc }}\left(\bar{k}_{\perp}\right)-\frac{1}{2} \frac{k_{1}}{k_{1 z}}\left\{\frac{k_{1 z}}{k_{1}} A_{1 p}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{1}} A_{1 z}\left(\bar{k}_{\perp}\right)\right. \\
&+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{h}\left(-k_{1 z}\right) \cdot \hat{p}\left(\bar{k}_{\perp}^{\prime}\right) A_{1 p}\left(\bar{k}_{\perp}^{\prime}\right) \\
&+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{h}\left(-k_{1 z}\right) \cdot \hat{q}\left(\bar{k}_{\perp}^{\prime}\right) A_{1 q}\left(\bar{k}_{\perp}^{\prime}\right) \\
&\left.+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{h}\left(-k_{1 z}\right) \cdot \hat{z} A_{1 z}\left(\bar{k}_{\perp}^{\prime}\right)\right\}
\end{aligned} \\
&++\frac{1}{2} \frac{k_{1}}{k_{1 z}}\left\{B_{1 q}\left(k_{x}, k_{y}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{e}\left(-k_{1 z}\right) \cdot \hat{p}\left(\bar{k}_{\perp}^{\prime}\right) B_{1 p}\left(\bar{k}_{\perp}^{\prime}\right)\right. \\
&\left.+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{11}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{e}\left(-k_{1 z}\right) \cdot \hat{q}\left(\bar{k}_{\perp}^{\prime}\right) B_{1 q}\left(\bar{k}_{\perp}^{\prime}\right)\right\}=0
\end{align*}
$$

Notice that the surface field vectors $\bar{A}$ and $\bar{B}$ are essentially 2 dimensional objects in the coordinate system that is attached to the surface and changing from a point to others.

However, here we used three components to describe them in another coordinate system but it is still a 2 dimensional object. Therefore, all three components cannot be independent and this is indeed the case. Since these are tangential surface fields, $\hat{n}_{1} \cdot \bar{A}_{1}=\hat{n}_{1} \cdot \bar{B}_{1}=0$ and this provides another description to the extinction equations to have a consistent system. Equivalently, one may use the orthogonality condition for the spatial fields $\hat{n}_{1} \cdot \bar{a}_{1}\left(\bar{r}_{\perp}\right)=$ $\hat{n}_{1} \cdot \bar{b}_{1}\left(\bar{r}_{\perp}\right)=0$ to write

$$
\begin{equation*}
\frac{\hat{z}-\nabla_{\perp} f_{1}\left(\bar{r}_{\perp}\right)}{\sqrt{1+\left|\nabla_{\perp} f_{1}\right|^{2}}} \cdot \bar{a}_{1}(\bar{r})=0 \tag{4.3.18}
\end{equation*}
$$

or

$$
\begin{equation*}
\bar{a}_{1}\left(\bar{r}_{\perp}\right) \cdot \hat{z}=\nabla_{\perp} f_{1}\left(\bar{r}_{\perp}\right) \cdot \bar{a}_{1}\left(\bar{r}_{\perp}\right) \tag{4.3.19}
\end{equation*}
$$

that yields the $z$-component in terms of the transverse components of the surface fields. Therefore, each surface field vector brings two scalar unknowns into the system of equations. Equation. 4.3.19 can be transformed to the spectral domain to get

$$
\begin{equation*}
\bar{A}_{1}\left(\bar{k}_{\perp}\right) \cdot \hat{z}=\int \mathrm{d} \bar{k}_{\perp} i\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \bar{A}_{1}\left(\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \tag{4.3.20}
\end{equation*}
$$

where, $F_{1}\left(\bar{k}_{\perp}\right)$ is the Fourier transform of the boundary surface.

### 4.3.2 Extinction of Upward Propagating Wave in Region $m$

Similar to the extinction of the wave in region 1, the extinction theorem for the wave propagating in region $m$ can be written as

$$
\begin{align*}
0= & -\oint_{\partial V_{m}} \mathrm{~d} S^{\prime}\left\{i k_{m} \eta_{m} \overline{\bar{G}}_{m}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{H}_{m}\left(\bar{r}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{m}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot\left[\hat{n}^{\prime} \times \bar{E}_{m}\left(\bar{r}^{\prime}\right)\right]\right\}  \tag{4.3.21}\\
= & -\int_{S_{m-1}} \mathrm{~d} S^{\prime}\left\{i k_{m} \eta_{m} \overline{\bar{G}}_{m}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{m-1}^{\prime} \times \bar{H}_{m}\left(\bar{r}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{m}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot\left[\hat{n}_{m-1}^{\prime} \times \bar{E}_{m}\left(\bar{r}^{\prime}\right)\right]\right\} \\
& +\int_{S_{m}} \mathrm{~d} S^{\prime}\left\{i k_{m} \eta_{m} \overline{\bar{G}}_{m}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{m}^{\prime} \times \bar{H}_{m}\left(\bar{r}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{m}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot\left[\hat{n}_{m}^{\prime} \times \bar{E}_{m}\left(\bar{r}^{\prime}\right)\right]\right\}
\end{align*}
$$

Here, $\overline{\bar{G}}_{m}$ is the dyadic Green's function in region $m, S_{m}$ and $S_{m-1}$ are the lower and upper boundary surfaces of region $m$ and $\hat{n}_{m}$ is the unit normal to the surface $S_{m}$ that has a positive component along $z$. Over the boundary at $z=-d_{m-1}+f_{m-1}(x, y)$, we can define the surface fields in terms of region $m-1$ fields (surface fields are continuous across the boundary)

$$
\begin{align*}
\mathrm{d} S^{\prime} \hat{n}_{m}^{\prime} \times \eta_{m-1} \bar{H}_{m}\left(\bar{r}^{\prime}\right) & =\mathrm{d} S^{\prime} \eta_{m-1} \hat{n}_{m-1}^{\prime} \times \bar{H}_{m-1}\left(\bar{r}^{\prime}\right)=\mathrm{d} x^{\prime} \mathrm{d} y^{\prime} \bar{a}_{m-1}\left(x^{\prime}, y^{\prime}\right)  \tag{4.3.22}\\
\mathrm{d} S^{\prime} \hat{n}_{m}^{\prime} \times \bar{E}_{m}\left(\bar{r}^{\prime}\right) & =\mathrm{d} S^{\prime} \hat{n}_{m-1}^{\prime} \times \bar{E}_{m-1}\left(\bar{r}^{\prime}\right)=\mathrm{d} x^{\prime} \mathrm{d} y^{\prime} \bar{b}_{m-1}\left(x^{\prime}, y^{\prime}\right)
\end{align*}
$$

and for second boundary of $z=-d_{m}+f_{m}(x, y)$ we use region $m$ fields to define the surface field variables as

$$
\begin{align*}
\mathrm{d} S^{\prime} \hat{n}_{m}^{\prime} \times \eta_{m} \bar{H}_{m}\left(\bar{r}^{\prime}\right) & =\mathrm{d} x^{\prime} \mathrm{d} y^{\prime} \bar{a}_{m}\left(x^{\prime}, y^{\prime}\right)  \tag{4.3.23}\\
\mathrm{d} S^{\prime} \hat{n}_{m}^{\prime} \times \bar{E}_{m}\left(\bar{r}^{\prime}\right) & =\mathrm{d} x^{\prime} \mathrm{d} y^{\prime} \bar{b}_{m}\left(x^{\prime}, y^{\prime}\right)
\end{align*}
$$

Note that unit normal vectors for the upper and lower boundaries are different but we include their differences as a part of unknown surface fields. Also for Non-magnetic material case $k \eta=k_{m} \eta_{m}=k_{m-1} \eta_{m-1}=\omega \mu$, so that the integral equation (4.3.21) becomes

$$
\begin{align*}
0= & \left.-\int_{S_{m-1}} \mathrm{~d} \bar{r}_{\perp}^{\prime}\left\{i k_{m-1} \overline{\bar{G}}_{m}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{a}_{m-1}\left(\bar{r}_{\perp}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{m}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot \bar{b}_{m-1}\left(\bar{r}_{\perp}^{\prime}\right)\right\}  \tag{4.3.24}\\
& +\int_{S_{m}} \mathrm{~d} \bar{r}_{\perp}^{\prime}\left\{i k_{m} \overline{\bar{G}}_{m}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{a}_{m}\left(\bar{r}_{\perp}^{\prime}\right)+\nabla \times \overline{\bar{G}}_{m}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot \bar{b}_{m}\left(\bar{r}_{\perp}^{\prime}\right)\right\}
\end{align*}
$$

For the wave that goes up to the upper regions, i.e. the observation point placed in the upper regions always $z>z^{\prime}$ and we can expand the dyadic Green's function in region $m$ as

$$
\begin{equation*}
\overline{\bar{G}}_{m}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2(2 \pi)^{2}} \int \frac{1}{k_{m z}} \mathrm{~d} \bar{k}_{\perp}\left[\hat{e}\left(k_{m z}\right) \hat{e}\left(k_{m z}\right)+\hat{h}\left(k_{m z}\right) \hat{h}\left(k_{m z}\right)\right] e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)+i k_{m z}\left(z-z^{\prime}\right)} \tag{4.3.25}
\end{equation*}
$$

Substituting the Green's function and its derivative into the integral equation (4.3.24), utilizing independence of the plane waves at different points, and introducing the Fourier transform of the surface fields, the integral equation can be written as

$$
\begin{align*}
& +\frac{1}{2} \frac{k_{m-1}}{k_{m z}} e^{i k_{m z} d_{m-1}}\left[\hat{e}\left(k_{m z}\right) \hat{e}\left(k_{m z}\right)\right] \cdot\left\{\bar{A}_{m-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m, m-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{m-1}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& +\frac{1}{2} \frac{k_{m-1}}{k_{m z}} e^{i k_{m z} d_{m-1}}\left[\hat{h}\left(k_{m z}\right) \hat{h}\left(k_{m z}\right)\right] \cdot\left\{\bar{A}_{m-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m, m-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{m-1}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& +\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m-1}}\left[-\hat{h}\left(k_{m z}\right) \hat{e}\left(k_{m z}\right)\right] \cdot\left\{\bar{B}_{m-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m, m-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{m-1}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& +\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m-1}\left[\hat{e}\left(k_{m z}\right) \hat{h}\left(k_{m z}\right)\right] \cdot\left\{\bar{B}_{m-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m, m-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{m-1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}}\left[\hat{e}\left(k_{m z}\right) \hat{e}\left(k_{m z}\right)\right] \cdot\left\{\bar{A}_{m}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m m}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{m}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}\left[\hat{h}\left(k_{m z}\right) \hat{h}\left(k_{m z}\right)\right] \cdot\left\{\bar{A}_{m}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m m}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{m}\left(\bar{k}_{\perp}^{\prime}\right)\right\}} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}\left[-\hat{h}\left(k_{m z}\right) \hat{e}\left(k_{m z}\right)\right] \cdot\left\{\bar{B}_{m}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m m}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{m}\left(\bar{k}_{\perp}^{\prime}\right)\right\}} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}\left[\hat{e}\left(k_{m z}\right) \hat{h}\left(k_{m z}\right)\right] \cdot\left\{\bar{B}_{m}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m m}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{m}\left(\bar{k}_{\perp}^{\prime}\right)\right\}=0} \tag{4.3.26}
\end{align*}
$$

Where different scattering potentials for presence of roughness at $(m-1)$ and $m$-th boundary are defined through,

$$
\begin{align*}
I_{m m}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) & =\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} e^{-i\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \bar{r}_{\perp}^{\prime}}\left[e^{-i k_{m z} f_{m}\left(\bar{r}_{\perp}^{\prime}\right)}-1\right]  \tag{4.3.27}\\
I_{m, m-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) & =\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} e^{-i\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \bar{r}_{\perp}^{\prime}}\left[e^{-i k_{m z} f_{m-1}\left(\bar{r}_{\perp}^{\prime}\right)}-1\right]
\end{align*}
$$

The first subscript stands for wave propagating in region $m$ (with wavenumber $k_{m}$ ) and second one label the boundary ( $m-1$ for the upper surface and $m$ for the lower surface), and plus sign is also for upward propagating wave. Similar to the region1 case, (4.3.26) can be projected over the TE and TM polarization unit vectors in region $m$ to get two sets of
scalar equations but still for vector unknowns.

$$
\begin{align*}
& +\frac{1}{2} \frac{k_{m-1}}{k_{m z}} e^{i k_{m z} d_{m-1}}\left\{\hat{e}\left(k_{m z}\right) \cdot \bar{A}_{m-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} \hat{e}\left(k_{m z}\right) \cdot \bar{A}_{m-1}\left(\bar{k}_{\perp}^{\prime}\right) I_{m, m-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)\right\} \\
& +\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m-1}}\left\{\hat{h}\left(k_{m z}\right) \cdot \bar{B}_{m-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} \hat{h}\left(k_{m z}\right) \cdot \bar{B}_{m-1}\left(\bar{k}_{\perp}^{\prime}\right) I_{m, m-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)\right\} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}}\left\{\hat{e}\left(k_{m z}\right) \cdot \bar{A}_{m}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} \hat{e}\left(k_{m z}\right) \cdot \bar{A}_{m}\left(\bar{k}_{\perp}^{\prime}\right) I_{m m}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)\right\} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}}\left\{\hat{h}\left(k_{m z}\right) \cdot \bar{B}_{m}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} \hat{h}\left(k_{m z}\right) \cdot \bar{B}_{m}\left(\bar{k}_{\perp}^{\prime}\right) I_{m m}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)\right\}=0  \tag{4.3.28}\\
& +\frac{1}{2} \frac{k_{m-1}}{k_{m z}} e^{i k_{m z} d_{m-1}}\left\{\hat{h}\left(k_{m z}\right) \cdot \bar{A}_{m-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} \hat{h}\left(k_{m z}\right) \cdot \bar{A}_{m-1}\left(\bar{k}_{\perp}^{\prime}\right) I_{m, m-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)\right\} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m-1}}\left\{\hat{e}\left(k_{m z}\right) \cdot \bar{B}_{m-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} \hat{e}\left(k_{m z}\right) \cdot \bar{B}_{m-1}\left(\bar{k}_{\perp}^{\prime}\right) I_{m, m-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)\right\} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}}\left\{\hat{h}\left(k_{m z}\right) \cdot \bar{A}_{m}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} \hat{h}\left(k_{m z}\right) \cdot \bar{A}_{m}\left(\bar{k}_{\perp}^{\prime}\right) I_{m m}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)\right\} \\
& +\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}}\left\{\hat{e}\left(k_{m z}\right) \cdot \bar{B}_{m}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} \hat{e}\left(k_{m z}\right) \cdot \bar{B}_{m}\left(\bar{k}_{\perp}^{\prime}\right) I_{m m}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)\right\}=0 \tag{4.3.29}
\end{align*}
$$

In addition, expansion of the surface field in terms of the $p q$ unit vectors provides the scalar equations for scalar unknowns.

### 4.3.3 Extinction of Downward Propagating Wave in Region $m$

The extinction relation here is the same as the case of Downward propagating wave in region $m$ of (4.3.21). The only difference is that here the observation point is placed in below regions such that always $z<z^{\prime}$ where $z^{\prime}$ is the $z$-component of the location of the surface source reside on both surfaces $S_{m}$ and $S_{m-1}$. The dyadic Green's function can be expanded in spectral domain as a superposition of downward propagating plane waves

$$
\begin{equation*}
\overline{\bar{G}}_{m}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2(2 \pi)^{2}} \int \frac{1}{k_{m z}} \mathrm{~d} \bar{k}_{\perp}\left[\hat{e}\left(-k_{m z}\right) \hat{e}\left(-k_{m z}\right)+\hat{h}\left(-k_{m z}\right) \hat{h}\left(-k_{m z}\right)\right] e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)-i k_{m z}\left(z-z^{\prime}\right)} \tag{4.3.30}
\end{equation*}
$$

Following similar procedure as upward propagating case, we can obtain TE and TM scalar integral equations for the surface fields. the TE part of the integral equation reads,

$$
\begin{align*}
& +\frac{1}{2} \frac{k_{m-1}}{k_{m z}} e^{-i k_{m z} d_{m-1}} \hat{e}\left(-k_{m z}\right) \cdot\left\{\bar{A}_{m-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m, m-1}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{m-1}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& +\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m-1}} \hat{h}\left(-k_{m z}\right) \cdot\left\{\bar{B}_{m-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m, m-1}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{m-1}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m}} \hat{e}\left(-k_{m z}\right) \cdot\left\{\bar{A}_{m}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m m}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{m}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m}} \hat{h}\left(-k_{m z}\right) \cdot\left\{\bar{B}_{m}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m m}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{m}\left(\bar{k}_{\perp}^{\prime}\right)\right\}=0 \tag{4.3.31}
\end{align*}
$$

whereas for TM part,

$$
\begin{align*}
& +\frac{1}{2} \frac{k_{m-1}}{k_{m z}} e^{-i k_{m z} d_{m-1}} \hat{h}\left(-k_{m z}\right) \cdot\left\{\bar{A}_{m-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m, m-1}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{m-1}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m-1}} \hat{e}\left(-k_{m z}\right) \cdot\left\{\bar{B}_{m-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m, m-1}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{m-1}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m}} \hat{h}\left(-k_{m z}\right) \cdot\left\{\bar{A}_{m}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m m}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{m}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& +\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m}} \hat{e}\left(-k_{m z}\right) \cdot\left\{\bar{B}_{m}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{m m}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{m}\left(\bar{k}_{\perp}^{\prime}\right)\right\}=0 \tag{4.3.32}
\end{align*}
$$

Here, the relevant scattering potentials are $I_{m, m-1}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)$ and $I_{m, m}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)$ which are defined through,

$$
\begin{align*}
I_{m, m-1}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) & =\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} e^{-i\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \bar{r}_{\perp}^{\prime}}\left[e^{i k_{m z} f_{m-1}\left(\bar{r}_{\perp}^{\prime}\right)}-1\right]  \tag{4.3.33}\\
I_{m, m}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) & =\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} e^{-i\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \bar{r}_{\perp}^{\prime}}\left[e^{i k_{m z} f_{m}\left(\bar{r}_{\perp}^{\prime}\right)}-1\right]
\end{align*}
$$

### 4.3.4 Extinction of Upward Propagating Wave in Region $N$

The statement of the extinction theorem applied to the last half space is given by (the minus sign is due to the way of selecting the normal vector pointing upward over the last interface)

$$
\begin{align*}
-\int_{\partial V_{N}} \mathrm{~d} S^{\prime}\left\{i k_{N} \eta_{N}\right. & \overline{\bar{G}}_{N}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{N}^{\prime} \times \bar{H}_{N}\left(\bar{r}^{\prime}\right)\right]  \tag{4.3.34}\\
& \left.+\nabla \times \overline{\bar{G}}_{N}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{N}^{\prime} \times \bar{E}_{N}\left(\bar{r}^{\prime}\right)\right]\right\}= \begin{cases}\bar{E}_{N}(\bar{r}) & \bar{r} \in \text { region N } \\
0 & \bar{r} \notin \text { region N }\end{cases}
\end{align*}
$$

where $\partial V_{N}$ is the last rough boundary described with equation $z=-d_{N-1}+f_{N-1}(x, y)$. In order maintain number of unknown surface fields such that (4.3.34) does not introduce a new surface field variable, we define surface fields in terms of region $N-1$ fields and noting that for non-magnetic mediums $k_{N} \eta_{N}=k_{N-1} \eta_{N-1}$, on the last boundary

$$
\begin{align*}
\mathrm{d} S^{\prime} \hat{n}_{N}^{\prime} \times \eta_{N-1} \bar{H}_{N-1}\left(\bar{r}^{\prime}\right) & =\mathrm{d} x^{\prime} \mathrm{d} y^{\prime} \bar{a}_{N-1}\left(x^{\prime}, y^{\prime}\right)  \tag{4.3.35}\\
\mathrm{d} S^{\prime} \hat{n}_{N}^{\prime} \times \bar{E}_{N-1}\left(\bar{r}^{\prime}\right) & =\mathrm{d} x^{\prime} \mathrm{d} y^{\prime} \bar{b}_{N-1}\left(x^{\prime}, y^{\prime}\right)
\end{align*}
$$

and if the observation point is placed in upper regions such that $z>z^{\prime}$ is always true, the integral equation becomes

$$
\begin{equation*}
\int_{\partial V_{N}} \mathrm{~d} \bar{r}_{\perp}^{\prime}\left\{i k_{N-1} \overline{\bar{G}}_{N}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{a}_{N-1}\left(\bar{r}_{\perp}^{\prime}\right)+\nabla \times \overline{\bar{G}}_{N}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{b}_{N-1}\left(\bar{r}_{\perp}^{\prime}\right)\right\}=0, \quad \bar{r} \notin \text { region } N \tag{4.3.36}
\end{equation*}
$$

Given this condition the Green's function of the last layer can be spectrally expanded as

$$
\begin{equation*}
\overline{\bar{G}}_{N}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2(2 \pi)^{2}} \int \frac{1}{k_{N z}} \mathrm{~d} \bar{k}_{\perp}\left[\hat{e}\left(k_{N z}\right) \hat{e}\left(k_{N z}\right)+\hat{h}\left(k_{N z}\right) \hat{h}\left(k_{N z}\right)\right] e^{i \bar{k}_{\perp}\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)+i k_{N z}\left(z-z^{\prime}\right)} \tag{4.3.37}
\end{equation*}
$$

Following the same procedure as before, the set of TE and TM integral equations becomes,

$$
\begin{align*}
& \frac{1}{2} \frac{k_{N-1}}{k_{N z}}\left\{\hat{e}\left(k_{N z}\right) \cdot \bar{A}_{N-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{N, N-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{e}\left(k_{N z}\right) \cdot \bar{A}_{N-1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}  \tag{4.3.38}\\
& +\frac{1}{2} \frac{k_{N}}{k_{N z}}\left\{\hat{h}\left(k_{N z}\right) \cdot \bar{B}_{N-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{N, N-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{h}\left(k_{N z}\right) \cdot \bar{B}_{N-1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}=0 \\
& +\frac{1}{2} \frac{k_{N-1}}{k_{N z}}\left\{\hat{h}\left(k_{N z}\right) \cdot \bar{A}_{N-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{N, N-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{h}\left(k_{N z}\right) \cdot \bar{A}_{N-1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}  \tag{4.3.39}\\
& -\frac{1}{2} \frac{k_{N}}{k_{N z}}\left\{\hat{e}\left(k_{N z}\right) \cdot \bar{B}_{N-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} I_{N, N-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \hat{e}\left(k_{N z}\right) \cdot \bar{B}_{N-1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}=0
\end{align*}
$$

where the scattering potential $I_{N, N-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)$ for upward propagating wave in region $N$ that scattered from the last boundary is defined as

$$
\begin{equation*}
I_{N, N-1}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)=\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} e^{-i\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \bar{r}_{\perp}^{\prime}}\left[e^{-i k_{N z} f_{N-1}\left(\bar{r}_{\perp}^{\prime}\right)}-1\right] \tag{4.3.40}
\end{equation*}
$$

### 4.4 Scattered and Transmitted Fields

Once we have the surface field quantities, it is possible to compute the scattered field into region 0 . Statement of the Equivalent principle (Extinction theorem) for the first boundary reads

$$
\begin{equation*}
\bar{E}_{\text {inc }}(\bar{r})+\int_{S_{1}} \mathrm{~d} S^{\prime}\left\{i k_{1} \eta_{1} \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{1}^{\prime} \times \bar{H}_{1}\left(\bar{r}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{1}^{\prime} \times \bar{E}_{1}\left(\bar{r}^{\prime}\right)\right]\right\}=\bar{E}_{1}(\bar{r}) \tag{4.4.1}
\end{equation*}
$$

Therefore, the scattered field expression in terms of surface fields $\bar{a}_{1}\left(\bar{r}_{\perp}^{\prime}\right)$ and $\bar{b}_{1}\left(\bar{r}_{\perp}^{\prime}\right)$ that are defined in (4.3.3) is given by

$$
\begin{equation*}
\bar{E}_{s}(\bar{r})=\int_{S_{1}} \mathrm{~d} S^{\prime}\left\{i k_{1} \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{a}_{1}\left(\bar{r}_{\perp}^{\prime}\right)+\nabla \times \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{b}_{1}\left(\bar{r}_{\perp}^{\prime}\right)\right\}, z>f_{1}(x, y) \tag{4.4.2}
\end{equation*}
$$

This is the exact expression of the scattered field given the exact values for the surface fields. However, here again we apply the extended boundary condition to the integral equation of (4.4.2) by letting $z$ resides on a location that is always above the actual interface profile. Here, it will be clear that the idea of the extended boundary condition is the same as the Rayleigh hypothesis where the starting point ins considering an expansion for the scattered field in terms of the upward propagating waves in region 1. Utilizing the extended boundary condition guarantees that $z>z^{\prime}$ and as a consequence it allows to expand the dyadic Green's function in term of the plane waves with definite propagation direction (which is upward here) as

$$
\begin{equation*}
\overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2(2 \pi)^{2}} \int \mathrm{~d} k_{\perp} \frac{1}{k_{1 z}}\left[\hat{e}\left(k_{1 z}\right) \hat{e}\left(k_{1 z}\right)+\hat{h}\left(k_{1 z}\right) \hat{h}\left(k_{1 z}\right)\right] e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)+i k_{1 z}\left(z-z^{\prime}\right)} \tag{4.4.3}
\end{equation*}
$$

Substituting the Green's function in the scattered field expression gives

$$
\begin{align*}
\bar{E}_{s}(\bar{r})= & -\frac{1}{2(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} \int \mathrm{d} \bar{k}_{\perp} \frac{k_{1}}{k_{1 z}} \hat{e}\left(k_{1 z}\right) \hat{e}\left(k_{1 z}\right) \cdot \bar{a}_{1}\left(x^{\prime}, y^{\prime}\right) e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{1 z} z\right)} e^{-i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}^{\prime}+k_{1 z} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)\right)}  \tag{4.4.4}\\
& -\frac{1}{2(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} \int \mathrm{d} \bar{k}_{\perp} \frac{k_{1}}{k_{1 z}} \hat{h}\left(k_{1 z}\right) \hat{h}\left(k_{1 z}\right) \cdot \bar{a}_{1}\left(\bar{r}_{\perp}^{\prime}\right) e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{1 z} z\right)} e^{-i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}^{\prime}+k_{1 z} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)\right)} \\
& +\frac{1}{2(2 \pi)^{2}} \int \mathrm{~d} \mathrm{r}_{\perp}^{\prime} \int \mathrm{d} \bar{k}_{\perp} \frac{k_{1}}{k_{1 z}} \hat{h}\left(k_{1 z}\right) \hat{e}\left(k_{1 z}\right) \cdot \bar{b}_{1}\left(\bar{r}_{\perp}^{\prime}\right) e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{1 z} z\right)} e^{-i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}^{\prime}+k_{1 z} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)\right)} \\
& -\frac{1}{2(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} \int \mathrm{d} \bar{k}_{\perp} \frac{k_{1}}{k_{1 z}} \hat{e}\left(k_{1 z}\right) \hat{h}\left(k_{1 z}\right) \cdot \bar{b}_{1}\left(\bar{r}_{\perp}^{\prime}\right) e^{i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}+k_{1 z} z\right)} e^{-i\left(\bar{k}_{\perp} \cdot \bar{r}_{\perp}^{\prime}+k_{1 z} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)\right)}
\end{align*}
$$

The scattered field in (4.4.4) is a superposition of upward propagating waves in region 1 [75] as

$$
\begin{equation*}
\bar{E}_{s}(\bar{r})=\int \mathrm{d} \bar{k}_{\perp} \bar{S}_{( }\left(\bar{k}_{\perp}\right) e^{i \bar{k}_{\perp} \cdot \bar{r}_{\perp}} e^{i k_{1 z} z} \tag{4.4.5}
\end{equation*}
$$

This is the starting point of the Rayleigh hypothesis that automatically comes out of extended boundary condition approach. Using the Rayleigh hypothesis, the field in each region will be expanded in terms of propagating waves (upward and downward) and then they ill be forced to satisfy the border conditions. Therefore, although the extended boundary condition integral equation is derived more rigorously, the assumption of the Rayleigh hypothesis coincides with the integral equation approach.

Changing order of spatial and spectral integrations and using spectral incident field as well as inserting Fourier transform of the surface fields into (4.4.4), the spectral representation of the scattered field becomes

$$
\begin{align*}
\bar{E}_{s}(\bar{k})= & -\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{e}\left(k_{1 z}\right) \hat{e}\left(k_{1 z}\right) \cdot\left\{\bar{A}_{1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} k_{\perp}^{\prime} I_{11}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}  \tag{4.4.6}\\
& -\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{h}\left(k_{1 z}\right) \hat{h}\left(k_{1 z}\right) \cdot\left\{\bar{A}_{1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} k_{\perp}^{\prime} I_{11}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{A}_{1}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& +\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{h}\left(k_{1 z}\right) \hat{e}\left(k_{1 z}\right) \cdot\left\{\bar{B}_{1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} k_{\perp}^{\prime} I_{11}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{1}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
& -\frac{1}{2} \frac{k_{1}}{k_{1 z}} \hat{e}\left(k_{1 z}\right) \hat{h}\left(k_{1 z}\right) \cdot\left\{\bar{B}_{1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} k_{\perp}^{\prime} I_{11}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) \bar{B}_{1}\left(\bar{k}_{\perp}^{\prime}\right)\right\}
\end{align*}
$$

where the scattering potential for the scattered wave is defined as

$$
\begin{equation*}
I_{11}^{+}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)=\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} e^{-i\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \bar{r}_{\perp}^{\prime}}\left[e^{-i k_{1 z} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)}-1\right] \tag{4.4.7}
\end{equation*}
$$

In accordance with the surface field solutions, the scattered field can be expressed through its TE/TM decomposition and in terms of the scalar components of the surface fields. Similarly, for transmitted field into region $N$, the equivalence principle can be applied to the last half space to get the transmitted field as

$$
\begin{equation*}
\bar{E}_{t}(\bar{r})=-\int_{S_{N-1}} \mathrm{~d} \bar{r}_{\perp}^{\prime}\left\{i k_{N-1} \overline{\bar{G}}_{N}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{a}_{N-1}\left(\bar{r}_{\perp}^{\prime}\right)+\nabla \times \overline{\bar{G}}_{N}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{b}_{N-1}\left(\bar{r}_{\perp}^{\prime}\right)\right\}, \quad \bar{r} \in V_{N} \tag{4.4.8}
\end{equation*}
$$

This is the exact transmitted field given that the surface fields are computed exactly. However, if we assume that the observation point placed in region $N$ such that always $z<z^{\prime}$, we can use a unidirectional expansion of the dyadic Green's function in terms of downward propagating waves

$$
\begin{equation*}
\overline{\bar{G}}_{N}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2(2 \pi)^{2}} \int \frac{1}{k_{N z}} \mathrm{~d} \bar{k}_{\perp}\left[\hat{e}\left(-k_{N z}\right) \hat{e}\left(-k_{N z}\right)+\hat{h}\left(-k_{N z}\right) \hat{h}\left(-k_{N z}\right)\right] e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)-i k_{N z}\left(z-z^{\prime}\right)} \tag{4.4.9}
\end{equation*}
$$

Therefore, the spectral component of the transmitted field into region $N$ can be obtained in terms of the Fourier transform of the surface fields as

$$
\begin{aligned}
& \tilde{\bar{E}}_{t}\left(\bar{k}_{\perp}\right)=\frac{1}{2} \frac{k_{N-1}}{k_{N z}} e^{-i k_{N z} d_{N-1}\left[\hat{e}\left(-k_{N z}\right) \hat{e}\left(-k_{N z}\right)\right] \cdot\left\{\bar{A}_{N-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} \bar{A}_{N-1}\left(\bar{k}_{\perp}^{\prime}\right) I_{N, N-1}^{-}\right\}} \\
& +\frac{1}{2} \frac{k_{N-1}}{k_{N z}} e^{-i k_{N z} d_{N-1}\left[\hat{h}\left(-k_{N z}\right) \hat{h}\left(-k_{N z}\right)\right] \cdot\left\{\bar{A}_{N-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} \bar{A}_{N-1}\left(\bar{k}_{\perp}^{\prime}\right) I_{N, N-1}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)\right\}} \\
& +\frac{1}{2} \frac{k_{N}}{k_{N z}} e^{-i k_{N z} d_{N-1}\left[-\hat{h}\left(-k_{N z}\right) \hat{e}\left(-k_{N z}\right)\right] \cdot\left\{\bar{B}_{N-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} \bar{B}_{N-1}\left(\bar{k}_{\perp}^{\prime}\right) I_{N, N-1}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)\right\}} \\
& +\frac{1}{2} \frac{k_{N}}{k_{N z}} e^{-i k_{N z} d_{N-1}\left[\hat{e}\left(-k_{N z}\right) \hat{h}\left(-k_{N z}\right)\right] \cdot\left\{\bar{B}_{N-1}\left(\bar{k}_{\perp}\right)+\int \mathrm{d} \bar{k}_{\perp}^{\prime} \bar{B}_{N-1}\left(\bar{k}_{\perp}^{\prime}\right) I_{N, N-1}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)\right\}}
\end{aligned}
$$

where the scattering potential for the transmitted field in defined as

$$
\begin{equation*}
I_{N, N-1}^{-}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right)=\frac{1}{(2 \pi)^{2}} \int \mathrm{~d} \bar{r}_{\perp}^{\prime} e^{-i\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \bar{r}_{\perp}^{\prime}}\left[e^{+i k_{N z} f_{N-1}\left(\bar{r}_{\perp}^{\prime}\right)}-1\right] \tag{4.4.10}
\end{equation*}
$$

The TE component of transmitted field can be obtained by projection of the transmitted field on the TE polarization unit vectors.

### 4.5 Surface Fields Solution

From the extended boundary condition integral equations of (4.3.11), (4.3.26), (4.3.31), (4.3.32), (4.3.38), and (4.3.39) we have a system of integral equations to be solved for the surface fields. There are $N-1$ interfaces with two vector surface currents $\bar{A}$ and $\bar{B}$ on each interface that results in $2(N-1)$ vector unknowns. The vector surface fields are two dimensional objects and therefore number of scalar unknowns becomes $4(N-1)$. On the other hand, for $2 \leq m \leq N-1$, the extinction relation of the middle layers provide us with $2(N-2)$ vector integral equations and the first and last layers also bring two additional vector equations that results in $2(N-1)$ vector equation that contain $4(N-1)$ scalar equations (TE and TM). Overall the system of boundary integral equations s consistent and ready to solve. Again, notice that these are the extended boundary condition integral equation to be applied to the surfaces that have a maximum acceptable slope.

The vector surface fields belong to the tangent space of the rough boundary, i.e. for a general interface labeled by $j$,

$$
\begin{equation*}
\hat{n}_{j}(\bar{r}) \cdot \bar{a}_{j}\left(\bar{r}_{\perp}\right)=\hat{n}_{j}(\bar{r}) \cdot \bar{b}_{j}\left(\bar{r}_{\perp}\right)=0 \quad, j=0,1,2, \ldots N-1 \tag{4.5.1}
\end{equation*}
$$

where the normal to the boundary is related to the surface profile through,

$$
\begin{equation*}
\hat{n}_{j}(\bar{r})=\frac{\hat{z}-\nabla f_{j}\left(\bar{r}_{\perp}\right)}{\sqrt{1+\left\|\nabla f_{j}\left(\bar{r}_{\perp}\right)\right\|^{2}}} \tag{4.5.2}
\end{equation*}
$$

Therefore, $z$-component of the surface field can be obtained from the transverse component through,

$$
\begin{equation*}
a_{j, z}\left(\bar{r}_{\perp}\right)=\nabla f_{j}\left(\bar{r}_{\perp}\right) \cdot \bar{a}_{j}\left(\bar{r}_{\perp}\right) \tag{4.5.3}
\end{equation*}
$$

It can be written in spectral domain by a convolution integral of

$$
\begin{equation*}
A_{j, z}\left(\bar{k}_{\perp}\right)=\int \mathrm{d} \bar{k}_{\perp}^{\prime} i F_{j}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \bar{A}_{j \perp}\left(\bar{k}_{\perp}^{\prime}\right) \tag{4.5.4}
\end{equation*}
$$

### 4.5.1 Small Height and Slope Approximations

The Small Perturbation Method (SPM) is a perturbative solution of the boundary integral equations obtained in 4.3. Perturbation parameter is the surface height which is considered to be smaller than the operational wavelength $\lambda$. When the interfaces are considered to be random rough surfaces, the height would be characterized by the statistics of the surface processes. Here, we consider the interfaces to be a Gaussian processes with a given autocorrelation function. The autocorrelation function is defined through

$$
\begin{equation*}
\left\langle f\left(\bar{r}_{\perp}\right) f\left(\bar{r}_{\perp}^{\prime}\right)\right\rangle=h^{2} C\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right) \tag{4.5.5}
\end{equation*}
$$

Here, $h$ is the RMS height of the surface and $C\left(\bar{r}_{\perp}\right)$ is the normalized and dimensionless correlation function such that $C(\overline{0})=1$. The surface process is assumed to be a stationary process in a wide sense. The small perturbation method assumes that in general $|k h| \ll 1$ for all of the layers. More specifically, the approximation to be made is $\left|k_{j z} f_{n}\left(\bar{r}_{\perp}\right)\right| \ll 1$ for $n=j, j+1$ and all $\bar{r}_{\perp}$. Given that $|k h|$ is a small parameter, the solution can be expanded in terms of different orders as

$$
\begin{equation*}
\bar{A}_{j}=\sum_{m=0}^{\infty} \bar{A}_{j}^{(m)}=\bar{A}_{j}^{(0)}+\bar{A}_{j}^{(1)}+\bar{A}_{j}^{(2)}+\cdots \tag{4.5.6}
\end{equation*}
$$

where different orders are related through $A^{(m)} \propto A^{(m-1)}|k h|$. This expansion is convergent if the perturbation parameter $|k h|$ is really smaller than unity and series would reach its value using a few terms. As $|k h|$ becomes close to unity, the convergence slows down and the solution becomes divergent. It is important to note that the perturbation series is an alternative series such that by adding one term it may overshoot or undershoot the final result. After considering a perturbation series for all of the surface field unknowns, terms of the same order can be collected on both sides. Starting from the zeroth order solution, we can continue o construct higher order terms iteratively.Small height is not the only approximation in the SPM as it uses Small Slope Approximation as well. The small slope approximation enters through,

$$
\begin{equation*}
\left\|\nabla f_{j}\left(\bar{r}_{\perp}\right)\right\| \ll 1 \tag{4.5.7}
\end{equation*}
$$

for all values of $j$. Therefore, if we consider perturbation series $\bar{A}_{j}\left(\bar{k}_{\perp}\right)=\sum_{m=0}^{N} \bar{A}_{j}^{(m)}\left(\bar{k}_{\perp}\right)$ for the surface fields, $z$-component of the surface fields is one order smaller than the transverse part, i.e.

$$
\begin{equation*}
A_{j, z}^{(m)}\left(\bar{k}_{\perp}\right)=\int \mathrm{d} \bar{k}_{\perp}^{\prime} i F_{j}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \bar{A}_{j \perp}^{(m-1)}\left(\bar{k}_{\perp}^{\prime}\right) \tag{4.5.8}
\end{equation*}
$$

Computation of different orders of perturbation becomes more complicated for higher orders of solution. Usually the SPM would be useful if the perturbation parameter is small enough
that series converges with considering up to the second order of perturbation which is called SPM2. Different orders of the surface field will be computed in the next part.

### 4.5.2 Zeroth order Solution

For zeroth order solution is independent of surface roughness and therefore $F_{j}\left(\bar{k}_{\perp}\right)=0$ within the zeroth order solution. The zeroth order of the surface fields is one order smaller than the transverse part and therefore $z$-components of the fields vanishes within the zeroth order. Also, the scattering potentials are defined in such a way that they vanish for the flat surface case. TE and TM part of equations are isolated and can be solved separately. Balancing the integral equations up to the zeroth order gives the following equation for the TE part and after simplifying we obtain,

$$
\begin{gathered}
\hat{e}\left(-k_{1 z}\right) \cdot \tilde{\bar{E}}_{i n c}(\bar{k})-\frac{1}{2} \frac{k_{1}}{k_{1 z}} A_{1, q}^{(0)}\left(\bar{k}_{\perp}\right)-\frac{1}{2} B_{1, p}^{(0)}\left(\bar{k}_{\perp}\right)=0 \\
\frac{k_{m-1}}{k_{m}} A_{m-1, q}^{(0)}\left(\bar{k}_{\perp}\right)-\frac{k_{m z}}{k_{m}} B_{m-1, p}^{(0)}\left(\bar{k}_{\perp}\right)=e^{i k_{m z} \delta_{m}} A_{m, q}^{(0)}\left(\bar{k}_{\perp}\right)-e^{i k_{m z} \delta_{m}} \frac{k_{m z}}{k_{m}} B_{m, p}^{(0)}\left(\bar{k}_{\perp}\right) \\
\frac{k_{m-1}}{k_{m}} A_{m-1, q}^{(0)}\left(\bar{k}_{\perp}\right)+\frac{k_{m z}}{k_{m}} B_{m-1, p}^{(0)}\left(\bar{k}_{\perp}\right)=e^{-i k_{m z} \delta_{m}} A_{m, q}^{(0)}\left(\bar{k}_{\perp}\right)+e^{-i k_{m z} \delta_{m}} \frac{k_{m z}}{k_{m}} B_{m, p}^{(0)}\left(\bar{k}_{\perp}\right) \\
\frac{k_{N-1}}{k_{N}} A_{N-1, q}^{(0)}\left(\bar{k}_{\perp}\right)-\frac{k_{N z}}{k_{N}} B_{N-1, p}^{(0)}\left(\bar{k}_{\perp}\right)=0
\end{gathered}
$$

Here, $\delta_{m}=d_{m}-d_{m-1} \quad, m=2,3, \cdots N-1$. Notice that the TE field variables are $A_{q}^{(0)}$ and $B_{p}^{(0)}$. The extinction relations of the middle layers can be casted into a propagation matrix type of equations as

$$
\frac{k_{m-1}}{k_{m}}\left[\begin{array}{cc}
1 & -\frac{k_{m z}}{k_{m-1}}  \tag{4.5.9}\\
1 & \frac{k_{m z}}{k_{m-1}}
\end{array}\right]\left[\begin{array}{l}
A_{m-1, q}^{(0)} \\
B_{m-1, p}^{(0)}
\end{array}\right]=\left[\begin{array}{cc}
e^{i \phi_{m}} & 0 \\
0 & e^{-i \phi_{m}}
\end{array}\right]\left[\begin{array}{cc}
1 & -\frac{k_{m z}}{k_{m}} \\
1 & \frac{k_{m z}}{k_{m}}
\end{array}\right]\left[\begin{array}{c}
A_{m, q}^{(0)} \\
B_{m, p}^{(0)}
\end{array}\right]
$$

where the phase factor $\phi_{m}$ is the phase delay in propagation through the region $m$ and is defined as $\phi_{m}=k_{m z} \delta_{m}$. The surface fields of region $m$ can be related to that of region $m-1$ through,

$$
\left[\begin{array}{c}
A_{m, q}^{(0)}  \tag{4.5.10}\\
B_{m, p}^{(0)}
\end{array}\right]=\frac{k_{m-1}}{k_{m}}\left[\begin{array}{cc}
1 & -\frac{k_{m z}}{k_{m}} \\
1 & \frac{k_{m z}}{k_{m}}
\end{array}\right]^{-1}\left[\begin{array}{cc}
e^{-i \phi_{m}} & 0 \\
0 & e^{i \phi_{m}}
\end{array}\right]\left[\begin{array}{cc}
1 & -\frac{k_{m z}}{k_{m-1}} \\
1 & \frac{k_{m z}}{k_{m-1}}
\end{array}\right]\left[\begin{array}{c}
A_{m-1, q}^{(0)} \\
B_{m-1, p}^{(0)}
\end{array}\right]
$$

By defining a propagation matrix $\overline{\bar{P}}_{m}^{[0, e]}$ that is responsible for propagation of the surface fields from the region $m-1$ to region $m$ as

$$
\left[\begin{array}{l}
A_{m, q}^{(0)}  \tag{4.5.11}\\
B_{m, p}^{(0)}
\end{array}\right]=\overline{\bar{P}}_{m}^{[0, e]}\left[\begin{array}{l}
A_{m-1, q}^{(0)} \\
B_{m-1, p}^{(0)}
\end{array}\right]
$$

The surface fields on the last boundary can be related to the surface fields on the first boundary recursively,

$$
\left[\begin{array}{l}
A_{N}^{(0)}  \tag{4.5.12}\\
B_{N-1, p}^{(0)}
\end{array}\right]=\prod_{j=2}^{N-1} \overline{\bar{P}}_{j}^{[0, e]}\left[\begin{array}{l}
A_{1 q}^{(0)} \\
B_{1 p}^{(0)}
\end{array}\right]=\overline{\bar{P}}^{[0, e]}\left[\begin{array}{l}
A_{1 q}^{(0)} \\
B_{1 p}^{(0)}
\end{array}\right]
$$

where, $\overline{\bar{P}}^{[0, e]}$ is the total propagation matrix of the zeroth order TE fields from the first to the last surface. Also the extinction of the wave in two half spaces, can be combined to the recursive relation between the first and last interfaces to get a consistent system of equations of

$$
\left[\begin{array}{cccc}
\frac{1}{2} \frac{k_{1}}{k_{1 z}} & \frac{1}{2} & 0 & 0  \tag{4.5.13}\\
0 & 0 & \frac{k_{N-1}}{k_{N z}} & -1 \\
P_{11}^{[0, e]} & P_{12}^{[0, e]} & -1 & 0 \\
P_{21}^{[0, e]} & P_{22}^{[0, e]} & 0 & -1
\end{array}\right]\left[\begin{array}{c}
A_{1 q}^{(0)} \\
B_{1 p}^{(0)} \\
A_{N-1, q}^{(0)} \\
B_{N-1, p}^{(0)}
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right] \hat{e}\left(-k_{1 z}\right) \cdot \hat{e}_{i} \delta\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)
$$

Similarly, collecting the terms up to the zeroth order of surface roughness in TM set of equations, yields,

$$
\begin{gathered}
\hat{h}\left(-k_{1 z}\right) \cdot \tilde{\bar{E}}_{i n c}(\bar{k})-\frac{1}{2} A_{1, p}^{(0)}\left(\bar{k}_{\perp}\right)+\frac{1}{2} \frac{k_{1}}{k_{1 z}} B_{1, q}^{(0)}\left(\bar{k}_{\perp}\right)=0 \\
+\frac{1}{2} \frac{k_{m-1}}{k_{m z}} e^{i k_{m z} d_{m-1}}\left\{-\frac{k_{m z}}{k_{m}} A_{m-1, p}^{(0)}\left(\bar{k}_{\perp}\right)\right\}-\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m-1}} B_{m-1, q}^{(0)}\left(\bar{k}_{\perp}\right) \\
-\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}}\left\{-\frac{k_{m z}}{k_{m}} A_{m, p}^{(0)}\left(\bar{k}_{\perp}\right)\right\}+\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}} B_{m, q}^{(0)}\left(\bar{k}_{\perp}\right)=0 \\
+\frac{1}{2} \frac{k_{m-1}}{k_{m z}} e^{-i k_{m z} d_{m-1}}\left\{\frac{k_{m z}}{k_{m}} A_{m-1, p}^{(0)}\left(\bar{k}_{\perp}\right)\right\}-\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m-1}} B_{m-1, q}^{(0)}\left(\bar{k}_{\perp}\right) \\
-\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m}}\left\{\frac{k_{m z}}{k_{m}} A_{m, p}^{(0)}\left(\bar{k}_{\perp}\right)\right\}+\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m}} B_{m, q}^{(0)}\left(\bar{k}_{\perp}\right)=0 \\
+\frac{1}{2} \frac{k_{N-1}}{k_{N z}} e^{i k_{N z} d_{N-1}}\left\{-\frac{k_{N z}}{k_{N}} A_{N-1, p}^{(0)}\left(\bar{k}_{\perp}\right)\right\}-\frac{1}{2} \frac{k_{N}}{k_{N z}} e^{i k_{N z} d_{N-1}} B_{N-1, q}^{(0)}\left(\bar{k}_{\perp}\right)=0
\end{gathered}
$$

From extinction relation of middle layers,

$$
\left[\begin{array}{cc}
\frac{k_{m-1} k_{m z}}{k_{m}^{2}} & 1  \tag{4.5.14}\\
\frac{k_{m-1} k_{m z}}{k_{m}^{2}} & -1
\end{array}\right]\left[\begin{array}{l}
A_{m-1, p}^{(0)} \\
B_{m-1, q}^{(0)}
\end{array}\right]=\left[\begin{array}{cc}
e^{i \phi_{m}} & 0 \\
0 & e^{-i \phi_{m}}
\end{array}\right]\left[\begin{array}{cc}
\frac{k_{m z}}{k_{m}} & 1 \\
\frac{k_{m z}}{k_{m}} & -1
\end{array}\right]\left[\begin{array}{c}
A_{m, p}^{(0)} \\
B_{m, q}^{(0)}
\end{array}\right]
$$

a propagation matrix for the surface fields of TM set can be obtained as

$$
\left[\begin{array}{l}
A_{m, p}^{(0)}  \tag{4.5.15}\\
B_{m, q}^{(0)}
\end{array}\right]=\left[\begin{array}{cc}
\frac{k_{m z}}{k_{m}} & 1 \\
\frac{k_{m z}}{k_{m}} & -1
\end{array}\right]^{-1}\left[\begin{array}{cc}
e^{-i \phi_{m}} & 0 \\
0 & e^{i \phi_{m}}
\end{array}\right]\left[\begin{array}{cc}
\frac{k_{m-1} k_{m z}}{k_{m}^{2}} & 1 \\
\frac{k_{m-1} k_{m z}}{k_{m}^{2}} & -1
\end{array}\right]\left[\begin{array}{l}
A_{m-1, p}^{(0)} \\
B_{m-1, q}^{(0)}
\end{array}\right]
$$

or,

$$
\left[\begin{array}{l}
A_{m, p}^{(0)}  \tag{4.5.16}\\
B_{m, q}^{(0)}
\end{array}\right]=\overline{\bar{P}}_{m}^{[0, h]}\left[\begin{array}{l}
A_{m-1, p}^{(0)} \\
B_{m-1, q}^{(0)}
\end{array}\right]
$$

where

$$
\overline{\bar{P}}_{m}^{[0, h]}=\left[\begin{array}{cc}
\frac{k_{m z}}{k_{m}} & 1  \tag{4.5.17}\\
\frac{k_{m z}}{k_{m}} & -1
\end{array}\right]^{-1}\left[\begin{array}{cc}
e^{-i \phi_{m}} & 0 \\
0 & e^{i \phi_{m}}
\end{array}\right]\left[\begin{array}{cc}
\frac{k_{m-1} k_{m z}}{k_{m}^{2}} & 1 \\
\frac{k_{m-1} k_{m z}}{k_{m}^{2}} & -1
\end{array}\right]
$$

that can be used to connect the first and last surface fields together through

$$
\left[\begin{array}{l}
A_{N-1, p}^{(0)}  \tag{4.5.18}\\
B_{N-1, q}^{(0)}
\end{array}\right]=\prod_{j=2}^{N-1} \overline{\bar{P}}_{j}^{[0, h]}\left[\begin{array}{l}
A_{1 p}^{(0)} \\
B_{1 q}^{(0)}
\end{array}\right]=\overline{\bar{P}}^{[0, h]}\left[\begin{array}{c}
A_{1 p}^{(0)} \\
B_{1 q}^{(0)}
\end{array}\right]
$$

where $\overline{\bar{P}}^{[0, h]}$ is the total propagation matrix from the first surface fields to the last one. Using the two half spaces relation, a consistent system of equation for the surface fields will be obtained as

$$
\left[\begin{array}{cccc}
\frac{1}{2} & -\frac{1}{2} \frac{k_{1}}{k_{1 z}} & 0 & 0  \tag{4.5.19}\\
0 & 0 & \frac{k_{N-1}}{k_{N}} \frac{k_{N z}}{k_{N}} & 1 \\
P_{11}^{[0, h]} & P_{12}^{[0, h]} & -1 & 0 \\
P_{21}^{[0, h]} & P_{22}^{[0, h]} & 0 & -1
\end{array}\right]\left[\begin{array}{c}
A_{1 p}^{(0)} \\
B_{1 q}^{(0)} \\
A_{N-1, p}^{(0)} \\
B_{N-1, q}^{(0)}
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right] \hat{h}\left(-k_{1 z}\right) \cdot \hat{e}_{i} \delta\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)
$$

Note that due to the presence of the delta-function on the right hand side of (4.5.19), all of spectral quantities should be evaluated at $\bar{k}_{\perp}=\bar{k}_{i \perp}$. The surface fields on the intermediate layers can be found directly by applying the propagation matrices as

$$
\begin{align*}
& {\left[\begin{array}{l}
A_{m, q}^{(0)} \\
B_{m, p}^{(0)}
\end{array}\right]=\prod_{j=2}^{m} \overline{\bar{P}}_{j}^{[0, e]}\left[\begin{array}{l}
A_{1 q}^{(0)} \\
B_{1 p}^{(0)}
\end{array}\right]}  \tag{4.5.20}\\
& {\left[\begin{array}{l}
A_{m, p}^{(0)} \\
B_{m, q}^{(0)}
\end{array}\right]=\prod_{j=2}^{m} \overline{\bar{P}}_{j}^{[0, h]}\left[\begin{array}{l}
A_{1 p}^{(0)} \\
B_{1 q}^{(0)}
\end{array}\right]}
\end{align*}
$$

### 4.5.3 Zeroth Order Scattered and Transmitted Field

Since the zeroth order surface fields are specular at $\bar{k}_{\perp}=\bar{k}_{i \perp}$, we defines the zeroth order surface fields amplitudes through,

$$
\begin{equation*}
A_{m \alpha}^{(0)}=a_{m \alpha}^{(0)} \delta\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \tag{4.5.21}
\end{equation*}
$$

then, the scattered field can be obtained by balancing the scattered field integral of (4.4.2) to find the scattered field as

$$
\begin{equation*}
\bar{E}_{s}^{(0)}(\bar{k})=\left[S_{e}^{(0)} \hat{e}\left(k_{1 z}\right)+S_{h}^{(0)} \hat{h}\left(k_{1 z}\right)\right] \delta\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \tag{4.5.22}
\end{equation*}
$$

where

$$
\begin{align*}
S_{e}^{(0)} & =-\frac{1}{2} \frac{k_{1}}{k_{1 i z}} a_{1 q}^{(0)}+\frac{1}{2} b_{1 p}^{(0)}  \tag{4.5.23}\\
S_{h}^{(0)} & =+\frac{1}{2} a_{1 p}^{(0)}+\frac{1}{2} \frac{k_{1}}{k_{1 i z}} b_{1 q}^{(0)}
\end{align*}
$$

The scattered field representation in the spatial domain can be obtained as

$$
\begin{equation*}
\bar{E}_{s}^{(0)}(\bar{r})=\int \mathrm{d} \bar{k}_{\perp} \tilde{E}_{s}(\bar{k}) e^{i \bar{k}_{1} \cdot \bar{r}}=e^{i \bar{k}_{1 i} \cdot \bar{r}}\left[S_{e}^{(0)} \hat{e}\left(k_{1 i z}\right)+S_{h}^{(0)} \hat{h}\left(k_{1 i z}\right)\right] \tag{4.5.24}
\end{equation*}
$$

with associated magnetics field of

$$
\begin{equation*}
\bar{H}_{s}^{(0)}(\bar{r})=\frac{1}{\eta_{1}} e^{i \bar{k}_{1 i} \cdot \cdot \bar{r}}\left[-S_{e}^{(0)} \hat{h}\left(k_{1 i z}\right)+S_{h}^{(0)} \hat{e}\left(k_{1 i z}\right)\right] \tag{4.5.25}
\end{equation*}
$$

that results in the scattered power density of

$$
\begin{equation*}
\bar{S}_{s}^{(0)} \cdot \hat{z}=\frac{1}{2} \operatorname{Re}\left[\bar{E}_{s}^{(0)}(\bar{r}) \times \bar{H}_{s}^{(0) *}(\bar{r})\right] \cdot \hat{z}=\frac{1}{2 k_{1} \eta_{1}}\left[\left|S_{e}^{(0)}\right|^{2}+\left|S_{h}^{(0)}\right|^{2}\right] \operatorname{Re}\left(k_{1 i z}\right) \tag{4.5.26}
\end{equation*}
$$

Similarly for the transmitted field into region $N$,

$$
\begin{equation*}
\tilde{\bar{E}}_{t}^{(0)}\left(\bar{k}_{\perp}\right)=e^{-i k_{N z} d_{N-1}}\left[T_{e}^{(0)} \hat{e}\left(-k_{N z}\right)+T_{h}^{(0)} \hat{h}\left(-k_{N z}\right)\right] \delta\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \tag{4.5.27}
\end{equation*}
$$

where,

$$
\begin{align*}
T_{e}^{(0)} & =\frac{1}{2}\left[\frac{k_{N-1}}{k_{N i z}} a_{N-1, q}^{(0)}+b_{N-1, p}^{(0)}\right]  \tag{4.5.28}\\
T_{h}^{(0)} & =\frac{1}{2}\left[\frac{k_{N-1}}{k_{N}} a_{N-1, p}^{(0)}-\frac{k_{N}}{k_{N i z}} b_{N-1, q}^{(0)}\left(\bar{k}_{\perp}\right)\right]
\end{align*}
$$

Converting to the spatial domain gives

$$
\begin{equation*}
\bar{E}_{t}^{(0)}(\bar{r})=e^{-i k_{N i z} d_{N-1}} e^{i \bar{K}_{N i} \cdot \bar{r}}\left[T_{e}^{(0)} \hat{e}\left(-k_{N i z}\right)+T_{h}^{(0)} \hat{h}\left(-k_{N i z}\right)\right] \tag{4.5.29}
\end{equation*}
$$

and corresponding magnetic field of

$$
\begin{equation*}
\bar{H}_{t}^{(0)}(\bar{r})=\frac{1}{\eta_{N}} e^{-i k_{N i z} d_{N-1}} e^{i \bar{K}_{N i} \cdot \bar{r}}\left[-T_{e}^{(0)} \hat{h}\left(-k_{N i z}\right)+T_{h}^{(0)} \hat{e}\left(-k_{N i z}\right)\right] \tag{4.5.30}
\end{equation*}
$$

that yield the following power density for the transmitted field,

$$
\begin{equation*}
\bar{S}_{t}^{(0)} \cdot(-\hat{z})=\frac{1}{2} \operatorname{Re}\left[\bar{E}_{t}^{(0)}(\bar{r}) \times \bar{H}_{t}^{(0) *}(\bar{r})\right] \cdot(-\hat{z})=\frac{1}{2} \operatorname{Re}\left[\frac{k_{N i z}^{*}}{k_{N}^{*} \eta_{N}^{*}}\left|T_{e}^{(0)}\right|^{2}+\frac{k_{N i z}}{k_{N} \eta_{N}^{*}}\left|T_{h}^{(0)}\right|^{2}\right] \tag{4.5.31}
\end{equation*}
$$

Notice that the zeroth order scattered and transmitted fields are deterministic quantities and independent of the surface roughness.

### 4.5.4 First Order Solution

For convenience in later calculations, lets define the zeroth order surface field amplitudes $u_{\alpha}^{(0)}\left(\bar{k}_{\perp_{i}}\right)$ as

$$
\begin{equation*}
U_{\alpha}^{(0)}\left(\bar{k}_{\perp}\right)=u_{\alpha}^{(0)}\left(\bar{k}_{\perp_{i}}\right) \delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \tag{4.5.32}
\end{equation*}
$$

where $U \in\left\{A_{i}, B_{i}\right\}$ and $\alpha \in\{p, q\}$. Balancing the extinction integral equations up to the first order of surface roughness, using the first order approximation of the scattering potentials of

$$
\begin{align*}
I_{11}^{-(1)}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) & =i k_{1 z} F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)  \tag{4.5.33}\\
I_{m, m-1}^{ \pm(1)}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) & =\mp i k_{m z} F_{m-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \\
I_{m m}^{ \pm(1)}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) & =\mp i k_{m z} F_{m}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \\
I_{N, N-1}^{+(1)}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) & =-i k_{N z} F_{N-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)
\end{align*}
$$

and expression of the $z$-component of the fields in terms of the transverse part,

$$
\begin{align*}
& A_{j, z}^{(1)}\left(\bar{k}_{\perp}\right)=i F_{j}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{a}_{j}^{(0)}  \tag{4.5.34}\\
& B_{j, z}^{(1)}\left(\bar{k}_{\perp}\right)=i F_{j}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{b}_{j}^{(0)}
\end{align*}
$$

it reveals that the first order surface fields are proportional to the spectrum of the interface profiles. By this token, lets define the new surface field variables $\tilde{A}_{j}^{(1)}$ by

$$
\begin{equation*}
A_{j}^{(1)}\left(\bar{k}_{\perp}\right)=i F_{j}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \tilde{A}_{j}^{(1)}\left(\bar{k}_{\perp}\right) \tag{4.5.35}
\end{equation*}
$$

The TE part of the extinction equations in terms of the new surface field variables become,

$$
\begin{align*}
& \quad-\frac{1}{2} \frac{k_{1}}{k_{1 z}}\left\{\tilde{A}_{1 q}^{(1)}\left(\bar{k}_{\perp}\right)+k_{1 z} \hat{e}\left(-k_{1 z}\right) \cdot \bar{a}_{1}^{(0)}\right\}  \tag{4.5.36}\\
& -\quad-\frac{1}{2} \frac{k_{1}}{k_{1 z}}\left\{\frac{k_{1 z}}{k_{1}} \tilde{B}_{1 p}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{b}_{1}^{(0)}+k_{1 z} \hat{h}\left(-k_{1 z}\right) \cdot \bar{b}_{1}^{(0)}\right\}=0 \\
& + \\
& +\frac{1}{2} \frac{k_{m-1}}{k_{m z}} e^{i k_{m z} d_{m-1}}\left\{\tilde{A}_{m-1, q}^{(1)}\left(\bar{k}_{\perp}\right)-k_{m z} \hat{e}\left(k_{m z}\right) \cdot \bar{a}_{m-1}^{(0)}\right\} F_{m-1} \\
& +\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m-1}}\left\{-\frac{k_{m z}}{k_{m}} \tilde{B}_{m-1, p}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{b}_{m-1}^{(0)}-k_{m z} \hat{h}\left(k_{m z}\right) \cdot \bar{b}_{m-1}^{(0)}\right\} F_{m-1} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}}\left\{\tilde{A}_{m, q}^{(1)}\left(\bar{k}_{\perp}\right)-k_{m z} \hat{e}\left(k_{m z}\right) \cdot \bar{a}_{m}^{(0)}\left(\bar{k}_{\perp}^{\prime}\right)\right\} F_{m} \\
& \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}}\left\{-\frac{k_{m z}}{k_{m}} \tilde{B}_{m, p}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{b}_{m}^{(0)}-k_{m z} \hat{h}\left(k_{m z}\right) \cdot \bar{b}_{m}^{(0)}\right\} F_{m}=0 \\
& +\frac{1}{2} \frac{k_{m-1}}{k_{m z}} e^{-i k_{m z} d_{m-1}}\left\{\tilde{A}_{m-1, q}^{(1)}\left(\bar{k}_{\perp}\right)+k_{m z} \hat{e}\left(-k_{m z}\right) \cdot \bar{a}_{m-1}^{(0)}\right\} F_{m-1} \\
& + \\
& \frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m-1}}\left\{\frac{k_{m z}}{k_{m}} \tilde{B}_{m-1, p}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{b}_{m-1}^{(0)}+k_{m z} \hat{h}\left(-k_{m z}\right) \cdot \bar{b}_{m-1}^{(0)}\left(\bar{k}_{\perp}^{\prime}\right)\right\} F_{m-1} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m}}\left\{\tilde{A}_{m, q}^{(1)}\left(\bar{k}_{\perp}\right)+k_{m z} \hat{e}\left(-k_{m z}\right) \cdot \bar{a}_{m}^{(0)}\right\} F_{m} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m}}\left\{\frac{k_{m z}}{k_{m}} \tilde{B}_{m, p}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{b}_{m}^{(0)}+k_{m z} \hat{h}\left(-k_{m z}\right) \cdot \bar{b}_{m}^{(0)}\right\} F_{m}=0 \\
& \\
& \\
& +\frac{1}{2} \frac{k_{N-1}}{k_{N z}} e^{i k_{N z} d_{N-1}\left\{\tilde{A}_{N-1, q}^{(1)}\left(\bar{k}_{\perp}\right)-k_{N z} \hat{e}\left(k_{N z}\right) \cdot \bar{a}_{N-1}^{(0)}\right\}} \\
& \quad+\frac{1}{2} \frac{k_{N}}{k_{N z}} e^{i k_{N z} d_{N-1}\left\{-\frac{k_{N z}}{k_{N}} \tilde{B}_{N-1, p}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{N}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{b}_{N-1}^{(0)}-k_{N z} \hat{h}\left(k_{N z}\right) \cdot \bar{b}_{N-1}^{(0)}\right\}=0}
\end{align*}
$$

From the middle layers relation for $2 \leq m \leq N-1$, surface field over adjacent interfaces can be connected by

$$
\begin{align*}
F_{m-1}\left[\begin{array}{cc}
\frac{k_{m-1}}{k_{m}} & -\frac{k_{m z}}{k_{m-1}} \\
\frac{k_{m}}{k_{m}} & +\frac{k_{m z}}{k_{m}}
\end{array}\right]\left[\begin{array}{l}
\tilde{A}_{m-1, q}^{(1)} \\
\tilde{B}_{m-1, p}^{(1)}
\end{array}\right] & +F_{m-1}\left[\begin{array}{l}
u_{m}^{1 e+} \\
u_{m}^{1 e-}
\end{array}\right]  \tag{4.5.37}\\
& =F_{m}\left[\begin{array}{cc}
e^{i \phi_{m}} & 0 \\
0 & e^{-i \phi_{m}}
\end{array}\right]\left[\begin{array}{cc}
1 & -\frac{k_{m z}}{k_{m}} \\
1 & +\frac{k_{m z}}{k_{m}}
\end{array}\right]\left[\begin{array}{c}
\tilde{A}_{m, q}^{(1)} \\
\tilde{B}_{m, p}^{(1)}
\end{array}\right]+F_{m}\left[\begin{array}{c}
c_{m}^{1 e+} \\
c_{m}^{1 e-}
\end{array}\right]
\end{align*}
$$

where $\delta_{m}=d_{m}-d_{m-1}, \phi_{m}=k_{m z} \delta_{m}$, and

$$
\begin{align*}
& u_{m}^{1 e+}=-\frac{k_{m-1}}{k_{m}} k_{m z} \hat{e}\left(k_{m z}\right) \cdot \bar{a}_{m-1}^{(0)}+\left[\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)-k_{m z} \hat{h}\left(k_{m z}\right)\right] \cdot \bar{b}_{m-1}^{(0)}  \tag{4.5.38}\\
& u_{m}^{1 e-}=\frac{k_{m-1}}{k_{m}} k_{m z} \hat{e}\left(-k_{m z}\right) \cdot \bar{a}_{m-1}^{(0)}+\left[\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)+k_{m z} \hat{h}\left(-k_{m z}\right)\right] \cdot \bar{b}_{m-1}^{(0)}
\end{align*}
$$

and

$$
\begin{align*}
& c_{m}^{1 e+}=e^{i \phi_{m}}\left\{-k_{m z} \hat{e}\left(k_{m z}\right) \cdot \bar{a}_{m}^{(0)}+\left[\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)-k_{m z} \hat{h}\left(k_{m z}\right)\right] \cdot \bar{b}_{m}^{(0)}\right\}  \tag{4.5.39}\\
& c_{m}^{1 e-}=e^{-i \phi_{m}}\left\{k_{m z} \hat{e}\left(-k_{m z}\right) \cdot \bar{a}_{m}^{(0)}+\left[\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)+k_{m z} \hat{h}\left(-k_{m z}\right)\right] \cdot \bar{b}_{m}^{(0)}\right\}
\end{align*}
$$

The matrix relation (4.5.37) can be used to explicitly express the surface fields on the $m$-th interface as

$$
F_{m}\left[\begin{array}{l}
\tilde{A}_{m, q}^{(1)}  \tag{4.5.40}\\
\tilde{B}_{m, p}^{(1)}
\end{array}\right]=\overline{\bar{P}}_{m, m-1}^{[1 e]} F_{m-1}\left[\begin{array}{l}
\tilde{A}_{m-1, q}^{(1)} \\
\tilde{B}_{m-1, p}^{(1)}
\end{array}\right]+\bar{U}_{m}^{[1 e]} F_{m-1}+\bar{C}_{m}^{[1 e]} F_{m}
$$

where,

$$
\begin{align*}
& \overline{\bar{P}}_{m, m-1}^{[1 e]}=\left[\begin{array}{ll}
1 & -\frac{k_{m z}}{k_{m}} \\
1 & +\frac{k_{m z}}{k_{m}}
\end{array}\right]^{-1}\left[\begin{array}{cc}
e^{-i \phi_{m}} & 0 \\
0 & e^{i \phi_{m}}
\end{array}\right]\left[\begin{array}{ll}
\frac{k_{m-1}}{k_{m}} & -\frac{k_{m z}}{k_{m}} \\
\frac{k_{m-1}}{k_{m}} & +\frac{k_{m z}}{k_{m}}
\end{array}\right]  \tag{4.5.41}\\
& \bar{C}_{m}^{[1 e]}=-\left[\begin{array}{ll}
1 & -\frac{k_{m z}}{k_{m}} \\
1 & +\frac{k_{m z}}{k_{m}}
\end{array}\right]^{-1}\left[\begin{array}{cc}
e^{-i \phi_{m}} & 0 \\
0 & e^{i \phi_{m}}
\end{array}\right]\left[\begin{array}{l}
c_{m}^{1 e+} \\
c_{m}^{1 e-}
\end{array}\right] \\
& \bar{U}_{m}^{[1 e]}=\left[\begin{array}{ll}
1 & -\frac{k_{m z}}{k_{m}} \\
1 & +\frac{k_{m z}}{k_{m}}
\end{array}\right]^{-1}\left[\begin{array}{cc}
e^{-i \phi_{m}} & 0 \\
0 & e^{i \phi_{m}}
\end{array}\right]\left[\begin{array}{l}
u_{m}^{1 e+} \\
u_{m}^{1 e-}
\end{array}\right]
\end{align*}
$$

Equation. 4.5.40 can be used to recursively connect interface by interface to eventually have a relationship between the first and the last interface surface fields. This relation can
be found by induction and it is given by

$$
\begin{align*}
F_{N-1}\left[\begin{array}{l}
\tilde{A}_{N-1, q}^{(1)} \\
\tilde{B}_{N-1, p}^{(1)}
\end{array}\right]= & \prod_{j=2}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 e]} F_{1}\left[\begin{array}{l}
\tilde{A}_{1, q}^{(1)} \\
\tilde{B}_{1, p}^{(1)}
\end{array}\right]  \tag{4.5.42}\\
& +\prod_{j=3}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 e]} \bar{U}_{2}^{[1 e]} F_{1} \\
& +\prod_{j=4}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 e]}\left(\bar{U}_{3}^{[1 e]}+\overline{\bar{P}}_{3,2}^{[1 e]} \bar{C}_{2}^{[1 e]}\right) F_{2} \\
& +\prod_{j=5}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 e]}\left(\bar{U}_{4}^{[1 e]}+\overline{\bar{P}}_{4,3}^{[1 e]} \bar{C}_{3}^{[1 e]}\right) F_{3} \\
& +\prod_{j=6}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 e]}\left(\bar{U}_{5}^{[1 e]}+\overline{\bar{P}}_{5,4}^{[1 e]} \bar{C}_{4}^{[1 e]}\right) F_{4} \\
& \vdots \\
& +\prod_{j=N-1}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 e]}\left(\bar{U}_{N-2}^{[1 e]}+\overline{\bar{P}}_{N-2, N-3}^{[1 e]} \bar{C}_{N-3}^{[1 e]}\right) F_{N-3} \\
& +\left(\bar{U}_{N-1}^{[1 e]}+\overline{\bar{P}}_{N-1, N-2}^{[1 e]} \bar{U}_{N-2}^{[1 e]}\right) F_{N-2} \\
& +\bar{C}_{N-1}^{[1 e]} F_{N-1}
\end{align*}
$$

By taking total propagation matrix corresponds to the flat interfaces between the first and last layers as

$$
\begin{equation*}
\overline{\bar{P}}^{[1 e]}=\prod_{j=2}^{N-1} \bar{P}_{j, j-1}^{[1 e]} \tag{4.5.43}
\end{equation*}
$$

which results in,

$$
F_{N-1}\left[\begin{array}{l}
\tilde{A}_{N-1, q}^{(1)}  \tag{4.5.44}\\
\tilde{B}_{N-1, p}^{(1)}
\end{array}\right]-\overline{\bar{P}}^{[1 e]} F_{1}\left[\begin{array}{l}
\tilde{A}_{1, q}^{(1)} \\
\tilde{B}_{1, p}^{(1)}
\end{array}\right]=\bar{R}^{[1 e]}
$$

where,

$$
\begin{align*}
\bar{R}^{[1 e]}= & +\prod_{j=3}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 e]} \bar{U}_{2}^{[1 e]} F_{1}  \tag{4.5.45}\\
& +\prod_{j=4}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 e]}\left(\bar{U}_{3}^{[1 e]}+\overline{\bar{P}}_{3,2}^{[1 e]} \bar{C}_{2}^{[1 e]}\right) F_{2} \\
& +\prod_{j=5}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 e]}\left(\bar{U}_{4}^{[1 e]}+\overline{\bar{P}}_{4,3}^{[1 e]} \bar{C}_{3}^{[1 e]}\right) F_{3} \\
& +\prod_{j=6}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 e]}\left(\bar{U}_{5}^{[1 e]}+\overline{\bar{P}}_{5,4}^{[1 e]} \bar{C}_{4}^{[1 e]}\right) F_{4} \\
& \vdots \\
& +\prod_{j=N-1}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 e]}\left(\bar{U}_{N-2}^{[1 e]}+\overline{\bar{P}}_{N-2, N-3}^{[1 e]} \bar{C}_{N-3}^{[1 e]}\right) F_{N-3} \\
& +\left(\bar{U}_{N-1}^{[1 e]}+\overline{\bar{P}}_{N-1, N-2}^{[1 e]} \bar{U}_{N-2}^{[1 e]}\right) F_{N-2} \\
& +\bar{C}_{N-1}^{[1 e]} F_{N-1}
\end{align*}
$$

In addition, from extinction relation of two half spaces,

$$
\begin{align*}
\tilde{A}_{1 q}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{1 z}}{k_{1}} \tilde{B}_{1 p}^{(1)}\left(\bar{k}_{\perp}\right)+C_{12}^{[1 e]} & =0  \tag{4.5.46}\\
\frac{k_{N-1}}{k_{N}} \tilde{A}_{N-1, q}^{(1)}\left(\bar{k}_{\perp}\right)-\frac{k_{N z}}{k_{N}} \tilde{B}_{N-1, p}^{(1)}\left(\bar{k}_{\perp}\right)+C_{N, N-1}^{[1 e]} & =0
\end{align*}
$$

where,

$$
\begin{align*}
C_{12}^{[1 e]} & =k_{1 z} \hat{e}\left(-k_{1 z}\right) \cdot \bar{a}_{1}^{(0)}+\left[\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)+k_{1 z} \hat{h}\left(-k_{1 z}\right)\right] \cdot \bar{b}_{1}^{(0)}  \tag{4.5.47}\\
C_{N, N-1}^{[1 e]} & =-\frac{k_{N-1}}{k_{N}} k_{N z} \hat{e}\left(k_{N z}\right) \cdot \bar{a}_{N-1}^{(0)}+\left[\frac{k_{\rho}}{k_{N}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)-k_{N z} \hat{h}\left(k_{N z}\right)\right] \cdot \bar{b}_{N-1}^{(0)}
\end{align*}
$$

The matrix equation (4.5.44) together with external half spaces relation of (4.5.46) provides sufficient information to solve for the unknown first order TE surface fields. Similarly, for TM part of the first order extinction equations,

$$
\begin{align*}
& -\frac{1}{2} \frac{k_{1}}{k_{1 z}}\left\{\frac{k_{1 z}}{k_{1}} \tilde{A}_{1 p}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{a}_{1}^{(0)}+k_{1 z} \hat{h}\left(-k_{1 z}\right) \cdot \bar{a}_{1}^{(0)}\right\}  \tag{4.5.48}\\
& +\frac{1}{2} \frac{k_{1}}{k_{1 z}}\left\{\tilde{B}_{1 q}^{(1)}\left(k_{x}, k_{y}\right)+k_{1 z} \hat{e}\left(-k_{1 z}\right) \cdot \bar{b}_{1}^{(0)}\right\}=0
\end{align*}
$$

$$
\begin{align*}
& +\frac{1}{2} \frac{k_{m-1}}{k_{m z}} e^{i k_{m z} d_{m-1}}\left\{-\frac{k_{m z}}{k_{m}} \tilde{A}_{m-1, p}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{a}_{m-1}^{(0)}-k_{m z} \hat{h}\left(k_{m z}\right) \cdot \bar{a}_{m-1}^{(0)}\right\} F_{m-1}  \tag{4.5.49}\\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m-1}}\left\{\tilde{B}_{m-1, q}^{(1)}\left(\bar{k}_{\perp}\right)-k_{m z} \hat{e}\left(k_{m z}\right) \cdot \bar{b}_{m-1}^{(0)}\right\} F_{m-1} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}}\left\{-\frac{k_{m z}}{k_{m}} \tilde{A}_{m, p}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{a}_{m}^{(0)}-k_{m z} \hat{h}\left(k_{m z}\right) \cdot \bar{a}_{m}^{(0)}\right\} F_{m} \\
& +\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{i k_{m z} d_{m}}\left\{\tilde{B}_{m, q}^{(1)}\left(\bar{k}_{\perp}\right)-k_{m z} \hat{e}\left(k_{m z}\right) \cdot \bar{b}_{m}^{(0)}\right\} F_{m}=0 \\
& +\frac{1}{2} \frac{k_{m-1}}{k_{m z}} e^{-i k_{m z} d_{m-1}}\left\{\frac{k_{m z}}{k_{m}} \tilde{A}_{m-1, p}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{a}_{m-1}^{(0)}+k_{m z} \hat{h}\left(-k_{m z}\right) \cdot \bar{a}_{m-1}^{(0)}\right\} F_{m-1}  \tag{4.5.50}\\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m-1}}\left\{\tilde{B}_{m-1, q}^{(1)}\left(\bar{k}_{\perp}\right)+k_{m z} \hat{e}\left(-k_{m z}\right) \cdot \bar{b}_{m-1}^{(0)}\right\} F_{m-1} \\
& -\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m}}\left\{\frac{k_{m z}}{k_{m}} \tilde{A}_{m, p}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{a}_{m}^{(0)}+k_{m z} \hat{h}\left(-k_{m z}\right) \cdot \bar{a}_{m}^{(0)}\right\} F_{m} \\
& +\frac{1}{2} \frac{k_{m}}{k_{m z}} e^{-i k_{m z} d_{m}}\left\{\tilde{B}_{m, q}^{(1)}\left(\bar{k}_{\perp}\right)+k_{m z} \hat{e}\left(-k_{m z}\right) \cdot \bar{b}_{m}^{(0)}\right\} F_{m}=0 \\
& +\frac{1}{2} \frac{k_{N-1}}{k_{N z}} e^{i k_{N z} d_{N-1}}\left\{-\frac{k_{N z}}{k_{N}} \tilde{A}_{N-1, p}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{N}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \cdot \bar{a}_{N-1}^{(0)}-k_{N z} \hat{h}\left(k_{N z}\right) \cdot \bar{a}_{N-1}^{(0)}\right\}  \tag{4.5.51}\\
& -\frac{1}{2} \frac{k_{N}}{k_{N z}} e^{i k_{N z} d_{N-1}}\left\{\tilde{B}_{N-1, q}^{(1)}\left(\bar{k}_{\perp}\right)-k_{N z} \hat{e}\left(k_{N z}\right) \cdot \bar{b}_{N-1}^{(0)}\right\}=0
\end{align*}
$$

The middle layers extinction relations (4.5.49), and (4.5.50) can be written as a matrix equation between surface fields of interface $m$ and $m-1$ as

$$
\begin{aligned}
& {\left[\begin{array}{cc}
-\frac{k_{m-1}}{k_{m}} \frac{k_{m z}}{k_{m}} & -1 \\
+\frac{k_{m-1}}{k_{m}} \frac{k_{m z}}{k_{m}} & -1
\end{array}\right] F_{m-1}\left[\begin{array}{c}
\tilde{A}_{m-1, p}^{(1)} \\
\tilde{B}_{m-1, q}^{(1)}
\end{array}\right]+F_{m-1}\left[\begin{array}{c}
u_{m}^{1 h+} \\
u_{m}^{11-}
\end{array}\right] } \\
&=\left[\begin{array}{cc}
e^{i \phi_{m}} & 0 \\
0 & e^{-i \phi_{m}}
\end{array}\right]\left[\begin{array}{cc}
-\frac{k_{m z}}{k_{m}} & -1 \\
\frac{k_{m z}}{k_{m}} & -1
\end{array}\right] F_{m}\left[\begin{array}{c}
\tilde{A}_{m, p}^{(1)} \\
\tilde{B}_{m, q}^{(1)}
\end{array}\right]+F_{m}\left[\begin{array}{c}
c_{m}^{1 h+} \\
c_{m}^{1 h-}
\end{array}\right]
\end{aligned}
$$

where

$$
\begin{align*}
& u_{m}^{1 h+}=\frac{k_{m-1}}{k_{m}}\left[\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)-k_{m z} \hat{h}\left(k_{m z}\right)\right] \cdot \bar{a}_{m-1}^{(0)}+k_{m z} \hat{e}\left(k_{m z}\right) \cdot \bar{b}_{m-1}^{(0)}  \tag{4.5.52}\\
& u_{m}^{1 h-}=\frac{k_{m-1}}{k_{m}}\left[\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)+k_{m z} \hat{h}\left(-k_{m z}\right)\right] \cdot \bar{a}_{m-1}^{(0)}-k_{m z} \hat{e}\left(-k_{m z}\right) \cdot \bar{b}_{m-1}^{(0)}
\end{align*}
$$

and

$$
\begin{align*}
& c_{m}^{1 h+}=e^{i \phi_{m}}\left(\left[\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)-k_{m z} \hat{h}\left(k_{m z}\right)\right] \cdot \bar{a}_{m}^{(0)}+k_{m z} \hat{e}\left(k_{m z}\right) \cdot \bar{b}_{m}^{(0)}\right)  \tag{4.5.53}\\
& c_{m}^{1 h-}=e^{-i \phi_{m}}\left(\left[\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)+k_{m z} \hat{h}\left(-k_{m z}\right)\right] \cdot \bar{a}_{m}^{(0)}-k_{m z} \hat{e}\left(-k_{m z}\right) \cdot \bar{b}_{m}^{(0)}\right)
\end{align*}
$$

or by collecting the matrices involved into one matrix

$$
F_{m}\left[\begin{array}{c}
\tilde{A}_{m, p}^{(1)}  \tag{4.5.54}\\
\tilde{B}_{m, q}^{(1)}
\end{array}\right]=\overline{\bar{P}}_{m, m-1}^{[1 h]} F_{m-1}\left[\begin{array}{c}
\tilde{A}_{m-1, p}^{(1)} \\
\tilde{B}_{m-1, q}^{(1)}
\end{array}\right]+\bar{U}_{m}^{1 h} F_{m-1}+\bar{C}_{m}^{1 h} F_{m}
$$

where TM propagation matrix $\overline{\bar{P}}_{m, m-1}^{[1 h]}$ and vectors $\bar{U}_{m}^{1 h}$ and $\bar{C}_{m}^{1 h}$ are defined through,

$$
\left.\begin{array}{rl}
\overline{\bar{P}}_{m, m-1}^{[1 h]} & =\left[\begin{array}{cc}
-\frac{k_{m z}}{k_{m}} & -1 \\
\frac{k_{m z}}{k_{m}} & -1
\end{array}\right]^{-1}\left[\begin{array}{cc}
e^{-i \phi_{m}} & 0 \\
0 & e^{i \phi_{m}}
\end{array}\right]\left[\begin{array}{l}
-\frac{k_{m-1}}{k_{m}} \frac{k_{m z}}{k_{m}} \\
+\frac{k_{m-1}}{k_{m}} \frac{k_{m z}}{k_{m}}
\end{array}-1\right. \tag{4.5.55}
\end{array}\right] .
$$

The propagation relation (4.5.54) connects the surface fields over the interface $m$ to that of interface $m-1$. From that, the first and last interface surface fields can be connected through a linear relation that can be obtained by induction (similar to the TE case) as

$$
F_{N-1}\left[\begin{array}{l}
\tilde{A}_{N-1, p}^{(1)} \\
\tilde{B}_{N-1, q}^{(1)}
\end{array}\right]-\overline{\bar{P}}^{[1 h]} F_{1}\left[\begin{array}{l}
\tilde{A}_{1, p}^{(1)} \\
\tilde{B}_{1, q}^{(1)}
\end{array}\right]=\bar{R}^{[1 h]}
$$

where, the vector $\bar{R}^{[1 h]}$ which contained the roughness effect is defined by

$$
\begin{align*}
\bar{R}^{[1 h]} & =\prod_{j=3}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 h]} \bar{U}_{2}^{[1 h]} F_{1}  \tag{4.5.56}\\
& +\prod_{j=4}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 h]}\left(\bar{U}_{3}^{[1 h]}+\mathbb{P}_{3,2}^{[1 h]} \bar{C}_{2}^{[1 h]}\right) F_{2} \\
& +\prod_{j=5}^{N-1} \bar{P}_{j, j-1}^{[1 h]}\left(\bar{U}_{4}^{[1 h]}+\mathbb{P}_{4,3}^{[1 h]} \bar{C}_{3}^{[1 h]}\right) F_{3} \\
& +\prod_{j=6}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 h]}\left(\bar{U}_{5}^{[1 h]}+\mathbb{P}_{5,4}^{[1 h]} \bar{C}_{4}^{[1 h]}\right) F_{4} \\
& \vdots \\
& +\prod_{j=N-1}^{N-1} \overline{\bar{P}}_{j, j-1}^{[1 h]}\left(\bar{U}_{N-2}^{[1 h]}+\mathbb{P}_{N-2, N-3}^{[1 h]} \bar{C}_{N-3}^{[1 h]}\right) F_{N-3} \\
& +\left(\bar{U}_{N-1}^{[1 h]}+\overline{\bar{P}}_{N-1, N-2}^{[1 h]} \bar{C}_{N-2}^{[1 h]}\right) F_{N-2} \\
& +\bar{C}_{N-1}^{[1 h]} F_{N-1}
\end{align*}
$$

also from both ends extinction theorems we have

$$
\begin{align*}
-\frac{k_{1 z}}{k_{1}} \tilde{A}_{1 p}^{(1)}\left(\bar{k}_{\perp}\right)+\tilde{B}_{1 q}^{(1)}\left(\bar{k}_{\perp}\right)+C_{12}^{[1 h]} & =0  \tag{4.5.57}\\
-\frac{k_{N z}}{k_{N}} \tilde{A}_{N-1, p}^{(1)}\left(\bar{k}_{\perp}\right)-\tilde{B}_{N-1, q}^{(1)}\left(\bar{k}_{\perp}\right)+C_{N, N-1}^{[1 h]} & =0
\end{align*}
$$

where

$$
\begin{align*}
C_{12}^{[1 h]} & =-\left[\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)+k_{1 z} \hat{h}\left(-k_{1 z}\right)\right] \cdot \bar{a}_{1}^{(0)}+k_{1 z} \hat{e}\left(-k_{1 z}\right) \cdot \bar{b}_{1}^{(0)}  \tag{4.5.58}\\
C_{N, N-1}^{[1 h]} & =\left[\frac{k_{\rho}}{k_{N}}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)-k_{N z} \hat{h}\left(k_{N z}\right) \cdot\right] \bar{a}_{N-1}^{(0)}+k_{N z} \hat{e}\left(k_{N z}\right) \cdot \bar{b}_{N-1}^{(0)}
\end{align*}
$$

Therefore, a complete set of equations for the TM part of the surface field can be written as

$$
\left[\begin{array}{cccc}
-\frac{k_{1 z}}{k_{1}} & 1 & 0 & 0  \tag{4.5.59}\\
0 & 0 & -\frac{k_{N z}}{k_{N}} & -1 \\
-P_{11}^{[1 h]} & -P_{12}^{[1 h]} & 1 & 0 \\
-P_{21}^{[1 h]} & -P_{22}^{[1 h]} & 0 & 1
\end{array}\right]\left[\begin{array}{c}
F_{1} \tilde{A}_{1 p}^{(1)} \\
F_{1} \tilde{B}_{1 q}^{(1)} \\
F_{N-1} \tilde{A}_{N-1, p}^{(1)} \\
F_{N-1} \tilde{B}_{N-1, q}^{(1)}
\end{array}\right]=\left[\begin{array}{c}
-F_{1} C_{12}^{[1 h]} \\
-F_{N-1} C_{N, N-1}^{[1 h]} \\
R^{[1 h]}
\end{array}\right]
$$

As an aside, from the linear system of (4.5.59), since the vector $\bar{R}^{[1 h]}$ linearly depends on all of the surfaces spectrum, the surface fields do depend linearly of all of the surfaces spectrum.

### 4.5.5 First Order Scattered and Transmitted Field

The scattered field can be computed using the equivalence principle applied to the region 1 with known surface fields. Balancing the TE scattered field expression up to the first order nd using the first order approximation of the scattering potential for the scattered field as

$$
\begin{equation*}
I_{11}^{+(1)}\left(\bar{k}_{\perp}, \bar{k}_{\perp}^{\prime}\right)=-i k_{1 z} F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \tag{4.5.60}
\end{equation*}
$$

we arrive at,

$$
\begin{align*}
-2 \frac{k_{1 z}}{k_{1}} \hat{e}\left(k_{1 z}\right) \cdot \tilde{\bar{E}}_{s}^{(1)}(\bar{k}) & =i F_{1}\left(k_{\perp}-k_{\perp_{i}}\right)\left\{\tilde{A}_{1 q}^{(1)}\left(\bar{k}_{\perp}\right)-k_{1 z} \hat{e}\left(k_{1 z}\right) \cdot \bar{a}_{1}^{(0)}\right.  \tag{4.5.61}\\
& \left.-\frac{k_{1 z}}{k_{1}} \tilde{B}_{1 p}^{(1)}\left(\bar{k}_{\perp}\right)+\left(\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right)-k_{1 z} \hat{h}\left(k_{1 z}\right)\right) \cdot \bar{b}_{1}^{(0)}\right\} \tag{4.5.62}
\end{align*}
$$

This expression can be further simplified if we use the extinction relation of the downward propagating wave in region 1 of (4.5.36) as

$$
\begin{equation*}
\tilde{A}_{1 q}^{(1)}\left(\bar{k}_{\perp}\right)+\frac{k_{1 z}}{k_{1}} \tilde{B}_{1 p}^{(1)}\left(\bar{k}_{\perp}\right)+k_{1 z} \hat{e}\left(-k_{1 z}\right) \cdot \bar{a}_{1}^{(0)}+\left(\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right)+k_{1 z} \hat{h}\left(-k_{1 z}\right)\right) \cdot \bar{b}_{1}^{(0)}=0 \tag{4.5.63}
\end{equation*}
$$

which is essentially similar to the expression of the scattered field except it is a relation for a downward propagating field. Manipulating the signs by make a sign flip in the arguments of polarization unit vectors to be matched with scattered field and utilizing that

$$
\begin{equation*}
\hat{h}\left(-k_{1 z}\right) \cdot \bar{T}=-\hat{h}\left(k_{1 z}\right) \cdot \bar{T} \tag{4.5.64}
\end{equation*}
$$

where $\bar{T}$ is transverse vector such that $\bar{T} \cdot \hat{z}=0$ and

$$
\begin{equation*}
\hat{e}\left(-k_{1 z}\right)=\hat{e}\left(k_{1 z}\right) \tag{4.5.65}
\end{equation*}
$$

(4.5.63) results in,

$$
\begin{equation*}
\tilde{A}_{1 q}^{(1)}\left(\bar{k}_{\perp}\right)+k_{1 z} \hat{e}\left(k_{1 z}\right) \cdot \bar{a}_{1}^{(0)}+\left(\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right)-k_{1 z} \hat{h}\left(k_{1 z}\right)\right) \cdot \cdot_{1}^{(0)}=-\frac{k_{1 z}}{k_{1}} \tilde{B}_{1 p}^{(1)}\left(\bar{k}_{\perp}\right) \tag{4.5.66}
\end{equation*}
$$

that upon substitution in the scattered field expression results in a great simplification that leads to a factor of 2 to get

$$
\hat{e}\left(k_{1 z}\right) \cdot \tilde{\bar{E}}_{s}^{(1)}(\bar{k})=-i F_{1}\left(k_{\perp}-k_{\perp_{i}}\right) \frac{k_{1}}{k_{1 z}}\left\{\tilde{A}_{1 q}^{(1)}\left(\bar{k}_{\perp}\right)+\left(\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right)-k_{1 z} \hat{h}\left(k_{1 z}\right)\right) \cdot \bar{b}_{1}^{(0)}\right\}
$$

Using TE surface fields solution, the solution of the first boundary surface fields is a linear combination of all of the surfaces spectra as

$$
\begin{equation*}
F_{1}\left(k_{\perp}-k_{\perp_{i}}\right) \tilde{A}_{1 q}^{(1)}\left(\bar{k}_{\perp}\right)=\tilde{A}_{1 q, F 1}^{(1)} F_{1}\left(k_{\perp}-k_{\perp_{i}}\right)+\sum_{j \neq 1} \tilde{A}_{q, F_{j}}^{(1)} F_{j}\left(k_{\perp}-k_{\perp_{i}}\right) \tag{4.5.67}
\end{equation*}
$$

Therefore, the first order TE scattered field has $N-1$ spectral components in terms of individual interfaces

$$
\begin{equation*}
\hat{e}\left(k_{z}\right) \cdot \bar{E}_{s}^{(1)}(\bar{k})=\sum_{j=1}^{N-1} S_{e, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right) F_{j}\left(k_{\perp}-k_{\perp_{i}}\right) \tag{4.5.68}
\end{equation*}
$$

where contribution of each interface in the scattered field is given by

$$
S_{e, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right)= \begin{cases}-\frac{i k_{1}}{k_{1 z}}\left[\tilde{A}_{1 q, F_{1}}^{(1)}\left(\bar{k}_{\perp}\right)+\left(\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right)-k_{1 z} \hat{h}\left(k_{1 z}\right)\right) \cdot \cdot_{1}^{(0)}\right] & j=1  \tag{4.5.69}\\ -\frac{i k_{1}}{k_{1 z}} \tilde{A}_{1 q, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right) & j \neq 1\end{cases}
$$

Similarly, the first order TM scattered field can be obtained as

$$
\begin{equation*}
\hat{h}\left(k_{z}\right) \cdot \bar{E}_{s}^{(1)}(\bar{k})=\sum_{j=1}^{N-1} S_{h, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right) F_{j}\left(k_{\perp}-k_{\perp_{i}}\right) \tag{4.5.70}
\end{equation*}
$$

where

$$
S_{h, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right)=\left\{\begin{array}{lr}
\frac{i k_{1}}{k_{1 z}}\left[\tilde{B}_{1 q, F_{1}}^{(1)}-\left(\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right)-k_{1 z} \hat{h}\left(k_{1 z}\right)\right) \cdot \bar{a}_{1}^{(0)}\right] & j=1  \tag{4.5.71}\\
\frac{i k_{1}}{k_{1 z}} \tilde{B}_{1 q, F_{j}}^{(1)} & j \neq 1
\end{array}\right.
$$

Therefore, total first order scattered field can be written as

$$
\begin{equation*}
\bar{E}_{s}^{(1)}\left(\bar{k}_{\perp}\right)=\sum_{j=1}^{N-1} F_{j}\left(k_{\perp}-k_{\perp_{i}}\right)\left[S_{e, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right) \hat{e}\left(k_{z}\right)+S_{h, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right) \hat{h}\left(k_{z}\right)\right] \tag{4.5.72}
\end{equation*}
$$

Notice that the first order scattered field is linearly related to the surface spectra. Therefore, one may obtain the first order solution of the scattered field by considering a layered media with only one rough interface at a time and the rest of the interfaces to be flat to find contribution of each rough surface and add them up to get the final result. However, this would not be the case for higher orders of solution. Converting the scattered field to spatial domain representation,

$$
\begin{align*}
\bar{E}_{s}^{(1)}(\bar{r}) & =\int \mathrm{d} \bar{k}_{\perp} \tilde{\bar{E}}_{s}^{(1)}\left(\bar{k}_{\perp}\right) e^{i \bar{k} \cdot \bar{r}}  \tag{4.5.73}\\
& =\sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp} e^{i \bar{k} \cdot \bar{r}} F_{j}\left(k_{\perp}-k_{\perp_{i}}\right)\left[S_{e, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right) \hat{e}\left(k_{z}\right)+S_{h, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right) \hat{h}\left(k_{z}\right)\right]
\end{align*}
$$

Equation (4.5.73) shows that the first order scattered and transmitted fields have a non-zero bandwidth in the spectral domain, which means scattered and transmitted fields involve continuous spectrum of plane waves in different directions.

Also it is worth to note that the spectrum of the scattered field (4.5.73) is filtered by the surface spectrum $F_{j}\left(\bar{k}_{\perp}\right)$. In other words, the scattered field from a random rough surface in a special directions does exist if the surface spectrum can provide a non-zero amplitude at that spectral frequency.

Another observation is that every rough interfaces has its own contribution to the scattered field that is true in the light of linearity of the problem. For zero mean processes, averaging over ensemble of Gaussian random surfaces give zero and therefore the first order scattered field has zero mean

$$
\begin{equation*}
\left\langle\bar{E}_{s}^{(1)}(\bar{r})\right\rangle=0 \tag{4.5.74}
\end{equation*}
$$

So the first order fields are totally random. we will use higher order moments of first order fields solution in section 4.6. The second order averaged scattered field and transmitted field can be computed as (in section 4.6 we will see why we are interested in the average of second order scattered field). For the first order transmitted field, following a similar procedure as the scattered field we obtain

$$
\begin{equation*}
\bar{E}_{t}^{(1)}\left(\bar{k}_{\perp}\right)=\sum_{j=1}^{N-1} F_{j}\left(k_{\perp}-k_{\perp_{i}}\right)\left[T_{e, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right) \hat{e}\left(-k_{N z}\right)+T_{h, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right) \hat{h}\left(-k_{N z}\right)\right] \tag{4.5.75}
\end{equation*}
$$

where, each interface roughness contributes to the first order TE and TM transmitted field through

$$
\begin{align*}
& T_{e, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right)= \begin{cases}\frac{i k_{N}}{k_{N z}}\left[\frac{k_{N-1}}{k_{N}} \tilde{A}_{N-1, q, F_{1}}^{(1)}\left(\bar{k}_{\perp}\right)+\left(\frac{k_{\rho}}{k_{N}}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right)+k_{N z} \hat{h}\left(-k_{N z}\right)\right) \cdot \bar{b}_{N-1}^{(0)}\right] & j=1 \\
\frac{i k_{N-1}}{k_{N z}} \tilde{A}_{N-1, q, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right) & j \neq 1\end{cases}  \tag{4.5.76}\\
& T_{h, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right)= \begin{cases}\frac{i k_{N}}{k_{N z}}\left[\frac{k_{N-1}}{k_{N}}\left(\frac{k_{\rho}}{k_{N}}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right)+k_{N z} \hat{h}\left(-k_{N z}\right)\right) \cdot \bar{a}_{N-1}^{(0)}-\tilde{B}_{\left.N-1, q, F_{1}\right]}^{(1)},\right. & j=1 \\
-\frac{i k_{N}}{k_{N z}} \tilde{B}_{N-1, q, F_{j}}^{(1)} & j \neq 1\end{cases} \tag{4.5.77}
\end{align*}
$$

The transmitted field representation in spatial domain can be obtained from (4.5.75) by a superposition integral as

$$
\begin{aligned}
\bar{E}_{t}^{(1)}(\bar{r}) & =\int \mathrm{d} \bar{k}_{\perp} \bar{E}_{t}^{(1)}(\bar{k}) e^{i \bar{k}_{\perp} \cdot \bar{r}_{\perp}-i k_{N z} z} \\
& =\sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp} e^{i \bar{k}_{\perp} \cdot \bar{r}_{\perp}-i k_{N z} z} F_{j}\left(k_{\perp}-k_{\perp_{i}}\right)\left[T_{e, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right) \hat{e}\left(-k_{N z}\right)+T_{h, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right) \hat{h}\left(-k_{N z}\right)\right]
\end{aligned}
$$

### 4.5.6 Second Order Solution

The second order solution is proportional to the interfaces spectra in a quadratic fashion and includes multiple scattering processes up to the second order within the solution. The transverse component of the surface fields are second order in the surface roughness parameter. Since the $z$-component of the fields are an order lower that the traverse fields, it would be from the first order within the second order solution and it can be expressed in terms of the first order solution as

$$
\begin{equation*}
Q_{j, z}^{(2)}\left(\bar{k}_{\perp}\right)=\int \mathrm{d} \bar{k}_{\perp}^{\prime} i F_{j}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \bar{Q}_{j, \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \tag{4.5.78}
\end{equation*}
$$

and using the first order tilde fields solution $\tilde{\bar{Q}}_{j, \perp}^{(1)}$, it can be written as

$$
\begin{equation*}
Q_{j, z}^{(2)}\left(\bar{k}_{\perp}\right)=-\int \mathrm{d} \bar{k}_{\perp}^{\prime} F_{j}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{Q}}_{j, \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \tag{4.5.79}
\end{equation*}
$$

where $Q$ can be an electric or magnetic surface field. For the second order solution the first and second order approximations of the scattering potentials are required. Within the second order approximation,

$$
\begin{align*}
I_{11}^{ \pm(2)}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) & =-\frac{1}{2} k_{1 z}^{2} F_{1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)  \tag{4.5.80}\\
I_{m, m-1}^{ \pm(2)}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) & =-\frac{1}{2} k_{m z}^{2} F_{m-1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \\
I_{m m}^{ \pm(2)}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) & =-\frac{1}{2} k_{m z}^{2} F_{m}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \\
I_{N, N-1}^{ \pm(2)}\left(\bar{k}_{\perp} ; \bar{k}_{\perp}^{\prime}\right) & =-\frac{1}{2} k_{N z}^{2} F_{N-1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)
\end{align*}
$$

where $F^{(2)}=F \star F$ and $\star$ denotes 2D convolution. Balancing the extinction relations (4.3.11), (4.3.26), (4.3.31), (4.3.32), (4.3.38), and (4.3.39) up to the second order on both sides, inserting the zeroth and first order solutions of the surface field and scattering potentials, and lengthy simplifications, we arrive at the following relation between the TE part of the surface fields,

$$
\begin{align*}
& A_{1 q}^{(2)}\left(\bar{k}_{\perp}\right)+\frac{k_{1 z}}{k_{1}} B_{1 p}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{1}{2} k_{1 z}^{2}\left[\hat{e}\left(-k_{1 z}\right) \cdot \bar{a}_{1}^{(0)}+\hat{h}\left(-k_{1 z}\right) \cdot \bar{b}_{1}^{(0)}\right] F_{1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)  \tag{4.5.81}\\
& +\int \mathrm{d} \bar{k}_{\perp}^{\prime}(-) k_{1 z} \hat{e}\left(-k_{1 z}\right) \cdot \tilde{\bar{A}}_{1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right) \\
& -\frac{k_{\rho}}{k_{1}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{1, \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
& +\int \mathrm{d} \bar{k}_{\perp}^{\prime}(-) k_{1 z} \hat{h}\left(-k_{1 z}\right) \cdot \tilde{\bar{B}}_{1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right)=0 \\
& +\frac{k_{m-1}}{k_{m}}\left\{A_{m-1, q}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{1}{2} k_{m z}^{2} F_{m-1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{e}\left(k_{m z}\right) \cdot \bar{a}_{m-1}^{(0)}\right.  \tag{4.5.82}\\
& \left.+\int \mathrm{d} \bar{k}_{\perp}^{\prime} k_{m z} \hat{e}\left(k_{m z}\right) \cdot \tilde{\bar{A}}_{m-1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right)\right\} \\
& -\frac{k_{m z}}{k_{m}} B_{m-1, p}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{k_{\rho}}{k_{m}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} F_{m-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{m-1, \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
& -\frac{1}{2} k_{m z}^{2} F_{m-1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{h}\left(k_{m z}\right) \cdot \bar{b}_{m-1}^{(0)} \\
& +\int \mathrm{d} \bar{k}_{\perp}^{\prime} k_{m z} \hat{h}\left(k_{m z}\right) \cdot \tilde{\bar{B}}_{m-1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right) \\
& -e^{i \phi_{m}}\left\{A_{m, q}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{1}{2} k_{m z}^{2} F_{m}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{e}\left(k_{m z}\right) \cdot \bar{a}_{m}^{(0)}\right. \\
& \left.+\int \mathrm{d} \bar{k}_{\perp}^{\prime} k_{m z} \hat{e}\left(k_{m z}\right) \cdot \tilde{\bar{A}}_{m}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right)\right\} \\
& -e^{i \phi_{m}}\left\{-\frac{k_{m z}}{k_{m}} B_{m, p}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{k_{\rho}}{k_{m}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} F_{m}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{m, \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right. \\
& -\frac{1}{2} k_{m z}^{2} F_{m}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{h}\left(k_{m z}\right) \cdot \bar{b}_{m}^{(0)} \\
& \left.+\int \mathrm{d} \bar{k}_{\perp}^{\prime} k_{m z} \hat{h}\left(k_{m z}\right) \cdot \tilde{\bar{B}}_{m}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right)\right\}=0
\end{align*}
$$

$$
\begin{align*}
& +\frac{k_{m-1}}{k_{m}}\left\{A_{m-1, q}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{1}{2} k_{m z}^{2} F_{m-1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{e}\left(-k_{m z}\right) \cdot \bar{a}_{m-1}^{(0)}\right.  \tag{4.5.83}\\
& \left.+\int \mathrm{d} \bar{k}_{\perp}^{\prime}(-) k_{m z} \hat{e}\left(-k_{m z}\right) \cdot \tilde{\bar{A}}_{m-1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right)\right\} \\
& +\frac{k_{m z}}{k_{m}} B_{m-1, p}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{k_{\rho}}{k_{m}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} F_{m-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{m-1, \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
& -\frac{1}{2} k_{m z}^{2} F_{m-1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{h}\left(-k_{m z}\right) \cdot \bar{b}_{m-1}^{(0)} \\
& +\int \mathrm{d} \bar{k}_{\perp}^{\prime}(-) k_{m z} \hat{h}\left(-k_{m z}\right) \cdot \tilde{\bar{B}}_{m-1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right) \\
& -e^{-i \phi_{m}}\left\{A_{m, q}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{1}{2} k_{m z}^{2} F_{m}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{e}\left(-k_{m z}\right) \cdot \bar{a}_{m}^{(0)}\right. \\
& \left.+\int \mathrm{d} \bar{k}_{\perp}^{\prime}(-) k_{m z} \hat{e}\left(-k_{m z}\right) \cdot \tilde{\bar{A}}_{m}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right)\right\} \\
& -e^{-i \phi_{m}}\left\{\frac{k_{m z}}{k_{m}} B_{m, p}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{k_{\rho}}{k_{m}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} F_{m}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{m, \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right. \\
& -\frac{1}{2} k_{m z}^{2} F_{m}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{h}\left(-k_{m z}\right) \cdot \bar{b}_{m}^{(0)} \\
& \left.+\int \mathrm{d} \bar{k}_{\perp}^{\prime}(-) k_{m z} \hat{h}\left(-k_{m z}\right) \cdot \tilde{\bar{B}}_{m}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right)\right\}=0 \\
& \frac{k_{N-1}}{k_{N}}\left\{A_{N-1, q}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{1}{2} k_{N z}^{2} F_{N-1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{e}\left(k_{N z}\right) \cdot \bar{a}_{N-1}^{(0)}\right.  \tag{4.5.84}\\
& \left.+\int \mathrm{d} \bar{k}_{\perp}^{\prime} k_{N z} \hat{e}\left(k_{N z}\right) \cdot \tilde{\bar{A}}_{N-1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{N-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{N-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\right\} \\
& -\frac{k_{N z}}{k_{N}} B_{N-1, p}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{k_{\rho}}{k_{N}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} F_{N-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{N-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{N-1, \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
& -\frac{1}{2} k_{N z}^{2} F_{N-1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{h}\left(k_{N z}\right) \cdot \bar{b}_{N-1}^{(0)} \\
& +\int \mathrm{d} \bar{k}_{\perp}^{\prime} k_{N z} \hat{h}\left(k_{N z}\right) \cdot \tilde{\bar{B}}_{N-1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{N-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{N-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)=0
\end{align*}
$$

From the extinction relations (4.5.82) and (4.5.83), a propagation matrix relation between the adjacent layers surface fields can be obtained as

$$
\left[\begin{array}{cc}
e^{i \phi_{m}} & 0  \tag{4.5.85}\\
0 & e^{-i \phi_{m}}
\end{array}\right]\left[\begin{array}{cc}
1 & -\frac{k_{m z}}{k_{m}} \\
1 & \frac{k_{m z}}{k_{m}}
\end{array}\right]\left[\begin{array}{c}
A_{m, q}^{(2)} \\
B_{m, p}^{(2)}
\end{array}\right]=\left[\begin{array}{cc}
\frac{k_{m-1}}{k_{m}} & -\frac{k_{m z}}{k_{m}} \\
\frac{k_{m-1}}{k_{m}} & \frac{k_{m z}}{k_{m}}
\end{array}\right]\left[\begin{array}{c}
A_{m-1, q}^{(2)} \\
B_{m-1, p}^{(2)}
\end{array}\right]+\left[\begin{array}{l}
u_{m}^{2 e+} \\
u_{m}^{2 e-}
\end{array}\right]-\left[\begin{array}{c}
c_{m}^{2 e+} \\
c_{m}^{2 e-}
\end{array}\right]
$$

where the coefficients $c_{m}^{2 e \pm}$ and $u_{m}^{2 e \pm}$ are purely proportional to the surface roughness of interfaces and are defined by

$$
\begin{align*}
u_{m}^{2 e \pm} & =\frac{k_{m-1}}{k_{m}}\left\{-\frac{1}{2} k_{m z}^{2} F_{m-1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{e}\left( \pm k_{m z}\right) \cdot \bar{a}_{m-1}^{(0)}\right.  \tag{4.5.86}\\
& \left. \pm \int \mathrm{d} \bar{k}_{\perp}^{\prime} k_{m z} \hat{e}\left( \pm k_{m z}\right) \cdot \tilde{\bar{A}}_{m-1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right)\right\} \\
& -\frac{k_{\rho}}{k_{m}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} F_{m-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp i}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{m-1, \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
& -\frac{1}{2} k_{m z}^{2} F_{m-1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{h}\left( \pm k_{m z}\right) \cdot \bar{b}_{m-1}^{(0)} \\
& \pm \int \mathrm{d} \bar{k}_{\perp}^{\prime} k_{m z} \hat{h}\left(k_{m z}\right) \cdot \tilde{\bar{B}}_{m-1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right)
\end{align*}
$$

and

$$
\begin{align*}
c_{m}^{2 e \pm} & =+e^{i \phi_{m}}\left\{-\frac{1}{2} k_{m z}^{2} F_{m}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{e}\left(k_{m z}\right) \cdot \bar{a}_{m}^{(0)}\right.  \tag{4.5.87}\\
& \pm \int \mathrm{d} \bar{k}_{\perp}^{\prime} k_{m z} \hat{e}\left( \pm k_{m z}\right) \cdot \tilde{\bar{A}}_{m}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right) \\
& -\frac{k_{\rho}}{k_{m}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} F_{m}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{m, \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
& -\frac{1}{2} k_{m z}^{2} F_{m}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) \hat{h}\left(k_{m z}\right) \cdot \bar{b}_{m}^{(0)} \\
& \left. \pm \int \mathrm{d} \bar{k}_{\perp}^{\prime} k_{m z} \hat{h}\left( \pm k_{m z}\right) \cdot \tilde{\bar{B}}_{m}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right)\right\}
\end{align*}
$$

By defining the propagation matrix of the flat surface media $\overline{\bar{P}}_{m, m-1}^{[2 e]}$ and vector functions $\bar{U}_{m}^{[2 e]}$ and $\bar{C}_{m}^{[2 e]}$ which are responsible for the roughness of the $m$-th interface as

$$
\begin{align*}
\overline{\bar{P}}_{m, m-1}^{[2 e]} & =+\left[\begin{array}{cc}
1 & -\frac{k_{m z}}{k_{m}} \\
1 & \frac{k_{m z}}{k_{m}}
\end{array}\right]^{-1}\left[\begin{array}{cc}
e^{-i \phi_{m}} & 0 \\
0 & e^{i \phi_{m}}
\end{array}\right]\left[\begin{array}{cc}
\frac{k_{m-1}}{k_{m}} & -\frac{k_{m z}}{k_{m}} \\
\frac{k_{m-1}}{k_{m}} & \frac{k_{m z}}{k_{m}}
\end{array}\right]  \tag{4.5.88}\\
\bar{U}_{m}^{[2 e]} & =+\left[\begin{array}{cc}
1 & -\frac{k_{m z}}{k_{m}} \\
1 & \frac{k_{m z}}{k_{m}}
\end{array}\right]^{-1}\left[\begin{array}{cc}
e^{-i \phi_{m}} & 0 \\
0 & e^{i \phi_{m}}
\end{array}\right]\left[\begin{array}{c}
u_{m}^{2 e} \\
u_{m}^{2 e-}
\end{array}\right] \\
\bar{C}_{m}^{[2 e]} & =-\left[\begin{array}{cc}
1 & -\frac{k_{m z}}{k_{m}} \\
1 & \frac{k_{m z}}{k_{m}}
\end{array}\right]^{-1}\left[\begin{array}{cc}
e^{-i \phi_{m}} & 0 \\
0 & e^{i \phi_{m}}
\end{array}\right]\left[\begin{array}{c}
c_{m}^{2 e+} \\
c_{m}^{2 e-}
\end{array}\right]
\end{align*}
$$

(4.5.85) can be written as,

$$
\left[\begin{array}{l}
A_{m, q}^{(2)}  \tag{4.5.89}\\
B_{m, p}^{(2)}
\end{array}\right]=\overline{\bar{P}}_{m, m-1}^{[2 e]}\left[\begin{array}{l}
A_{m-1, q}^{(2)} \\
B_{m-1, p}^{(2)}
\end{array}\right]+\bar{U}_{m}^{[2 e]}+\bar{C}_{m}^{[2 e]}
$$

For the second order solution of the surface fields, different quadratic forms of the surface spectra will appear in the solution which make the solution looks more complicated. However, as it will be discussed later[], we are only interested in the average of the second
order field (not itself in general). Therefore, taking statistical average of the unknowns before solving the linear system results in a great simplifications. If we assume uncorrelated surfaces, the surface roughness spectral functions simplify to

$$
\begin{align*}
u_{m}^{2 e \pm} & =-\frac{1}{2} k_{m z}^{2} F_{m-1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)\left[\frac{k_{m-1}}{k_{m}} \hat{e}\left( \pm k_{m z}\right) \cdot \bar{a}_{m-1}^{(0)}+\hat{h}\left( \pm k_{m z}\right) \cdot \bar{b}_{m-1}^{(0)}\right]  \tag{4.5.90}\\
& +\int \mathrm{d} \bar{k}_{\perp}^{\prime} F_{m-1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right)\left[ \pm \frac{k_{m-1}}{k_{m}} k_{m z} \hat{e}\left( \pm k_{m z}\right) \cdot \tilde{\bar{A}}_{m-1, F_{m-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right. \\
& \left.-\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{m-1, \perp, F_{m-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \pm k_{m z} \hat{h}\left( \pm k_{m z}\right) \cdot \tilde{\bar{B}}_{m-1, F_{m-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right] \\
c_{m}^{2 e \pm} & =e^{i \phi_{m}}\left\{-\frac{1}{2} k_{m z}^{2} F_{m}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)\left[\hat{e}\left( \pm k_{m z}\right) \cdot \bar{a}_{m}^{(0)}+\hat{h}\left( \pm k_{m z}\right) \cdot \bar{b}_{m}^{(0)}\right]\right. \\
& +\int \mathrm{d} \bar{k}_{\perp}^{\prime} F_{m}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right)\left[ \pm k_{m z} \hat{e}\left( \pm k_{m z}\right) \cdot \tilde{\bar{A}}_{m, F_{m}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right. \\
& \left.\left.-\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{m, \perp, F_{m}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \pm k_{m z} \hat{h}\left( \pm k_{m z}\right) \cdot \tilde{\bar{B}}_{m, F_{m}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right]\right\}
\end{align*}
$$

Now note that surface fields amplitudes $\tilde{\bar{A}}_{m, F_{j}}$ are deterministic functions, statistical average pass through and noting that for stationary process of the interfaces, second order moments of the surface are given by

$$
\begin{align*}
\left\langle F_{j}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right)\right\rangle & =\delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime} W_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)  \tag{4.5.91}\\
\left\langle F_{j}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\right\rangle & =\delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) W_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)
\end{align*}
$$

and therefore, the averaged roughness terms can be simplified to

$$
\begin{align*}
\left\langle u_{m}^{2 e \pm}\right\rangle= & \delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime} W_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left\{-\frac{1}{2} k_{m z}^{2}\left[\frac{k_{m-1}}{k_{m}} \hat{e}\left( \pm k_{m z}\right) \cdot \bar{a}_{m-1}^{(0)}\right.\right.  \tag{4.5.92}\\
& \left.+\hat{h}\left( \pm k_{m z}\right) \cdot \bar{b}_{m-1}^{(0)}\right]+\left[ \pm \frac{k_{m-1}}{k_{m}} k_{m z} \hat{e}\left( \pm k_{m z}\right) \cdot \tilde{\bar{A}}_{m-1, F_{m-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right. \\
& \left.\left.-\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{m-1, \perp, F_{m-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \pm k_{m z} \hat{h}\left( \pm k_{m z}\right) \cdot \tilde{\bar{B}}_{m-1, F_{m-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right]\right\} \\
\left\langle c_{m}^{2 e \pm}\right\rangle= & \delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \overline{\bar{k}}_{\perp}^{\prime} W_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) e^{i \phi_{m}}\left\{-\frac{1}{2} k_{m z}^{2}\left[\hat{e}\left( \pm k_{m z}\right) \cdot \bar{a}_{m}^{(0)}\right.\right. \\
& \left.+\hat{h}\left( \pm k_{m z}\right) \cdot \bar{b}_{m}^{(0)}\right]+\left[ \pm k_{m z} \hat{e}\left( \pm k_{m z}\right) \cdot \tilde{\bar{A}}_{m, F_{m}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right. \\
& \left.\left.-\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{m, \perp, F_{m}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \pm k_{m z} \hat{h}\left( \pm k_{m z}\right) \cdot \tilde{\bar{B}}_{m, F_{m}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right]\right\}
\end{align*}
$$

Therefore, propagation relation of the mean field between adjacent layers is given by

$$
\left[\begin{array}{l}
\left\langle A_{m, q}^{(2)}\right\rangle  \tag{4.5.93}\\
\left\langle B_{m, p}^{(2)}\right\rangle
\end{array}\right]=\overline{\bar{P}}_{m, m-1}^{[2 e]}\left[\begin{array}{l}
\left\langle A_{m}^{(2)}-1, q\right\rangle \\
\left\langle B_{m-1, p}^{(2)}\right\rangle
\end{array}\right]+\left\langle\bar{U}_{m}^{[2 e]}\right\rangle+\left\langle\bar{C}_{m}^{[2 e]}\right\rangle
$$

Using this relation between the adjacent surface fields, surface fields on the last layers can be related to those of the first interface through a recursive relation that can be obtained for an arbitrary $N$ by induction,

$$
\begin{align*}
{\left[\begin{array}{l}
\left\langle A_{N-1, q}^{(2)}\right\rangle \\
\left\langle B_{N-1, p}^{(2)}\right\rangle
\end{array}\right]=} & \overline{\bar{P}}^{[2 e]}\left[\begin{array}{l}
\left\langle A_{1, q}^{(2)}\right\rangle \\
\left\langle B_{1, p}^{(2)}\right\rangle
\end{array}\right]  \tag{4.5.94}\\
& +\prod_{j=3}^{N-1} \overline{\bar{P}}_{j, j-1}^{[2 e]}\left(\left\langle\bar{U}_{2}^{[2 e]}\right\rangle+\left\langle\bar{C}_{2}^{[2 e]}\right\rangle\right) \\
& +\prod_{j=4}^{N-1} \overline{\bar{P}}_{j, j-1}^{[2 e]}\left(\left\langle\bar{U}_{3}^{[2 e]}\right\rangle+\left\langle\bar{C}_{3}^{[2 e]}\right\rangle\right) \\
\vdots & \\
& +\prod_{j=N-1}^{N-1} \overline{\bar{P}}_{j, j-1}^{[2 e]}\left(\left\langle\bar{U}_{N-2}^{[2 e]}\right\rangle+\left\langle\bar{C}_{N-2}^{[2 e]}\right\rangle\right) \\
& +\left\langle\bar{U}_{N-1}^{[2 e]}\right\rangle+\left\langle\bar{C}_{N-1}^{[2 e]}\right\rangle
\end{align*}
$$

where $\overline{\bar{P}}{ }^{[2 e]}=\prod_{j=2}^{N-1} \overline{\bar{P}}_{j, j-1}^{[2 e]}$. Upon redefining the averaged vectors functions $\left\langle\bar{C}_{m}^{[2 e]}\right\rangle$ and $\left\langle\bar{U}_{m}^{[2 e]}\right\rangle$ through

$$
\begin{align*}
& \left\langle\bar{U}_{m}^{[2 e]}\right\rangle=\delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime} W_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}} \tilde{\bar{U}}_{m}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right)\right.  \tag{4.5.95}\\
& \left\langle\bar{C}_{m}^{[2 e]}\right\rangle=\delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime} W_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \tilde{\bar{C}}_{m}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right)
\end{align*}
$$

the relation between mean surface fields of the first and last interface can be written as

$$
\left[\begin{array}{l}
\left\langle A_{N-1, q}^{(2)}\right\rangle \\
\left\langle B_{N-1, p}^{(2)}\right\rangle
\end{array}\right]-\overline{\bar{P}}^{[2 e]}\left[\begin{array}{l}
\left\langle A_{1, q}^{(2)}\right\rangle \\
\left\langle B_{1, p}^{(2)}\right\rangle
\end{array}\right]=\delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime} \bar{R}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right)
$$

where $\bar{R}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right)$ is defined by

$$
\begin{align*}
\bar{R}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right)= & +\prod_{j=3}^{N-1} \overline{\bar{P}}_{j, j-1}^{[2 e]}\left(\tilde{U}_{2}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right) W_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)+\tilde{\bar{C}}_{2}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right) W_{2}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\right)  \tag{4.5.96}\\
& +\prod_{j=4}^{N-1} \overline{\bar{P}}_{j, j-1}^{[2 e]}\left(\tilde{\bar{U}}_{3}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right) W_{2}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)+\tilde{\bar{C}}_{3}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right) W_{3}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\right) \\
& \vdots \\
& +\prod_{j=N-1}^{N-1} \overline{\bar{P}}_{j, j-1}^{[2 e]}\left(\tilde{\bar{U}}_{N-2}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right) W_{N-3}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)+\tilde{\bar{C}}_{N-2}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right) W_{N-2}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\right) \\
& +\tilde{\bar{U}}_{N-1}^{2 e]}\left(\bar{k}_{\perp}^{\prime}\right) W_{N-2}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)+\tilde{\bar{C}}_{N-1}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right) W_{N-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)
\end{align*}
$$

On the other hand, two mean fields are also related together through the extinction relation of the first and last half spaces that upon taking statistical average yields,

$$
\begin{array}{r}
\left\langle A_{1 q}^{(2)}\right\rangle+\frac{k_{1 z}}{k_{1}}\left\langle B_{1 p}^{(2)}\right\rangle+\delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime} W_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \tilde{C}_{12}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right)=0 \\
\frac{k_{N-1}}{k_{N}}\left\langle A_{N-1, q}^{(2)}\right\rangle-\frac{k_{N z}}{k_{N}}\left\langle B_{N-1, p}^{(2)}\right\rangle+\delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime} W_{N-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \tilde{C}_{N, N-1}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right)=0 \tag{4.5.97}
\end{array}
$$

where the scalar spectral functions $\tilde{C}_{12}^{[2 e]}$ and $\tilde{C}_{N, N-1}^{[2 e]}$ are defined through,

$$
\begin{align*}
\tilde{C}_{12}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right)= & -\frac{1}{2} k_{1 z}^{2}\left[\hat{e}\left(-k_{1 z}\right) \cdot \bar{a}_{1}^{(0)}+\hat{h}\left(-k_{1 z}\right) \cdot \bar{b}_{1}^{(0)}\right]  \tag{4.5.98}\\
& -k_{1 z} \hat{e}\left(-k_{1 z}\right) \cdot \tilde{\bar{A}}_{1, F_{1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)-\left(\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)+k_{1 z} \hat{h}\left(-k_{1 z}\right)\right) \cdot \tilde{\bar{B}}_{1, F_{1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
\tilde{C}_{N, N-1}^{[2 e]}\left(\bar{k}_{\perp}^{\prime}\right)= & \left\{-\frac{1}{2} k_{N z}^{2}\left(\frac{k_{N-1}}{k_{N}} \hat{e}\left(k_{N z}\right) \cdot \bar{a}_{N-1}^{(0)}+\hat{h}\left(k_{N z}\right) \cdot \bar{b}_{N-1}^{(0)}\right)\right. \\
& +\frac{k_{N-1}}{k_{N}} k_{N z} \hat{e}\left(k_{N z}\right) \cdot \tilde{\bar{A}}_{N-1, F_{N-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
& \left.-\left(\frac{k_{\rho}}{k_{N}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)-k_{N z} \hat{h}\left(k_{N z}\right)\right) \cdot \tilde{\bar{B}}_{N-1, F_{N-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right\}
\end{align*}
$$

Therefore complete system of equations for the mean second order surface fields can be obtained as

$$
\left[\begin{array}{cccc}
1 & \frac{k_{1 z}}{k_{1}} & 0 & 0  \tag{4.5.99}\\
0 & 0 & \frac{k_{N-1}}{k_{N}} & -\frac{k_{N z}}{k_{N}} \\
-P_{11}^{[2 e]} & -P_{12}^{[2 e]} & 1 & 0 \\
-P_{21}^{[2 e]} & -P_{22}^{[2 e]} & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\left\langle A_{1 q}^{(2)}\right\rangle \\
\left\langle B_{1 p}^{(2)}\right\rangle \\
\left\langle A_{N-1, q}^{(2)}\right\rangle \\
\left\langle B_{N-1, p}^{(2)}\right\rangle
\end{array}\right]=\delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime}\left[\begin{array}{c}
-\tilde{C}_{12}^{[2 e]} W_{1} \\
-\tilde{C}_{N, N-1}^{[2 e e} W_{N-1} \\
\tilde{R}^{2 e}
\end{array}\right]
$$

Since the right hand side of (4.5.99) has a delta function times a spectral integration of some functions, the individual solutions has the same for as the right hand side. Therefore, second order mean field exists in the specular spectral point. Calculation of TM field is also similar to the TE case. For TM part, the propagation matrix $\overline{\bar{P}}_{m, m-1}^{[2 h]}$ and roughness vectors $\bar{U}_{m}^{[2 h]}$ and $\bar{C}_{m}^{[2 h]}$ are defined as

$$
\left.\begin{array}{rl}
\overline{\bar{P}}_{m, m-1}^{[2 h]} & =\left[\begin{array}{cc}
-\frac{k_{m z}}{k_{m}} & -1 \\
\frac{k_{m z}}{k_{m}} & -1
\end{array}\right]^{-1}\left[\begin{array}{cc}
e^{-i \phi_{m}} & 0 \\
0 & e^{i \phi_{m}}
\end{array}\right]\left[\begin{array}{l}
-\frac{k_{m-1}}{k_{m}} \frac{k_{m z}}{k_{m}} \\
+\frac{k_{m-1}}{k_{m}} \frac{k_{m z}}{k_{m}}
\end{array}-1\right. \tag{4.5.100}
\end{array}\right] .
$$

By taking the statistical average of the surface fields, the average of the spectral functions $\left\langle u_{m}^{2 h \pm}\right\rangle$ and $\left\langle c_{m}^{2 h \pm}\right\rangle$ can be obtained as

$$
\begin{align*}
\left\langle u_{m}^{2 h+}\right\rangle= & \delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime} W_{m-1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left\{-\frac{1}{2} k_{m z}^{2}\left[\frac{k_{m-1}}{k_{m}} \hat{h}\left( \pm k_{m z}\right) \cdot \bar{a}_{m-1}^{(0)}\right.\right.  \tag{4.5.101}\\
& \left.-\hat{e}\left( \pm k_{m z}\right) \cdot \bar{b}_{m-1}^{(0)}\right]+\left[-\frac{k_{m-1}}{k_{m}} \frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{A}}_{m-1, F_{m-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right. \\
& \left.\left. \pm \frac{k_{m-1}}{k_{m}} k_{m z} \hat{h}\left( \pm k_{m z}\right) \cdot \tilde{\bar{A}}_{m-1, F_{m-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \mp k_{m z} \hat{e}\left( \pm k_{m z}\right) \cdot \tilde{\bar{B}}_{m-1, F_{m-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right]\right\} \\
\left\langle c_{m}^{2 h \pm}\right\rangle= & \delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime} W_{m}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) e^{i \phi_{m}}\left\{-\frac{1}{2} k_{m z}^{2}\left[\hat{h}\left( \pm k_{m z}\right) \cdot \bar{a}_{m}^{(0)}\right.\right. \\
& \left.-\hat{e}\left( \pm k_{m z}\right) \cdot \bar{b}_{m}^{(0)}\right]+\left[-\frac{k_{\rho}}{k_{m}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{A}}_{m, F_{m}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right. \\
& \left.\left. \pm k_{m z} \hat{h}\left( \pm k_{m z}\right) \cdot \tilde{\bar{A}}_{m, F_{m}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \mp k_{m z} \hat{e}\left( \pm k_{m z}\right) \cdot \tilde{\bar{B}}_{m, F_{m}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right]\right\}
\end{align*}
$$

The linear system of equations or the second order mean fields can be obtained as

$$
\left[\begin{array}{cccc}
-\frac{k_{1 z}}{k_{1}} & 1 & 0 & 0  \tag{4.5.102}\\
0 & 0 & -\frac{k_{N-1}}{k_{N}} \frac{k_{N z}}{k_{N}} & -1 \\
-P_{11}^{[2 h]} & -P_{12}^{[2 h]} & 1 & 0 \\
-P_{21}^{[2 h]} & -P_{22}^{[2 h]} & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\left\langle A_{1 p}^{(2)}\right\rangle \\
\left\langle B_{1 q}^{(2)}\right\rangle \\
\left\langle A_{N-1, p}^{(2)}\right\rangle \\
\left\langle B_{N-1, q}^{(2)}\right\rangle
\end{array}\right]=\delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime}\left[\begin{array}{c}
-W_{1} \tilde{C}_{12}^{[2 h]} \\
-W_{N-1} \tilde{C}_{N, N-1}^{[2 h]} \\
\tilde{R}^{2 h}
\end{array}\right]
$$

where,

$$
\begin{align*}
\left\langle\tilde{C}_{12}^{2 h]}\right\rangle= & -\frac{1}{2} k_{1 z}^{2}\left[\hat{e}\left(-k_{1 z}\right) \cdot \bar{b}_{1}^{(0)}-\hat{h}\left(-k_{1 z}\right) \cdot \bar{a}_{1}^{(0)}\right]  \tag{4.5.103}\\
& +\left(\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)+k_{1 z} \hat{h}\left(-k_{1 z}\right)\right) \cdot \tilde{\bar{A}}_{1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)-k_{1 z} \hat{e}\left(-k_{1 z}\right) \cdot \tilde{\bar{B}}_{1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
\left\langle\tilde{C}_{N, N-1}^{2 h]}\right\rangle= & -\frac{1}{2} k_{N z}^{2}\left[\frac{k_{N-1}}{k_{N}} \hat{h}\left(k_{N z}\right) \cdot \bar{a}_{N-1}^{(0)}-\hat{e}\left(k_{N z}\right) \cdot \cdot \bar{b}_{N-1}^{(0)}\right] \\
& \left.-\frac{k_{N-1}}{k_{N}}\left(\frac{k_{\rho}}{k_{N}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)-k_{N z} \hat{h}\left(k_{N z}\right)\right) \cdot \tilde{\bar{A}}_{N-1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)-k_{N z} \hat{e}\left(k_{N z}\right) \cdot \tilde{\bar{B}}_{N-1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right]
\end{align*}
$$

### 4.5.7 Second Order Scattered and Transmitted Fields

Once the second order surface fields are known by solving the linear system or the mean fields we are in position to evaluate mean scattered field into region 1 by applying the equivalence principle to region 1 up to the second order of surface height. Balancing the TE scattered field expression and inserting the zeroth and first order solution of the surface
fields and approximations of the scattering potential of the scattered field we arrive at

$$
\begin{align*}
-2 \frac{k_{1 z}}{k_{1}} \hat{e}\left(k_{1 z}\right) \cdot \tilde{\bar{E}}_{s}^{(2)}(\bar{k})= & A_{1 q}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{k_{1 z}}{k_{1}} B_{1 p}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{1}{2} k_{1 z}^{2} F_{1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \hat{e}\left(k_{1 z}\right) \cdot \bar{a}_{1}^{(0)}  \tag{4.5.104}\\
& +\int \mathrm{d} k_{\perp}^{\prime} k_{1 z} F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \hat{e}\left(k_{1 z}\right) \cdot \tilde{\bar{A}}_{1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
& -\frac{k_{\rho}}{k_{1}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
& -\frac{1}{2} k_{1 z}^{2} F_{1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}} \hat{h}\left(k_{1 z}\right) \cdot \bar{b}_{1}^{(0)}\right. \\
& +\int \mathrm{d} k_{\perp}^{\prime} k_{1 z} F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \hat{h}\left(k_{1 z}\right) \cdot \tilde{\bar{B}}_{1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)
\end{align*}
$$

The expression of the TE scattered field can be greatly simplified using the TE part of the second order extinction relation and utilizing symmetry properties of the polarization unit vectors. From the second order TE extinction relation of the surface fields in region 1 of (4.5.81) we have

$$
\begin{aligned}
& A_{q}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{1}{2} k_{z}^{2} F^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \hat{e}\left(-k_{z}\right) \cdot \bar{a}^{(0)} \\
&+\int \mathrm{d} \bar{k}_{\perp}^{\prime}(-) k_{z} F\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \hat{e}\left(-k_{z}\right) \cdot \tilde{\bar{A}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
&+\frac{k_{z}}{k} B_{p}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{k_{\rho}}{k} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} F\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{\perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
&-\frac{1}{2} k_{z}^{2} F^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \hat{h}\left(-k_{z}\right) \cdot \bar{b}^{(0)} \\
&+\int \mathrm{d} \bar{k}_{\perp}^{\prime}(-) k_{z} F\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \hat{h}\left(-k_{z}\right) \cdot \tilde{\bar{B}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)=0
\end{aligned}
$$

This is the extinction of downward propagating wave in region 1. Changing the sign of the arguments of the polarization unit vectors according to the scattered field (transverse and $z$-components behave differently) we obtain,

$$
\begin{align*}
-\frac{k_{1 z}}{k_{1}} B_{1 p}^{(2)}\left(\bar{k}_{\perp}\right) & =A_{1 q}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{1}{2} k_{1 z}^{2} F_{1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right)\left(\hat{e}\left(k_{1 z}\right) \cdot \bar{a}_{1}^{(0)}-\hat{h}\left(k_{1 z}\right) \cdot \bar{b}_{1}^{(0)}\right)  \tag{4.5.105}\\
& +\int \mathrm{d} \bar{k}_{\perp}^{\prime}(-) k_{1 z} F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \hat{e}\left(k_{1 z}\right) \cdot \tilde{\bar{A}}_{1}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
& -\frac{k_{\rho}}{k_{1}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) \cdot \tilde{\bar{B}}_{1 \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
& +\int \mathrm{d} \bar{k}_{\perp}^{\prime} k_{1 z} F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \hat{h}\left(k_{1 z}\right) \cdot \tilde{\bar{B}}_{1 \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right) \\
& -\int \mathrm{d} \bar{k}_{\perp}^{\prime} k_{1 z} F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \hat{h}\left(k_{1 z}\right) \cdot \hat{z} \tilde{B}_{1 z}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)
\end{align*}
$$

Upon substituting (4.5.105) into the scattered field expression, lots of cancellations occurs and it yields,

$$
\begin{aligned}
-\frac{k_{1 z}}{k_{1}} \hat{e}\left(k_{1 z}\right) \cdot & \cdot \tilde{\bar{E}}_{s}^{(2)}(\bar{k})=A_{1 q}^{(2)}\left(\bar{k}_{\perp}\right)-\frac{1}{2} k_{1 z}^{2} F_{1}^{(2)}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \hat{e}\left(k_{1 z}\right) \cdot \bar{a}_{1}^{(0)} \\
& +\int \mathrm{d} \bar{k}_{\perp}^{\prime} F_{1}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) F_{1}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left[k_{1 z} \hat{h}\left(k_{1 z}\right)-\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)\right] \cdot \tilde{\bar{B}}_{1 \perp}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)
\end{aligned}
$$

From the first order solution of the surface fields, every component of the surface fields constitutes from the contributions of rough interfaces spectra. However, assuming uncorrelated interfaces, only correlated component of the surface field we gives a non-zero mean scattered field. Therefore, TE polarized mean scattered field can be written as

$$
\begin{equation*}
\hat{e}\left(k_{1 z}\right) \cdot\left\langle\tilde{\bar{E}}_{s}^{(2)}(\bar{k})\right\rangle=\delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime} \sum_{j=1}^{N-1} S_{e, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) W_{j}\left(\left(_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\right. \tag{4.5.106}
\end{equation*}
$$

where for $j=1$,

$$
\begin{align*}
S_{e, W_{1}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) & =-\frac{k_{1}}{k_{1 z}}\left[-\frac{1}{2} k_{1 z}^{2} \hat{e}\left(k_{1 z}\right) \cdot \bar{a}_{1}^{(0)}+\left(k_{1 z} \hat{h}\left(k_{1 z}\right)-\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)\right) \cdot \tilde{\bar{B}}_{1 \perp, F_{1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right. \\
& \left.+\tilde{A}_{1 q, W_{1}}^{(2)}\left(\bar{k}_{\perp}\right)\right] \tag{4.5.107}
\end{align*}
$$

and for $j \neq 1$,

$$
\begin{equation*}
S_{e, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right)=-\frac{k_{1}}{k_{1 z}} \tilde{A}_{1 q, W_{j}}^{(2)}\left(\bar{k}_{\perp}\right) \quad, \quad j=2,3, \ldots, N-1 \tag{4.5.108}
\end{equation*}
$$

Notice that all of the surface fields orders $(0,1,2)$ contribute to the second order scattered field. Following a similar procedure for the TM scattered mean field, we obtain

$$
\begin{equation*}
\hat{h}\left(k_{1 z}\right) \cdot\left\langle\tilde{\bar{E}}_{s}^{(2)}(\bar{k})\right\rangle=\delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \int \mathrm{d} \bar{k}_{\perp}^{\prime} \sum_{j=1}^{N-1} S_{h, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) W_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \tag{4.5.109}
\end{equation*}
$$

where different interfaces contribution in the second order mean TM scattered field amplitudes are given by

$$
\begin{array}{r}
S_{h, W_{1}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right)=\frac{k_{1}}{k_{1 z}}\left[\left(\frac{k_{\rho}}{k_{1}}\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right)-k_{1 z} \hat{h}\left(k_{1 z}\right)\right) \cdot \tilde{\bar{A}}_{1 \perp, F_{1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right.  \tag{4.5.110}\\
\left.-\frac{1}{2} k_{1 z}^{2} \hat{e}\left(k_{1 z}\right) \cdot \bar{b}_{1}^{(0)}+\tilde{B}_{1 q, W_{1}}^{(2)}\left(\bar{k}_{\perp}\right)\right]
\end{array}
$$

and,

$$
S_{h, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right)=\frac{k_{1}}{k_{1 z}} \tilde{B}_{1 q, W_{j}}^{(2)}\left(\bar{k}_{\perp}\right) \quad, \quad j=2,3, \ldots, N-1
$$

In general, the second order scattered field representation in the spectral domain can be written as

$$
\begin{equation*}
\left\langle\tilde{\bar{E}}_{s}^{(2)}(\bar{k})\right\rangle=\delta\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp}^{\prime}\left[S_{e, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) \hat{e}\left(k_{i z}\right)+S_{h, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) \hat{h}\left(k_{i z}\right)\right] W_{j} \tag{4.5.111}
\end{equation*}
$$

or in the spatial domain,

$$
\begin{equation*}
\left\langle\bar{E}_{s}^{(2)}(\bar{r})\right\rangle=e^{i \bar{k}_{i \perp} \cdot \bar{r}_{\perp}+i k_{i z} z} \sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp}^{\prime}\left[S_{e, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) \hat{e}\left(k_{i z}\right)+S_{h, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) \hat{h}\left(k_{i z}\right)\right] W_{j} \tag{4.5.112}
\end{equation*}
$$

Notice that the mean scattered field is propagating in the specular direction corresponds to the incident direction. The second order mean field solution does not have depolarized component in the scattered field. The integration over $\bar{k}_{\perp}^{\prime}$ here should not misinterpreted as different directions in space that corresponds to an incoherent wave. The integration here s over the intermediate scattering directions that result in the mean field in direction $\bar{k}_{\perp}=\bar{k}_{i \perp}$. Similarly, mean second order transmitted field into region $N$ can be obtained as

$$
\begin{align*}
\left\langle\bar{E}_{t}^{(2)}(\bar{k})\right\rangle & =\delta\left(\bar{k}_{i \perp}-\bar{k}_{\perp_{i}}\right) \sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} W_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left[T_{e, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) \hat{e}\left(-k_{N i z}\right)\right.  \tag{4.5.113}\\
& \left.+T_{h, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) \hat{h}\left(-k_{N i z}\right)\right]
\end{align*}
$$

where contribution of the last interface $(j=N-1)$ to the TM and TE transmitted mean field are given by

$$
\begin{align*}
T_{h, W_{N-1}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) & =\frac{k_{N}}{k_{N i z}}\left\{-\tilde{B}_{N-1, q, W_{N-1}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right)+\frac{1}{2} k_{N i z}^{2} \hat{e}\left(-k_{N i z}\right) \cdot \bar{b}_{N-1}^{(0)}\right.  \tag{4.5.114}\\
& \left.-\frac{k_{N-1}}{k_{N}}\left(\frac{k_{i \rho}}{k_{N}}\left(\bar{k}_{i \perp}-\bar{k}_{\perp}^{\prime}\right)+k_{N i z} \hat{h}\left(-k_{N i z}\right)\right) \cdot \tilde{A}_{N-1, \perp, F_{N-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right\} \\
T_{e, W_{N-1}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) & =\frac{k_{N}}{k_{N i z}}\left\{\frac{k_{N-1}}{k_{N}} \tilde{A}_{N-1, q, W_{N-1}}^{(2)}\left(\bar{k}_{\perp}^{\prime}\right)-\frac{1}{2} \frac{k_{N-1}}{k_{N}} k_{N i z}^{2} \hat{e}\left(-k_{N i z}\right) \cdot \bar{a}_{N-1}^{(0)}\right. \\
& \left.-\left(\frac{k_{i \rho}}{k_{N}}\left(\bar{k}_{i \perp}-\bar{k}_{\perp}^{\prime}\right)+k_{N i z} \hat{h}\left(-k_{N i z}\right)\right) \cdot \tilde{\bar{B}}_{N-1, \perp, F_{N-1}}^{(1)}\left(\bar{k}_{\perp}^{\prime}\right)\right\}
\end{align*}
$$

and for other interfaces $(j \neq N-1)$,

$$
\begin{gather*}
T_{h, W_{N-1}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right)=-\frac{k_{N}}{k_{N i z}} \tilde{B}_{N-1, q, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}\right)  \tag{4.5.115}\\
T_{e, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right)=\frac{k_{N-1}}{k_{N i z}} \tilde{A}_{N-1, q, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}\right)
\end{gather*}
$$

The transmitted mean field can be converted to the spatial domain by inverse Fourier transform of

$$
\begin{align*}
&\left\langle\bar{E}_{t}^{(2)}(\bar{r})\right\rangle= \int \mathrm{d} \bar{k}_{\perp}\left\langle\tilde{\bar{E}}_{t}^{(2)}(\bar{k})\right\rangle e^{i \bar{k}_{\perp} \cdot \bar{r}_{\perp}-i k_{N z} z}  \tag{4.5.116}\\
&=e^{i \bar{k}_{i \perp} \cdot \bar{r}_{\perp}-i k_{N i z} z} \sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} W_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\left[T_{e, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) \hat{e}\left(-k_{N i z}\right)\right. \\
&\left.\quad+T_{h, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) \hat{h}\left(-k_{N i z}\right)\right]
\end{align*}
$$

### 4.6 Scattered and Transmitted Power

The power density associated with the electromagnetic wave is carried by electric and magnetic fields that quantifies by the Poynting vector $\bar{S}$

$$
\begin{equation*}
\bar{S}=\frac{1}{2} \operatorname{Re}\left(\bar{E} \times \bar{H}^{*}\right) \tag{4.6.1}
\end{equation*}
$$

where the real (time averaged) power is considered here. The power can be associated to the different orders of the electric field and magnetic field. Since electromagnetic fields are random quantities for the problem of interest, statistical average of power density is a proper quantity. Also, the power flow normal to the direction of the mean surface profile will be computed. Within SPM2 solution,

$$
\begin{align*}
\langle\bar{S}\rangle & =\frac{1}{2} \operatorname{Re}\left\langle\left(\bar{E}^{(0)}+\bar{E}^{(1)}+\bar{E}^{(2)}\right) \times\left(\bar{H}^{(0)}+\bar{H}^{(1)}+\bar{H}^{(2)}\right)^{*}\right\rangle  \tag{4.6.2}\\
= & \frac{1}{2} \operatorname{Re}\left\{\bar{E}^{(0)} \times \bar{H}^{(0) *}+\bar{E}^{(0)} \times\left\langle\bar{H}^{(1) *}\right\rangle+\bar{E}^{(0)} \times\left\langle\bar{H}^{(2) *}\right\rangle\right. \\
& \left.+\left\langle\bar{E}^{(1)}\right\rangle \times \bar{H}^{(0) *}+\left\langle\bar{E}^{(1)} \times \bar{H}^{(1) *}\right\rangle+\left\langle\bar{E}^{(2)}\right\rangle \times \bar{H}^{(0) *}\right\}
\end{align*}
$$

The first term in (4.6.2) is $\operatorname{Re}\left\langle\bar{E}_{s}^{(0)} \times \bar{H}_{s}^{(0) *}\right\rangle$ which reduces to $\operatorname{Re}\left[\bar{E}_{s}^{(0)} \times \bar{H}_{s}^{(0) *}\right]$ since the zeroth order solution is deterministic. It is exactly the reflected power from a layered medium with flat interfaces. Note that this term is the zeroth order term in the scattered power. The interaction of the zeroth order electric field with the first order magnetic field does not contribute to the average power transfer since the first order fields are zero mean processes, $\left\langle\bar{E}_{s}^{(1)} \times \bar{H}_{s}^{(0) *}\right\rangle=\left\langle\bar{E}_{s}^{(0)} \times \bar{H}_{s}^{(1) *}\right\rangle=0$. Thus there is no first order term in the scattered power; the first correction to the scattered power is at second order. Another term is $\left\langle\bar{E}_{s}^{(1)} \times \bar{H}_{s}^{(1) *}\right\rangle$, a product of two first order fields so it is a second order term in scattered power, and is non-zero. As mentioned earlier, first order scattered fields are incoherent; this term represents the second order incoherent power. This incoherent power is not concentrated in the specular direction, but rather exists in multiple scattered field directions. Another second order term in (4.6.2) is $\operatorname{Re}\left\langle\bar{E}_{s}^{(2)} \times \bar{H}_{s}^{(0) *}\right\rangle=\operatorname{Re}\left[\left\langle\bar{E}_{s}^{(2)}\right\rangle \times \bar{H}_{s}^{(0) *}\right]$, which coincides with the term $\operatorname{Re}\left\langle\bar{E}_{s}^{(2)} \times \bar{H}_{s}^{(0) *}\right\rangle$ in (4.6.2). Since the averaged second order scattered field exists only in the specular direction (the same as zeroth order reflected field) this term called the coherent reflected power correction. The coherent scattered power (up to 2 nd order) has two components, one is the zeroth order power and the coherent reflected power correction that comes from the average second order field. In (4.6.2), last term $\operatorname{Re}\left\langle\bar{E}_{s}^{(2)} \times \bar{H}_{s}^{(2) *}\right\rangle$ is of order of 4 that contributes to the higher order corrections. In the following discussion we will consider only second order corrections to the scattered and transmitted power. Therefore, to second order we have

$$
\begin{equation*}
\langle\bar{S}\rangle=\frac{1}{2} \operatorname{Re}\left\{\bar{E}^{(0)} \times \bar{H}^{(0) *}+2\left\langle\bar{E}^{(2)}\right\rangle \times \bar{H}^{(0) *}+\left\langle\bar{E}^{(1)} \times \bar{H}^{(1) *}\right\rangle\right\} \tag{4.6.3}
\end{equation*}
$$

The second order mean scattered field is in the specular direction similar to the zeroth order fields. The first two terms in the power expansion of (4.6.3) are coherent power terms while the third term as we will see is proportional to the variance of the electric field and it is an incoherent power that on average has a distribution over all possible directions.

### 4.6.1 Coherent Scattered and Transmitted Powers

The coherent scattered power density that flows in $+\hat{z}$ direction has two components. One is the zeroth order power term that corresponds to the flat surface case, and another
component is the power carried by the zeroth order electric and second order magnetic field (and vice versa)

$$
\begin{equation*}
\left\langle\bar{S}_{s}^{(2)} \cdot \hat{z}\right\rangle_{\text {coh }}=\frac{1}{2} \operatorname{Re}\left\langle\bar{E}_{s}^{(0)}(\bar{r}) \times \bar{H}_{s}^{(2) *}(\bar{r})+\bar{E}_{s}^{(2)}(\bar{r}) \times \bar{H}_{s}^{(0) *}(\bar{r})\right\rangle \cdot \hat{z} \tag{4.6.4}
\end{equation*}
$$

or,

$$
\begin{equation*}
\left\langle\bar{S}_{s}^{(2)} \cdot \hat{z}\right\rangle_{\mathrm{coh}}=\operatorname{Re}\left\langle\bar{E}_{s}^{(2)}(\bar{r}) \times \bar{H}_{s}^{(0) *}(\bar{r})\right\rangle \cdot \hat{z}=\operatorname{Re}\left(\left\langle\bar{E}_{s}^{(2)}(\bar{r})\right\rangle \times \bar{H}_{s}^{(0) *}(\bar{r}) \cdot \hat{z}\right) \tag{4.6.5}
\end{equation*}
$$

Using the second order expansion of the scattered field, the second order coherent power density of the TE and TM channels can be obtained as

$$
\begin{align*}
& \left\langle\bar{S}_{s}^{(2) e} \cdot \hat{z}\right\rangle_{\text {coh }}=\frac{k_{1 i z}}{k_{1} \eta_{1}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} \sum_{j=1}^{N-1} \operatorname{Re}\left[S_{e}^{(0) *} S_{e, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right)\right] W_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)  \tag{4.6.6}\\
& \left\langle\bar{S}_{s}^{(2) h} \cdot \hat{z}\right\rangle_{\text {coh }}=\frac{k_{1 i z}}{k_{1} \eta_{1}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} \sum_{j=1}^{N-1} \operatorname{Re}\left[S_{h}^{(0) *} S_{h, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right)\right] W_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)
\end{align*}
$$

where the zeroth order solution is taken to be

$$
\begin{align*}
& \bar{E}_{s}^{(0)}(\bar{r})=e^{i \bar{k}_{\perp} \cdot \bar{r}_{\perp}+i k_{1 i z} z}\left[S_{e}^{(0)} \hat{e}\left(k_{1 i z}\right)+S_{h}^{(0)} \hat{h}\left(k_{1 i z}\right)\right]  \tag{4.6.7}\\
& \bar{H}_{s}^{(0)}(\bar{r})=\frac{1}{\eta_{1}} e^{i \bar{k}_{\perp} \cdot \bar{r}_{\perp}+i k_{1 i z} z}\left[-S_{e}^{(0)} \hat{h}\left(k_{1 i z}\right)+S_{h}^{(0)} \hat{e}\left(k_{1 i z}\right)\right]
\end{align*}
$$

Note that the coherent power density does not include cross polarized component. Similarly, for the transmitted coherent power density into region $N$,

$$
\begin{align*}
& \left\langle\bar{S}_{t}^{(2) e} \cdot(-\hat{z})\right\rangle_{\text {coh }}=\int \mathrm{d} \bar{k}_{\perp}^{\prime} \sum_{j=1}^{N-1} W_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \operatorname{Re}\left[\frac{1}{\eta_{N}^{*}} T_{e, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) T_{e}^{(0) *}\left(\frac{k_{N i z}}{k_{N}}\right)^{*}\right]  \tag{4.6.8}\\
& \left\langle\bar{S}_{t}^{(2) h} \cdot(-\hat{z})\right\rangle_{\text {coh }}=\int \mathrm{d} \bar{k}_{\perp}^{\prime} \sum_{j=1}^{N-1} W_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right) \operatorname{Re}\left[\frac{1}{\eta_{N}^{*}} T_{h, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right) T_{h}^{(0) *}\left(\frac{k_{N i z}}{k_{N}}\right)\right]
\end{align*}
$$

given the zeroth order transmitted electric and magnetic fields of,

$$
\begin{align*}
& \bar{E}_{t}^{(0)}(\bar{r})=e^{i \bar{K}_{N i} \cdot \bar{r}}\left[T_{e}^{(0)} \hat{e}\left(-k_{N i z}\right)+T_{h}^{(0)} \hat{h}\left(-k_{N i z}\right)\right]  \tag{4.6.9}\\
& \bar{H}_{t}^{(0)}(\bar{r})=\frac{1}{\eta_{N}} e^{i \bar{K}_{N i} \cdot \bar{r}}\left[-T_{e}^{(0)} \hat{h}\left(-k_{N i z}\right)+T_{h}^{(0)} \hat{e}\left(-k_{N i z}\right)\right]
\end{align*}
$$

It is possible to define the coherent power spectral coefficients $\mathcal{S}_{s, j}^{\mathrm{coh}}$ and $\mathcal{S}_{t, j}^{\text {coh }}$ for the scattered and transmitted coherent powers (to be used in the next section) as

$$
\begin{align*}
& \left\langle\bar{S}_{s}^{\mathrm{coh}} \cdot \hat{z}\right\rangle=\sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp} W_{j}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \mathcal{S}_{s, j}^{\mathrm{coh}}\left(\bar{k}_{\perp}\right)  \tag{4.6.10}\\
& \left\langle\bar{S}_{t}^{\mathrm{coh}} \cdot \hat{z}\right\rangle=\sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp} W_{j}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \mathcal{S}_{t, j}^{\mathrm{coh}}\left(\bar{k}_{\perp}\right)
\end{align*}
$$

such that sum of spectral integration of the power spectral coefficients times the power spectral densities of the interfaces results in the corresponding power density.

### 4.6.2 Incoherent Scattered and Transmitted Power

Last term in the power expansion of (4.6.3) corresponds to the power carried by the first order electric and magnetic fields. However, the first order fields are zero mean but average of its square is not necessarily zero and is the second order moment of the scattered field. Since the first order scattered electric field is proportional to the surface spectrum, and for uncorrelated stationary surface profiles

$$
\begin{equation*}
\left\langle F_{i}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) F_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\right\rangle=\delta_{i j} \delta\left(\bar{k}_{\perp}-\bar{k}_{\perp}^{\prime}\right) W\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \tag{4.6.11}
\end{equation*}
$$

while for complex conjugated correlation,

$$
\begin{equation*}
\left\langle F_{i}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) F_{j}^{*}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{\perp_{i}}\right)\right\rangle=\delta_{i j} \delta\left(\bar{k}_{\perp}+\bar{k}_{\perp}^{\prime}\right) W\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \tag{4.6.12}
\end{equation*}
$$

From the first order scattered field expression, the incoherent power can be computed as

$$
\begin{equation*}
\left\langle\bar{S}_{s}^{\mathrm{inc}} \cdot \hat{z}\right\rangle=\frac{1}{2 k \eta} \operatorname{Re} \sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp} e^{i\left(k_{z}-k_{z}^{*}\right) z} W_{j}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right)\left\{\left|S_{e, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right)\right|^{2} k_{1 z}^{*}+\left|S_{h, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right)\right|^{2} k_{1 z}\right\} \tag{4.6.13}
\end{equation*}
$$

Notice that the polarization unit vector $\hat{e}\left(k_{1 z}\right)$ is always a real vector (even for a lossy medium) but $\hat{h}\left(k_{1 z}\right)$ can be complex in general (even for a lossless medium).

$$
\begin{align*}
\hat{h}\left(k_{1 z}\right) & =-\frac{k_{1 z}}{k_{1}} \hat{p}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{1}} \hat{z}  \tag{4.6.14}\\
\hat{h}^{*}\left(k_{1 z}\right) & =-\frac{k_{1 z}^{*}}{k_{1}} \hat{p}\left(\bar{k}_{\perp}\right)+\frac{k_{\rho}}{k_{1}} \hat{z}
\end{align*}
$$

so,

$$
\begin{equation*}
\hat{h}\left(k_{1 z}\right) \times \hat{h}^{*}\left(k_{1 z}\right)=-\frac{k_{\rho}}{k_{1}^{2}}\left(k_{1 z}-k_{1 z}^{*}\right) \hat{p}\left(\bar{k}_{\perp}\right) \times \hat{z} \tag{4.6.15}
\end{equation*}
$$

which does not have $z$ component. Also, $\hat{e}\left(k_{1 z}\right) \times \hat{h}^{*}\left(k_{1 z}\right)=-\hat{k}^{*}$. Since propagating waves exist only when $\left|\bar{k}_{\perp}\right| \leq k_{1}$ then for lossless region 1 ,

$$
\begin{equation*}
k_{1 z}=k_{1 z}^{*} \quad, \quad\left|\bar{k}_{\perp}\right| \leq k_{1} \tag{4.6.16}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
\left\langle\left\langle S_{s}^{\text {inc }} \cdot \hat{z}\right\rangle=\frac{1}{2 k \eta} \sum_{j=1}^{N-1} \int_{\left|\bar{k}_{\perp}\right| \leq k_{1}} \mathrm{~d} \bar{k}_{\perp} k_{1 z} W_{j}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right)\left\{\left|S_{e, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right)\right|^{2}+\left|S_{h, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right)\right|^{2}\right\}\right. \tag{4.6.17}
\end{equation*}
$$

Similarly for the incoherent transmitted field we have

$$
\begin{equation*}
\left\langle\bar{S}_{t}^{\mathrm{inc}} \cdot(-\hat{z})\right\rangle=\frac{1}{2} \sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp} W_{j}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \operatorname{Re}\left\{\frac{k_{2 z}^{*}}{\eta_{2}^{*} k_{2}^{*}}\left|T_{e, F}^{(1)}\left(\bar{k}_{\perp}\right)\right|^{2}+\frac{k_{2 z}}{k_{2} \eta_{2}^{*}}\left|T_{h, F}^{(1)}\left(\bar{k}_{\perp}\right)\right|^{2}\right\} \tag{4.6.18}
\end{equation*}
$$

Note that in (4.6.18), the integrations are carried out over the propagating part of the spectrum since $\operatorname{Re} k_{1 z}=0$ when $\left|\bar{k}_{\perp}\right|>k_{1}$. Thus, evanescent waves do not contribute to incoherent scattered power. On the other hand, for a general structure consisting of lossy materials, evanescent waves may contribute to the incoherent transmitted power. However, for the
lossless case, the transmitted power comes from only propagating part of the spectrum in region $N$. For the next section, we can define the incoherent power spectral coefficients $\mathcal{S}_{s, j}^{\text {inc }}$ and $\mathcal{S}_{t, j}^{\mathrm{inc}}$ for the incident and transmitted incoherent powers as

$$
\begin{align*}
& \left\langle\bar{S}_{s}^{\mathrm{inc}} \cdot \hat{z}\right\rangle=\sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp} W_{j}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \mathcal{S}_{s, j}^{\mathrm{inc}}\left(\bar{k}_{\perp}\right)  \tag{4.6.19}\\
& \left\langle\bar{S}_{t}^{\mathrm{inc}} \cdot \hat{z}\right\rangle=\sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp} W_{j}\left(\bar{k}_{\perp}-\bar{k}_{\perp_{i}}\right) \mathcal{S}_{t, j}^{\mathrm{inc}}\left(\bar{k}_{\perp}\right)
\end{align*}
$$

such that sum of spectral integration of the power spectral coefficients times the power spectral densities of the interfaces results in the power density.

### 4.7 Strong Statement of Energy Conservation

It is well known that for a single rough surface, the second order perturbation theory obeys energy conservation [3]. This has typically been shown in the past by specifying the power spectral density, as for example a Gaussian or power law spectrum, and then performing numerical integrations over $\mathrm{d} k_{x}$ and $\mathrm{d} k_{y}$ to obtain the total reflectivity and transmissivity. For lossless media, the sum of the reflectivity and transmissivity is then shown to be unity, verifying energy conservation. In this section, we show that energy conservation in the SPM can also be shown through a "strong" condition in which it is not necessary to specify the spectral densities of any of the rough interfaces. The strong condition shows that the kernel function multiplying the spectral density of each rough interface obeys energy conservation for each value of $k_{x}$ and $k_{y}$. Numerical examples are shown for the case of a multi-layered medium with 50 rough interfaces to illustrate this condition. Note that the fact that the SPM2 conserves energy does not necessarily imply that its predictions of the reflected and transmitted powers are accurate. It has been shown in the literature that for the single interface case, the SPM2 prediction of emission fortuitously is a small surface slope, rather than small height, expansion. This greatly expands the domain of applicability of the method. However for the case of multiple layers, the fortuitous cancellation of height dependent terms is not obtained, so that the SPM2 prediction of total reflected powers should be expected to be applicable only in the limit of small interface heights compared to the electromagnetic wavelength. Energy conservation implies that for a lossless structure, the total scattered power (incoherent plus coherent part) emerging in the $\hat{z}$ direction plus the total transmitted power in region $N$ emerging in the $(-\hat{z})$ direction should be equal to the incident power impinging in the $(-\hat{z})$ direction.

$$
\begin{align*}
& {\left[\bar{S}_{s}^{(0)}+\left\langle\bar{S}_{s}^{(2), \mathrm{coh}}+\bar{S}_{s}^{(2), \mathrm{inc}}\right\rangle\right] \cdot \hat{z} } \\
+ & {\left[\bar{S}_{t}^{(0)}+\left\langle\bar{S}_{t}^{(2), \mathrm{coh}}+\bar{S}_{t}^{(2), \mathrm{inc}}\right\rangle\right] \cdot(-\hat{z})=\bar{S}_{\mathrm{i}} \cdot(-\hat{z}) } \tag{4.7.1}
\end{align*}
$$

where $\bar{S}_{\mathrm{i}}$ is complex Poynting vector associated with the incident field. We know that the zeroth order solution is the exact solution of the problem when there is no roughness (flat boundaries), and therefore obeys energy conservation. This means

$$
\begin{equation*}
\bar{S}_{s}^{(0)} \cdot \hat{z}+\bar{S}_{t}^{(0)} \cdot(-\hat{z})=\bar{S}_{\mathrm{i}} \cdot(-\hat{z}) \tag{4.7.2}
\end{equation*}
$$

Using (4.7.2) in (4.7.1), the SPM2 solution conserves energy if

$$
\begin{equation*}
\left\langle\bar{S}_{s}^{(2), \mathrm{coh}}+\bar{S}_{s}^{(2), \mathrm{inc}}\right\rangle \cdot \hat{z}+\left\langle\bar{S}_{t}^{(2), \mathrm{coh}}+\bar{S}_{t}^{(2), \mathrm{inc}}\right\rangle \cdot(-\hat{z})=0 \tag{4.7.3}
\end{equation*}
$$

Utilizing the power spectral coefficients (the kernel functions) energy is conserved if

$$
\begin{align*}
\sum_{j=1}^{N-1} \int \mathrm{~d} \bar{k}_{\perp} W_{j}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right) & {\left[\mathcal{S}_{s, j}^{(2), \mathrm{inc}}\left(\bar{k}_{\perp}\right)+\mathcal{S}_{s, j}^{(2), \mathrm{coh}}\left(\bar{k}_{\perp}\right)\right.} \\
+ & \left.\mathcal{S}_{t, j}^{(2), \mathrm{inc}}\left(\bar{k}_{\perp}\right)+\mathcal{S}_{t, j}^{(2), \mathrm{coh}}\left(\bar{k}_{\perp}\right)\right]=0 \tag{4.7.4}
\end{align*}
$$

In this equation, there are $(a)$ a summation over all the roughness interfaces with each term in the summation a product of the spectral intensity of that interface and its corresponding kernel function, and (b) integrations over $k_{x}$ and $k_{y}$. The usual process of showing energy conservation is to specify the spectral intensity of each interface followed by examination of the results of the double integrations over $k_{x}$ and $k_{y}$. This process is not necessary because energy conservation is satisfied for any arbitrary values of the surface power spectral densities. More precisely, since the $W_{j}$ 's are independent functions, the coefficients of $W_{j}$ in the summand should be identically zero:

$$
\begin{equation*}
\int \mathrm{d} \bar{k}_{\perp} W_{j}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)\left[\mathcal{S}_{s, j}^{(2) \text {,inc }}\left(\bar{k}_{\perp}\right)+\mathcal{S}_{s, j}^{(2), \text { coh }}\left(\bar{k}_{\perp}\right)+\mathcal{S}_{t, j}^{(2), \text { inc }}\left(\bar{k}_{\perp}\right)+\mathcal{S}_{t, j}^{(2), \text { coh }}\left(\bar{k}_{\perp}\right)\right]=0, \quad \forall j \tag{4.7.5}
\end{equation*}
$$

Since expression (4.7.5) holds for arbitrary functions $W_{j}$, we must have

$$
\begin{equation*}
\mathcal{S}_{s, j}^{(2), \mathrm{inc}}\left(\bar{k}_{\perp}\right)+\mathcal{S}_{s, j}^{(2), \mathrm{coh}}\left(\bar{k}_{\perp}\right)+\mathcal{S}_{t, j}^{(2), \mathrm{inc}}\left(\bar{k}_{\perp}\right)+\mathcal{S}_{t, j}^{(2), \mathrm{coh}}\left(\bar{k}_{\perp}\right)=0, \quad \forall j \& \forall \bar{k}_{\perp} \tag{4.7.6}
\end{equation*}
$$

Equation (4.7.6) for all possible values of $j$ and $\bar{k}_{\perp}$ is the final "strong" condition of energy conservation. To illustrate SPM2 energy conservation, consider 50 layer structure with rough interfaces that is illuminated with a plane wave at normal incident angle. For permittivity and mean position of the layers we consider one realization of Gaussian correlated density fluctuations given in [41] and is depicted in Figure 4.2. Figure 4.3 plots for $k_{y}=0$ the power spectral coefficients of $W_{1}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)$ for the TE (right graph) and TM (left graph) plane wave excitations. Each graph contains 4 curves to account for the coherent and incoherent scattered and transmitted power spectral coefficients. These contributions are shown to sum up to zero for each $k_{x}$ and $k_{y}$ as expected, demonstrating (4.7.6) for $j=1$. Figures 4.4 and 4.5 provide similar illustrations for the contributions of $W_{25}$ and $W_{50}$ respectively. Additional results not shown again verified energy conservation for the contributions of all of the medium interfaces.

### 4.8 Application 1: Brightness Temperature of Antarctic ice sheets

For a objects at physical temperature $T_{0}$, the emissivity $e_{\beta}$ is given by

$$
\begin{equation*}
e_{\beta}=\frac{T_{\beta}}{T_{0}} \tag{4.8.1}
\end{equation*}
$$



Figure 4.2: One realization of dielectric constants and corresponding mean position of the layers. $z>0$ corresponds to the first region (air).


Figure 4.3: Power spectral coefficients of $W_{1}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)$ as a function of $k_{x}$ for profile $k_{y}=0$ for 50 layer medium with permittivities and mean interface locations given by Figure 4.2. Right hand side and left hand side figures correspond to TE and TM excitation respectively.


Figure 4.4: Power spectral coefficients of $W_{25}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)$ as a function of $k_{x}$ for profile $k_{y}=0$ for 50 layer medium with permittivities and mean interface locations given by Figure 4.2. Right hand side and left hand side figures correspond to TE and TM excitation respectively.


Figure 4.5: Power spectral coefficients of $W_{50}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)$ as a function of $k_{x}$ for profile $k_{y}=0$ for 50 layer medium with permittivities and mean interface locations given by Figure 4.2. Right hand side and left hand side figures correspond to TE and TM excitation respectively.
where $T_{\beta}$ is the $\beta$-polarized brightness temperature of the object with $(\beta=H, V)$. From reciprocity and for objects in thermal equilibrium, the emissivity of an object coincides with its absorptivity (the portion of power absorbed by the object). The emissivity of an object can then be computed from knowledge of the fraction of the incident power absorbed by the object. Since the sum of scattered and transmitted power is the total incident power, we can relate the emissivity of an object to its reflectivity as

$$
\begin{equation*}
e_{\beta}=t_{\beta}=1-r_{\beta} \tag{4.8.2}
\end{equation*}
$$

In the Antarctic ice sheet, there are hundreds of layers of snow/ice with varying densities due to the accumulation pattern of falling snow. These density variations give rise
to the varying dielectric constants of the layers. Each interface is characterized by weak dielectric contrasts on either side of the rough interface. Although the contrast is weak, the total reflection by hundreds of interfaces causes a significant increase in reflectivity and a corresponding decrease in emissivity. The problem was analyzed previously with a multilayer model of flat interfaces [41]. Comparisons of the predictions of the flat surface model with 1.4 GHz microwave radiometer measurements of the Antarctic ice sheet showed that a reasonable match between model and measurement could be achieved for near nadir measurements in both polarizations, and for vertically polarized measurements at a variety of observation angles. However, the model was found to under-predict the measured data in horizontal polarization at larger incidence angles. In this section, we illustrate the application of the Multilayer SPM2 by including the effects of rough surfaces. A key question is whether the inclusion of surface roughness can increase the prediction of horizontally polarized brightness temperatures at larger incidence angles while leaving vertically polarized predictions relatively unaffected. A model for the Antarctic ice sheet is complicated and can contains up to thousands of layers. For this initial examination, we consider only a 20 layer structure to find the effect of roughness on the predicted brightness temperatures. We assume a Gaussian correlation function with RMS height $h=1.5 \mathrm{~cm}$ and correlation length $l=25 \mathrm{~cm}$ for all rough interfaces (note that this should satisfy the small height assumption at 1.4 GHz ). All layers are assumed to have physical temperature $T_{0}=228 \mathrm{~K}$. In reality, the temperature of the Antarctic ice sheet varies with depth, but again we seek only an initial evaluation of the effect of surface roughness in this study. Monte Carlo simulations are used to generate random permittivities for each layer based on damped Gaussian correlated density fluctuation characterized by auto-covariance $\Delta^{2}=\left(0.18 \mathrm{~g} / \mathrm{cm}^{3}\right)^{2}$, correlation length $l=10 \mathrm{~cm}$, and damping factor $\alpha=3 \mathrm{~m}$ (see [41]). For each random permittivity profile, we apply the SPM2 to calculate the emissivity. This is then repeated for realizations of the random permittivity. Note that this problem has 2 random processes involved, the random permittivity process, and the random roughness process. The Monte Carlo simulation is performed only over the permittivity process, because the SPM2 formulation has already analytically evaluated the ensemble average over surface roughness. The computation remains intensive as we need to average over $\mathcal{O}(1000)$ permittivity realizations, and for each realization, we need to compute all spectral coefficients over a finely discretized 2D $k_{x}$ and $k_{y}$ grid. Note that the ensemble average over the random permittivities can be performed again inside the integration over $k_{x}$ and $k_{y}$ by averaging the $S$ spectral functions over permittivity realizations. Figure 4.6 plots the simulated ice sheet brightness temperatures for the multilayer flat surface model and the multilayer rough surface model, both of which are averaged over 400 permittivity realizations. The results confirm that considering roughness effects can increase H -pol brightness temperatures at large observation angles while leaving V-pol brightness temperatures relatively unaffected. Further work is in process to model the rough surface effects on ice sheet emissions more realistically for comparison with radiometer measurements.

### 4.9 Application 2: photonic crystal of periodically alternating permittivities

Consider a photonic crystal of periodically alternating permittivities of larger dielectric contrast (Figure 4.8) that contains 50 independent Gaussian random rough interfaces. (i.e.


Figure 4.6: Brightness temperature of Antarctic ice sheets. Comparison of physical model based on Multilayer structure for both flat and rough interfaces. Considering roughness increases H -pol brightness temperatures while leaving V-pol brightness temperatures relatively unaffected.
it is not perfect periodic structure). In Figure 4.8, $20 \%$ of each period is filled by $\epsilon_{r}=8.9$ and the background is air. The band diagram of the corresponding infinite periodic structure with flat interfaces is shown in Figure 4.7; these results were calculated using a plane wave expansion approach [65, 76, 77]. In reality, all physical surfaces have roughness, which


Figure 4.7: The band diagram of infinite photonic crystal of Figure 4.8 with flat interfaces.
could also be viewed as impurities in the crystal. In what follows, two particular case of the excitations one at the stop band and another at the pass band of the ideal structure with flat boundaries is simulated. Figure 4.9 shows the power spectral coefficients of $W_{1}$ for a normally incident plane wave excitation at normalized frequency of 1 (which lies in the band gap of BG3 in Figure 4.7 shown by the dotted line), where the period of the structure is $a=1$ (Left and right plot correspond to TE and TM excitations respectively). The coherent transmitted spectral coefficient of $W_{1}$ is zero while the incoherent transmitted spectral
coefficient is non zero, indicating an imperfection in the periodic structure. The presence of rough surfaces at the boundaries cause leakage of the incoherent power (in all directions) to the structure. Figure 4.10 shows the spectral coefficients of $W_{50}$. It can be seen that for excitations in the band gap, the last rough interface has negligible contribution to the transmitted power compared to the upper rough interfaces. The contribution of the $j$-th rough interface to the incoherent transmitted power (that is $\mathcal{S}_{t, j}^{(2), \text { inc }}$ ) decays rapidly with increasing $j$. More generally, the transmitted and scattered power spectral coefficients again sum up to zero exactly for all $W_{j}$ 's and for all points $\bar{k}_{\perp}$, again confirming SPM2 energy conservation. Note that for this structure that contains high contrast dielectric variation between adjacent layers, energy is conserved exactly by means of the strong condition (4.7.6) that shows SPM2 solution conserves energy not only for small dielectric contrast between adjacent layers but also for the case of larger dielectric contrasts. For excitations in the pass band regions, consider a normally incident plane wave at normalized frequency of 0.2 . Figure 4.11 and 4.12 show the power spectral coefficients of $W_{1}$ and $W_{50}$ respectively for TE and TM excitations. Note that in contrast to the previous case of excitations in the stop region, in the pass band regions the contribution of each rough interface to the transmitted power (including incoherent and coherent) does not show rapid decay with $j$.


Figure 4.8: photonic crystal of periodically alternating permittivities with rough interfaces. Period of the structure is $a$ and $20 \%$ of each period filled with $\epsilon_{r}=8.9$ and the background is air.

### 4.10 Conclusions

In this chapter, we have derived a "strong" condition of energy conservation for the SPM2 with a large number of rough interfaces in a layered medium. The SPM2 kernel functions


Figure 4.9: Power spectral coefficient of $W_{1}$ for the photonic crystal of Figure 4.8 as a function of $k_{x}$ for $k_{y}=0$. Excitation is at the band gap BG3 and normalized frequency of 1 (Figure 4.7). Left (Right) plot corresponds to TE (TM) excitation.


Figure 4.10: Power spectral coefficient of $W_{50}$ for the photonic crystal of Figure 4.8 as a function of $k_{x}$ for $k_{y}=0$. Excitation is at the band gap BG3 and normalized frequency of 1 (Figure 4.7). Left (Right) plot corresponds to TE (TM) excitation.
for the coherent and incoherent reflected and transmitted powers obey energy conservation irrespective of the roughness statistics. The SPM2 is therefore a useful method for computing layered rough medium emission in cases where there are a large number of rough interfaces characterized by small roughness for each interface. Applications of the method are in remote sensing and imaging, and in microwave, photonic, and photonic devices. Initial examples indicating the application of the approach to the prediction of layered medium brightness temperatures and to transmission in photonic crystals were also shown.


Figure 4.11: Power spectral coefficient of $W_{1}$ for the photonic crystal of Figure 4.8 as a function of $k_{x}$ for $k_{y}=0$. Excitation is at the bottom pass band at normalized frequency of 0.2 (Figure 4.7). Left (Right) plot corresponds to TE (TM) excitation.


Figure 4.12: Power spectral coefficient of $W_{50}$ for the photonic crystal of Figure 4.8 as a function of $k_{x}$ for $k_{y}=0$. Excitation is at the bottom pass band at normalized frequency of 0.2 (Figure 4.7). Left (Right) plot corresponds to TE (TM) excitation.

## Chapter 5

## Scattering From 3D Layered Media with Periodic Random Rough interfaces, $T$-matrix Approach

### 5.1 Introduction

Scattering of electromagnetic waves from layered media with random rough interfaces has many applications in science and engineering [49, 70-72]. In particular, we are interested in multi-layered media with rough interfaces as a forward model of microwave remote sensing of ice sheets in the Arctic and Antarctica where snow accumulation causes multi-layer fluctuations of permittivity [41, 78, 79]. There are two types of randomness in this problem, a randomness in the rough interfaces and a randomness in the dielectric profile of the layered medium. A variety of techniques have been proposed to solve this problem that can generally be categorized into analytical, semi-analytical, and numerical approaches. Analytical methods are applicable only under certain approximations. For instance, the Small Perturbation Method (SPM) [29, 34, 38, 80? , 81] provides a closed form solution for the mean and variance of scattered field from a layered medium with random rough interfaces. The SPM2 is a low frequency approximation and is valid only for surfaces with electromagnetically small heights [35, 82]. Numerical methods such as the Method of Moments (MoM) and the Finite Element Method (FEM) are computationally intensive compared to the SPM for such a problem. Specially these methods are not suitable for the case of small dielectric contrast between layers, as the effect of small contrast between layers can fall beneath the discretization noise level.

For the case of layered media including random rough interfaces with small height, the SPM is the most favorable solution as it provides analytical expressions and more importantly, statistical averaging of the fields over surface randomness is included in the solution. However, it is shown that for the case of fluctuating permittivity in the layered media, which is the case in modeling slightly lossy layered random media, the SPM2 suffers from the presence of the waveguide modes in the spectral solution of the fields [79, 83]. Physically, in the presence of roughness, there are no waveguide modes, since waves can escape through the rough interface. However the SPM utilizes the zeroth order solution as the starting point of its iteration, and the zeroth order solution contains poles representing dielectric waveguide modes. The presence of these poles in the SPM2 can be treated using the Sommerfeld Integration Path (SIP) to find the total scattered and transmitted power (but not the bistatic pattern itself) [84]. However, there are situations (which are unavoidable for layered media with a fluctuating slightly lossy permittivity) where the

SPM2 solution results in a singular bistatic scattering pattern. Also, in the case of a random dielectric profile, the pole locations in the scattering pattern will change from one realization to the next. Although finding and working with such bistatic patterns is possible, it requires a very high level of accuracy to correctly capture the pole contributions.

To address these issues, we have developed a 3D $T$-Matrix solution for an arbitrary number of interfaces, surface profile functions, and dielectric profiles that provides a robust solution without the limitations of the SPM2. A T-matrix solution for layered media with 1D surfaces has been studied previously [85], but the 1D model does not include depolarization effects that in some situations are important [86]. One of the disadvantages of the $T$-Matrix method (and any other approach rather than analytical approaches) compared to the SPM is that a Monte Carlo simulation over interface realizations is necessary to obtain the mean and variance of the fields. From computational perspective, the T-matrix method has the advantage that its solution satisfies power conservation to a degree of accuracy that is not obtainable in other numerical approaches.


Figure 5.1: Geometry of the Layered media which is periodic along $x$ and $y$ directions with period of $L_{x}$, and $L_{y}$, respectively.

### 5.2 3D Periodic Green's function

Using Bloch theorem, it turns out that for the scattering problem from a surface which is periodic in two directions $x$ and $y$ with corresponding periods $L_{x}$ and $L_{y}$, we can condensate the spatial integration over the infinite surface into just one period if we replace the free
space Green's function $G\left(\bar{r}, \bar{r}^{\prime}\right)$ with

$$
\begin{equation*}
G_{p}\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{\bar{a}} G\left(\bar{r} ; \bar{r}^{\prime}+\bar{a}\right) e^{i \bar{k}_{i} \cdot \bar{a}} \tag{5.2.1}
\end{equation*}
$$

where $\bar{a}=m L_{x} \hat{x}+n L_{y} \hat{y}$ is location of all lattice sites for $(m, n \in \mathbb{Z})$ This is just separating the so-called array factor of the elements (within the cells) from the scattering properties of a single lattice site. Therefore, the periodic Green's function accounts for the repetition of empty lattices. In order to perform the summation we can either use the plane wave expansion of the Green's function or a spatial representation of the free space Green's function. Starting from the wave equation for 3D scalar Green's function of free space

$$
\begin{equation*}
\left(\nabla^{2}+k_{0}^{2}\right) G\left(\bar{r}, \bar{r}^{\prime}\right)=-\delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{5.2.2}
\end{equation*}
$$

where $k_{0}$ is free space wavenumber. The solution of (5.2.2) can be obtained in spherical coordinate as $G\left(\bar{r}, \bar{r}^{\prime}\right)=\exp \left(i k_{0}\left|\bar{r}-\bar{r}^{\prime}\right|\right) / 4 \pi\left|\bar{r}-\bar{r}^{\prime}\right|$. Upon inserting this solution in the expansion of the periodic Green's function (5.2.1),

$$
\begin{equation*}
G_{p}\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{m, n} \frac{e^{i k R_{m n}}}{4 \pi R_{m n}} \tag{5.2.3}
\end{equation*}
$$

where, $R_{m n}=\left|\bar{r}-\bar{r}^{\prime}-m L_{x} \hat{x}-n L_{y} \hat{y}\right|$. The series of (5.2.3) is a slowly convergent series, it is not an absolutely convergent series and computation of the periodic Green's function with (5.2.3) requires including large number of terms in the summation to get convergent results. If the medium of interest (background medium) is lossy with tangible amount of loss, then (5.2.3) is an exponentially convergent series and it provides a fast way of computing the periodic Green's function. However, this is not always the case and the spatial expansion is not a good candidate. Fourier expanding the Green's function in (5.2.2) results in the following spectral representation.

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\int \frac{\mathrm{d} \bar{k}}{(2 \pi)^{3}} \frac{1}{k_{0}^{2}-k^{2}} e^{i \bar{k} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \tag{5.2.4}
\end{equation*}
$$

where $k=|\bar{k}|$. This integral is not well defined unless for lossy medium to get the radiation poles off the real $k$ axis. For the lossless medium one can consider small amount of loss to move the poles from the real axis or use Sommerfeld integration path instead of real line. Both approaches result in the same answer. Evaluating the spectral integral over $k_{z}$ results in

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2} \int \frac{\mathrm{~d} \bar{k}_{\perp}}{(2 \pi)^{2}} \frac{1}{k_{z}} e^{i \bar{k}_{\perp} \cdot\left(\bar{\rho}-\bar{\rho}^{\prime}\right)+i k_{z}\left|z-z^{\prime}\right|} \tag{5.2.5}
\end{equation*}
$$

This is a plane wave representation of the scalar Green's function. Inserting this representation into the periodic Green's function summation and rearranging terms yields,

$$
\begin{equation*}
G_{p}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2} \int \frac{\mathrm{~d} \bar{k}_{\perp}}{(2 \pi)^{2}} \frac{1}{k_{z}} e^{i \bar{k}_{\perp} \cdot\left(\bar{\rho}-\bar{\rho}^{\prime}\right)+i k_{z}\left|z-z^{\prime}\right|} \sum_{m, n} e^{i\left(k_{i x}-k_{x}\right) m L_{x}+i\left(k_{i y}-k_{y}\right) n L_{y}} \tag{5.2.6}
\end{equation*}
$$

In order to evaluate summations in the periodic Green's function we use the Fourier series expansion of the impulse train. For impulse train of period $L$ given by $p(x)=\sum_{n} \delta(x-n L)$, all of the Fourier components are equal to $1 / L$ and thus,

$$
\begin{equation*}
p(x)=\frac{1}{L} \sum_{n=-\infty}^{\infty} e^{i \frac{2 n \pi}{L} x}=\sum_{n=-\infty}^{\infty} \delta(x-n L) \tag{5.2.7}
\end{equation*}
$$

By changing $L$ to $2 \pi / L$ in this expression, the summation over $m, n$ can be written as

$$
\begin{equation*}
\sum_{m, n} e^{i\left(k_{i x}-k_{x}\right) m L_{x}+i\left(k_{i y}-k_{y}\right) n L_{y}}=\frac{(2 \pi)^{2}}{L_{x} L_{y}} \sum_{n=-\infty}^{\infty} \delta\left(k_{x}-k_{i x}-\frac{2 n \pi}{L_{x}}\right) \sum_{m=-\infty}^{\infty} \delta\left(k_{y}-k_{i y}-\frac{2 m \pi}{L_{y}}\right) \tag{5.2.8}
\end{equation*}
$$

Therefore, the periodic Green's function expression simplifies to

$$
\begin{equation*}
G_{p}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{z}^{m n}} e^{i i_{\perp}^{m n} \cdot\left(\bar{\rho}-\bar{\rho}^{\prime}\right)+i k_{z}^{m n}\left|z-z^{\prime}\right|} \tag{5.2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{k}_{\perp}^{m n}=\left(k_{i x}+\frac{2 m \pi}{L_{x}}\right) \hat{x}+\left(k_{i y}+\frac{2 n \pi}{L_{y}}\right) \hat{y} \tag{5.2.10}
\end{equation*}
$$

is the transverse wave vector of the $m n$-th Bloch modes and $\left(k_{z}^{m n}\right)^{2}=k_{0}^{2}-\left(k_{\perp}^{m n}\right)^{2}$. Note that the Bloch wave numbers $\bar{k}^{m n}$ are only dependent of the lattice period and the incident excitation wave vector.

### 5.3 Periodic Dyadic Green's function

Since the relation of the free space and periodic Green's function (5.2.1)is linear, the periodic dyadic Green's function $\overline{\bar{G}}_{p}\left(\bar{r}, \bar{r}^{\prime}\right)$ can be obtained from

$$
\begin{equation*}
\overline{\bar{G}}_{p}\left(\bar{r}, \bar{r}^{\prime}\right)=\left[\overline{\bar{I}}+\frac{\nabla \nabla}{k_{0}^{2}}\right] G_{p}\left(\bar{r}, \bar{r}^{\prime}\right) \tag{5.3.1}
\end{equation*}
$$

However, periodic scalar Green's function is written in terms of the upward and downward going plane waves (Bloch modes) which are eigen-functions of $\nabla$ operator.

$$
G_{p}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{z}^{m n}} \begin{cases}e^{i \bar{k}_{+}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} & , z>z^{\prime}  \tag{5.3.2}\\ e^{i \bar{k}_{-}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} & , z<z^{\prime}\end{cases}
$$

where $\bar{k}_{ \pm}^{m n}=\bar{k}_{\perp}^{m n} \pm k_{z}^{m n} \hat{z}$ and $\bar{k}_{\perp}^{m n}$ is the transverse Bloch wave number. Then, expression of the dyadic Green's function can be obtained as

$$
\overline{\bar{G}}_{p}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{z}^{m n}} \begin{cases}{\left[\overline{\bar{I}}-\frac{\bar{k}_{+}^{m n} \bar{k}_{+}^{m n}}{k_{0}^{2}}\right] e^{i \bar{k}_{+}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}} & , z>z^{\prime}  \tag{5.3.3}\\ {\left[\overline{\bar{I}}-\frac{\bar{k}_{-}^{m n} \bar{k}_{-}^{m n}}{k_{0}^{2}}\right] e^{i \bar{k}_{-}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}} & , z<z^{\prime}\end{cases}
$$

For each upward and downward Floquet mode we can define an orthonormal coordinate system in the spectral space through,

$$
\begin{align*}
\hat{e}_{ \pm}^{m n} & =\frac{\bar{k}_{ \pm}^{m n} \times \hat{z}}{\left|\bar{k}_{ \pm}^{m n} \times \hat{z}\right|}=\frac{1}{k_{\perp}^{m n}}\left(k_{y}^{n} \hat{x}-k_{x}^{m} \hat{y}\right)  \tag{5.3.4}\\
\hat{h}_{ \pm}^{m n} & =\hat{e}_{ \pm}^{m n} \times \hat{k}_{ \pm}^{m n}=\mp \frac{k_{z}^{m n}}{k k_{\perp}^{m n}}\left(k_{x}^{m} \hat{x}+k_{y}^{n} \hat{y}\right)+\frac{k_{\perp}^{m n}}{k} \hat{z}
\end{align*}
$$

Therefore triplet of $\left(\hat{h}_{ \pm}^{m n}, \hat{e}_{ \pm}^{m n}, \hat{k}_{ \pm}^{m n}\right)$ form a right handed system for each mode. Using this coordinate unit vectors we can write the periodic dyadic Green's function as

$$
\overline{\bar{G}}_{p}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{z}^{m n}} \begin{cases}{\left[\hat{e}_{+}^{m n} \hat{e}_{+}^{m n}+\hat{h}_{+}^{m n} \hat{h}_{+}^{m n}\right] e^{i \bar{k}_{+}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}} & , z>z^{\prime}  \tag{5.3.5}\\ {\left[\hat{e}_{-}^{m n} \hat{e}_{-}^{m n}+\hat{h}_{-}^{m n} \hat{h}_{-}^{m n}\right] e^{i \bar{k}_{-}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}} & , z<z^{\prime}\end{cases}
$$

### 5.4 Electric Field Integral Equation

### 5.4.1 Extinction of the Incident Field

Governing equation of the surface electric and magnetic fields over boundary of a homogeneous medium for arbitrary boundary surface $f_{1}(x, y)$ can be obtained from the Extinction theorem as

$$
\bar{E}_{\text {inc }}(\bar{r})+\int_{S} \mathrm{~d} S^{\prime}\left\{i k_{1} \eta_{1} \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{1} \times \bar{H}_{1}\left(\bar{r}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{1} \times \bar{E}_{1}\left(\bar{r}^{\prime}\right)\right]\right\}= \begin{cases}0 & z<f_{1} \\ \bar{E}_{1}(\bar{r}) & z>f_{1}\end{cases}
$$

Here, $\bar{E}_{1}(\bar{r})$ is the electric field in the region 1 (topmost medium), $\hat{n}_{1}$ is the local upward normal to the surface, and $k_{1}$ is the wavenumber in region 1 . The surface integral is over the infinite surface $S$, while for a periodic surface, according to the Bloch theorem, surface fields have the same periodicity as the structure except the progressive phase shift related to the incident field. Now, the surface $S$ can be treated as an array of surfaces with dimension $L_{x} \times L_{y}$ and add their responses. This is exactly done by introducing the periodic Green's function into the picture. Using the periodic dyadic Green's function of region $1, \overline{\bar{G}}_{1 p}\left(\bar{r}, \bar{r}^{\prime}\right)$, we can condensate the spatial integral over the infinite surface into a single cell

$$
\begin{equation*}
\int_{S_{j}} \mathrm{~d} S^{\prime} \overline{\bar{G}}_{j}\left(\bar{r} ; \bar{r}^{\prime}\right)[\cdot]=\int_{\text {cell }} \mathrm{d} S^{\prime} \overline{\bar{G}}_{j p}\left(\bar{r} ; \bar{r}^{\prime}\right)[\cdot] \tag{5.4.1}
\end{equation*}
$$

The periodic Green's function includes the contributions of all radiators (scatterers) at different lattice sites.

$$
\bar{E}_{\text {inc }}+\int_{\text {cell }} \mathrm{d} S^{\prime}\left\{i k_{1} \eta_{1} \overline{\bar{G}}_{1 p}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{1} \times \bar{H}_{1}\left(\bar{r}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{1 p}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{1} \times \bar{E}_{1}\left(\bar{r}^{\prime}\right)\right]\right\}= \begin{cases}0 & z<f_{1}  \tag{5.4.2}\\ \bar{E}_{1}(\bar{r}) & z>f_{1}\end{cases}
$$

Now, the observation point will be considered to be completely below the interface $z^{\prime}=f_{1}\left(x^{\prime}, y^{\prime}\right)$ such for all of the points on the surface $z<z^{\prime}$. This boundary that in not the actual boundary of the scatterer is known as the Extended Boundary. Upon defining the normalized surface fields $\bar{a}_{1}(\bar{r})$ and $\bar{b}_{1}(\bar{r})$ on the boundary surface to absorb the unit normal and surface measure on the boundary as

$$
\begin{align*}
\mathrm{d} S \hat{n}_{1} \times \eta_{1} \bar{H}_{1}(\bar{r}) & =\bar{a}_{1}(\bar{r}) \mathrm{d}^{2} \bar{r}  \tag{5.4.3}\\
\mathrm{~d} S \hat{n}_{1} \times \bar{E}_{1}(\bar{r}) & =\bar{b}_{1}(\bar{r}) \mathrm{d}^{2} \bar{r}
\end{align*}
$$

the extinction relation of the incident electric field will be obtained as

$$
\begin{equation*}
\bar{E}_{\text {inc }}(\bar{r})+\int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime}\left\{i k_{1} \overline{\bar{G}}_{1 p}^{<}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{a}_{1}\left(\bar{r}^{\prime}\right)+\nabla \times \overline{\bar{G}}_{1 p}^{<}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{b}_{1}\left(\bar{r}^{\prime}\right)\right\}=0 \quad, z<\min f_{1}(x, y) \tag{5.4.4}
\end{equation*}
$$

where $\overline{\bar{G}}_{1 p}^{<}\left(\bar{r}, \bar{r}^{\prime}\right)$ is designated for periodic Green's function of region 1 when $z<z^{\prime}$. For the plane wave expansion of the dyadic Green's function under the condition $z<\min f_{1}(x, y)$ we have

$$
\begin{align*}
\overline{\bar{G}}_{1 p}^{<}\left(\bar{r}, \bar{r}^{\prime}\right) & =\frac{i}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{1 z}^{m n}}\left[\hat{e}_{1-}^{m n} \hat{e}_{1-}^{m n}+\hat{h}_{1-}^{m n} \hat{h}_{1-}^{m n}\right] e^{i \bar{k}_{1-}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}  \tag{5.4.5}\\
\nabla \times \overline{\bar{G}}_{1 p}^{<}\left(\bar{r}, \bar{r}^{\prime}\right) & =-\frac{k_{1}}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{1 z}^{m n}}\left[\hat{e}_{1-}^{m n} \hat{h}_{1-}^{m n}-\hat{h}_{1-}^{m n} \hat{e}_{1-}^{m n}\right] e^{i \bar{k}_{1-}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}
\end{align*}
$$

Notice that by choosing the observation point somewhere that satisfies $z<\min f_{1}(x, y)$, the spectral expansion of the Green's function in terms of only downward propagating waves is possible. By this assumption we are neglecting propagation of the upward going waves in the extinction relation of (5.3.5). This assumption fails if the surface shape is such that allows for backward waves. Generally, if the slope of the surface is below an upper bound then, neglecting backward waves does not introduce any problem. However, if the surface has a large slope that allows presence of backward waves toward the surface, then it creates problems in determining surface fields as the surface fields cannot satisfy the proper boundary conditions. This assumption is known as Extended Boundary Condition Method which is essentially the same as the Rayleigh Hypothesis where later assumes the scattered field to be a superposition of only upward propagating waves. Substituting the periodic Green's function in the extinction equation of the incident field yields

$$
\begin{align*}
\bar{E}_{\text {inc }}(\bar{r}) & -\frac{k_{1}}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{1 z}^{m n}}\left[\hat{e}_{1-}^{m n} \hat{e}_{1-}^{m n}+\hat{h}_{1-}^{m n} \hat{h}_{1-}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{i \bar{k}_{1-}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \bar{a}_{1}\left(\bar{r}^{\prime}\right)  \tag{5.4.6}\\
& -\frac{k_{1}}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{1 z}^{m n}}\left[\hat{e}_{1-}^{m n} \hat{h}_{1-}^{m n}-\hat{h}_{1-}^{m n} \hat{e}_{1-}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{i \bar{k}_{1-}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \bar{b}_{1}\left(\bar{r}^{\prime}\right)=\overline{0}
\end{align*}
$$

This is the same as the extinction relation for an infinitely large surface that is obtained in Chap. 3. The transition from a system with a continuous spectrum to the corresponding discrete system with periodic boundary conditions can also be done using the general transformation between the discrete and continuous counterparts [87, 88]

$$
\begin{equation*}
\int \frac{\mathrm{d}^{2} k}{(2 \pi)^{2}}[\cdot] \rightleftarrows \frac{1}{L_{x} L_{y}} \sum_{m, n}[\cdot] \tag{5.4.7}
\end{equation*}
$$

Using this transformation, we can write the periodic dyadic Green's function directly from dyadic Green's function for non-periodic case. The summations in (5.4.6) can be written as a linear combination of downward going Bloch modes in region 1

$$
\begin{equation*}
\bar{E}_{i n c}(\bar{r})+\sum_{m, n} \bar{D}_{m n}^{1,1} e^{i \bar{k}_{1-}^{m n} \cdot \bar{r}}=\overline{0} \tag{5.4.8}
\end{equation*}
$$

where the amplitude of modes is given by,

$$
\begin{align*}
& \bar{D}_{m n}^{1,1}=-\frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}}\left\{\left[\hat{e}_{1-}^{m n} \hat{e}_{1-}^{m n}+\hat{h}_{1-}^{m n} \hat{h}_{1-}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{\perp}^{m n} \cdot \bar{r}_{\perp}^{\prime}+i k_{1 z}^{m n} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)} \bar{a}_{1}\left(\bar{r}^{\prime}\right)\right.  \tag{5.4.9}\\
&\left.+\left[\hat{e}_{1-}^{m n} \hat{h}_{1-}^{m n}-\hat{h}_{1-}^{m n} \hat{e}_{1-}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{\perp}^{m n} \cdot \bar{r}_{\perp}^{\prime}+i k_{1 z}^{m n} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)} \bar{b}_{1}\left(\bar{r}^{\prime}\right)\right\}
\end{align*}
$$

For an incident downward propagating plane wave of unit amplitude $\bar{E}_{\text {inc }}(\bar{r})=\hat{e}_{i} e^{i \bar{k}_{i} \cdot \bar{r}}$, it aligns with the direction of the zeroth order Bloch mode $(m, n)=(0,0)$. Considering orthogonality of the Bloch modes, $\bar{D}_{m n}^{1,1}=\overline{0}$ for all values of $m$, and $n$ except $\bar{D}_{00}^{1,1}=-\hat{e}_{i}$.

### 5.4.2 Extinction of Field Propagating in Region $j$

The extinction of the wave that propagates in region $j$ mandates that the propagation of the surface currents on the boundary of region $j$ using region $j$ Green's function vanishes for observation points outside region $j$. Mathematically,

$$
\begin{align*}
0= & -\oint_{\partial V_{j}} \mathrm{~d} S^{\prime}\left\{i k_{j} \eta_{j} \overline{\bar{G}}_{j}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{H}_{j}\left(\bar{r}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{j}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot\left[\hat{n}^{\prime} \times \bar{E}_{j}\left(\bar{r}^{\prime}\right)\right]\right\}  \tag{5.4.10}\\
= & -\int_{S_{j-1}} \mathrm{~d} S^{\prime}\left\{i k_{j} \eta_{j} \overline{\bar{G}}_{j}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{j-1}^{\prime} \times \bar{H}_{j}\left(\bar{r}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{j}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot\left[\hat{n}_{j-1}^{\prime} \times \bar{E}_{j}\left(\bar{r}^{\prime}\right)\right]\right\} \\
& +\int_{S_{j}} \mathrm{~d} S^{\prime}\left\{i k_{j} \eta_{j} \overline{\bar{G}}_{j}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{j}^{\prime} \times \bar{H}_{j}\left(\bar{r}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{j}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot\left[\hat{n}_{j}^{\prime} \times \bar{E}_{j}\left(\bar{r}^{\prime}\right)\right]\right\}
\end{align*}
$$

For the upper boundary at $z=-d_{j-1}+f_{j-1}\left(\bar{r}_{\perp}\right)$, we can define surface fields based on region $j-1$ fields (surface fields are continuous across the boundary) as

$$
\begin{align*}
\mathrm{d} S^{\prime} \hat{n}_{j}^{\prime} \times \eta_{j-1} \bar{H}_{j}\left(\bar{r}^{\prime}\right) & =\mathrm{d} S^{\prime} \eta_{j-1} \hat{n}_{j-1}^{\prime} \times \bar{H}_{j-1}\left(\bar{r}^{\prime}\right)=\mathrm{d}^{2} \bar{r}_{\perp}^{\prime} \bar{a}_{j-1}\left(\bar{r}_{\perp}^{\prime}\right)  \tag{5.4.11}\\
\mathrm{d} S^{\prime} \hat{n}_{j}^{\prime} \times \bar{E}_{j}\left(\bar{r}^{\prime}\right) & =\mathrm{d} S^{\prime} \hat{n}_{j-1}^{\prime} \times \bar{E}_{j-1}\left(\bar{r}^{\prime}\right)=\mathrm{d}^{2} \bar{r}_{\perp}^{\prime} \bar{b}_{j-1}\left(\bar{r}_{\perp}^{\prime}\right)
\end{align*}
$$

and for second boundary $z=-d_{j}+f_{j}\left(\bar{r}_{\perp}\right)$ we use fields of region $j$ to define surface fields,

$$
\begin{align*}
\mathrm{d} S^{\prime} \hat{n}_{j}^{\prime} \times \eta_{j} \bar{H}_{j}\left(\bar{r}^{\prime}\right) & =\mathrm{d}^{2} \bar{r}_{\perp}^{\prime} \bar{a}_{j}\left(\bar{r}_{\perp}^{\prime}\right)  \tag{5.4.12}\\
\mathrm{d} S^{\prime} \hat{n}_{j}^{\prime} \times \bar{E}_{j}\left(\bar{r}^{\prime}\right) & =\mathrm{d}^{2} \bar{r}_{\perp}^{\prime} \bar{b}_{j}\left(\bar{r}_{\perp}^{\prime}\right)
\end{align*}
$$

Note that normal vectors for upper and lower boundaries are different functions of position but we have absorbed their difference in unknown surface fields. For a Non-magnetic material case $k \eta=k_{j} \eta_{j}=k_{j-1} \eta_{j-1}=\omega \mu$, such that the surface field integral equation with observation point outside the region $j$ becomes,

$$
\begin{align*}
0= & \left.-\int_{z=-d_{j-1}+f_{j-1}\left(\bar{r}_{\perp}\right)} \mathrm{d} \bar{r}_{\perp}^{\prime}\left\{i k_{j-1} \overline{\bar{G}}_{j}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{a}_{j-1}\left(\bar{r}_{\perp}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{j}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot \bar{b}_{j-1}\left(\bar{r}_{\perp}^{\prime}\right)\right\}  \tag{5.4.13}\\
& +\int_{z=-d_{j}+f_{j}\left(\bar{r}_{\perp}\right)} \mathrm{d} \bar{r}_{\perp}^{\prime}\left\{i k_{j} \overline{\bar{G}}_{j}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{a}_{j}\left(\bar{r}_{\perp}^{\prime}\right)+\nabla \times \overline{\bar{G}}_{j}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot \bar{b}_{j}\left(\bar{r}_{\perp}^{\prime}\right)\right\}
\end{align*}
$$

Assuming the observation point is placed in the upper regions, and more over, over the extended boundary of $z=\max f_{j-1}$, in this case always $z>z^{\prime}$ and we can expand dyadic periodic Green's function of region $j$ as

$$
\begin{align*}
\overline{\bar{G}}_{j p}^{>}\left(\bar{r}, \bar{r}^{\prime}\right) & =\frac{i}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{j z}^{m n}}\left[\hat{e}_{j+}^{m n} \hat{e}_{j+}^{m n}+\hat{h}_{j+}^{m n} \hat{h}_{j+}^{m n}\right] e^{i k_{j+}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}  \tag{5.4.14}\\
\nabla \times \overline{\bar{G}}_{j p}^{>}\left(\bar{r}, \bar{r}^{\prime}\right) & =-\frac{k_{j}}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{j z}^{m n}}\left[\hat{e}_{j+}^{m n} \hat{h}_{j+}^{m n}-\hat{h}_{j+}^{m n} \hat{e}_{j+}^{m n}\right] e^{i \bar{k}_{j+}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}
\end{align*}
$$

and noting that the spatial integrals are over a single cell, in accordance with introducing the periodic Green's function, we arrive at the following relation between the surface fields over the adjacent boundaries $j$ and $j-1$

$$
\begin{equation*}
\sum_{m n} \bar{U}_{m n}^{j, j-1} e^{i k_{j+}^{m n} \cdot \bar{r}}=\bar{U}_{m n}^{j, j} e^{i \bar{k}_{j+}^{m n} \cdot \bar{r}} \tag{5.4.15}
\end{equation*}
$$

where the amplitude of the upward propagating Bloch modes propagating in region $j$ and originated from the $j-1$ and $j$-th boundaries are given by

$$
\begin{aligned}
\bar{U}_{m n}^{j, j-1} & =\frac{1}{k_{j z}^{m n}} e^{i k_{j z}^{m n} d_{j-1}}\left\{\frac{k_{j-1}}{k_{j}}\left[\hat{e}_{j+}^{m n} \hat{e}_{j+}^{m n}+\hat{h}_{j+}^{m n} \hat{h}_{j+}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{\perp}^{m n} \cdot \bar{r}_{\perp}^{\prime}-i k_{j z}^{m n} f_{j-1}\left(\overline{\bar{r}}_{\perp}^{\prime}\right)} \bar{a}_{j-1}\left(\bar{r}_{\perp}^{\prime}\right)\right. \\
& \left.+\left[\hat{e}_{j+}^{m n} \hat{h}_{j+}^{m n}-\hat{h}_{j+}^{m n} \hat{e}_{j+}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{\perp}^{m n} \cdot \bar{r}_{\perp}^{\prime}-i k_{j z}^{m n} f_{j-1}\left(\bar{r}_{\perp}^{\prime}\right)} \bar{b}_{j-1}\left(\bar{r}_{\perp}^{\prime}\right)\right\}, \\
\bar{U}_{m n}^{j, j} & =\frac{1}{k_{j z}^{m n}} e^{i k_{j z}^{m n} d_{j}}\left\{\left[\hat{e}_{j+}^{m n} \hat{e}_{j+}^{m n}+\hat{h}_{j+}^{m n} \hat{h}_{j+}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{\perp}^{m n} \cdot \bar{r}_{\perp}^{\prime}-i k_{j z}^{m n} f_{j}\left(\bar{r}_{\perp}^{\prime}\right)} \bar{a}_{j}\left(\bar{r}_{\perp}^{\prime}\right)\right. \\
& \left.+\left[\hat{e}_{j+}^{m n} \hat{h}_{j+}^{m n}-\hat{h}_{j+}^{m n} \hat{e}_{j+}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{\perp}^{m n} \cdot \bar{r}_{\perp}^{\prime}-i k_{j z}^{m n} f_{j}\left(\bar{r}_{\perp}^{\prime}\right)} \bar{b}_{j}\left(\bar{r}_{\perp}^{\prime}\right)\right\}
\end{aligned}
$$

and also from orthogonality of spatial harmonics

$$
\begin{equation*}
\bar{U}_{m n}^{j, j-1}=\bar{U}_{m n}^{j, j} \tag{5.4.16}
\end{equation*}
$$

Similarly, we can obtain another independent integral equation for extinction of the downward propagating wave in region $j$. Placing the observation point on the extended boundary of

$$
\begin{equation*}
z=\min _{\bar{r}_{\perp}}\left\{-d_{j}+f_{j}\left(\bar{r}_{\perp}\right)\right\} \tag{5.4.17}
\end{equation*}
$$

ensures that always $z<z^{\prime}$ an the dyadic periodic Green's function of region $j$ can be expanded in terms of only downward propagating plane waves as

$$
\begin{align*}
\overline{\bar{G}}_{j p}^{<}\left(\bar{r}, \bar{r}^{\prime}\right) & =\frac{i}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{j z}^{m n}}\left[\hat{e}_{j-}^{m n} \hat{e}_{j-}^{m n}+\hat{h}_{j-}^{m n} \hat{h}_{j-}^{m n}\right] e^{i \bar{k}_{j-}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}  \tag{5.4.18}\\
\nabla \times \overline{\bar{G}}_{j p}^{<}\left(\bar{r}, \bar{r}^{\prime}\right) & =-\frac{k_{j}}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{j z}^{m n}}\left[\hat{e}_{j-}^{m n} \hat{h}_{j-}^{m n}-\hat{h}_{j-}^{m n} \hat{e}_{j-}^{m n}\right] e^{i \bar{k}_{j-}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}
\end{align*}
$$

By inserting spectral expansion of (5.4.18) into extinction relation of (5.4.13), it can be written as a relation between the downward propagating waves in region $j$ that are originated from $j-1$ and $j$-th surface boundary, as

$$
\begin{equation*}
\sum_{m, n} \bar{D}_{m n}^{j, j-1} e^{i \bar{k}_{j-}^{m n} \cdot \bar{r}}=\sum_{m, n} \bar{D}_{m n}^{j, j} e^{i \bar{k}_{j-}^{m n} \cdot \bar{r}} \tag{5.4.19}
\end{equation*}
$$

where the amplitude of the Bloch modes are given by

$$
\begin{align*}
\bar{D}_{m n}^{j, j-1} & =\frac{1}{k_{j z}^{m n}} e^{-i k_{j z}^{m n} d_{j-1}}\left\{\frac{k_{j-1}}{k_{j}}\left[\hat{e}_{j-}^{m n} \hat{e}_{j-}^{m n}+\hat{h}_{j-}^{m n} \hat{h}_{j-}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{\perp}^{m n} \cdot \bar{r}_{\perp}^{\prime}+i i_{j z}^{m n} f_{j-1}\left(\bar{r}_{\perp}^{\prime}\right)} \bar{a}_{j-1}\left(\bar{r}_{\perp}^{\prime}\right)\right.  \tag{5.4.20}\\
& \left.+\left[\hat{e}_{j-}^{m n} \hat{h}_{j-}^{m n}-\hat{h}_{j-}^{m n} \hat{e}_{j-}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{\perp}^{m n} \cdot \bar{r}_{\perp}^{\prime}+i k_{j z}^{m n} f_{j-1}\left(\bar{r}_{\perp}^{\prime}\right)} \bar{b}_{j-1}\left(\bar{r}_{\perp}^{\prime}\right)\right\} \\
\bar{D}_{m n}^{j, j} & =\frac{1}{k_{j z}^{m n}} e^{-i k_{j z}^{m n} d_{j}}\left\{\left[\hat{e}_{j-}^{m n} \hat{e}_{j-}^{m n}+\hat{h}_{j-}^{m n} \hat{h}_{j-}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{\perp}^{m n} \cdot \bar{r}_{\perp}^{\prime}+i k_{j z}^{m n} f_{j}\left(\bar{r}_{\perp}^{\prime}\right)} \bar{a}_{j}\left(\bar{r}_{\perp}^{\prime}\right)\right. \\
& \left.+\left[\hat{e}_{j-}^{m n} \hat{h}_{j-}^{m n}-\hat{h}_{j-}^{m n} \hat{e}_{j-}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{\perp}^{m n} \cdot \bar{r}_{\perp}^{\prime}+i k_{j z}^{m n} f_{j}\left(\bar{r}_{\perp}^{\prime}\right)} \bar{b}_{j}\left(\bar{r}_{\perp}^{\prime}\right)\right\}
\end{align*}
$$

Note that the spatial integrals are performed over the primitive cell in accordance with introduction of the periodic Green's function. From the orthogonality of spatial harmonics over a cell, (5.4.19) yields the following propagation relation between adjacent surface fields

$$
\begin{equation*}
\bar{D}_{m n}^{j, j-1}=\bar{D}_{m n}^{j, j} \tag{5.4.21}
\end{equation*}
$$

### 5.4.3 Extinction of Field Propagating in Region $j$

Similarly, application of the extinction theorem to region $N$ results in

$$
\begin{align*}
& -\int_{S} \mathrm{~d} S^{\prime}\left\{i k_{N} \eta_{N} \overline{\bar{G}}_{N}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{N}^{\prime} \times \bar{H}_{N}\left(\bar{r}^{\prime}\right)\right]\right.  \tag{5.4.22}\\
& \\
& \left.\quad+\nabla \times \overline{\bar{G}}_{N}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot\left[\hat{n}_{N}^{\prime} \times \bar{E}_{N}\left(\bar{r}^{\prime}\right)\right]\right\}= \begin{cases}0 & z>-d_{N-1}+f_{N-1}\left(\bar{r}_{\perp}\right) \\
\bar{E}_{N}(\bar{r}) & z<-d_{N-1}+f_{N-1}\left(\bar{r}_{\perp}\right)\end{cases}
\end{align*}
$$

where $\bar{E}_{N}$ and $\bar{H}_{N}$ are electric and magnetic fields in region $N$ and $\overline{\bar{G}}{ }_{N}$ is the free space dyadic Green's function with the wave number $k_{N}=\omega \sqrt{\mu_{N} \varepsilon_{N}}$. Utilizing continuity of the surface electric and magnetic fields over the boundary, we can substitute fields in region $N$ with those of region $N-1$. For non-magnetic materials $k_{N-1} \eta_{N-1}=k_{N} \eta_{N}$ and

$$
\begin{align*}
k_{N} \bar{a}_{N}(\bar{r}) & =k_{N-1} \bar{a}_{N-1}(\bar{r})  \tag{5.4.23}\\
\bar{b}_{N}(\bar{r}) & =\bar{b}_{N-1}(\bar{r})
\end{align*}
$$

Following the same procedure and replacing the Green's function with periodic Green's function and putting the observation point in region $N-1$, we have

$$
\begin{equation*}
\int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime}\left\{i k_{N-1} \overline{\bar{G}}_{N-1, p}^{>}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{a}_{N-1}\left(\bar{r}^{\prime}\right)+\nabla \times \overline{\bar{G}}_{N-1, p}^{>}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot \bar{b}_{N-1}\left(\bar{r}^{\prime}\right)\right\}=\overline{0} \tag{5.4.24}
\end{equation*}
$$

Here,

$$
\begin{align*}
\overline{\bar{G}}_{N p}^{>}\left(\bar{r}, \bar{r}^{\prime}\right) & =\frac{i}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{N z}^{m n}}\left[\hat{e}_{N+}^{m n} \hat{e}_{N+}^{m n}+\hat{h}_{N+}^{m n} \hat{h}_{N+}^{m n}\right] e^{i \bar{k}_{N+}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}  \tag{5.4.25}\\
\nabla \times \overline{\bar{G}}_{N p}^{>}\left(\bar{r}, \bar{r}^{\prime}\right) & =-\frac{k_{N}}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{N z}^{m n}}\left[\hat{e}_{N+}^{m n} \hat{h}_{N+}^{m n}-\hat{h}_{N+}^{m n} \hat{e}_{N+}^{m n}\right] e^{i \bar{k}_{N+}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}
\end{align*}
$$

Notice that (5.4.24) is an exact integral equation for the surface fields. However, to be able to use the unidirectional plane wave expansions of the dyadic Green's function, the observation point should be placed on the extended boundary rather than the boundary itself. Substituting the periodic Green's function expressions in the extinction relation we arrive at the mode expansion in terms of the upward propagating modes in region $N$

$$
\begin{equation*}
\sum_{m, n} \bar{U}_{m n}^{N, N-1} e^{i \bar{k}_{N+}^{m n} \cdot \bar{r}}=\overline{0} \tag{5.4.26}
\end{equation*}
$$

where the vector amplitude $\bar{U}_{m n}^{N}$ is given by

$$
\begin{array}{r}
\bar{U}_{m n}^{N, N-1}=\frac{k_{N-1}}{k_{N}}\left[\hat{e}_{N+}^{m n} \hat{e}_{N+}^{m n}+\hat{h}_{N+}^{m n} \hat{h}_{N+}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{\perp}^{m n} \cdot \bar{r}_{\perp}^{\prime}-i k_{N z}^{m n} f_{N-1}\left(\bar{r}_{\perp}^{\prime}\right)} \bar{a}_{N-1}\left(\bar{r}^{\prime}\right)  \tag{5.4.27}\\
+\left[\hat{e}_{N+}^{m n} \hat{h}_{N+}^{m n}-\hat{h}_{N+}^{m n} \hat{e}_{N+}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{\perp}^{m n} \cdot \bar{r}_{\perp}^{\prime}-i k_{N z}^{m n} f_{N-1}\left(\bar{r}_{\perp}^{\prime}\right)} \bar{b}_{N-1}\left(\bar{r}^{\prime}\right)
\end{array}
$$

### 5.5 Surface Fields Solution

Recalling that the surface fields exist over the boundary surfaces i.e. $\hat{n}_{j} \cdot \bar{a}_{j}\left(\bar{r}_{\perp}\right)=\hat{n}_{j} \cdot \bar{b}_{j}\left(\bar{r}_{\perp}\right)=$ 0 we have $a_{j z}\left(\bar{r}_{\perp}\right)=\nabla_{\perp} f_{j} \cdot \bar{a}_{j \perp}\left(\bar{r}_{\perp}\right)$ and therefore surface fields can be written in terms of its transverse component as

$$
\begin{equation*}
\bar{a}_{j}\left(\bar{r}_{\perp}\right)=\bar{a}_{j \perp}\left(\bar{r}_{\perp}\right)+\nabla_{\perp} f_{j} \cdot \bar{a}_{j \perp}\left(\bar{r}_{\perp}\right) \hat{z} \tag{5.5.1}
\end{equation*}
$$

Now the vector unknowns contains two scalar variables. In order to convert the system of integral equations to a solvable system of equation, we use the reciprocal lattice vectors of the surface to expand vector surface fields which have the same periodicity as

$$
\begin{align*}
& \bar{a}_{j \perp}(\bar{r})=\sum_{p q} \bar{\alpha}_{p q}^{j} e^{i i_{\perp}^{p q} \cdot \bar{r}_{\perp}}=\sum_{p q} \bar{\alpha}_{p q}^{j} e^{i\left(k_{x}^{p} x+k_{y}^{q} y\right)} \\
& \bar{b}_{j \perp}(\bar{r})=\sum_{p q} \bar{\beta}_{p q}^{j} e^{i i^{p q} \cdot \bar{r}_{\perp}}=\sum_{p q} \bar{\beta}_{p q}^{j} e^{i\left(k_{x}^{p} x+k_{y}^{q} y\right)} \tag{5.5.2}
\end{align*}
$$

The Fourier series expansion of the transverse surface fields is based on the periodicity of the field quantities with the same period as the surface which is justified by the Bloch theorem. Inserting the transverse part of the surface fields into the complete expression of the surface fields (5.4.24) yields,

$$
\begin{align*}
& \bar{a}_{j}\left(\bar{r}_{\perp}\right)=\sum_{p q}\left[\bar{\alpha}_{p q}^{j}+\nabla_{\perp} f_{j} \cdot \bar{\alpha}_{p q}^{j} \hat{z}\right] e^{i \bar{k}_{\perp}^{p q} \cdot \bar{r}_{\perp}}  \tag{5.5.3}\\
& \bar{b}_{j}\left(\bar{r}_{\perp}\right)=\sum_{p q}\left[\bar{\beta}_{p q}^{j}+\nabla_{\perp} f_{j} \cdot \bar{\beta}_{p q}^{j} \hat{z}\right] e^{i \bar{k}_{\perp}^{p q} \cdot \bar{r}_{\perp}}
\end{align*}
$$

Substituting the surface field expression in extinction relations in terms of the vector coefficients $\bar{D}_{m n}$ and $\bar{U}_{m n}$, results in

$$
\begin{align*}
& \bar{D}_{m n}^{1,1}=- \frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}} \sum_{p q}\left\{\left[\hat{e}_{1-}^{m n} \hat{e}_{1-}^{m n}+\hat{h}_{1-}^{m n} \hat{h}_{1-}^{m n}\right] \cdot\left[\bar{\alpha}_{p q}^{1}-\frac{1}{k_{1 z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\alpha}_{p q}^{1} \hat{z}\right]\right.  \tag{5.5.4}\\
&\left.+\left[\hat{e}_{1-}^{m n} \hat{h}_{1-}^{m n}-\hat{h}_{1-}^{m n} \hat{e}_{1-}^{m n}\right] \cdot\left[\bar{\beta}_{p q}^{1}-\frac{1}{k_{1 z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\beta}_{p q}^{1} \hat{z}\right]\right\} I_{m n}^{p q-}[1,1] \\
& \bar{U}_{m n}^{j, j-1}= \frac{1}{k_{j z}^{m n}} e^{i k_{j z}^{m n} d_{m-1}} \sum_{p q}\left\{\frac{k_{j-1}}{k_{j}}\left[\hat{e}_{j+}^{m n} \hat{e}_{j+}^{m n}+\hat{h}_{j+}^{m n} \hat{h}_{j+}^{m n}\right] \cdot\left[\bar{\alpha}_{p q}^{j-1}+\frac{1}{k_{j z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\alpha}_{p q}^{j-1} \hat{z}\right]\right. \\
&\left.+\left[\hat{e}_{j+}^{m n} \hat{h}_{j+}^{m n}-\hat{h}_{j+}^{m n} \hat{e}_{j+}^{m n}\right] \cdot\left[\bar{\beta}_{p q}^{j-1}+\frac{1}{k_{j z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\beta}_{p q}^{j-1} \hat{z}\right]\right\} I_{m n}^{p q+}[j, j-1] \\
& \bar{U}_{m n}^{j, j}=\frac{1}{k_{j z}^{m n}} e^{i k_{j z}^{m n} d_{m}} \sum_{p q}\left\{\left[\hat{e}_{j+}^{m n} \hat{e}_{j+}^{m n}+\hat{h}_{j+}^{m n} \hat{h}_{j+}^{m n}\right] \cdot\left[\bar{\alpha}_{p q}^{j}+\frac{1}{k_{j z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\alpha}_{p q}^{j} \hat{z}\right]\right. \\
&\left.+\left[\hat{e}_{j+}^{m n} \hat{h}_{j+}^{m n}-\hat{h}_{j+}^{m n} \hat{e}_{j+}^{m n}\right] \cdot\left[\bar{\beta}_{p q}^{j}+\frac{1}{k_{j z}^{m n}}\left(k_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\beta}_{p q}^{j} \hat{z}\right]\right\} I_{m n}^{p q+}[j, j]
\end{align*}
$$

$$
\begin{align*}
\bar{D}_{m n}^{j, j-1}= & \frac{1}{k_{j z}^{m n}} e^{-i k_{j z}^{m n} d_{m-1}} \sum_{p q}\left\{\frac{k_{j-1}}{k_{j}}\left[\hat{e}_{j-}^{m n} \hat{e}_{j-}^{m n}+\hat{h}_{j-}^{m n} \hat{h}_{j-}^{m n}\right] \cdot\left[\bar{\alpha}_{p q}^{j-1}-\frac{1}{k_{j z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\alpha}_{p q}^{j-1} \hat{z}\right]\right. \\
& \left.+\left[\hat{e}_{j-}^{m n} \hat{h}_{j-}^{m n}-\hat{h}_{j-}^{m n} \hat{e}_{j-}^{m n}\right] \cdot\left[\bar{\beta}_{p q}^{j-1}-\frac{1}{k_{j z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\beta}_{p q}^{j-1} \hat{z}\right]\right\} I_{m n}^{p q-}[j, j-1] \\
\bar{D}_{m n}^{j, j}= & \frac{1}{k_{j z}^{m n}} e^{-i k_{j z}^{m n} d_{m}} \sum_{p q}\left\{\left[\hat{e}_{j-}^{m n} \hat{e}_{j-}^{m n}+\hat{h}_{j-}^{m n} \hat{h}_{j-}^{m n}\right] \cdot\left[\bar{\alpha}_{p q}^{j}-\frac{1}{k_{j z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\alpha}_{p q}^{j} \hat{z}\right]\right. \\
& \left.+\left[\hat{e}_{j-}^{m n} \hat{h}_{j-}^{m n}-\hat{h}_{j-}^{m n} \hat{e}_{j-}^{m n}\right] \cdot\left[\bar{\beta}_{p q}^{j}-\frac{1}{k_{j z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\beta}_{p q}^{j} \hat{z}\right]\right\} I_{m n}^{p q-}[j, j] \\
\bar{U}_{m n}^{N, N-1=}= & \sum_{p q}\left\{\frac{k_{N-1}}{k_{N}}\left[\hat{e}_{N+}^{m n} \hat{e}_{N+}^{m n}+\hat{h}_{N+}^{m n} \hat{h}_{N+}^{m n}\right] \cdot\left[\bar{\alpha}_{p q}^{N-1}+\frac{1}{k_{N z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\alpha}_{p q}^{N-1} \hat{z}\right]\right. \\
& \left.+\left[\hat{e}_{N+}^{m n} \hat{h}_{N+}^{m n}-\hat{h}_{N+}^{m n} \hat{e}_{N+}^{m n}\right] \cdot\left[\bar{\beta}_{p q}^{N-1}+\frac{1}{k_{N z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\beta}_{p q}^{N-1} \hat{z}\right]\right\} I_{m n}^{p q+}[N, N-1] \tag{5.5.5}
\end{align*}
$$

where, the gradient term from the $z$ component of the surface fields in the integrand is simplified using by part integration and taking advantage of periodic boundary condition. Also the integrals $I_{m n}^{p q \pm}[j, j-1]$ and $I_{m n}^{p q \pm}[j, j]$ which correspond to the scattering potential of the rough boundaries are defined as

$$
\begin{gather*}
I_{m n}^{p q \pm}[j, j-1]=\int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{i\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{r}_{\perp}^{\prime} \mp i k_{j z}^{m n} f_{j-1}\left(\bar{r}_{\perp}^{\prime}\right)}  \tag{5.5.6}\\
I_{m n}^{p q \pm}[j, j]=\int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{i\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{r}_{\perp}^{\prime} \mp i k_{j z}^{m n} f_{j}\left(\bar{r}_{\perp}^{\prime}\right)}
\end{gather*}
$$

The involved matrices in the above equations are not full rank (rank of 2 in 3 dimensional space) and therefore can not be inverted in this form. Upon projecting the Bloch coefficients on the corresponding unit polarization vectors, the scalar equations will be obtained. From the extinction relation of the middle layers $2 \leq j \leq N-1$ as $\bar{U}_{m n}^{j, j-1}=\bar{U}_{m n}^{j, j}$, and $\bar{D}_{m n}^{j, j-1}=\bar{D}_{m n}^{j, j}$ the following scalar equations for the transverse component of the surface fields are obtained as

$$
\begin{aligned}
& \sum_{p q}\left\{\frac{k_{j-1}}{k_{j}} \hat{e}_{j+}^{m n} \cdot \bar{\alpha}_{p q}^{j-1}+\hat{h}_{j+}^{m n} \cdot \bar{\beta}_{p q}^{j-1}+\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\beta}_{p q}^{j-1}\right\} I_{m n}^{p q+}[j, j-1] \\
& =e^{i i_{j z}^{m n} \Delta_{j}} \sum_{p q}\left\{\hat{e}_{j+}^{m n} \cdot \bar{\alpha}_{p q}^{j}+\hat{h}_{j+}^{m n} \cdot \bar{\beta}_{p q}^{j}+\frac{1}{k_{j z}^{m}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\beta}_{p q}^{j}\right\} I_{m n}^{p q+}[j, j] \\
& \sum_{p q}\left\{\frac{k_{j-1}}{k_{j}}\left(\hat{h}_{j+}^{m n} \cdot \bar{\alpha}_{p q}^{j-1}+\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\alpha}_{p q}^{j-1}\right)-\hat{e}_{j+}^{m n} \cdot \bar{\beta}_{p q}^{j-1}\right\} I_{m n}^{p q+}[j, j-1] \\
& \quad=e^{i k_{j z}^{m n} \Delta_{j}} \sum_{p q}\left\{\hat{h}_{j+}^{m n} \cdot \bar{\alpha}_{p q}^{j}+\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\alpha}_{p q}^{j}-\hat{e}_{j+}^{m n} \cdot \bar{\beta}_{p q}^{j}\right\} I_{m n}^{p q+}[j, j]
\end{aligned}
$$

$$
\begin{aligned}
& \sum_{p q}\left\{\frac{k_{j-1}}{k_{j}} \hat{e}_{j-}^{m n} \cdot \bar{\alpha}_{p q}^{j-1}+\hat{h}_{j-}^{m n} \cdot \bar{\beta}_{p q}^{j-1}-\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\beta}_{p q}^{j-1}\right\} I_{m n}^{p q-}[j, j-1] \\
& \quad=e^{-i k_{j z}^{m n} \Delta_{j}} \sum_{p q}\left\{\hat{e}_{j-}^{m n} \cdot \bar{\alpha}_{p q}^{j}+\hat{h}_{j-}^{m n} \cdot \bar{\beta}_{p q}^{j}-\frac{1}{k_{j z}^{m}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\beta}_{p q}^{j}\right\} I_{m n}^{p q-}[j, j] \\
& \sum_{p q}\left\{\frac{k_{j-1}}{k_{j}}\left(\hat{h}_{j-}^{m n} \cdot \bar{\alpha}_{p q}^{j-1}-\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\alpha}_{p q}^{j-1}\right)-\hat{e}_{j-}^{m n} \cdot \bar{\beta}_{p q}^{j-1}\right\} I_{m n}^{p q-}[j, j-1] \\
& \quad=e^{-i k_{j z}^{m n} \Delta_{j}} \sum_{p q}\left\{\hat{h}_{j-}^{m n} \cdot \bar{\alpha}_{p q}^{j}-\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\alpha}_{p q}^{j}-\hat{e}_{j-}^{m n} \cdot \bar{\beta}_{p q}^{j}\right\} I_{m n}^{p q-}[j, j]
\end{aligned}
$$

Here $\Delta_{j}=d_{j}-d_{j-1}$. Expanding the unknown surface fields Fourier coefficients $\alpha$ and $\beta$ in terms of orthogonal unit vectors $\hat{u}$ and $\hat{v}$ (that are spanning $x y$ plane) as

$$
\begin{align*}
\bar{\alpha}_{p q}^{j} & =\alpha_{p q}^{j u} \hat{u}+\alpha_{p q}^{j v} \hat{v}  \tag{5.5.7}\\
\bar{\beta}_{p q}^{j} & =\beta_{p q}^{j u} \hat{u}+\beta_{p q}^{j v} \hat{v}
\end{align*}
$$

the propagation relation between Fourier coefficients of the adjacent layers surface fields can be written in a matrix form as

$$
\begin{equation*}
\overline{\bar{F}}_{m n, p q}^{j} \bar{S}_{p q}^{j}=\overline{\bar{E}}_{m n, p q}^{j-1} \bar{S}_{p q}^{j-1} \tag{5.5.8}
\end{equation*}
$$

where the surface field vector $\bar{S}_{p q}^{j}=\left[\alpha_{p q}^{j u}, \alpha_{p q}^{j v}, \beta_{p q}^{j u}, \beta_{p q}^{j v}\right]^{\mathrm{T}}$ is the Fourier component of the surface fields on the $j$-th interface (a summation over $p q$ is assumed) and individual mode propagation matrices $\overline{\bar{F}}_{m n, p q}^{j}, \overline{\bar{E}}_{m n, p q}^{j-1}$ are given by the components

$$
\begin{align*}
& E_{m n, p q}^{j-1}[11]=\left\{\frac{k_{j-1}}{k_{j}} \hat{e}_{j+}^{m n} \cdot \hat{u}\right\} I_{m n}^{p q+}[j, j-1]  \tag{5.5.9}\\
& E_{m n, p q}^{j-1}[12]=\left\{\frac{k_{j-1}}{k_{j}} \hat{e}_{j+}^{m n} \cdot \hat{v}\right\} I_{m n}^{p q+}[j, j-1] \\
& E_{m n, p q}^{j-1}[13]=\left\{\hat{h}_{j+}^{m n} \cdot \hat{u}+\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{u}\right\} I_{m n}^{p q+}[j, j-1] \\
& E_{m n, p q}^{j-1}[14]=\left\{\hat{h}_{j+}^{m n} \cdot \hat{v}+\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{v}\right\} I_{m n}^{p q+}[j, j-1] \\
& F_{m n, p q}^{j}[11]=e^{i k_{j z}^{m n} \Delta_{j}}\left\{\hat{e}_{j+}^{m n} \cdot \hat{u}\right\} I_{m n}^{p q+}[j, j] \\
& F_{m n, p q}^{j}[12]=e^{i k_{j z}^{m n} \Delta_{j}}\left\{\hat{e}_{j+}^{m n} \cdot \hat{v}\right\} I_{m n}^{p q+}[j, j] \\
& F_{m n, p q}^{j}[13]=e^{i k_{j z}^{m n} \Delta_{j}}\left\{\hat{h}_{j+}^{m n} \cdot \hat{u}+\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{u}\right\} I_{m n}^{p q+}[j, j] \\
& F_{m n, p q}^{j}[14]=e^{i k_{j z}^{m n} \Delta_{j}}\left\{\hat{h}_{j+}^{m n} \cdot \hat{v}+\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{v}\right\} I_{m n}^{p q+}[j, j]
\end{align*}
$$

$$
\begin{align*}
& F_{m n, p q}^{j}[21]=e^{i k_{j z}^{m n} \Delta_{j}}\left\{\hat{h}_{j+}^{m n} \cdot \hat{u}+\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{u}\right\} I_{m n}^{p q+}[j, j]  \tag{5.5.10}\\
& F_{m n, p q}^{j}[22]=e^{i k_{j z}^{m n} \Delta_{j}}\left\{\hat{h}_{j+}^{m n} \cdot \hat{v}+\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{v}\right\} I_{m n}^{p q+}[j, j] \\
& F_{m n, p q}^{j}[23]=e^{i k_{j z}^{m n} \Delta_{j}}\left\{-\hat{e}_{j+}^{m n} \cdot \hat{u}\right\} I_{m n}^{p q+}[j, j] \\
& F_{m n, p q}^{j}[24]=e^{i k_{j z}^{m n} \Delta_{j}}\left\{-\hat{e}_{j+}^{m n} \cdot \hat{v}\right\} I_{m n}^{p q+}[j, j] \\
& E_{m n, p q}^{j-1}[21]=\left\{\frac{k_{j-1}}{k_{j}}\left(\hat{h}_{j+}^{m n} \cdot \hat{u}+\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{u}\right)\right\} I_{m n}^{p q+}[j, j-1]  \tag{5.5.11}\\
& E_{m n, p q}^{j-1}[22]=\left\{\frac{k_{j-1}}{k_{j}}\left(\hat{h}_{j+}^{m n} \cdot \hat{v}+\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{v}\right)\right\} I_{m n}^{p q+}[j, j-1] \\
& E_{m n, p q}^{j-1}[23]=\left\{-\hat{e}_{j+}^{m n} \cdot \hat{u}\right\} I_{m n}^{p q+}[j, j-1] \\
& E_{m n, p q}^{j-1}[24]=\left\{-\hat{e}_{j+}^{m n} \cdot \hat{v}\right\} I_{m n}^{p q+}[j, j-1] \\
& F_{m n, p q}^{j}[31]=e^{-i k_{j z}^{m n} \Delta_{j}}\left\{\hat{e}_{j-}^{m n} \cdot \hat{u}\right\} \eta_{m n}^{p q-}[j, j]  \tag{5.5.12}\\
& F_{m n, p q}^{j}[32]=e^{-i k_{j z}^{m n} \Delta_{j}}\left\{\hat{e}_{j-}^{m n} \cdot \hat{v}\right\} I_{m n}^{p q-}[j, j] \\
& F_{m n, p q}^{j}[33]=e^{-i k_{j z}^{m n} \Delta_{j}}\left\{\hat{h}_{j-}^{m n} \cdot \hat{u}-\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{u}\right\} I_{m n}^{p q-}[j, j] \\
& F_{m n, p q}^{j}[34]=e^{-i k_{j z}^{m n} \Delta_{j}}\left\{\hat{h}_{j-}^{m n} \cdot \hat{v}-\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{v}\right\} I_{m n}^{p q-}[j, j] \\
& E_{m n, p q}^{j-1}[31]=\left\{\frac{k_{j-1}}{k_{j}} \hat{e}_{j-}^{m n} \cdot \hat{u}\right\} I_{m n}^{p q-}[j, j-1]  \tag{5.5.13}\\
& E_{m n, p q}^{j-1}[32]=\left\{\frac{k_{j-1}}{k_{j}} \hat{e}_{j-}^{m n} \cdot \hat{v}\right\} I_{m n}^{p q-}[j, j-1] \\
& E_{m n, p q}^{j-1}[33]=\left\{\hat{h}_{j-}^{m n} \cdot \hat{u}-\frac{1}{k_{j z}^{m}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{u}\right\} I_{m n}^{p q-}[j, j-1] \\
& E_{m n, p q}^{j-1}[34]=\left\{\hat{h}_{j-}^{m n} \cdot \hat{v}-\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{v}\right\} I_{m n}^{p q-}[j, j-1]
\end{align*}
$$

$$
\begin{align*}
& F_{m n, p q}^{j}[41]=e^{-i k_{j z}^{m n} \Delta_{j}}\left\{\hat{h}_{j-}^{m n} \cdot \hat{u}-\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{u}\right\} I_{m n}^{p q-}[j, j]  \tag{5.5.14}\\
& F_{m n, p q}^{j}[42]=e^{-i k_{j z}^{m n} \Delta_{j}}\left\{\hat{h}_{j-}^{m n} \cdot \hat{v}-\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{v}\right\} I_{m n}^{p q-}[j, j] \\
& F_{m n, p q}^{j}[43]=e^{-i k_{j z}^{m n} \Delta_{j}\left\{-\hat{e}_{j-}^{m n} \cdot \hat{u}\right\} I_{m n}^{p q-}[j, j]} \\
& F_{m n, p q}^{j}[44]=e^{-i k_{j z}^{m n} \Delta_{j}}\left\{-\hat{e}_{j-}^{m n} \cdot \hat{v}\right\} I_{m n}^{p q-}[j, j] \\
& E_{m n, p q}^{j-1}[41]=\left\{\frac{k_{j-1}}{k_{j}}\left(\hat{h}_{j-}^{m n} \cdot \hat{u}-\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{u}\right)\right\} I_{m n}^{p q-}[j, j-1]
\end{aligned} E_{E_{m n, p q}^{j-1}[42]=\left\{\frac{k_{j-1}}{k_{j}}\left(\hat{h}_{j-}^{m n} \cdot \hat{v}-\frac{1}{k_{j z}^{m n}} \frac{k_{\perp}^{m n}}{k_{j}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{v}\right)\right\} I_{m n}^{p q-}[j, j-1]}^{E_{m n, p q}^{j-1}[43]=\left\{-\hat{e}_{j-}^{m n} \cdot \hat{u}\right\} I_{m n}^{p q-}[j, j-1]} \begin{aligned}
& E_{m n, p q}^{j-1}[44]=\left\{-\hat{e}_{j-}^{m n} \cdot \hat{v}\right\} I_{m n}^{p q-}[j, j-1]
\end{align*}
$$

Using the propagation matrix formalism, the surface fields on the last boundary can be related to those of the first boundary through,

$$
\begin{align*}
\bar{S}_{p q}^{N-1} & =\left(\overline{\bar{F}}_{m n, p q}^{N-1}\right)^{-1} \overline{\bar{E}}_{m n, p q}^{N-2}\left(\overline{\bar{F}}_{m n, p q}^{N-2}\right)^{-1} \overline{\bar{E}}_{m n, p q}^{N-3} \cdots\left(\overline{\bar{F}}_{m n, p q}^{2}\right)^{-1} \overline{\bar{E}}_{m n, p q}^{1} \bar{S}_{p q}^{1}  \tag{5.5.15}\\
& :=\overline{\bar{D}} \bar{S}_{p q}^{1}
\end{align*}
$$

Also from the extinction of incident field in region 1 we have

$$
\overline{\bar{P}}_{m n, p q}^{1} \bar{S}_{p q}^{1}=\left[\begin{array}{l}
\hat{e}_{1-}^{m n} \cdot \bar{D}_{m n}^{1,1}  \tag{5.5.16}\\
\hat{h}_{1-}^{m n} \cdot \bar{D}_{m n}^{1,1}
\end{array}\right]
$$

where the $2 \times 4$ mode matrix $\overline{\bar{P}}_{m n, p q}^{1}$ is given by its components as

$$
\begin{align*}
& \overline{\bar{P}}_{m n, p q}^{1}[11]=-\frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}}\left\{\hat{e}_{1-}^{m n} \cdot \hat{u}\right\} I_{m n}^{p q-}[1,1]  \tag{5.5.17}\\
& \overline{\bar{P}}_{m n, p q}^{1}[12]=-\frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}}\left\{\hat{e}_{m-}^{m n} \cdot \hat{v}\right\} I_{m n}^{p q-}[1,1] \\
& \overline{\bar{P}}_{m n, p q}^{1}[13]=-\frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}}\left\{\hat{h}_{1-}^{m n} \cdot \hat{u}-\frac{1}{k_{1 z}^{m n}} \frac{k_{\perp}^{m n}}{k_{1}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{u}\right\} I_{m n}^{p q-}[1,1] \\
& \overline{\bar{P}}_{m n, p q}^{1}[14]=-\frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}}\left\{\hat{h}_{1-}^{m n} \cdot \hat{v}-\frac{1}{k_{1 z}^{m n}} \frac{k_{\perp}^{m n}}{k_{1}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{v}\right\} I_{m n}^{p q-}[1,1]
\end{align*}
$$

$$
\begin{align*}
& \overline{\bar{P}}_{m n, p q}^{1}[21]=-\frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}}\left\{\hat{h}_{1-}^{m n} \cdot \hat{u}-\frac{1}{k_{1 z}^{m n}} \frac{k_{\perp}^{m n}}{k_{1}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{u}\right\} I_{m n}^{p q-}[1,1]  \tag{5.5.18}\\
& \overline{\bar{P}}_{m n, p q}^{1}[22]=-\frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}}\left\{\hat{h}_{1-}^{m n} \cdot \hat{v}-\frac{1}{k_{1 z}^{m n}} \frac{k_{\perp}^{m n}}{k_{1}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{v}\right\} I_{m n}^{p q-}[1,1] \\
& \overline{\bar{P}}_{m n, p q}^{1}[23]=-\frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}}\left\{-\hat{e}_{1-}^{m n} \cdot \hat{u}\right\} I_{m n}^{p q-}[1,1] \\
& \overline{\bar{P}}_{m n, p q}^{1}[24]=-\frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}}\left\{-\hat{e}_{1-}^{m n} \cdot \hat{v}\right\} I_{m n}^{p q-}[1,1]
\end{align*}
$$

Similarly, from the extinction of the wave in the last region,

$$
\begin{equation*}
\overline{\bar{P}}_{m n, p q}^{N} \bar{S}_{p q}^{N-1}=\overline{0} \tag{5.5.19}
\end{equation*}
$$

where

$$
\begin{align*}
& \overline{\bar{P}}_{m n, p q}^{N}[11]=\left\{\frac{k_{N-1}}{k_{N}} \hat{e}_{N+}^{m n} \cdot \hat{u}\right\} I_{m n}^{p q+}[N, N-1]  \tag{5.5.20}\\
& \overline{\bar{P}}_{m n, p q}^{N}[12]=\left\{\frac{k_{N-1}}{k_{N}} \hat{e}_{N+}^{m n} \cdot \hat{v}\right\} I_{m n}^{p q+}[N, N-1] \\
& \overline{\bar{P}}_{m n, p q}^{N}[13]=\left\{\hat{h}_{N+}^{m n} \cdot \hat{u}+\frac{1}{k_{N z}^{m n}} \frac{k_{\perp}^{m n}}{k_{N}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{u}\right\} I_{m n}^{p q+}[N, N-1] \\
& \overline{\bar{P}}_{m n, p q}^{N}[14]=\left\{\hat{h}_{N+}^{m n} \cdot \hat{v}+\frac{1}{k_{N z}^{m n}} \frac{k_{\perp}^{m n}}{k_{N}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{v}\right\} I_{m n}^{p q+}[N, N-1] \\
& \overline{\bar{P}}_{m n, p q}^{N}[21]=\left\{\frac{k_{N-1}}{k_{N}}\left(\hat{h}_{N+}^{m n} \cdot \hat{u}+\frac{1}{k_{N z}^{m n}} \frac{k_{\perp}^{m n}}{k_{N}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{u}\right)\right\} I_{m n}^{p q+}[N, N-1] \\
& \overline{\bar{P}}_{m n, p q}^{N}[22]=\left\{\frac{k_{N-1}}{k_{N}}\left(\hat{h}_{N+}^{m n} \cdot \hat{v}+\frac{1}{k_{N z}^{m n}} \frac{k_{\perp}^{m n}}{k_{N}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \hat{v}\right)\right\} I_{m n}^{p q+}[N, N-1] \\
& \overline{\bar{P}}_{m n, p q}^{N}[23]=\left\{-\hat{e}_{N+}^{m n} \cdot \hat{u}\right\} I_{m n}^{p q+}[N, N-1] \\
& \overline{\bar{P}}_{m n, p q}^{N}[24]=\left\{-\hat{e}_{N+}^{m n} \cdot \hat{v}\right\} I_{m n}^{p q+}[N, N-1]
\end{align*}
$$

Putting ll of the extinction relations together, the system of equations to determine the Fourier coefficients of the surface fields on the first and last boundary is given by

$$
\left[\begin{array}{cc}
\overline{\bar{P}}_{m n, p q}^{1} & \overline{\overline{0}}  \tag{5.5.21}\\
\overline{\overline{0}} & \overline{\bar{P}}_{m n, p q}^{N} \\
\overline{\bar{D}} & -\overline{\bar{I}}
\end{array}\right]\left[\begin{array}{c}
\bar{S}_{p q}^{1} \\
\bar{S}_{p q}^{N-1}
\end{array}\right]=\left[\begin{array}{c}
\hat{e}_{1-}^{m n} \cdot \bar{D}_{m n}^{1,1} \\
\hat{h}_{1-}^{m n} \cdot \bar{D}_{m n}^{1,1} \\
\overline{0}
\end{array}\right]
$$

Once the Fourier coefficients of the surface fields on the first and last boundaries are determined through (5.5.21), the surface field on the other boundaries can be determined by using the propagation matrices.

### 5.6 Scattered Field

From the equivalence principle applied to region 1, for observation points in region 1 total electric field can be written as

$$
\begin{equation*}
\bar{E}_{\text {inc }}(\bar{r})+\int_{S} \mathrm{~d} S^{\prime}\left\{i k_{1} \eta_{1} \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{1} \times \bar{H}_{1}\left(\bar{r}^{\prime}\right)\right]+\nabla \times \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}_{1} \times \bar{E}_{1}\left(\bar{r}^{\prime}\right)\right]\right\}=\bar{E}_{1}(\bar{r}) \tag{5.6.1}
\end{equation*}
$$

The second term is the scattered field and upon using the periodic dyadic Green's function spatial integrals become condensate to the primitive cell and

$$
\begin{equation*}
\bar{E}_{s}(\bar{r})=\int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime}\left\{i k_{1} \overline{\bar{G}}_{1 p}^{>}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{a}_{1}\left(\bar{r}^{\prime}\right)+\nabla \times \overline{\bar{G}}_{1 p}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{b}_{1}\left(\bar{r}^{\prime}\right)\right\} \tag{5.6.2}
\end{equation*}
$$

Upon considering the scattered field outside of the extended boundary at $z=\max f_{1}\left(\bar{r}_{\perp}\right)$, the dyadic Green's function can be expanded as

$$
\begin{gather*}
\overline{\bar{G}}_{1 p}^{>}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{1 z}^{m n}}\left[\hat{e}_{1+}^{m n} \hat{e}_{1+}^{m n}+\hat{h}_{1+}^{m n} \hat{h}_{1+}^{m n}\right] e^{i k_{1+}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}  \tag{5.6.3}\\
\nabla \times \overline{\bar{G}}_{p}^{>}\left(\bar{r}, \bar{r}^{\prime}\right)=-\frac{k_{1}}{2 L_{x} L_{y}} \sum_{m, n} \frac{1}{k_{1 z}^{m n}}\left[\hat{e}_{1+}^{m n} \hat{h}_{1+}^{m n}-\hat{h}_{1+}^{m n} \hat{e}_{1+}^{m n}\right] e^{i \bar{k}_{1+}^{m n} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \tag{5.6.4}
\end{gather*}
$$

Substituting the periodic Green's function into the scattered field expression, results in an expansion of the scattered field in terms of upward propagating Bloch waves in region 1

$$
\begin{equation*}
\bar{E}_{s}(\bar{r})=\sum_{m, n} \bar{S}_{m n} e^{i \bar{k}_{1+}^{m n} \cdot \bar{r}} \tag{5.6.5}
\end{equation*}
$$

where

$$
\begin{align*}
\bar{S}_{m n}= & -\frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}}\left[\hat{e}_{1+}^{m n} \hat{e}_{1+}^{m n}+\hat{h}_{1+}^{m n} \hat{h}_{1+}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{1+}^{m n} \cdot \bar{r}^{\prime}} \bar{a}_{1}\left(\bar{r}^{\prime}\right)  \tag{5.6.6}\\
& -\frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}}\left[\hat{e}_{1+}^{m n} \hat{h}_{1+}^{m n}-\hat{h}_{1+}^{m n} \hat{e}_{1+}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{1+\cdot}^{m n} \cdot \bar{r}^{\prime}} \bar{b}_{1}\left(\bar{r}^{\prime}\right) \tag{5.6.7}
\end{align*}
$$

Notice that (5.6.5) predict the scattered field to be expandable only in terms of the upward propagating waves (irrespective of whatever the surface profiles are) which is not generally true. one can imagine a surface that has such a curvature that allows backward propagating waves toward the surface. On the other side. the scattered field computed here is valid at points beyond the extended boundary and seems that the situation of the backward wave does not happen. However, the surface field are computed by the same assumption (extended boundary condition) and for a surface profile with large slopes, considered expansions cannot truly satisfy the boundary conditions and this would cause instability in the computation of the surface fields.

Using solution of surface field from extinction equation and substituting in relation of vector coefficient $\bar{S}_{m n}$, we have

$$
\begin{align*}
& \bar{S}_{m n}=-\frac{k_{1}}{2 L_{x} L_{y}} \frac{1}{k_{1 z}^{m n}} \sum_{p q}\left\{\left[\hat{e}_{1+}^{m n} \hat{e}_{1+}^{m n}+\hat{h}_{1+}^{m n} \hat{h}_{1+}^{m n}\right] \cdot\left[\bar{\alpha}_{p q}^{1}+\frac{1}{k_{1 z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\alpha}_{p q}^{1} \hat{z}\right]\right.  \tag{5.6.8}\\
&\left.+\left[\hat{e}_{1+}^{m n} \hat{h}_{1+}^{m n}-\hat{h}_{1+}^{m n} \hat{e}_{1+}^{m n}\right] \cdot\left[\bar{\beta}_{p q}^{1}+\frac{1}{k_{1 z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\beta}_{p q}^{1} \hat{z}\right]\right\} I_{m n}^{p q+}[1,1]
\end{align*}
$$

The term which consists of the gradient of the surface is integrated by part. The scattering potential integral for the scattered field from the first boundary in region 1 is defined as

$$
\begin{equation*}
I_{m n}^{p q+}[1,1]=\int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{i\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{r}_{\perp}^{\prime}-i k_{1 z}^{m n} f_{1}\left(\bar{r}_{\perp}^{\prime}\right)} \tag{5.6.9}
\end{equation*}
$$

$\bar{S}_{m n}$ 's are the scattered electric field vector amplitude of Bloch modes labeled by $(m, n)$.

### 5.7 Transmitted Field

Similar to the scattered field case, the transmitted field into the region 1 can be find using equivalence principle applied to region $N$ as following

$$
\bar{E}_{t}(\bar{r})=-\int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime}\left\{i k_{N-1} \overline{\bar{G}}_{N p}^{<}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{a}_{N-1}\left(\bar{r}^{\prime}\right)+\nabla \times \overline{\bar{G}}_{N p}^{<}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot \bar{b}_{N-1}\left(\bar{r}^{\prime}\right)\right\}
$$

where we have expressed surface fields in terms of region $N-1$ fields. Assuming observation point to be in region $N$ and upon insertion of the Green's function into transmitted field relation, it turns out that the transmitted field can be expanded in terms of the downward propagating waves in region $N$

$$
\begin{equation*}
\bar{E}_{t}(\bar{r})=\sum_{m, n} \bar{T}_{m n} e^{i \bar{k}_{N-}^{m n} \cdot \bar{r}} \tag{5.7.1}
\end{equation*}
$$

where amplitude of the transmitted Bloch modes is given by

$$
\begin{aligned}
\bar{T}_{m n} & =\frac{k_{N-1}}{2 L_{x} L_{y}} \frac{1}{k_{N z}^{m n}}\left[\hat{e}_{N-}^{m n} \hat{e}_{N-}^{m n}+\hat{h}_{N-}^{m n} \hat{h}_{N-}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i k_{N-}^{m n} \cdot \bar{r}^{\prime}} \bar{a}_{N-1}\left(\bar{r}^{\prime}\right) \\
& +\frac{k_{N}}{2 L_{x} L_{y}} \frac{1}{k_{N z}^{m n}}\left[\hat{e}_{N-}^{m n} \hat{h}_{N-}^{m n}-\hat{h}_{N-}^{m n} \hat{e}_{N-}^{m n}\right] \cdot \int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{-i \bar{k}_{N-}^{m n} \cdot \bar{r}^{\prime}} \bar{b}_{N-1}\left(\bar{r}^{\prime}\right)
\end{aligned}
$$

Inserting the Fourier series representation of the surface fields into the equations and simplifying the integrals of the gradient of surface profile by a by part integration, we arrive at

$$
\begin{align*}
& \bar{T}_{m n}=\frac{k_{N-1}}{2 L_{x} L_{y}} \frac{1}{k_{N z}^{m n}} e^{-i k_{N z}^{m n} d_{N-1}} \sum_{p q}\left\{\left[\hat{e}_{N-}^{m n} \hat{e}_{N-}^{m n}+\hat{h}_{N-}^{m n} \hat{h}_{N-}^{m n}\right] \cdot\left[\bar{\alpha}_{p q}^{N-1}-\frac{1}{k_{N z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\alpha}_{p q}^{N-1} \hat{z}\right]\right. \\
& \left.\quad+\frac{k_{N}}{k_{N-1}}\left[\hat{e}_{N-}^{m n} \hat{h}_{N-}^{m n}-\hat{h}_{N-}^{m n} \hat{e}_{N-}^{m n}\right] \cdot\left[\bar{\beta}_{p q}^{N-1}-\frac{1}{k_{N z}^{m n}}\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{\beta}_{p q}^{N-1} \hat{z}\right]\right\} I_{m n}^{p q-}[N, N-1] \tag{5.7.2}
\end{align*}
$$

where

$$
\begin{equation*}
I_{m n}^{p q-}[N, N-1]=\int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{i\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{r}_{\perp}^{\prime}+i k_{N z}^{m n} f_{N-1}\left(\bar{r}_{\perp}^{\prime}\right)} \tag{5.7.3}
\end{equation*}
$$

Now we have the amplitude and polarization of each transmitted mode into region 1. Notice that the scattered field is evaluated from previously known surface fields and it does not require solving boundary value problems.

### 5.8 Scattered and Transmitted Power

For the scattered field in region 1 of $\bar{E}_{s}(\bar{r})=\sum_{m, n} \bar{S}_{m n} e^{i \bar{k}_{1+}^{m n} \cdot \bar{r}}$, associated magnetic field can be computed as

$$
\begin{equation*}
\bar{H}_{s}(\bar{r})=\frac{1}{\eta_{1}} \sum_{m, n}\left(\hat{k}_{1+}^{m n} \times \bar{S}_{m n}\right) e^{i \bar{k}_{1+}^{m n} \cdot \bar{r}} \tag{5.8.1}
\end{equation*}
$$

Then, the complex poynting vector associated with scattered field is

$$
\begin{align*}
\bar{S}_{s}(\bar{r}) & =\frac{1}{2 \eta} \bar{E}_{s}(\bar{r}) \times \bar{H}_{s}^{*}(\bar{r})  \tag{5.8.2}\\
& =\frac{1}{2 \eta_{1}} \sum_{m, n} \sum_{p, q} \bar{S}_{m n} \times\left(\hat{k}_{1+}^{p q} \times \bar{S}_{p q}\right)^{*} e^{i\left(\bar{k}_{\perp}^{m n}-\bar{k}_{\perp}^{p q}\right) \cdot \bar{r}_{\perp}} e^{i\left(k_{1 z}^{m n}-k_{1 z}^{p q *}\right) z}
\end{align*}
$$

Since Bloch modes are mutually orthogonal over surface of a cell, cross terms in the poynting vector do not contribute in the total scattered power. The complex scattered power in $z$ direction can be computed by integrating $\bar{S}_{s}$ over a cell

$$
\begin{equation*}
P_{s}=\frac{1}{2 \eta_{1}} \sum_{m, n} \sum_{p, q} \bar{S}_{m n} \times\left(\hat{k}_{1+}^{p q} \times \bar{S}_{p q}\right)^{*} \cdot \hat{z} e^{i\left(k_{1 z}^{m n}-k_{1 z}^{p q *}\right) z} \int \mathrm{~d}^{2} \bar{r}_{\perp} e^{i\left(\bar{k}_{\perp}^{m n}-\bar{k}_{\perp}^{p q}\right) \cdot \bar{r}_{\perp}} \tag{5.8.3}
\end{equation*}
$$

whereas from orthogonality of the Bloch modes,

$$
\begin{equation*}
\int \mathrm{d}^{2} \bar{r}_{\perp} e^{i\left(\bar{k}_{\perp}^{m n}-\bar{k}_{\perp}^{p q}\right) \cdot \bar{r}_{\perp}}=L_{x} L_{y} \delta_{m p} \delta_{n q} \tag{5.8.4}
\end{equation*}
$$

that results in

$$
\begin{align*}
P_{s} & =\frac{L_{x} L_{y}}{2 \eta_{1}} \sum_{m, n} \bar{S}_{m n} \times\left(\hat{k}_{1+}^{m n} \times \bar{S}_{m n}\right)^{*} \cdot \hat{z} e^{-2 \operatorname{Im}\left(k_{1 z}^{m n}\right) z}  \tag{5.8.5}\\
& =\frac{L_{x} L_{y}}{2 \eta_{1}} \sum_{m, n}\left[\left|\bar{S}_{m n}\right|^{2} \hat{k}_{1+}^{m n *}-\left(\bar{S}_{m n} \cdot \hat{k}_{1+}^{m n *}\right) \bar{S}_{m n}^{*}\right] \cdot \hat{z} e^{-2 \operatorname{Im}\left(k_{1 z}^{m n}\right) z}
\end{align*}
$$

If we are interested in lossless condition for region 0 , then real power corresponds to the propagating modes only and then

$$
\begin{equation*}
\operatorname{Re}\left[P_{s}\right]=\frac{L_{x} L_{y}}{2 \eta_{1}} \sum_{m, n} \operatorname{Re}\left(\frac{k_{1 z}^{m n}}{k_{1}}\right)\left|\bar{S}_{m n}\right|^{2} \tag{5.8.6}
\end{equation*}
$$

Similarly, for the transmitted power in $(-\hat{z})$ direction we have

$$
\begin{equation*}
\operatorname{Re}\left[P_{t}\right]=\frac{L_{x} L_{y}}{2} \sum_{m, n} \operatorname{Re}\left(\frac{k_{N z}^{m n}}{k_{N} \eta_{N}}\right)\left|\bar{T}_{m n}\right|^{2} \tag{5.8.7}
\end{equation*}
$$

The incident power associated with the incident plane wave in $(-\hat{z})$ direction can be obtained as

$$
\begin{equation*}
P_{\mathrm{inc}}=\int_{\text {cell }} \mathrm{d} \bar{r}_{\perp} \frac{1}{2 \eta_{1}} \cos \theta_{i}=\frac{L_{x} L_{y}}{2 \eta_{1}} \cos \theta_{i} \tag{5.8.8}
\end{equation*}
$$

Henceforth, the reflectivity and transmissivity of the surface can be computed as

$$
\begin{align*}
& R=\sum_{m, n} \operatorname{Re}\left(\frac{k_{1 z}^{m n}}{k_{i z}}\right)\left|\bar{S}_{m n}\right|^{2}  \tag{5.8.9}\\
& T=\sum_{m, n} \operatorname{Re}\left(\frac{k_{N z}^{m n}}{k_{i z}}\right)\left|\bar{T}_{m n}\right|^{2}
\end{align*}
$$

### 5.9 Numerical Results and Comparison with SPM2 Solution

In order to verify the accuracy of the 3D $T$-Matrix method for a multi-layer case, we consider a lossless layered medium with dielectric constants given by $\epsilon_{r}=(1,1.5,2,3,2)$ from the top, respectively. The interfaces are located at mean values of $d=-(0,0.3,0.7,0.9) \lambda_{1}$ where $\lambda_{1}$ is the wavelength in region 1 (the top half space). Parameters of the Gaussian rough interfaces include RMS height of $h_{\mathrm{rms}}=0.03 \lambda_{1}$, correlation length of $\ell=\lambda_{1}$ which is considered the same for all of 4 uncorrelated and isotropic interfaces. The SPM2 solution is expected to be valid in this small RMS height regime [35]. We consider a periodic random surface of dimensions $L_{x}=L_{y}=5 \lambda_{1} \gg \ell$ in the $T$-matrix as well as SPM2 solution. In order to reach convergence, we average over 300 realizations of the surfaces ( 4 independent surfaces). It should be noted that this structure supports guided modes, and as a result the SPM2 power spectral kernels are singular and need to be treated carefully by the SIP [79, 84].

Figure 5.2 compares the $v$ and $h$ channel emissivities of the structure obtained by the SPM2 applied to a periodic surface of $5 \lambda_{1} \times 5 \lambda_{1}$, and the $T$-matrix with that of flat surfaces. The maximum difference between the emissivities obtained by the two methods is always below 0.002 (corresponds to the relative error of less than $0.22 \%$ ) for any polarization and observation angle. This represents a good agreement between the SPM2 and T-Matrix approaches in the small height regime [89, 90].


Figure 5.2: Emissivity of 5 layer structure of section 5.9 with rms height of $h=0.03 \lambda_{1}$ for horizontal ( $h$ ) and vertical $(v)$ polarizations vs observation angle $\left(\theta_{i}\right)$ obtained by the $T$-Matrix and periodic SPM2 compared to the flat surfaces response.

An important question regarding the implementation of the $T$-matrix method is how many modes should be included in Eq. (5.2.1). As one includes more evanescent modes, the condition number of the matrices in Eq. (??) becomes worse and after some point the solution is not possible. Although direct inversion has been used for all of the examples in this paper, ill-conditioned matrices involved in the problem can lead to divergent iterative procedure or numerical break-down in the case of direct inversion (for larger problem in
terms of included modes). This situation is more critical for larger RMS height when inclusion of more evanescent modes is necessary to account for the fields inside the grooves. In addition, for the case of large permittivity contrast between layers, capturing the propagating modes inside a high permittivity layer is required simultaneously with including more evanescent modes in layers with lower permittivity. This can be accounted as a limitation for the $T$-matrix method in the layered media scenario with high dielectric contrast between layers. A measure of the degree of accuracy of a solution is energy conservation. Although it cannot guarantee the correct solution, it is a necessary condition for a solution to be correct. Thus, we can increase the number of modes and monitor the energy conservation in the solution. For the cases where higher order evanescent modes must be included, preconditioning of matrices in Eq. (??) may be needed [85, 91, 92].

For the computation of emissivity in 5.2 , the number of included modes in each direction is 13 . The energy conservation criteria in this case is $1 \pm 10^{-4}$ which corresponds to error of $0.01 \%$. During the Monte Carlo simulation over surfaces realizations it is necessary to be careful about adjacent interface intersections. Such cases violate the problem formulation assumptions in Eq. (5.2.2). The distance between the mean level of the interfaces considered above make this unlikely but not impossible. When running the simulation, cases having intersections between interfaces are discarded and excluded from further consideration.

For comparison of computational cost, the SPM which is an analytic solution, does not require intensive computations. On the other hand, a typical MoM solution does require more surface unknowns. For example, in the above problem of 4 surfaces of area $5 \lambda_{1} \times 5 \lambda_{1}$ using discretization rule of 10 points/ $\lambda$ the number of unknowns would be $N=$ $50 \times 50 \times \epsilon_{r} \times 8 \approx 40,000$ just for one surface (last factor takes the polarization, and the electric and magnetic currents into account) and 160,000 for all 4 surfaces, while the $T$-matrix number of unknowns is around $N=1300$. Considering the orders of magnitudes difference in the number of unknowns, the $T$-matrix has lower cost than the MoM. Also, for such a slight dielectric contrast between the adjacent layers, the MoM solution suffers from the discretization noise such that energy conservation criteria would not be satisfactory. On the other hand, there are situations that the $T$-matrix as formulated in this paper does not work at all due to extremely ill-conditioned matrices. For example, in the sub wavelength periods or very high amplitude of the surface, the $T$-matrix solution break down numerically. For a sub wavelength structure, one can utilize the effective medium approximation or use the MoM solution.

In order to show the $T$-matrix solution in large RMS height regime, consider the same medium as discussed above with Gaussian surfaces of RMS height $0.08 \lambda_{1}\left(k_{\text {max }} h_{\mathrm{rms}} \approx 0.5\right)$ which is out of the validity region of the SPM2. Also, the mean level of the interfaces is chosen to be at $d=-(0,0.6,1.4,2) \lambda_{1}$ to reduce possible interface intersections. Here the total number of included modes is $17 \times 17=289$, which leads to satisfaction of the energy conservation criteria to better than $0.1 \%$. Figure 5.3 plots $h$ and $v$ channel emissivities of the structure obtained by the $T$-matrix and SPM2 compare to the flat surface case. As opposed to the small height example of Fig. 5.2, where the roughness increases the emission of the surface, here the presence of roughness cause a reduction in emission at observation angles less than $40^{\circ}$. The reason behind this is the structure with flat interfaces for this medium configuration is near the resonance condition. The presence of roughness then reduces transmission. For observation near grazing, the SPM2 solution for emissivity becomes close to the $T$-matrix for both polarizations.


Figure 5.3: Emissivity of 5 layer structure of section 5.9 with rms height of $h=0.08 \lambda_{1}$ for horizontal ( $h$ ) and vertical ( $v$ ) polarizations vs observation angle $\left(\theta_{i}\right)$ obtained by the $T$-Matrix and periodic SPM2 compared to the flat surfaces response.

### 5.9.1 Bistatic Scattering Pattern

For a continuum spectrum of scattered waves, the bistatic scattering pattern $\sigma_{s}$ is defined as

$$
\begin{equation*}
P_{s}^{\alpha \beta}=\int_{(2 \pi)} \mathrm{d} \Omega_{s} \sigma_{s}^{\alpha \beta}\left(\Omega_{s}, \Omega_{i}\right) \tag{5.9.1}
\end{equation*}
$$

where $P_{s}^{\alpha \beta}$ is $\alpha$-polarized normalized scattered power when the surface is illuminated by a $\beta$-polarized incident field. For the set of discrete modes in the $T$-matrix, the normalized scattered power can be obtained by Eq. (5.4.6). In order to make a connection between these two cases when $L_{x}, L_{y} \gg \lambda$, note that for discrete modes,

$$
\begin{equation*}
\Delta k_{m x}=\frac{2 \pi \Delta m}{L_{x}} \tag{5.9.2}
\end{equation*}
$$

and one can approximate $\mathrm{d} k_{x} \approx 2 \pi / L_{x}$ to go from discrete to continuum limit, or directly using the connection between discrete and continuous counterparts

$$
\begin{equation*}
\frac{1}{L_{x} L_{y}} \sum_{m, n} \Leftrightarrow \int \frac{\mathrm{~d}^{2} \bar{k}_{\perp}}{(2 \pi)^{2}}=\left(\frac{k}{2 \pi}\right)^{2} \int \mathrm{~d} \Omega_{s} \cos \theta_{s} \tag{5.9.3}
\end{equation*}
$$

to find the incoherent reflectivity pattern as

$$
\begin{equation*}
\sigma_{s}\left(\Omega_{s}, \Omega_{i}\right)=\frac{k^{2} L_{x} L_{y}}{(2 \pi)^{2}} \frac{\cos ^{2} \theta_{s}}{\cos \theta_{i}}\left|\bar{S}_{m n}\right|^{2} \tag{5.9.4}
\end{equation*}
$$

Here, $k_{x}=k_{1} \sin \theta_{s} \cos \phi_{s}$ and $k_{y}=k_{1} \sin \theta_{s} \sin \phi_{s}$ are the Floquet wavenumber components for the scattered field given by Eq. (??). The relation between mode number ( $m, n$ ) and scattering direction ( $\theta_{s}, \phi_{s}$ ) can be written as $\tan \phi_{s}=k_{n y} / k_{m x}$ and $k_{1}^{2} \sin ^{2} \theta_{s}=k_{m x}^{2}+k_{n y}^{2}$.

Note that the presence of the factor $\cos ^{2} \theta_{s}$ mandates that $\sigma_{s} \rightarrow 0$ for $\theta_{s} \rightarrow \pm \pi / 2$ which corresponds to the perimeter of the hemispheric plots (Fig. 5.4). However, due to the limited spatial resolution of the solution, $\theta_{s}= \pm \pi / 2$ may not be achievable exactly over the $\left(\theta_{s}, \phi_{s}\right)$ grid for a given period of the surface.

Figure 5.4 and 5.5, compares co-polarized $\sigma_{s}^{h h}$ and cross-polarized $\sigma_{s}^{v h}$ bistatic reflectivity of the structure described in Section 5.9 with RMS height of $0.03 \lambda_{1}$, obtained by the $T$-matrix and periodic SPM2, respectively. In order to increase the resolution of patterns, we consider interfaces of dimension $7 \lambda \times 7 \lambda$ and total number of $25 \times 25$ modes which leads to satisfaction of power conservation criteria better than $10^{-4}$. The incident field is an $h$-polarized (TE) plane wave at $\theta_{i}=40^{\circ}$ (with respect to the $-z$ direction) and $\phi_{i}=0^{\circ}$. The responses show good agreement in the forward scattering portion of the hemisphere, while more significant differences occur in the backscatter direction. The $T$-matrix method predicts higher reflectivity near backscattering direction while SPM2 concentrates more reflection near the forward scattering direction. In order to make a comparison between


Figure 5.4: Co-polarized reflectivity pattern $\sigma_{s}^{h h}$ of the 5 layer structure described in section 5.9 for a TE-polarized incident field at $\theta_{i}=40^{\circ}, \phi_{i}=0^{\circ}$ obtained by the $T$-matrix (left) and SPM2 (right).

SPM2 and $T$-matrix for the case of anisotropic surfaces, we consider all of the interfaces for the structure in 5.9 to be a Gaussian surface with correlation length along $x$ and $y$ directions given by $\ell_{x}=2 \lambda_{1}$, and $\ell_{y}=\lambda_{1}$, respectively with RMS height of $h=0.03 \lambda_{1}$. Here, as opposed to the case of isotropic surface where the scattering pattern is independent of polar angle of incident $\phi_{i}$, scattering pattern depends on $\phi_{i}$ as well as $\theta_{i}$.

Figures. 5.6 and 5.7 compare the co-polarized and cross-polarized scattering pattern of the anisotropic surface for TE-polarized incident field at $\theta_{i}=40^{\circ}$ and $\phi_{i}=0$. SPM2 results in a very close pattern to that of $T$-matrix around the forward scattering portion of the hemisphere (although SPM2 gives 2 dB higher value at specular peak for co-pol) while it yields lower reflectivity ( $\approx 60 \mathrm{~dB}$ lower) in backscattering portion of the hemisphere. Also, Figs. 5.8 and 5.9 compare the co-polarized and cross-polarized scattering pattern of the anisotropic surface for TE-polarized incident field at $\theta_{i}=40^{\circ}$ and $\phi_{i}=90^{\circ}$. The differences between both patterns are similar to that of $\phi_{i}=0$. The present discrepancy in the backscattering portion of the hemispheric plot of reflectivity pattern between the SPM and the $T$-matrix solution can be explained as follows. In the the second order SPM, the reflectivity patten is proportional to the second moment of the surface (second order


Figure 5.5: Cross-polarized reflectivity pattern $\sigma_{s}^{v h}$ of the 5 layer structure described in section 5.9 for a TE-polarized ( $h$-pol) incident field at $\theta_{i}=40^{\circ}, \phi_{i}=0^{\circ}$ obtained by $T$-matrix (left) and SPM2 (right).
multiple scattering) while in actuality, the scattering process involves infinite orders of multiple scattering. Although in the perturbation solution the contribution of higher order terms decays with the powers of small roughness parameter, inclusion of higher order terms will broaden the spectrum of the scattered field. The $T$-matrix which in principle contains all orders of multiple scattering, yields more reflectivity than SPM2 in the backscattering direction.


Figure 5.6: Co-polarized reflectivity pattern $\sigma_{s}^{h h}$ of the 5 layer structure including anisotropic interfaces $\left(\ell_{x}=2 \ell_{y}=2 \lambda_{1}, h_{\mathrm{rms}}=0.03 \lambda_{1}\right)$ for a TE-polarized ( $h-\mathrm{pol}$ ) incident field at $\theta_{i}=40^{\circ}, \phi_{i}=0^{\circ}$ obtained by the $T$-matrix (left) and SPM2 (right).

### 5.10 Conclusion

The problem of 3D electromagnetic scattering from a layered medium having 2D random rough interfaces was address in this paper using a T-matrix approach. The formulation is based on solving the coupled integral equation with a periodic Green's function kernel using the Floquet mode expansion. Comparison of the T-matrix results with the SPM2


Figure 5.7: Cross-polarized reflectivity pattern $\sigma_{s}^{v h}$ of the 5 layer structure including anisotropic interfaces $\left(\ell_{x}=2 \ell_{y}=2 \lambda_{1}, h_{\mathrm{rms}}=0.03 \lambda_{1}\right)$ for a TE-polarized $(h-\operatorname{pol})$ incident field at $\theta_{i}=40^{\circ}, \phi_{i}=0^{\circ}$ obtained by the $T$-matrix (left) and SPM2 (right).


Figure 5.8: Co-polarized reflectivity pattern $\sigma_{s}^{h h}$ of the 5 layer structure including anisotropic interfaces ( $\ell_{x}=2 \ell_{y}=2 \lambda_{1}, h_{\text {rms }}=0.03 \lambda_{1}$ ) for a TE-polarized ( $h-$ pol ) incident field at $\theta_{i}=40^{\circ}, \phi_{i}=90^{\circ}$ obtained by the $T$-matrix (left) and SPM2 (right).
is done for a 5 layered medium within the small height regime through the emissivity and co-polarized/cross-polarized bistatic reflectivity. The comparison shows a good agreement between the T-matrix and SPM2 methods in appropriate limits, and the ability of the T-matrix method to extend the computations beyond the limits of the SPM2. Also, the comparison of methods in the case of anisotropic surfaces show a close results near the forward scattering direction while there are significant differences near the backscattering direction.


Figure 5.9: Cross-polarized reflectivity pattern $\sigma_{s}^{v h}\left(\theta_{s}, \phi_{s}\right)$ of the 5 layer structure including anisotropic interfaces $\left(\ell_{x}=2 \ell_{y}=2 \lambda_{1}, h_{\mathrm{rms}}=0.03 \lambda_{1}\right)$ for a TE-polarized ( $h$-pol) incident field at $\theta_{i}=40^{\circ}, \phi_{i}=90^{\circ}$ obtained by the $T$-matrix (left) and SPM2 (right).

### 5.10.1 Special Case: Sinusoidal Periodic Surface

For the case of separable periodic surface where $f(x, y)=h(x)+g(y)$ the potential integrals of $I_{m n}^{p q}$ can be separated into one dimensional integrals,

$$
\begin{align*}
I_{m n}^{p q} & =\int_{\text {cell }} \mathrm{d}^{2} \bar{r}^{\prime} e^{i\left(\bar{k}_{\perp}^{p q}-\bar{k}_{\perp}^{m n}\right) \cdot \bar{r}_{\perp}^{\prime}+i k_{z}^{m n} f\left(\bar{r}_{\perp}^{\prime}\right)}  \tag{5.10.1}\\
& =\int_{L_{x}} \mathrm{~d} x^{\prime} \int_{L_{y}} \mathrm{~d} y^{\prime} e^{i\left(k_{x}^{p}-k_{x}^{m}\right) x^{\prime}} e^{i\left(k_{y}^{q}-k_{y}^{n}\right) y^{\prime}} e^{i k_{z}^{m n} h(x)} e^{i k_{z}^{m n} g(y)} \\
& =I_{x}^{m p} I_{y}^{n q}
\end{align*}
$$

where typical one dimensional integrals of the form

$$
\begin{equation*}
I_{x}^{m p}=\int_{L_{x}} \mathrm{~d} x^{\prime} e^{i\left(k_{x}^{p}-k_{x}^{m}\right) x^{\prime}} e^{i k_{z}^{m n} h(x)} \tag{5.10.2}
\end{equation*}
$$

which is the Fourier transform of the $\exp \left[i k_{z}^{m n} h(x)\right]$ evaluated at $k_{x}=k_{x}^{p}-k_{x}^{m}$. This integral can be computed in closed form for a sinusoidal surface of $f(x)=A \cos \left(2 \pi x / L_{x}\right)$. For this surface,

$$
\begin{align*}
I_{x}^{m p} & =\int_{L_{x}} \mathrm{~d} x^{\prime} e^{i(p-m) 2 \pi x^{\prime} / L_{x}} e^{i k_{z}^{m n} A \cos \left(2 \pi x / L_{x}\right)}  \tag{5.10.3}\\
& =\int_{0}^{2 \pi} \mathrm{~d} \theta e^{i(p-m) \theta} e^{i k_{z}^{m n} A \cos \theta}
\end{align*}
$$

This is an integral of the form,

$$
\begin{equation*}
I=\int_{0}^{2 \pi} \mathrm{~d} \theta e^{i m \theta} e^{ \pm i \alpha \cos \theta} \quad, \quad \alpha \in \mathbb{C}, m \in \mathbb{Z} \tag{5.10.4}
\end{equation*}
$$

Form the integral representation of Bessel function of the first kind we have [93]

$$
\begin{equation*}
J_{m}(\alpha)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{~d} \theta e^{i \alpha \sin \theta-i m \theta} \tag{5.10.5}
\end{equation*}
$$

changing dummy variable according to $\theta \rightarrow \pi / 2-\theta$ we have

$$
\begin{equation*}
2 \pi J_{m}(\alpha) e^{i m \pi / 2}=\int_{0}^{2 \pi} \mathrm{~d} \theta e^{i \alpha \cos \theta+i m \theta} \tag{5.10.6}
\end{equation*}
$$

## Chapter 6

## Small Perturbation Method in Resonance Condition

### 6.1 Introduction

The small perturbation method has been studied for random rough surface scattering extensively [24, 29-39]. Recently, the method has been studied for multi-layered random rough surfaces [24, 30, 34] as an analytical method which has advantages over numerical methods for multiple rough interfaces. As the number of layers increases, Numerical methods become costly in CPU and memory. An application of the multi-layered medium is microwave remote sensing of ice sheets in the Arctic and Antarctica, where the snow layers have multi-layering of fluctuations of permittivity due to the snow accumulation patterns as well as rough interfaces between layers [41].

The small perturbation method must be carried out to the second order[24] for energy conservation in emissivity calculations. In carrying out the Small Perturbation Method, the higher order field is expressed in terms of a convolution of the layered medium Green's function with the lower order field, where the convolution is performed in the spectral domain. To calculate the emissivity, the energy is decomposed into the incoherent intensity and the coherent intensity followed by the spectral integration. In the incoherent intensity, integration is to be carried out over the visible radiation spectrum. However, In the coherent intensity, integration is to be carried out over the entire $k$ domain spectrum. In the case of a 1D rough surface with $z$ as the vertical direction and $x$ the horizontal direction (symmetry along $y$ direction), the spectral domain integrations that appear in the coherent and incoherent intensities are continuous integrals over $k_{x}$. However, in a layered dielectric structure, when a dielectric layer has higher dielectric constant than its surrounding media, discrete waveguide modes exist. Mathematically, the waveguide modes correspond to the poles in the Green's function, and lie on the real $k_{x}$ axis or close to the real $k_{x}$ axis for lossless and slightly lossy dielectric, respectively. In a multi-layered medium, it also becomes difficult to determine the location of these poles to set up an appropriate numerical integration grid. The existence of waveguide modes presents a difficulty for the implementation of the second order small perturbation method.

The case of waveguide modes in layered media has been addressed in the past for the higher orders of interaction [94-96]. In [94, 96], authors show that the waveguide modes can appear in the propagating part of the spectrum (Satellite Peaks) as a results of higher order of surface interaction. However, in second order perturbation waveguide poles are located in the evanescent part of the spectrum. In the case of random permittivity profile, when

SPM2 solution always has such singularities, we present a numerical approach to resolve the case of singular integrand appearing in power calculations of SPM2.

In this paper, we consider the second order small perturbation method for a layered geometry when the permittivity profile allows the existence of waveguide modes. Our proposed solution is analytical continuation of the integrands to the complex plane and use the Sommerfeld integration path (SIP) [97-99] to avoid possible poles on the real $k_{x}$ axis. Another advantage of using the SIP is that the pole locations do not need to be known to perform the integrations. The SIP is applied to the cases of lossy dielectrics, monotonic permittivity profiles, and permittivity profiles which support guided modes to show its robustness. It is also shown that the use of the Sommerfeld path presents no additional increase in CPU time versus integration over the real $k_{x}$ axis. We also compare the results with the T-matrix (Extended Boundary Condition) method [50] showing good agreement between our SPM2 alternative and the T-matrix method. The good agreement confirms the correctness of the method of the SIP in the presence of guided modes. The outline of the paper is as follows: In section 6.2, the formulation of SPM2 for a two layered media with random rough interfaces is derived in details using compact operator notations. This will help to explain the origin of the main problem which is singular behavior of SPM2 kernel functions. Then, we briefly discuss obtaining scattered field and scattered power in terms of surface fields. In section 6.4 the origin of pole singularities will be identified and an appropriate alternative path is introduced. Section 6.5 is dedicated to compare the SIP alternative to the T-matrix method. In the last section, comparison of the SIP alternative and the T-matrix method is given for the case of arbitrary number of layers with non-monotonic permittivity changes.


Figure 6.1: A dielectric slab sandwiched between to dielectric half spaces.

### 6.2 Problem Formulation

The small perturbation solution for the scattering of electromagnetic waves from multilayer media with rough interfaces has been studied in detail in [24]. Here we formulate the
problem of a dielectric slab with two one-dimensional randomly rough surfaces, sandwiched between two semi-infinite dielectric media using a compact operator form which is more suitable for detection of the poles (Fig. 6.1). The formulation is based on the extinction theorem [3] and obtaining coupled surface integral equations for the surface fields on the interfaces. Application of the extinction theorem statement for region 0 in Fig. 6.1, results in

$$
\begin{equation*}
0=\psi_{i}\left(k_{x}\right)-\frac{i}{2 k_{z}}\left[A_{0}\left(k_{x}\right)-i k_{z} B_{0}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} I_{00}^{-}\left(k_{x}, k_{x}^{\prime}\right)\left\{A_{0}\left(k_{x}^{\prime}\right)-B_{0}\left(k_{x}^{\prime}\right) i \frac{k^{2}-k_{x} k_{x}^{\prime}}{k_{z}}\right\}\right] \tag{6.2.1}
\end{equation*}
$$

Here, $\psi_{i}\left(k_{x}\right)$ is the incident field $\left(\psi_{i}=E_{i y}\right.$ and $\psi_{i}=H_{i y}$ for TE and TM polarizations, respectively) and $A\left(k_{x}\right)$ and $B\left(k_{x}\right)$ are spectral components of the surface magnetic and electric fields. On the first boundary, surface fields are defined as $a(x) \mathrm{d} x=\mathrm{d} l \hat{n} \cdot \nabla E_{0 y}$ and $b(x)=E_{0 y}(x)$ and related to the spectral fields by

$$
\begin{align*}
& a_{0}\left(x^{\prime}\right)=\int \mathrm{d} k_{x}^{\prime} A_{0}\left(k_{x}^{\prime}\right) e^{i k_{x}^{\prime} x^{\prime}}  \tag{6.2.2}\\
& b_{0}\left(x^{\prime}\right)=\int \mathrm{d} k_{x}^{\prime} B_{0}\left(k_{x}^{\prime}\right) e^{i k_{x}^{\prime} x^{\prime}}
\end{align*}
$$

Also in (6.2.1), $I_{00}^{-}\left(k_{x}, k_{x}^{\prime}\right)$ is the scattering potential due to the roughness of the first boundary described by $z=f_{0}(x)$ which is seen by downward propagating wave in the region 0 and is defined as

$$
\begin{equation*}
I_{00}^{-}\left(k_{x}, k_{x}^{\prime}\right)=\frac{1}{2 \pi} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}}\left[e^{i k_{z} f_{0}\left(x^{\prime}\right)}-1\right] \tag{6.2.3}
\end{equation*}
$$

Similarly, defining the surface fields $a_{1}(x)$ and $b_{1}(x)$ on the other boundary characterized by $z=f_{1}(x)-d$ and then applying the extinction theorem to region 1 and region 2 , we can write an integral equation describing all of the surface unknowns in the spectral domain as

$$
\begin{equation*}
\overline{\bar{G}}_{0}\left(k_{x}\right) \bar{\psi}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}\left(k_{x}^{\prime}\right)=\bar{\psi}_{i}\left(k_{x}, k_{i x}\right) \tag{6.2.4}
\end{equation*}
$$

Here $\bar{\psi}\left(k_{x}\right)=\left[A_{0}\left(k_{x}\right), B_{0}\left(k_{x}\right), A_{1}\left(k_{x}\right), B_{1}\left(k_{x}\right)\right]^{T}$ is the unknown surface field column vector and

$$
\overline{\bar{G}}_{0}\left(k_{x}\right)=\left[\begin{array}{cccc}
-\frac{i}{2 k_{z}} & -\frac{1}{2} & 0 & 0  \tag{6.2.5}\\
\gamma_{01} & i k_{1 z} & -e^{i k_{1 z} d} & -i k_{1 z} e^{i k_{1 z} d} \\
\gamma_{01} & -i k_{1 z} & -e^{-i k_{1 z} d} & i k_{1 z} e^{-i k_{1 z} d} \\
0 & 0 & \gamma_{12} & i k_{2 z}
\end{array}\right]
$$

is the propagator of the surface fields represented in the spectral domain corresponding to propagation of the fields inside the same layered media with flat interfaces. Also, the $\gamma_{i j}$ 's are constant coefficients (coming from application of boundary conditions) which are $\gamma_{i j}=\mu_{i} / \mu_{j}$ and $\gamma_{i j}=\epsilon_{i} / \epsilon_{j}$ for TE and TM polarizations respectively. The presence of rough interfaces are described by the scattering operator $\overline{\bar{S}}\left(k_{x}, k_{x}^{\prime}\right)$,

$$
\overline{\bar{S}}\left(k_{x}, k_{x}^{\prime}\right)=\left[\begin{array}{cccc}
-\frac{i}{2 k_{z}} I_{00}^{-} & -\frac{k^{2}-k_{x} k_{x}^{\prime}}{2 k_{z}^{2}} I_{00}^{-} & 0 & 0  \tag{6.2.6}\\
\gamma_{01} I_{10}^{+} & i \frac{k_{1}^{2}-k_{x} k_{x}^{\prime}}{k_{1 z}} I_{10}^{+} & -e^{i k_{1 z} d} I_{11}^{+} & -e^{i k_{1 z} d i \frac{k_{1}^{2}-k_{x} k_{x}^{\prime}}{k_{1 z}} I_{11}^{+}} \\
\gamma_{01} I_{10}^{-} & -i \frac{k_{1}^{2}-k_{x} k_{x}^{\prime}}{k_{1 z}} I_{10}^{-} & -e^{-i k_{1 z} d} I_{11}^{-} & e^{-i k_{1 z} d i \frac{k_{1}^{2}-k_{x} k_{x}^{\prime}}{k_{1 z}} I_{11}^{-}} \\
0 & 0 & \gamma_{12} I_{21}^{+} & i \frac{k_{2}^{2}-k_{x} k_{x}^{\prime}}{k_{2 z}} I_{21}^{+}
\end{array}\right]
$$

which is responsible for all orders of multiple scattering from each surface and also mutual interaction between the two boundaries. The scattering potential $I_{m n}^{ \pm}\left(k_{x}, k_{x}^{\prime}\right)$ has the following form

$$
\begin{equation*}
I_{m n}^{ \pm}\left(k_{x}, k_{x}^{\prime}\right)=\frac{1}{2 \pi} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}}\left[e^{\mp i k_{m z} f_{n}\left(x^{\prime}\right)}-1\right] \tag{6.2.7}
\end{equation*}
$$

The integral equation of the surface fields can be cast into an operator equation (LippmannSchwinger equation) of the form,

$$
\begin{equation*}
G_{0} \psi+S \psi=\psi_{i} \tag{6.2.8}
\end{equation*}
$$

where $S$ is the integral operator of the rough surface scattering. For small height where $\left\|G_{0}\right\| \gg\|S\|$, a formal solution can be obtained as

$$
\begin{equation*}
\psi=G_{0}^{-1} \sum_{n=0}^{\infty}\left[-G_{0}^{-1} S\right]^{n} \psi_{i} \tag{6.2.9}
\end{equation*}
$$

$G_{0}^{-1}$ appears in all perturbation orders of the solution. As we will see, $G_{0}$ is singular at the internal resonance frequency $k_{x}$ that corresponds to the guided waves inside the dielectric slab with flat interfaces. At those values of $k_{x}, G_{0}$ is not invertible and make all of the perturbation orders of the solution singular. However, the solution to the LippmannSchwinger equation requires inversion of $\left(G_{0}+S\right)$ to obtain,

$$
\begin{equation*}
\psi=\left(G_{0}+S\right)^{-1} \psi_{i} \tag{6.2.10}
\end{equation*}
$$

Even if $G_{0}$ is not an invertible operator at internal resonance frequencies, for a random interface, the operator $G_{0}+S$ is invertible with probability of 1 . Therefore, the singularities in the solution is artificial and consequence of the iterative solution.

### 6.2.1 Perturbation solution of Surface field

In order to solve for the surface field $\bar{\psi}\left(k_{x}\right)$ we express it as a perturbation series

$$
\begin{equation*}
\bar{\psi}\left(k_{x}\right)=\bar{\psi}^{(0)}\left(k_{x}\right)+\bar{\psi}^{(1)}\left(k_{x}\right)+\bar{\psi}^{(2)}\left(k_{x}\right)+\cdots \tag{6.2.11}
\end{equation*}
$$

and then iterate solution to find higher order surface fields.

## Zeroth order solution

The zeroth order solution corresponds to the case of flat interfaces. The scattering potentials have been defined in such a way that they have no contribution to the zeroth order solution. In fact, if the waveguide modes exist for a particular configuration, they cannot be excited by an incident plane wave. Only a local source or perturbation such as a rough interface can excite the modes. The scattering operator kernel is zero up to the zeroth order

$$
\begin{equation*}
\overline{\bar{S}}^{(0)}\left(k_{x}, k_{x}^{\prime}\right)=\overline{\overline{0}} \tag{6.2.12}
\end{equation*}
$$

Thus, the zeroth order surface fields $\bar{\psi}^{(0)}\left(k_{x}\right)$ can be obtained easily from

$$
\overline{\bar{G}}_{0}\left(k_{x}\right) \bar{\psi}^{(0)}\left(k_{x}\right)=\bar{\psi}_{i}\left(k_{x}, k_{i x}\right)=-\delta\left(k_{x}-k_{i x}\right)\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \tag{6.2.13}
\end{array}\right]^{T}
$$

Since the right hand side is non zero only for $k_{x}=k_{i x}$, equation (6.2.13) has a unique solution, if $\left|\overline{\bar{G}}_{0}\left(k_{i x}\right)\right| \neq 0$

$$
\begin{equation*}
\bar{\psi}^{(0)}\left(k_{x}\right)=-\delta\left(k_{x}-k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \tag{6.2.14}
\end{equation*}
$$

Here we need to find how $\left|\overline{\bar{G}}_{0}\left(k_{i x}\right)\right|$ behaves in order to examine the validity of solution(6.2.14). We will come back to this issue later in section (6.4).

## First order solution

Balancing the integral equation of the surface fields to the first order we have ( $\overline{\bar{G}}_{0}$ is nonperturbative )

$$
\begin{equation*}
\overline{\bar{G}}_{0}\left(k_{x}\right) \bar{\psi}^{(1)}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}^{(0)}\left(k_{x}^{\prime}\right)=0 \tag{6.2.15}
\end{equation*}
$$

Using the zeroth order solution we have

$$
\begin{equation*}
\overline{\bar{G}}_{0}\left(k_{x}\right) \bar{\psi}^{(1)}\left(k_{x}\right)-\overline{\bar{S}}^{(1)}\left(k_{x}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i}=0 \tag{6.2.16}
\end{equation*}
$$

Now, if $\left|\overline{\bar{G}}_{0}\left(k_{x}\right)\right| \neq 0$ at a desired value of $k_{x}$, we can invert it to find

$$
\begin{equation*}
\bar{\psi}^{(1)}\left(k_{x}\right)=\overline{\bar{G}}_{0}^{-1}\left(k_{x}\right) \overline{\bar{S}}^{(1)}\left(k_{x}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \tag{6.2.17}
\end{equation*}
$$

However we will show that (see section 6.4) at a resonance condition when the permittivity of the slab $\left(\epsilon_{1}\right)$ is larger than the surrounding medium $\left(\epsilon_{0}<\epsilon_{1}>\epsilon_{2}\right), \bar{G}_{0}\left(k_{x}\right)$ is not invertible at the guided mode's cutoff frequency $k_{x}^{g}$, resulting in pole singularities in the spectral surface fields solution.

## Second order solution

Balancing the integral equation of the surface fields to the second order results in

$$
\begin{equation*}
\overline{\bar{G}}_{0}\left(k_{x}\right) \bar{\psi}^{(2)}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}^{(2)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}^{(0)}\left(k_{x}^{\prime}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}^{(1)}\left(k_{x}^{\prime}\right)=0 \tag{6.2.18}
\end{equation*}
$$

By substituting the zeroth order solution we have

$$
\begin{equation*}
\overline{\bar{G}}_{0}\left(k_{x}\right) \bar{\psi}^{(2)}\left(k_{x}\right)-\overline{\bar{S}}^{(2)}\left(k_{x}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i}+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}^{(1)}\left(k_{x}^{\prime}\right)=0 \tag{6.2.19}
\end{equation*}
$$

Now if $\overline{\bar{G}}_{0}\left(k_{x}\right)$ is invertible, we can solve for second order fields as

$$
\begin{equation*}
\bar{\psi}^{(2)}\left(k_{x}\right)=\overline{\bar{G}}_{0}^{-1}\left(k_{x}\right) \overline{\bar{S}}^{(2)}\left(k_{x}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i}-\overline{\bar{G}}_{0}^{-1}\left(k_{x}\right) \int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}^{(1)}\left(k_{x}^{\prime}\right) \tag{6.2.20}
\end{equation*}
$$

Also substituting the first order surface fields of $\bar{\psi}^{(1)}\left(k_{x}\right)$, we obtain the second order solution as

$$
\begin{align*}
\bar{\psi}^{(2)}\left(k_{x}\right) & =\overline{\bar{G}}_{0}^{-1}\left(k_{x}\right) \overline{\bar{S}}^{(2)}\left(k_{x}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \\
& -\overline{\bar{G}}_{0}^{-1}\left(k_{x}\right) \int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{x}^{\prime}\right) \overline{\bar{S}}^{(1)}\left(k_{x}^{\prime}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \tag{6.2.21}
\end{align*}
$$

### 6.3 Scattered and transmitted field

Using the spectral domain version of the equivalence principle applied to region 0 in Fig. 6.1, we can find the scattered field in region 0 as

$$
\begin{equation*}
\psi_{s}\left(k_{x}\right)=-\frac{i}{2 k_{z}}\left[A_{0}\left(k_{x}\right)+i k_{z} B_{0}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} I_{00}^{+}\left(k_{x}, k_{x}^{\prime}\right)\left\{A_{0}\left(k_{x}^{\prime}\right)+B_{0}\left(k_{x}^{\prime}\right) i \frac{k^{2}-k_{x} k_{x}^{\prime}}{k_{z}}\right\}\right] \tag{6.3.1}
\end{equation*}
$$

Here, $\psi_{s}=E_{s y}$ and $\psi_{s}=H_{s y}$ for TE and TM polarizations, respectively. The surface fields solution $A_{0}\left(k_{x}\right)$ and $B_{0}\left(k_{x}\right)$ are known up to the second order from the extinction equations. The scattering potential due to roughness of the first boundary experienced by the upward going wave in region 0 is

$$
\begin{equation*}
I_{00}^{+}\left(k_{x}, k_{x}^{\prime}\right)=\frac{1}{2 \pi} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}}\left[e^{-i k_{z} f_{0}\left(x^{\prime}\right)}-1\right] \tag{6.3.2}
\end{equation*}
$$

Similarly, the scattered field into region 2 (which is the transmitted field) can be obtained as

$$
\begin{gather*}
\psi_{t}\left(k_{x}\right)=\frac{i}{2 k_{2 z}} e^{-i k_{2 z} d}\left[\gamma_{12} A_{1}\left(k_{x}\right)-i k_{2 z} B_{1}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} I_{21}^{-}\left(k_{x}, k_{x}^{\prime}\right)\left\{\gamma_{12} A_{1}\left(k_{x}^{\prime}\right)\right.\right.  \tag{6.3.3}\\
\left.\left.-B_{1}\left(k_{x}^{\prime}\right) i \frac{k_{2}^{2}-k_{x} k_{x}^{\prime}}{k_{2 z}}\right\}\right]
\end{gather*}
$$

in terms of surface fields $A_{1}\left(k_{x}\right)$ and $B_{1}\left(k_{x}\right)$ which are defined on the second boundary. $I_{21}^{-}\left(k_{x}, k_{x}^{\prime}\right)$ is the potential due to roughness of the second surface experienced by the downward traveling wave in region 2 and is given by

$$
\begin{equation*}
I_{21}^{-}\left(k_{x}, k_{x}^{\prime}\right)=\frac{1}{2 \pi} \int \mathrm{~d} x^{\prime} e^{-i\left(k_{x}-k_{x}^{\prime}\right) x^{\prime}}\left[e^{+i k_{2 z} f_{1}\left(x^{\prime}\right)}-1\right] \tag{6.3.4}
\end{equation*}
$$

If we define the scattered field column vector

$$
\bar{\psi}_{s}\left(k_{x}\right)=\left[\begin{array}{l}
\psi_{s}\left(k_{x}\right)  \tag{6.3.5}\\
\psi_{t}\left(k_{x}\right)
\end{array}\right]
$$

we can write relations (6.3.1) and (6.3.3) in a compact form

$$
\begin{equation*}
\bar{\psi}_{s}\left(k_{x}\right)=\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{s}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}\left(k_{x}^{\prime}\right) \tag{6.3.6}
\end{equation*}
$$

where $\overline{\bar{G}}_{s}^{0}\left(k_{x}\right)$ is the propagator of the scattered field in the layered media with flat interfaces and is given by

$$
\overline{\bar{G}}_{s}^{0}\left(k_{x}\right)=\left[\begin{array}{cccc}
-\frac{i}{2 k_{z}} & \frac{1}{2} & 0 & 0  \tag{6.3.7}\\
0 & 0 & \frac{i}{2 k_{2 z}} e^{-i k_{2 z} d} \gamma_{12} & \frac{1}{2} e^{-i k_{2 z} d}
\end{array}\right]
$$

$\overline{\bar{S}}_{s}\left(k_{x}, k_{x}^{\prime}\right)$ is the scattering operator corresponding to the scattered field

$$
\overline{\bar{S}}_{s}\left(k_{x}, k_{x}^{\prime}\right)=\left[\begin{array}{cccc}
-\frac{i}{2 k_{z}} I_{00}^{+} & \frac{k^{2}-k_{x} k_{x}^{\prime}}{2 k_{z}^{2}} I_{00}^{+} & 0 & 0  \tag{6.3.8}\\
0 & 0 & \frac{i}{2 k_{2 z}} e^{-i k_{2 z} d} \gamma_{12} I_{21}^{-} & e^{-i k_{2 z} d} \frac{k_{2}^{2}-k_{x} k_{x}^{\prime}}{2 k_{2 z}^{2}} I_{21}^{-}
\end{array}\right]
$$

Now, we just need to insert the surface field solution into the governing relation of the scattered field (6.3.6)to find different orders of scattered fields.

### 6.3.1 Zeroth order scattered field

Balancing (6.3.6) up to the zeroth order, gives

$$
\begin{equation*}
\bar{\psi}_{s}^{(0)}\left(k_{x}\right)=\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}^{(0)}\left(k_{x}\right) \tag{6.3.9}
\end{equation*}
$$

Substituting the zeroth order solution of the surface fields 6.2.14 into (6.3.9) results in

$$
\begin{equation*}
\bar{\psi}_{s}^{(0)}\left(k_{x}\right)=-\delta\left(k_{x}-k_{i x}\right) \overline{\bar{G}}_{s}^{0}\left(k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \tag{6.3.10}
\end{equation*}
$$

### 6.3.2 First order scattered field

Up to the first order of perturbation, the scattered field is

$$
\begin{equation*}
\bar{\psi}_{s}^{(1)}\left(k_{x}\right)=\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}^{(1)}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{s}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}^{(0)}\left(k_{x}^{\prime}\right) \tag{6.3.11}
\end{equation*}
$$

Using the zeroth and first order solution of the surface fields (6.2.14) and (6.2.17) we arrive at

$$
\begin{equation*}
\bar{\psi}_{s}^{(1)}\left(k_{x}\right)=\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{x}\right) \overline{\bar{S}}^{(1)}\left(k_{x}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i}-\overline{\bar{S}}_{s}^{(1)}\left(k_{x}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \tag{6.3.12}
\end{equation*}
$$

Now, we can split the scattering operators $\overline{\bar{S}}^{(1)}$ and $\overline{\bar{S}}_{s}^{(1)}$ into two parts, one corresponds to the effect of roughness due to the first boundary $\overline{\bar{S}}_{F_{0}}^{(1)}$ and the other due to the presence of the second boundary $\overline{\bar{S}}_{F_{1}}^{(1)}$. For $\overline{\bar{S}}_{s}^{(1)}\left(k_{x}, k_{i x}\right)$, we can write it as

$$
\begin{equation*}
\overline{\bar{S}}_{s}^{(1)}\left(k_{x}, k_{i x}\right)=\overline{\bar{S}}_{s, F_{0}}^{(1)}\left(k_{x}, k_{i x}\right) F_{0}\left(k_{x}-k_{i x}\right)+\overline{\bar{S}}_{s, F_{1}}^{(1)}\left(k_{x}, k_{i x}\right) F_{1}\left(k_{x}-k_{i x}\right) \tag{6.3.13}
\end{equation*}
$$

Here

$$
\begin{gather*}
\overline{\bar{S}}_{s, F_{0}}^{(1)}\left(k_{x}, k_{i x}\right)=\left[\begin{array}{cccc}
-\frac{1}{2} & -i \frac{k^{2}-k_{x} k_{i x}}{2 k_{z}} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]  \tag{6.3.14}\\
\bar{S}_{s, F_{1}}^{(1)}\left(k_{x}, k_{i x}\right)=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{2} e^{-i k_{2 z} d} \gamma_{12} & e^{-i k_{2 z} d} d_{\frac{k_{2}^{2}-k_{x} k_{i x}}{2 k_{2 z}}}
\end{array}\right] \tag{6.3.15}
\end{gather*}
$$

and $F_{j}\left(k_{x}\right)$ is the Fourier Transform of the $j$-th surface boundary $f_{j}(x)$. Using this separation, we can divide the first order scattered field into contributions from each rough interface,

$$
\begin{equation*}
\bar{\psi}_{s}^{(1)}\left(k_{x}\right)=\bar{\psi}_{s, F_{0}}^{(1)}\left(k_{x}\right) F_{0}\left(k_{x}-k_{i x}\right)+\bar{\psi}_{s, F_{1}}^{(1)}\left(k_{x}\right) F_{1}\left(k_{x}-k_{i x}\right) \tag{6.3.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\psi}_{s, F_{j}}^{(1)}\left(k_{x}\right)=\left[\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{x}\right) \overline{\bar{S}}_{F_{j}}^{(1)}\left(k_{x}, k_{i x}\right)-\overline{\bar{S}}_{s, F_{j}}^{(1)}\left(k_{x}, k_{i x}\right)\right] \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \quad, j=0,1 \tag{6.3.17}
\end{equation*}
$$

### 6.3.3 Second order scattered field

Balancing (6.3.6) up to the second order of perturbation yields the second order scattered field in terms of different orders $(0,1,2)$ of the surface field solution as

$$
\begin{equation*}
\bar{\psi}_{s}^{(2)}\left(k_{x}\right)=\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}^{(2)}\left(k_{x}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{s}^{(2)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}^{(0)}\left(k_{x}^{\prime}\right)+\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{s}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{\psi}^{(1)}\left(k_{x}^{\prime}\right) \tag{6.3.18}
\end{equation*}
$$

Using the zeroth and first order surface fields solution of (6.2.14) and (6.2.17) we have

$$
\begin{align*}
\bar{\psi}_{s}^{(2)}\left(k_{x}\right) & =\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}^{(2)}\left(k_{x}\right)-\overline{\bar{S}}_{s}^{(2)}\left(k_{x}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i}  \tag{6.3.19}\\
& +\int \mathrm{d} k_{x}^{\prime} \overline{\bar{S}}_{s}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{x}^{\prime}\right) \overline{\bar{S}}^{(1)}\left(k_{x}^{\prime}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i}
\end{align*}
$$

Similar to the decomposition of the first order scattering operator in (6.3.13), the second order scattering operator is written as

$$
\begin{equation*}
\overline{\bar{S}}_{s}^{(2)}\left(k_{x}, k_{i x}\right)=\overline{\bar{S}}_{s, F_{0}}^{(2)}\left(k_{x}, k_{i x}\right) F_{0}^{(2)}\left(k_{x}-k_{i x}\right)+\overline{\bar{S}}_{s, F_{1}}^{(2)}\left(k_{x}, k_{i x}\right) F_{1}^{(2)}\left(k_{x}-k_{i x}\right) \tag{6.3.20}
\end{equation*}
$$

$F_{j}^{(2)}\left(k_{x}-k_{i x}\right)$ is the convolution of the $j$-th surface spectrum $F_{j}$ with itself, which is evaluated at $k_{x}-k_{i x}$. The marginal second order scattering operators corresponding to the scattered field are given by

$$
\begin{align*}
& \bar{S}_{s, F_{0}}^{(2)}\left(k_{x}, k_{i x}\right)=\frac{1}{2}\left[\begin{array}{cccc}
\frac{i k_{z}}{2} & -\frac{k^{2}-k_{x} k_{i x}}{2} & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]  \tag{6.3.21}\\
& \overline{\bar{S}}_{s, F_{1}}^{(2)}\left(k_{x}, k_{i x}\right)=\frac{1}{2}\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & -\frac{i k_{2 z}}{2} e^{-i k_{2 z} d} \gamma_{12} & -e^{-i k_{2 z} d} \frac{k_{2}^{2}-k_{x} k_{i x}}{2}
\end{array}\right]
\end{align*}
$$

Thus, the second order scattered field becomes

$$
\begin{align*}
\bar{\psi}_{s}^{(2)}\left(k_{x}\right) & =\overline{\bar{G}}_{s}^{0}\left(k_{x}\right) \bar{\psi}^{(2)}\left(k_{x}\right)-F_{0}^{(2)}\left(k_{x}-k_{i x}\right) \overline{\bar{S}}_{s, F_{0}}^{(2)}\left(k_{x}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \\
& -F_{1}^{(2)}\left(k_{x}-k_{i x}\right) \overline{\bar{S}}_{s, F_{1}}^{(2)}\left(k_{x}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \\
& +\int \mathrm{d} k_{x}^{\prime} F_{0}\left(k_{x}-k_{x}^{\prime}\right) F_{0}\left(k_{x}^{\prime}-k_{i x}\right) \bar{S}_{s, F_{0}}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{G}_{0}^{-1}\left(k_{x}^{\prime}\right) \bar{S}_{F_{0}}^{(1)}\left(k_{x}^{\prime}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \\
& +\int \mathrm{d} k_{x}^{\prime} F_{0}\left(k_{x}-k_{x}^{\prime}\right) F_{1}\left(k_{x}^{\prime}-k_{i x}\right) \bar{S}_{s, F_{0}}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{G}_{0}^{-1}\left(k_{x}^{\prime}\right) \overline{\bar{S}}_{F_{1}}^{(1)}\left(k_{x}^{\prime}, k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \\
& +\int \mathrm{d} k_{x}^{\prime} F_{1}\left(k_{x}-k_{x}^{\prime}\right) F_{0}\left(k_{x}^{\prime}-k_{i x}\right) \bar{S}_{s, F_{1}}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{G}_{0}^{-1}\left(k_{x}^{\prime}\right) \bar{S}_{F_{0}}^{(1)}\left(k_{x}^{\prime}, k_{i x}\right) \bar{G}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \\
& +\int \mathrm{d} k_{x}^{\prime} F_{1}\left(k_{x}-k_{x}^{\prime}\right) F_{1}\left(k_{x}^{\prime}-k_{i x}\right) \bar{S}_{s, F_{1}}^{(1)}\left(k_{x}, k_{x}^{\prime}\right) \bar{G}_{0}^{-1}\left(k_{x}^{\prime}\right) \bar{S}_{F_{1}}^{(1)}\left(k_{x}^{\prime}, k_{i x}\right) \bar{G}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \tag{6.3.22}
\end{align*}
$$

Before proceeding further, we take the statistical average of the scattered field. The mean field expression can be derived with less effort, since averaging of statistical expressions in the scattered field can be simplified greatly using

$$
\begin{align*}
\left\langle F^{(2)}\left(k_{x}-k_{i x}\right)\right\rangle & =\delta\left(k_{x}-k_{i x}\right) \int \mathrm{d} k_{x}^{\prime} W\left(k_{x}^{\prime}-k_{i x}\right) \\
\left\langle F\left(k_{x}-k_{x}^{\prime}\right) F\left(k_{x}^{\prime}-k_{i x}\right)\right\rangle & =\delta\left(k_{x}-k_{i x}\right) W\left(k_{x}^{\prime}-k_{i x}\right) \tag{6.3.23}
\end{align*}
$$

The only assumption made in deriving (6.3.23) is that the surface processes are assumed to be stationary. The second order spectral mean scattered field $\left\langle\bar{\psi}_{s}^{(2)}\left(k_{x}\right)\right\rangle$ can be decomposed into linear contributions from each boundary, that is

$$
\begin{equation*}
\left\langle\bar{\psi}_{s}^{(2)}\left(k_{x}\right)\right\rangle=\delta\left(k_{x}-k_{i x}\right) \int \mathrm{d} k_{x}^{\prime}\left[\left\langle\bar{\psi}_{s}^{(2)}\right\rangle_{W_{0}} W_{0}\left(k_{x}^{\prime}-k_{i x}\right)+\left\langle\bar{\psi}_{s}^{(2)}\right\rangle_{W_{1}} W_{1}\left(k_{x}^{\prime}-k_{i x}\right)\right] \tag{6.3.24}
\end{equation*}
$$

where

$$
\begin{align*}
\left\langle\bar{\psi}_{s}^{(2)}\right\rangle_{W_{0}} & =\left\{\overline{\bar{G}}_{s}^{0}\left(k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right)\left[\overline{\bar{S}}_{F_{0}}^{(2)}\left(k_{i x}, k_{i x}\right)-\overline{\bar{S}}_{F_{0}}^{(1)}\left(k_{i x}, k_{x}^{\prime}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{x}^{\prime}\right) \overline{\bar{S}}_{F_{0}}^{(1)}\left(k_{x}^{\prime}, k_{i x}\right)\right]\right.  \tag{6.3.25}\\
& \left.-\overline{\bar{S}}_{s, F_{0}}^{(2)}\left(k_{i x}, k_{i x}\right)+\overline{\bar{S}}_{s, F_{0}}^{(1)}\left(k_{i x}, k_{x}^{\prime}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{x}^{\prime}\right) \overline{\bar{S}}_{F_{0}}^{(1)}\left(k_{x}^{\prime}, k_{i x}\right)\right\} \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i} \\
\left\langle\bar{\psi}_{s}^{(2)}\right\rangle_{W_{1}}= & \left\{\overline{\bar{G}}_{s}^{0}\left(k_{i x}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right)\left[\overline{\bar{S}}_{F_{1}}^{(2)}\left(k_{i x}, k_{i x}\right)-\overline{\bar{S}}_{F_{1}}^{(1)}\left(k_{i x}, k_{x}^{\prime}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{x}^{\prime}\right) \overline{\bar{S}}_{F_{1}}^{(1)}\left(k_{x}^{\prime}, k_{i x}\right)\right]\right.  \tag{6.3.26}\\
& \left.-\overline{\bar{S}}_{s, F_{1}}^{(2)}\left(k_{i x}, k_{i x}\right)+\overline{\bar{S}}_{s, F_{1}}^{(1)}\left(k_{i x}, k_{x}^{\prime}\right) \overline{\bar{G}}_{0}^{-1}\left(k_{x}^{\prime}\right) \overline{\bar{S}}_{F_{1}}^{(1)}\left(k_{x}^{\prime}, k_{i x}\right)\right\} \overline{\bar{G}}_{0}^{-1}\left(k_{i x}\right) \bar{\psi}_{i}
\end{align*}
$$

Here we assume that the two surface processes $f_{0}(x)$ and $f_{1}(x)$ are uncorrelated.

### 6.3.4 Scattered and transmitted power

The scattered field in region 0 can be written in spatial coordinates as

$$
\begin{equation*}
\psi_{s}(\bar{r})=\int \mathrm{d} k_{x} \psi_{s}\left(k_{x}\right) e^{i k_{x} x+i k_{z} z} \tag{6.3.27}
\end{equation*}
$$

For different orders of the scattered field we have

$$
\begin{align*}
\psi_{s}^{(0)}(\bar{r}) & =\psi_{s}^{(0)}\left(k_{i x}\right) e^{i k_{i x}+i k_{i z} z}  \tag{6.3.28}\\
\psi_{s}^{(1)}(\bar{r}) & =\int \mathrm{d} k_{x} e^{i k_{x} x+i k_{z} z}\left[\psi_{s, F_{0}}^{(1)}\left(k_{x}\right) F_{0}\left(k_{x}-k_{i x}\right)+\psi_{s, F_{1}}^{(1)}\left(k_{x}\right) F_{1}\left(k_{x}-k_{i x}\right)\right] \\
\left\langle\psi_{s}^{(2)}(\bar{r})\right\rangle & =e^{i k_{i x}+i k_{i z}} \int \mathrm{~d} k_{x}^{\prime}\left[\left\langle\psi_{s}^{(2)}\right\rangle_{W_{0}} W_{0}\left(k_{x}^{\prime}-k_{i x}\right)+\left\langle\psi_{s}^{(2)}\right\rangle_{W_{1}} W_{1}\left(k_{x}^{\prime}-k_{i x}\right)\right]
\end{align*}
$$

Here $\psi_{s}=E_{s y}$ is the $y$-component of the electric field associated with the scattered wave for TE polarized incident field. The case of TM-polarized excitation can be obtained using duality principle The mean scattered power density can be expressed in terms of the electric field as

$$
\begin{equation*}
\left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle=-\frac{1}{2} \operatorname{Im}\left[\frac{1}{k \eta}\left\langle E_{s y} \frac{\partial E_{s y}^{*}}{\partial z}\right\rangle\right] \tag{6.3.29}
\end{equation*}
$$

Noting that the first order scattered field has zero mean, the coherent power density flowing upward can be written as

$$
\begin{equation*}
\left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle_{\mathrm{coh}}=\frac{1}{2} \operatorname{Re}\left[\frac{k_{i z}}{k \eta}\left(\left|E_{s y}^{(0)}\right|^{2}+2\left\langle E_{s y}^{(2)}\right\rangle E_{s y}^{(0) *}\right)\right] \tag{6.3.30}
\end{equation*}
$$

then we can decompose the coherent scattered power into zeroth order and second order parts

$$
\begin{align*}
& \left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle_{\mathrm{coh}}^{(0)}=\frac{1}{2} \operatorname{Re}\left[\frac{k_{i z}}{k \eta}\left|E_{s y}^{(0)}\right|^{2}\right]  \tag{6.3.31}\\
& \left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle_{\text {coh }}^{(2)}=\operatorname{Re}\left[\frac{k_{i z}}{k \eta}\left\langle E_{s y}^{(2)}\right\rangle E_{s y}^{(0) *}\right]
\end{align*}
$$

The zeroth order scattered power is the power scattered by the same structure with flat boundaries. Using the second order mean scattered field 6.3 .24 we have the coherent mean power density in $\hat{z}$ direction as

$$
\begin{align*}
\left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle_{\mathrm{coh}}^{(2)} & =\int \mathrm{d} k_{x}^{\prime} \operatorname{Re}\left[\frac{k_{i z}}{k \eta} \psi_{s}^{(0) *}\left(k_{i x}\right)\left[\left\langle\psi_{s}^{(2)}\right\rangle_{W_{0}} W_{0}\left(k_{x}^{\prime}-k_{i x}\right)+\left\langle\psi_{s}^{(2)}\right\rangle_{W_{1}} W_{1}\left(k_{x}^{\prime}-k_{i x}\right)\right]\right] \\
& =\sum_{j=0,1} \int \mathrm{~d} k_{x}^{\prime} \Phi_{s, j}^{\mathrm{coh}}\left(k_{x}^{\prime}\right) W_{j}\left(k_{x}^{\prime}-k_{i x}\right) \tag{6.3.32}
\end{align*}
$$

where we call $\Phi_{s, j}^{\mathrm{coh}}\left(k_{x}^{\prime}\right)$, the $j$-th surface coherent scattered power spectral coefficient. The incoherent power originates from the first order scattered field

$$
\begin{equation*}
\left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle_{\mathrm{incoh}}=-\frac{1}{2} \operatorname{Im}\left[\frac{1}{k \eta}\left\langle E_{s y}^{(1)} \frac{\partial E_{s y}^{(1) *}}{\partial z}\right\rangle\right]=\frac{1}{2} \operatorname{Re}\left[\frac{k_{z}}{k \eta}\left\langle E_{s y}^{(1)} E_{s y}^{(1) *}\right\rangle\right] \tag{6.3.33}
\end{equation*}
$$

However, assuming uncorrelated surface processes, we have

$$
\begin{equation*}
\left\langle\psi_{s}^{(1)}(\bar{r}) \psi_{s}^{(1) *}(\bar{r})\right\rangle=\int \mathrm{d} k_{x}\left[\left|\psi_{s, F_{0}}^{(1)}\left(k_{x}\right)\right|^{2} W_{0}\left(k_{x}-k_{i x}\right)+\left|\psi_{s, F_{1}}^{(1)}\left(k_{x}\right)\right|^{2} W_{1}\left(k_{x}-k_{i x}\right)\right] \tag{6.3.34}
\end{equation*}
$$

Therefore, the incoherent power density flowing in the $z$ direction can be written in terms of surface spectra

$$
\begin{equation*}
\left\langle\bar{S}_{s} \cdot \hat{z}\right\rangle_{\text {incoh }}=\frac{1}{2 k \eta} \int \mathrm{~d} k_{x} \operatorname{Re}\left(k_{z}\right)\left[\left|\psi_{s, F_{0}}^{(1)}\left(k_{x}\right)\right|^{2} W_{0}\left(k_{x}-k_{i x}\right)+\left|\psi_{s, F_{1}}^{(1)}\left(k_{x}\right)\right|^{2} W_{1}\left(k_{x}-k_{i x}\right)\right] \tag{6.3.35}
\end{equation*}
$$

and the transmitted power can be computed similarly. The connection between the spectral and spatial representation of the transmitted field into region 2 is as follows

$$
\begin{equation*}
\psi_{t}(\bar{r})=\int \mathrm{d} k_{x} \psi_{t}\left(k_{x}\right) e^{i k_{x} x-i k_{2 z} z} \tag{6.3.36}
\end{equation*}
$$

Following the same procedure as the scattered field, we have similar expression for the coherent and incoherent transmitted power densities along $(-\hat{z})$ direction

$$
\begin{align*}
& \left\langle\bar{S}_{t} \cdot \hat{z}\right\rangle_{\mathrm{coh}}^{(2)}=\int \mathrm{d} k_{x}^{\prime} \operatorname{Re}\left[\frac{k_{2 i z}}{k_{2} \eta_{2}} \psi_{t}^{(0) *}\left(k_{i x}\right)\left[\left\langle\psi_{t}^{(2)}\right\rangle_{W_{0}} W_{0}\left(k_{x}^{\prime}-k_{i x}\right)+\left\langle\psi_{t}^{(2)}\right\rangle_{W_{1}} W_{1}\left(k_{x}^{\prime}-k_{i x}\right)\right]\right]  \tag{6.3.37}\\
& \left\langle\bar{S}_{t} \cdot(-\hat{z})\right\rangle_{\text {incoh }}=\frac{1}{2 k \eta} \int \mathrm{~d} k_{x} \operatorname{Re}\left(k_{2 z}\right)\left[\left|\psi_{t, F_{0}}^{(1)}\left(k_{x}\right)\right|^{2} W_{0}\left(k_{x}-k_{i x}\right)+\left|\psi_{t, F_{1}}^{(1)}\left(k_{x}\right)\right|^{2} W_{1}\left(k_{x}-k_{i x}\right)\right] \tag{6.3.38}
\end{align*}
$$

### 6.4 Waveguide modes and Sommerfeld integration path

In the case of resonance condition, when $\epsilon_{0}<\epsilon_{1}>\epsilon_{2}$, layered media can support guided modes at specific spectral frequencies $k_{x}^{g}$ for which $\left|\overline{\bar{G}}_{0}\left(k_{x}^{g}\right)\right|=0$. Surface field quantities which are governed by $\overline{\bar{G}}_{0}\left(k_{x}\right)$, will have pole singularities at $k_{x}=k_{x}^{g}$. The determinant of the flat surface layered media propagator $\overline{\bar{G}}_{0}\left(k_{x}\right)$ can be evaluated as

$$
\begin{equation*}
\left|\overline{\bar{G}}_{0}\left(k_{x}\right)\right|=\frac{-i}{k_{z}} e^{-i k_{1 z} d}\left(\gamma_{01} k_{z}+k_{1 z}\right)\left(\gamma_{12} k_{1 z}+k_{2 z}\right)\left[1+R_{01}\left(k_{x}\right) R_{12}\left(k_{x}\right) e^{2 i k_{1 z} d}\right] \tag{6.4.1}
\end{equation*}
$$

where $k_{j z}^{2}+k_{x}^{2}=k_{j}^{2}$ and

$$
\begin{align*}
& R_{01}\left(k_{x}\right)=\frac{\gamma_{01} k_{z}-k_{1 z}}{\gamma_{01} k_{z}+k_{1 z}}  \tag{6.4.2}\\
& R_{12}\left(k_{x}\right)=\frac{\gamma_{12} k_{1 z}-k_{2 z}}{\gamma_{12} k_{1 z}+k_{2 z}}
\end{align*}
$$

are electric field reflection coefficients from the two interfaces (assuming unbounded media). Also, $\gamma_{i j}=\epsilon_{j} / \epsilon_{i}$ for TM polarization and $\gamma_{i j}=\mu_{j} / \mu_{i}$ for a TE polarized wave. For simplicity, consider the case of TE polarized incident field and non-magnetic media. In this scenario, we do not have any depolarization and all of the field quantities preserve the incident polarization. In this case the determinant of $\overline{\bar{G}}_{0}\left(k_{x}\right)$ becomes

$$
\begin{equation*}
\left|\overline{\bar{G}}_{0}\left(k_{x}\right)\right|=\frac{-i}{k_{z}} e^{-i k_{1 z} d}\left(k_{z}+k_{1 z}\right)\left(k_{1 z}+k_{2 z}\right)\left[1+R_{01}\left(k_{x}\right) R_{12}\left(k_{x}\right) e^{2 i k_{1 z} d}\right] \tag{6.4.3}
\end{equation*}
$$

The terms $\left(k_{z}+k_{1 z}\right)$ and $\left(k_{1 z}+k_{2 z}\right)$ cannot be zero for distinct media (also, for the case of same media it will cancel out by the denominator). The only terms that can produce poles (eigenvalues of the propagator) comes from the expression

$$
\begin{equation*}
N\left(k_{x}\right)=1+R_{01}\left(k_{x}\right) R_{12}\left(k_{x}\right) e^{2 i k_{1 z} d} \tag{6.4.4}
\end{equation*}
$$

For the lossless case and under guidance condition, $N\left(k_{x}\right)$ has real zeros at $k_{x}=k_{x}^{g}$ that will translate to real poles in the surface field solutions. These poles manifest themselves in both the first and second order surface fields.

In this situation, using the conventional definition of Fourier integrals to come back from spectral space to spatial space is illegal from a mathematical point of view. Computing the spectral integral over the real line contains only the principal value integral, and exact value of the integral is indefinite. Also from a physical point of view, singular behaviors should be investigated. On the other hand, a principal value integral has its own difficulties. First, we need to know the location of the poles which requires solving a nonlinear equation which is a time consuming task for real problems of random media with a large number of layers and ensemble of physical parameters, and second, when we know the poles' locations, it is necessary to use a dense numerical integration grid near the poles to capture the principal value integral correctly.

Instead of using spectral integrals over the real line, we will use the notion of analytic continuation of integrands and deform the path of integration into a Sommerfeld path alternative. This ensures definite values for the integrals and meaningful quantities in the
spectral domain. Therefore we need to formulate the problem by changing spectral integrals as

$$
\begin{equation*}
\int_{\mathbb{R}} \mathrm{d} k_{x} \Longrightarrow \int_{\text {SIP }} \mathrm{d} k_{x} \tag{6.4.5}
\end{equation*}
$$

In order to find the correct perturbed path of integration, or the Sommerfeld path of integration (SIP), we need to insert a small amount of loss such that propagating waves satisfy the radiation condition at infinity correctly. Then as the loss tends to zero we can identify the correct path of integration. Note that the SIP should work for a small loss condition, so this is our selection rule. In Fig. 6.2, with a small amount of loss, poles reside in the first quadrant (and also in the third quadrant). So for the lossless case, poles in the first quadrant merge to the real axis from the upper half plane. So, the appropriate SIP is passing through the second and fourth quadrants. Note also that branch cuts (compatible with the radiation condition) for a lossy problem start from the poles in the upper half plane and converge to the real axis. By this selection we avoid crossing any branch cuts.


Figure 6.2: Appropriate Sommerfeld path of integration for the case of lossless layered dielectric media. SIP is chosen such that it does not pass over the poles or branch cuts of $k_{j z}(j=0,1,2)$.

### 6.4.1 Sommerfeld Integration Path: Numerical Examples

In order to illustrate the concept, consider the special case of two layered media with lossless materials given by $\epsilon_{0}=\varepsilon_{0}, \epsilon_{1}=4 \varepsilon_{0}$ and $\epsilon_{2}=2 \varepsilon_{0}$ with separation of layers $d=0.7 \lambda_{0}$ which can support a guided mode ( $\lambda_{0}$ is free space wavelength). In this case we can find zeros of $N\left(k_{x}\right)$ numerically at $k_{x}=1.684 k_{0}$ and $k_{x}=1.923 k_{0}$. Both of the guided modes are evanescent in the $z$ direction in the upper and lower regions. For incoherent scattered and transmitted intensities, the averaged propagating power density (real part of the poynting vector) of Eqs. (6.3.35) and (6.3.38) are limited to the propagating part of the spectrum (because of $\operatorname{Re}\left(k_{z}\right)$ and $\operatorname{Re}\left(k_{2 z}\right)$ factors). In other words, the incoherent power spectral coefficients $\left(\Phi_{s / t, j}^{\text {incoh }}\left(k_{x}\right)\right)$ are only non-zero when $\left|k_{x}\right| \leq k_{0}$ and $\left|k_{x}\right|<k_{2}$ for reflected and transmitted power respectively. Thus, the poles at the eigen-mode frequencies $\left(k_{x}^{g}\right)$ do not appear in the incoherent part. This will happen only in the lossless case when $k_{j z}=\sqrt{k_{j}^{2}-k_{x}^{2}}$ is purely imaginary in the evanescent part of the spectrum $\left(\left|k_{x}\right|>k_{j}\right)$.

This is not the case with coherent intensities. Coherent intensities are not limited to propagating waves and they are non-zero over the whole spectrum. Therefore, we are faced with the guided modes singularities in the coherent part of the spectrum. In order to capture the total coherent power, theoretically, we need to integrate the coherent power spectral
coefficients up to infinity, but in practice, all of the surfaces are band limited in roughness and we only need to do integration over the spectrum up to some point $\left(k_{x, \max }\right)$. Here we have two cases; 1 - The power spectral density of the surfaces $W_{j}\left(k_{x}\right)$, are very band-limited and decay quickly with increasing $k_{x}$ (very gentle surfaces with large correlation length). In this case we can put an appropriate cutoff for spectral quantities under the integrand $\left(k_{x, \max } \leq k_{0}\right)$ and we are not worried about the poles which are always in the evanescent part of the spectrum. 2 - The power spectral densities of the surfaces do not decay rapidly enough (very rough surfaces with fast variations or small correlation length), so it may be necessary to continue integrating the coherent intensities to get a convergent result $\left(k_{x, \max }>k_{0}\right)$. In this case the presence of the poles causes serious numerical problems in evaluating the spectral integrals $[100,101]$. Figure 6.3 , plots for power spectral coefficients


Figure 6.3: Coherent power spectral density of the first surface, for coherent scattered and transmitted power densities which are evaluated over the real $k_{x}$ axis. Physical parameters are $\epsilon_{0}=\varepsilon_{0}, \epsilon_{1}=2 \varepsilon_{0}, \epsilon_{2}=4 \varepsilon_{0}$ and average distance between the surfaces is $0.7 \lambda_{0}$ for the case of normal incidence. Coherent kernel functions $\Phi_{s / t, j}^{\mathrm{coh}}\left(k_{x}\right)$, have no singularity in this case of monotonic dielectric variation.
of a two layer media with dielectric constant of $(1,2,4)$ from top to bottom for normal incidence. Note that for the case of monotonic changes in permittivity, the coherent power spectral coefficients are smooth functions of $k_{x}$. On the other hand, Fig.6.4, plots the coherent power spectral coefficients of the first surface over the real line compared to the corresponding values over the SIP for dielectric constants of $(1,4,2)$ from top to bottom. The integrands along the SIP are very gentle so the integrals can be computed accurately by a relatively coarse numerical integration grid. The price we pay is that we need to increase the integration interval over the SIP to get convergent results. On the other hand, in this way mesh refinement near poles is not necessary and a uniform grid works over the SIP. Choosing the parameters of the Sommerfeld path accordingly, one can greatly facilitate computation of spectral integrals.

Similarly, Fig. 6.5, plots the second surface power spectral coefficients over the real line and the SIP.


Figure 6.4: Coherent power spectral density of the first surface, for coherent scattered and transmitted power densities. Physical parameters are given in 6.4.1. Solid lines are power spectral densities evaluated over the real line which have singularities and cannot be integrated easily, while, dotted lines are the corresponding functions evaluated over the SIP. Variation of integrands is very gentle over the SIP compared to real line.


Figure 6.5: Coherent power spectral density of the second surface, for scattered and transmitted power. Physical parameters are given in 6.4.1. Solid lines, are power spectral densities evaluated over the real line which have singularities and cannot be integrated easily, while the dotted lines are the corresponding functions evaluated over the SIP. Variation of integrands is very gentle over the SIP compared to the real line.

### 6.4.2 SIP Implementation

Figure 6.6 shows a practical implementation of the SIP in the complex $k_{x}$-plane. Here, we need to choose appropriate values for the real cutoff wavenumber $k_{x, \text { max }}^{\prime}$ and the maximum deviation of path from the real axis $k_{x, \text { max }}^{\prime \prime}$. The former is determined by how rapidly the power spectral densities of the surfaces $W_{j}\left(k_{x}\right)$ attenuate along the $k_{x}^{\prime}$ axis. For the latter, in principle we can go up (down) the imaginary axis as high as we want. However, for practical cases taking $k_{x, \text { max }}^{\prime \prime}$ in the order of $1 / d$ ( $d$ is the separation between the interfaces) results
in smooth kernel functions. Taking $k_{x, \text { max }}^{\prime \prime}$ very large requires a larger integration domain $k_{x, \text { max }}^{\prime}$ to obtain convergent results. We need also to choose the discretization resolution


Figure 6.6: SIP in the complex $k_{x}$-plane.
along the real and imaginary axes. Since we do not use the pole locations, we can use a uniform numerical quadrature along the real $k_{x}$ axis with the grid spacing of $\Delta k_{x}^{\prime}$. However For a uniform quadrature, the error term is negligible if

$$
\begin{equation*}
\Delta k_{x}^{\prime} \ll k_{x, \text { max }}^{\prime \prime} \tag{6.4.6}
\end{equation*}
$$

For the examples in 6.4.1, we have used $k_{x, \max }^{\prime \prime}=\frac{0.2}{d}$ and $k_{x, \max }^{\prime}=2 \max \left[k_{0}, k_{1}, k_{2}\right]$. Also discretization steps along the real axis are chosen to be $\Delta k_{x}^{\prime}=0.2 k_{x, \max }^{\prime \prime}$. The cost for doing the spectral integral in the presence of guided modes using the SIP is not more than required in the regular case (which is the real line spectral integration).

### 6.5 Comparison with the T-matrix method

The T-Matrix method (also known as extended boundary condition method) is another powerful approach to compute electromagnetic scattering from random surfaces[50] . If the surface of interest is periodic, we can use Bloch modes as an expansion function for the surface fields. In this way, from the spectral point of view, there are only discrete values of propagation constants for the scattered and transmitted fields. For a sufficiently large period of the surface, the number of propagating Floquet modes becomes so large that it can be considered realistically as a continuous solution of an infinite surface. Thus, for large period surfaces, the T-Matrix solution coincides with the solution for an infinite surface problem. Apart from considering the finite period for the surfaces instead of infinite surfaces, the T-Matrix method has no approximation. In principle, it works for any surface height, correlation length and any dielectric constants, however, in practice it suffers from numerical issues for some cases (large RMS height, small correlation length and high dielectric contrast) and needs to be regularized.

For the first comparison, consider layered media with physical parameters of $\epsilon_{0}=\varepsilon_{0}$, $\epsilon_{1}=2 \varepsilon_{0}$ and $\epsilon_{2}=4 \varepsilon_{0}$ which is the case that cannot support guided modes. Boundary surfaces are considered to be Gaussian correlated, Gaussian random processes with statistical parameters given by $h_{\mathrm{rms}}=0.03 \lambda_{0}$ and correlation length of $l=\lambda_{0}$ where $\lambda_{0}$ is the free space wavelength. For the T-matrix method we have generated an ensemble of Gaussian periodic random surfaces with Gaussian correlation function. It turns out that for the given physical parameters for the two layered structure, the solution converges after averaging over
$\approx 50$ realizations. In order to simulate an infinite surface, the period of the surface $L$ is selected as $L=20 \lambda_{0}$ ). Each realization of the surface is characterized by 1024 samples ( $\approx$ 51 samples $/ \lambda_{0}$ ) for highly accurate computation of integrals. Figure 6.7, compares emissiv-


Figure 6.7: Emissivity of two layer media with permittivities of $\epsilon_{0}=\varepsilon_{0}, \epsilon_{1}=2 \varepsilon_{0}$ and $\epsilon_{2}=4 \varepsilon_{0}$ as a function of observation angle. Distance between two half spaces (region 1 thickness) is considered to be $d=0.7 \lambda_{0}$. For this case where there is no supported guided mode inside the media, SPM2 results coincide with T-Matrix method solution. The dotted line corresponds to the flat boundary limit (presence of roughness smooths out coherence effect due to reflections from boundaries).
ity versus observation angle obtained by integrating SPM2 kernels over the SIP with the T-Matrix method solution and the case of zero RMS height (flat surfaces) for the regular case where there are no guided modes in the structure (permittivities are $\varepsilon_{0}, 2 \varepsilon_{0}, 4 \varepsilon_{0}$ from top). In this case, integrating over the SIP for SPM2 kernels gives the same results as the real line integration. For the regular cases (where no mode is supported within the slab), SPM2 kernel functions are smooth and integration over SIP and real line exactly coincide each other. We may conclude that for the regular case the SIP is a valid path of integration and results in correct evaluation of the spectral integrals. Comparison with flat surface emissivity also shows the level of accuracy of SPM2 in including the roughness effect.

As a second example, we consider the case where we encounter guided mode pole in the structure. In order to see how the SIP works in this case, consider the previous configuration with region 1 and 2 interchanged, i.e. $\epsilon_{0}=\varepsilon_{0}, \epsilon_{1}=4 \varepsilon_{0}$ and $\epsilon_{2}=2 \varepsilon_{0}$, with other physical parameters kept fixed. Here, this structure can support guided mode, and we have pole singularities in the kernel functions of scattered and transmitted powers. Figure 6.8, compares the T-Matrix solution of emissivity versus observation angle, with 1) SPM2 kernel functions integrated over an appropriate SIP , 2) SPM2 kernels integrated over the real line with 100 times finer grid, and 3) zero roughness limit (flat surfaces). Note that in both cases of real line and SIP integration, we did not use the location of the poles. As can be seen from Figs.6.7 and 6.8, the SIP not only works for the regular case, but also is successful in the presence of guided modes, while the real line integral yields erroneous predictions. This indicates that pole singularities can be avoided with only a moderate impact on the integration approach, while continued use of the real line even with very fine resolution remains problematic.


Figure 6.8: Emissivity of two layer media with permittivities of $\epsilon_{0}=\varepsilon_{0}, \epsilon_{1}=4 \varepsilon_{0}$ and $\epsilon_{2}=2 \varepsilon_{0}$ as a function of observation angle. Distance between two half spaces (thickness of region 1 ) is considered to be $d=0.7 \lambda_{0}$. For this case where there are supported guided modes inside the media, emissivity obtained by integrating SPM2 power kernels over the SIP are in very good agreement with the T-Matrix method solution. Dashed line is corresponding to SPM2 integrated kernel functions over the real line with 100 times finer uniform grid. Real line integration despite 100 times higher computational cost results in non-physical results.

### 6.6 Extension to arbitrary number of Layers

Generalizing the approach to the multi-layer case is straightforward. In this case the integral equations which are related to the extinction of waves in the interior layers are homogeneous [24]. Then, homogeneous integral equations can be cast into recursive ladder propagation matrices for the surface fields over the rough boundaries. We do not repeat the procedure here and refer the reader to [24] for a detailed formulation of the problem using ladder operators.

In order to show the validity of the Sommerfeld alternative in multi-mode conditions in a multi-layer medium, consider a stack of 5 media separated by 4 random rough surfaces. We select the permittivity of the layers such that the structure supports guided modes. In this example permittivity of the layers is considered to be $\epsilon_{0}=\varepsilon_{0}, \epsilon_{1}=3 \varepsilon_{0}, \epsilon_{2}=2 \varepsilon_{0}, \epsilon_{3}=4 \varepsilon_{0}$ and $\epsilon_{4}=$ $2 \varepsilon_{0}$. Separation distances between the mean positions of interfaces are $d_{1}=0.3 \lambda_{0}, d_{2}=0.7 \lambda_{0}$ and $d_{3}=0.8 \lambda_{0}$. The T-matrix solution for this case which includes 4 uncorrelated surface processes (all of them Gaussian correlated with RMS height of $h=0.03 \lambda_{0}$ and correlation length of $l=1 \lambda_{0}$ ), requiring averaging over a larger number of realizations compared to the 2 layers case. Here, we used an ensemble of 200 realizations (each realization contains 4 uncorrelated surface boundaries) for the emissivity response to converge.

Figure 6.9 plots the emissivity of the 5 layer structure (with given physical parameters above) obtained by the SIP alternative in comparison with the T-matrix solution and zero RMS height (flat surface) limit. The differences between the flat interface case and rough interfaces are larger in this case compared to just two layers. This also shows that the SIP can capture the impact of multi-layer roughness.


Figure 6.9: Emissivity of a 5 layer media with permittivities of $(1,3,2,4,2) \varepsilon_{0}$ from top to bottom, as a function of observation angle. Separations between the mean positions of interfaces are $d_{1}=0.3 \lambda_{0}, d_{2}=0.7 \lambda_{0}$ and $d_{3}=0.8 \lambda_{0}$. For this case where there are many supported guided modes inside the media, emissivity obtained by integrating SPM2 power kernels over the SIP are in very good agreement with the T-Matrix method solution. Dashed line corresponds to the flat boundaries limit.

### 6.7 Conclusion

The application of SPM2 to multi-layer lossless structures (or with small amount of loss) with non-monotonic permittivity profiles, results in pole singularities in the integrands of the scattered power densities. It has been shown that we can compute power integrals very accurately at low cost using the Sommerfeld integration path alternative. The validity of the SIP approach for both monotonic and non-monotonic cases has been confirmed by comparing with the T-matrix method.

## Chapter 7

# Partially Coherent Cascading Scheme for Random Layered Media With Rough Interfaces 

### 7.1 Introduction

Scattering of electromagnetic waves from layered media with random rough interfaces is an important problem in many applications in broad areas of science and engineering. The problem of scattering from rough interfaces has been studied extensively in physical modeling for remote sensing of the natural objects [102-106]. In particular, we are interested in multi-layered media with rough interfaces as a model for the microwave remote sensing of ice sheets in the Arctic and Antarctica [41, 78, 81, 84, 107, 108]. An ice sheet can be represented as a layered medium in which the permittivity (as well as the thickness) of a layer is a fluctuating function of depth due to the accumulation patterns of snow [41]. An additional statistical factor in the problem is presence of surface roughness at layer boundaries.

For a given dielectric constant profile in depth $(z)$, the computation of electromagnetic wave scattering and emission can be solved in variety of ways [25, 30-32, 34, 38, 50, 80, $85,109,110]$. However, in order to calculate the averaged quantities we need to run a Monte-Carlo simulation over realizations of the surface profiles. If the specifications of the problem are such that the Small Perturbation Method (SPM) [25, 35] is applicable, an analytical solution for the mean and variance of the fields is available that eliminates the need for Monte Carlo simulations [80].

Because the dielectric constant along $z$ is also random, a Monte-Carlo simulation over dielectric profile realizations is also required. Assuming that the number of layers $(N)$ in the problem is very large, the number of required realizations to obtain a convergent solution can also be large (see ??). Coherence properties of electromagnetic waves propagating in a random and turbulent atmosphere have been studied extensively [111-114]. The decay of coherence shown in these references suggests a method for enhancing efficiency in the computational of scattered fields [41]. In particular, if the dielectric profile has a finite correlation length along $z$, a wave propagating inside the layered medium will lose its phase coherency after traveling a distance of approximately the correlation length of the permittivity random process $\varepsilon(z)$. If the layered medium is therefore divided into blocks (Fig.7.1), each having a length larger than the correlation length of $\varepsilon(z)$, the fields within each block have some degree of coherency, and phase should be taken into account in the determination of the electromagnetic fields. However, it should also be reasonable to
model the fields in distinct blocks as having no phase relationships, so that the intensities, rather than fields, of adjacent blocks can be combined. Because Monte Carlo simulations of electromagnetic scattering or emission for a block having a smaller number of layers are known to converge more rapidly than those for a larger number of layers, this combined coherent-incoherent approach greatly reduces the number of required realizations to reach convergence. The cascading scheme for adjacent blocks can be developed based on power conservation arguments in two polarizations ( $e$ or TE, and $h$ or TM).

In Section 7.2, a detailed definition of the problem is given, and Section 7.3 is dedicated to the scattering parameters within a block. In the next section, the method for cascading the intensities of two blocks is derived based on power conservation, and in Section 7.5 parameters of the equivalent block are extracted from the cascading equations. In the last section, the partially coherent developed is validated through numerical comparison between the coherent solution and an incoherent cascading of two blocks.


Figure 7.1: Two blocks of layered media with rough interfaces.

### 7.2 Problem statement

Consider the layered medium depicted in Fig. 7.1 in which the rough interfaces between layers are described as stationary and independent Gaussian processes having specified correlation functions; note that coordinate $z$ becomes more negative at greater depths within the ice sheet. The permittivity profile is also a stochastic process $\varepsilon(z)$ that is considered to be a Gaussian process with a Gaussian correlation function (other correlation function descriptions can also be used as long as they vanish for large separations). This
model can be considered a representation of an ice sheet. The ice sheet density (and associated permittivity) fluctuates in such a model [41] because of accumulation patterns of snowfall that contribute to the development of the ice sheet. For ice sheets, density fluctuations are expected to be smaller at greater depths where the pressure is higher; the variance of the permittivity can therefore be described as a damped Gaussian function along $z$. At coordinate $z=-H$ (below the ice sheet surface) the permittivity has an average of $\varepsilon(z)$ and a damped fluctuating part of $\delta \varepsilon(z) e^{z / \alpha}$ where

$$
\begin{equation*}
\left\langle\delta \varepsilon\left(z^{\prime}\right) \delta \varepsilon\left(z^{\prime}-z\right)\right\rangle=\Delta^{2} e^{-z^{2} / \ell_{\varepsilon}^{2}} \tag{7.2.1}
\end{equation*}
$$

Here, $\alpha$ is the damping factor of the fluctuating part and $\Delta^{2}$ and $\ell_{\varepsilon}$ are the variance scale factor and correlation length of the permittivity profile, respectively. For a wave propagating between two points at distance $s \gg \ell_{\varepsilon}$, the permittivity is basically uncorrelated after this distance, and the wave acquires a random phase. When the phase becomes random, all the interference phenomena on average become zero, so that keeping track of the phase of the wave through the whole structure is unnecessary. If the structure is therefore divided into blocks with length $s \gg \ell_{\varepsilon}$ and the problem within a block solved coherently, we can cascade the intensities of adjacent blocks to obtain a solution for the entire layered medium. This idea has been implemented for the case of layered media with flat interfaces in [41], but the cost of averaging over dielectric realizations increases considerably when the interfaces have roughness.

### 7.3 Full Wave Solution within a Block

Consider a block of the layered medium of thickness $L_{B}$ which contains $N_{B}$ layers having rough interfaces. The electromagnetic response of this block can be characterized by its reflectivity and transmissivity pattern functions $\gamma_{\alpha \beta}\left(\theta_{s}, \phi_{s} ; \theta_{i}, \phi_{i}\right)$ and $\xi_{\alpha \beta}\left(\theta_{s}, \phi_{s} ; \theta_{i}, \phi_{i}\right)$ which are defined in terms of the corresponding vertical power flux densities as

$$
\begin{array}{r}
\frac{\left\langle\bar{S}_{s}^{\alpha} \cdot \hat{z}\right\rangle}{\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})}=\int_{(2 \pi)^{+}} \mathrm{d} \Omega_{s} \gamma_{\alpha \beta}\left(\theta_{s}, \phi_{s} ; \theta_{i}, \phi_{i}\right) \\
\frac{\left\langle\bar{S}_{t}^{\alpha} \cdot(-\hat{z})\right\rangle}{\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})}=\int_{(2 \pi)^{-}} \mathrm{d} \Omega_{t} \xi_{\alpha \beta}\left(\theta_{t}, \phi_{t} ; \theta_{i}, \phi_{i}\right) \tag{7.3.2}
\end{array}
$$

Here, $\beta$ and $\alpha$ are the source and response polarizations, and $\gamma_{\alpha \beta}$ and $\xi_{\alpha \beta}$ are the reflectivity and transmissivity of the block, respectively. The bracket $\langle\cdot\rangle$ denotes a statistical average over an ensemble of interface realizations.

### 7.3.1 Coherent Power

Coherent power contains zeroth order and second order terms. The zeroth order power does not depend on the statistic of the surfaces. However, the second order power term does. From the SPM2 solution of the coherent scattered power density,

$$
\begin{align*}
& \left\langle\bar{S}_{s}^{(2) e} \cdot \hat{z}\right\rangle_{\text {coh }}=\frac{k_{1 i z}}{k_{1} \eta_{1}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} \sum_{j=1}^{N-1} W_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right) \operatorname{Re}\left[S_{e}^{(0) *} S_{e, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right)\right]  \tag{7.3.3}\\
& \left\langle\bar{S}_{s}^{(2) h} \cdot \hat{z}\right\rangle_{\text {coh }}=\frac{k_{1 i z}}{k_{1} \eta_{1}} \int \mathrm{~d} \bar{k}_{\perp}^{\prime} \sum_{j=1}^{N-1} W_{j}\left(\bar{k}_{\perp}^{\prime}-\bar{k}_{i \perp}\right) \operatorname{Re}\left[S_{h}^{(0) *} S_{h, W_{j}}^{(2)}\left(\bar{k}_{\perp}^{\prime}, \bar{k}_{i \perp}\right)\right]
\end{align*}
$$

From knowledge about the behavior of the power spectral coefficients, the dependence on azimuth angle is smooth. Therefore, in order to perform numerical integration, let us change spectral variable to spherical coordinates

$$
\begin{align*}
k_{x}^{\prime} & =k_{1} \sin \theta_{k}^{\prime} \cos \phi_{k}^{\prime}  \tag{7.3.4}\\
k_{y}^{\prime} & =k_{1} \sin \theta_{k}^{\prime} \sin \phi_{k}^{\prime}
\end{align*}
$$

then $k_{1 z}=k_{1} \cos \theta_{k}$. Also Jacobian of the transformation is

$$
\begin{equation*}
\mathrm{d} \bar{k}_{\perp}^{\prime}=\mathrm{d} k_{x}^{\prime} \mathrm{d} k_{y}^{\prime}=k_{1}^{2} \sin \theta_{k}^{\prime} \cos \theta_{k}^{\prime} \mathrm{d} \theta_{k}^{\prime} \mathrm{d} \phi_{k}^{\prime}=k_{1}^{2} \cos \theta_{k}^{\prime} \mathrm{d} \Omega_{k}^{\prime} \tag{7.3.5}
\end{equation*}
$$

As a result,

$$
\begin{align*}
& \left\langle\bar{S}_{s}^{(2) e} \cdot \hat{z}\right\rangle_{\operatorname{coh}}=\frac{\cos \theta_{i}}{\eta_{1}} \int k_{1}^{2} \cos \theta_{k}^{\prime} \mathrm{d} \Omega_{k}^{\prime} \sum_{j=1}^{N-1} W_{j}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right) \operatorname{Re}\left[S_{e}^{(0) *} S_{e, W_{j}}^{(2)}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right)\right]  \tag{7.3.6}\\
& \left\langle\bar{S}_{s}^{(2) h} \cdot \hat{z}\right\rangle_{\operatorname{coh}}=\frac{\cos \theta_{i}}{\eta_{1}} \int k_{1}^{2} \cos \theta_{k}^{\prime} \mathrm{d} \Omega_{k}^{\prime} \sum_{j=1}^{N-1} W_{j}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right) \operatorname{Re}\left[S_{h}^{(0) *} S_{h, W_{j}}^{(2)}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right)\right]
\end{align*}
$$

On the other hand for incident power we have $\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})=1 / 2 \eta_{1} \cos \theta_{i}$. Therefore, normalized coherent reflectivity becomes

$$
\begin{align*}
& \frac{\left\langle\bar{S}_{s}^{(2) e} \cdot \hat{z}\right\rangle_{\mathrm{coh}}}{\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})}=2 k_{1}^{2} \int \mathrm{~d} \Omega_{k}^{\prime} \cos \theta_{k}^{\prime} \sum_{j=1}^{N-1} W_{j}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right) \operatorname{Re}\left[S_{e}^{(0) *} S_{e, W_{j}}^{(2)}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right)\right]  \tag{7.3.7}\\
& \frac{\left\langle\bar{S}_{s}^{(2) h} \cdot \hat{z}\right\rangle_{\mathrm{coh}}}{\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})}=2 k_{1}^{2} \int \mathrm{~d} \Omega_{k}^{\prime} \cos \theta_{k}^{\prime} \sum_{j=1}^{N-1} W_{j}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right) \operatorname{Re}\left[S_{h}^{(0) *} S_{h, W_{j}}^{(2)}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right)\right]
\end{align*}
$$

Similarly for the transmitted power through the block, we can take

$$
\begin{align*}
k_{x}^{\prime} & =k_{N} \sin \theta_{k}^{\prime} \cos \phi_{k}^{\prime}  \tag{7.3.8}\\
k_{y}^{\prime} & =k_{N} \sin \theta_{k}^{\prime} \sin \phi_{k}^{\prime}
\end{align*}
$$

Also Jacobian of the transformation is given by

$$
\begin{equation*}
\mathrm{d} \bar{k}_{\perp}^{\prime}=\mathrm{d} k_{x}^{\prime} \mathrm{d} k_{y}^{\prime}=k_{N}^{2} \sin \theta_{k}^{\prime} \cos \theta_{k}^{\prime} \mathrm{d} \theta_{k}^{\prime} \mathrm{d} \phi_{k}^{\prime}=k_{N}^{2} \cos \theta_{k}^{\prime} \mathrm{d} \Omega_{k}^{\prime} \tag{7.3.9}
\end{equation*}
$$

Assuming real permittivity for last layer (connecting layer), $\left(\frac{k_{N i z}}{k_{N} \eta_{N}}\right)^{*}$ is real and we have

$$
\begin{align*}
& \frac{\left\langle\bar{S}_{t}^{(2) e} \cdot(-\hat{z})\right\rangle_{\mathrm{coh}}}{\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})}=2 \frac{\eta_{1} \cos \theta_{N i}}{\eta_{N} \cos \theta_{i}} k_{N}^{2} \int \mathrm{~d} \Omega_{k}^{\prime} \cos \theta_{k}^{\prime} \sum_{j=1}^{N-1} W_{j}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right) \operatorname{Re}\left[T_{e, W_{j}}^{(2)}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right) T_{e}^{(0) *}\right]  \tag{7.3.10}\\
& \frac{\left\langle\bar{S}_{t}^{(2) h} \cdot(-\hat{z})\right\rangle_{\operatorname{coh}}}{\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})}=2 \frac{\eta_{1} \cos \theta_{N i}}{\eta_{N} \cos \theta_{i}} k_{N}^{2} \int \mathrm{~d} \Omega_{k}^{\prime} \cos \theta_{k}^{\prime} \sum_{j=1}^{N-1} W_{j}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right) \operatorname{Re}\left[T_{h, W_{j}}^{(2)}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right) T_{h}^{(0) *}\right]
\end{align*}
$$

There is no depolarization effect in the coherent powers as it is proportional to the zeroth and second order fields that have no depolarization. In order to find the coherent reflectivity
and transmissivity functions, total coherent power density is normalized to the incident power density to get,

$$
\begin{array}{r}
\quad \frac{\left\langle\bar{S}_{s}^{(2) \alpha} \cdot \hat{z}\right\rangle_{\mathrm{coh}}}{\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})}+\frac{\left\langle\bar{S}_{s}^{(0) \alpha} \cdot \hat{z}\right\rangle_{\mathrm{coh}}}{\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})}=\int_{(2 \pi)} \mathrm{d} \Omega_{s} \gamma_{\alpha \beta}^{\mathrm{coh}}\left(\theta_{s}, \phi_{s} ; \theta_{i}, \phi_{i}\right)  \tag{7.3.11}\\
\frac{\left\langle\bar{S}_{t}^{(2) \alpha} \cdot(-\hat{z})\right\rangle_{\mathrm{coh}}}{\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})}+\frac{\left\langle\bar{S}_{t}^{(0) \alpha} \cdot(-\hat{z})\right\rangle_{\mathrm{coh}}}{\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})}=\int_{(2 \pi)} \mathrm{d} \Omega_{t} \xi_{\alpha \beta}^{\mathrm{coh}}\left(\theta_{t}, \phi_{t} ; \theta_{i}, \phi_{i}\right)
\end{array}
$$

Since the coherent power exists only in the specular direction (it is characterized by a number) and is concentrated in one direction, we have

$$
\begin{align*}
\gamma_{\alpha \beta}^{\mathrm{coh}}\left(\theta_{s}, \phi_{s} ; \theta_{i}, \phi_{i}\right) & =\delta_{\alpha \beta} \delta\left(\phi_{s}-\phi_{i}\right) \delta\left(\cos \theta_{s}-\cos \theta_{i}\right)  \tag{7.3.12}\\
& \times\left[r_{\alpha}^{(0)}+2 k_{1}^{2} \int \mathrm{~d} \Omega_{k}^{\prime} \cos \theta_{k}^{\prime} \sum_{j=1}^{N-1} W_{j}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right) \operatorname{Re}\left[S_{e}^{(0) *} S_{e, W_{j}}^{(2)}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right)\right]\right]
\end{align*}
$$

and for coherent transmissivity function,

$$
\begin{align*}
& \xi_{\alpha \beta}^{\mathrm{coh}}\left(\theta_{t}, \phi_{t} ; \theta_{i}, \phi_{i}\right)=\delta_{\alpha \beta} \delta\left(\phi_{t}-\phi_{i}\right) \delta\left(\cos \theta_{t}-\cos \theta_{i t}\right)  \tag{7.3.13}\\
& \quad \times\left[t_{\alpha}^{(0)}+2 \frac{\eta_{1} \cos \theta_{N i}}{\eta_{N} \cos \theta_{i}} k_{N}^{2} \int \mathrm{~d} \Omega_{k}^{\prime} \cos \theta_{k}^{\prime} \sum_{j=1}^{N-1} W_{j}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right) \operatorname{Re}\left[T_{\alpha, W_{j}}^{(2)}\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right) T_{\alpha}^{(0) *}\right]\right]
\end{align*}
$$

Notice that here, the angles $\left(\theta_{k}^{\prime}, \phi_{k}^{\prime}\right)$ are not observable angles. In fact these angles correspond to the intermediate scattering processes that results in the second order field (which is of the second order of multiple scattering).

### 7.3.2 Incoherent power

From the SPM2 solution of the layered media, the incoherent scattered and transmitted power densities are calculated as

$$
\begin{gathered}
\left\langle\bar{S}_{s}^{(2)} \cdot \hat{z}\right\rangle_{\mathrm{inc}}=\frac{1}{2 k_{1} \eta_{1}} \int \mathrm{~d} \bar{k}_{\perp} \operatorname{Re}\left(k_{1 z}\right)\left\{\sum_{j=1}^{N-1}\left[\left|S_{e, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right)\right|^{2}+\left|S_{h, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right)\right|^{2}\right] W_{j}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)\right\} \\
\left\langle\bar{S}_{t}^{(2)} \cdot(-\hat{z})\right\rangle_{\mathrm{inc}}=\operatorname{Re} \frac{1}{2 \eta_{N}^{*}} \int \mathrm{~d} \bar{k}_{\perp}\left\{\sum_{j=1}^{N-1}\left[\frac{k_{N z}^{*}}{k_{N}^{*}}\left|T_{e, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right)\right|^{2}+\frac{k_{N z}}{k_{N}}\left|T_{h, F_{j}}^{(1)}\left(\bar{k}_{\perp}\right)\right|^{2}\right] W_{j}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)\right\}
\end{gathered}
$$

Notice that the incoherent power densities include cross polarized intensities for given polarization of incident field. For lossless connecting media, where $k_{1}$, and $k_{N}$ are real,only propagating part of the spectrum contributes to the incoherent power densities which is $\left|\bar{k}_{\perp}\right| \leq k_{1}$ for scattered power and $\left|\bar{k}_{\perp}\right| \leq k_{N}$ for the transmitted power. Therefore, the spectral integrals can be truncated just over the propagation band to yield

$$
\begin{gather*}
\left\langle\bar{S}_{s}^{(2)} \cdot \hat{z}\right\rangle_{\mathrm{inc}}=\frac{1}{2 k_{1} \eta_{1}} \int_{\left|\bar{k}_{\perp}\right| \leq k 1} \mathrm{~d} \bar{k}_{\perp} \operatorname{Re}\left(k_{1 z}\right)\left\{\sum_{j=1}^{N-1}\left[\left|S_{e, F_{j}}^{(1)}\right|^{2}+\left|S_{h, F_{j}}^{(1)}\right|^{2}\right] W_{j}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)\right\}  \tag{7.3.14}\\
\left\langle\bar{S}_{t}^{(2)} \cdot(-\hat{z})\right\rangle_{\mathrm{inc}}=\operatorname{Re} \frac{1}{2 \eta_{N}^{*}} \int_{\left|\bar{k}_{\perp}\right| \leq k_{N}} \mathrm{~d} \bar{k}_{\perp}\left\{\sum_{j=1}^{N-1}\left[\frac{k_{N z}^{*}}{k_{N}^{*}}\left|T_{e, F_{j}}^{(1)}\right|^{2}+\frac{k_{N z}}{k_{N}}\left|T_{h, F_{j}}^{(1)}\right|^{2}\right] W_{j}\left(\bar{k}_{\perp}-\bar{k}_{i \perp}\right)\right\}
\end{gather*}
$$

For the scattered power density upon change of the spectral integrations to the spherical coordinate it can be written as

$$
\begin{align*}
\left\langle\bar{S}_{s}^{(2)} \cdot \hat{z}\right\rangle_{\mathrm{inc}} & =\frac{k_{1}^{2}}{2 \eta_{1}} \int_{0}^{\pi / 2} \mathrm{~d} \theta_{k} \sin \theta_{k} \int_{0}^{2 \pi} \mathrm{~d} \phi_{k} \cos ^{2} \theta_{k}  \tag{7.3.15}\\
& \times\left\{\sum_{j=1}^{N-1}\left[\left|S_{e, F_{j}}^{(1)}\left(\theta_{k}, \phi_{k}\right)\right|^{2}+\left|S_{h, F_{j}}^{(1)}\left(\theta_{k}, \phi_{k}\right)\right|^{2}\right] W_{j}\left(\theta_{k}, \phi_{k}\right)\right\}
\end{align*}
$$

Also the incident power density is given by $\bar{S}_{\mathrm{i}} \cdot(-\hat{z})=\frac{1}{2 \eta_{1}} \cos \theta_{i}$, therefore the total incoherent reflectivity of the structure becomes

$$
\begin{align*}
\frac{\left\langle\bar{S}_{s}^{(2)} \cdot \hat{z}\right\rangle_{\text {inc }}}{\bar{S}_{\mathrm{i}} \cdot(-\hat{z})} & =\int_{0}^{\pi / 2} \mathrm{~d} \theta_{k} \sin \theta_{k} \int_{0}^{2 \pi} \mathrm{~d} \phi_{k} \frac{k_{1}^{2} \cos ^{2} \theta_{k}}{\cos \theta_{i}}  \tag{7.3.16}\\
& \times\left\{\sum_{j=1}^{N-1}\left[\left|S_{e, F_{j}}^{(1)}\left(\theta_{k}, \phi_{k}\right)\right|^{2}+\left|S_{h, F_{j}}^{(1)}\left(\theta_{k}, \phi_{k}\right)\right|^{2}\right] W_{j}\left(\theta_{k}, \phi_{k}\right)\right\}
\end{align*}
$$

If we define bistatic reflectivity (differential reflectivity) as

$$
\begin{equation*}
\frac{\left\langle\bar{S}_{s}^{(2) \alpha} \cdot \hat{z}\right\rangle_{\text {inc }}}{\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})}=\int_{(2 \pi)^{+}} \mathrm{d} \Omega_{s} \gamma_{\alpha \beta}^{\mathrm{inc}}\left(\theta_{s}, \phi_{s} ; \theta_{i}, \phi_{i}\right) \tag{7.3.17}
\end{equation*}
$$

then

$$
\begin{array}{r}
\gamma_{e \alpha}^{\mathrm{inc}}\left(\theta_{s}, \phi_{s} ; \theta_{i}, \phi_{i}\right)=\frac{k_{1}^{2} \cos ^{2} \theta_{s}}{\cos \theta_{i}} \sum_{j=1}^{N-1}\left|S_{e \alpha, F_{j}}^{(1)}\left(\theta_{s}, \phi_{s} ; \theta_{i}, \phi_{i}\right)\right|^{2} W_{j}\left(\theta_{s}, \phi_{s}\right)  \tag{7.3.18}\\
\gamma_{h \alpha}^{\mathrm{inc}}\left(\theta_{s}, \phi_{s} ; \pi-\theta_{i}, \phi_{i}\right)=\frac{k_{1}^{2} \cos ^{2} \theta_{s}}{\cos \theta_{i}} \sum_{j=1}^{N-1}\left|S_{h \alpha, F_{j}}^{(1)}\left(\theta_{s}, \phi_{s} ; \theta_{i}, \phi_{i}\right)\right|^{2} W_{j}\left(\theta_{s}, \phi_{s}\right)
\end{array}
$$

Similar to the incoherent reflectivity, the incoherent transmissivity can be defined in a similar way,

$$
\left\langle\bar{S}_{t}^{(2)} \cdot(-\hat{z})\right\rangle_{\mathrm{inc}}=\frac{k_{N}^{2}}{2 \eta_{N}} \int_{0}^{\pi / 2} \mathrm{~d} \theta_{k} \sin \theta_{k} \int_{0}^{2 \pi} \mathrm{~d} \phi_{k} \cos ^{2} \theta_{k} \sum_{j=1}^{N-1} W_{j}\left(\theta_{k}, \phi_{k}\right)\left[\left|T_{e, F_{j}}^{(1)}\right|^{2}+\left|T_{h, F_{j}}^{(1)}\right|^{2}\right]
$$

If we define bistatic transmissivity through

$$
\begin{equation*}
\frac{\left\langle\bar{S}_{t}^{(2) \alpha} \cdot(-\hat{z})\right\rangle_{\mathrm{inc}}}{\bar{S}_{\mathrm{i}}^{\beta} \cdot(-\hat{z})}=\int_{(2 \pi)^{-}} \mathrm{d} \Omega_{t} \xi_{\alpha \beta}^{\mathrm{inc}}\left(\theta_{t}, \phi_{t} ; \theta_{i}, \phi_{i}\right) \tag{7.3.19}
\end{equation*}
$$

it yields

$$
\begin{align*}
& \xi_{e \alpha}^{\mathrm{inc}}\left(\theta_{t}, \phi_{t} ; \theta_{i}, \phi_{i}\right)=\frac{\eta_{1}}{\eta_{N}} \frac{k_{N}^{2} \cos ^{2} \theta_{t}}{\cos \theta_{i}} \sum_{j=1}^{N-1} W_{j}\left(\theta_{t}, \phi_{t}\right)\left|T_{e \alpha, F_{j}}^{(1)}\left(\theta_{t}, \phi_{t} ; \theta_{i}, \phi_{i}\right)\right|^{2}  \tag{7.3.20}\\
& \xi_{h \alpha}^{\mathrm{inc}}\left(\theta_{t}, \phi_{t} ; \theta_{i}, \phi_{i}\right)=\frac{\eta_{1}}{\eta_{N}} \frac{k_{N}^{2} \cos ^{2} \theta_{t}}{\cos \theta_{i}} \sum_{j=1}^{N-1} W_{j}\left(\theta_{t}, \phi_{t}\right)\left|T_{h \alpha, F_{j}}^{(1)}\left(\theta_{t}, \phi_{t} ; \theta_{i}, \phi_{i}\right)\right|^{2}
\end{align*}
$$

Here, the coherent and incoherent responses are solutions of Maxwell's equations that originally account for the phase of the fields correctly; if the SPM solution is used, the physical parameters should fall into validity region of SPM. However, any exact solution for a block parameters can also be used as the approach does not rely on the SPM [3, 45].

Under an isotropic correlation function assumption for passive emission from the layered media, the intensity inside the layered media does not depends on $\phi$. Also in this situation the reflectivity and transmissivity of each block depends on $\phi_{i}$ and $\phi_{s}$ through their difference only $\phi_{s}-\phi_{i}$, and we can do the integration over $\phi_{s}$ to redefine the reduced reflectivity (and transmissivity) of the block $\gamma_{1 u}^{\alpha \beta}\left(\theta_{s}, \theta_{i}\right)$ which is independent of azimuth angles as

$$
\begin{equation*}
\gamma_{1 u}^{\alpha \beta}\left(\theta_{s}, \theta_{i}\right)=\int_{0}^{2 \pi} \mathrm{~d} \phi_{s} \gamma_{1 u}^{\alpha \beta}\left(\theta_{s}, \theta_{i} ; \phi_{s}-\phi_{i}\right) \tag{7.3.21}
\end{equation*}
$$

As a result, the reflectivity of the first block when it is excited from the top can be written as

$$
\begin{equation*}
\gamma_{1 u}^{\alpha \beta}\left(\mu_{s}, \mu_{i}\right)=\gamma_{1 u}^{\alpha, \text { coh }} \delta_{\alpha \beta} \delta\left(\mu_{s}-\mu_{i}\right)+\gamma_{1 u}^{\alpha \beta, \text { inc }}\left(\mu_{s}, \mu_{i}\right) \tag{7.3.22}
\end{equation*}
$$

Here, $\mu_{i, s}=\cos \theta_{i, s}$. Following these procedures, all other scattering functions can similarly be cast into the same form as Eq. 7.3.22. If the problem is not isotropic or we are interested in active remote sensing (response due to an excitation at given incident angle $\theta_{i}, \phi_{i}$ ), the dependence of scattering functions on $\phi_{i}$ and $\phi_{s}$ should be preserved.

### 7.4 Incoherent Connection of Blocks

Processes representing the reflection and transmission of intensity between two blocks are depicted in Fig. 7.2. Assuming a $\beta$ - polarized intensity impinging on the first block in direction $\theta_{i}$, we have a diffuse upward scattered intensity $I_{s}\left(\theta_{s}\right)$ back into the top medium of block 1 and a transmitted intensity $I_{t}\left(\theta_{t}\right)$ down to bottom of the block 2. Between blocks there exist overall upward and downward going $\alpha$-polarized intensities in direction $\theta$ denoted by $I_{u}^{\alpha}(\theta)$ and $I_{d}^{\alpha}(\theta)$. If we can solve for the scattered and transmitted intensities In the presence of two blocks ( $I_{s}^{\alpha}$ and $I_{t}^{\alpha}$ in Fig. 7.2), then the reflectivity $\tilde{\gamma}_{u}^{\alpha \beta}$ and transmissivity $\tilde{\xi}_{u}^{\alpha \beta}$ of the equivalent block when it is excited from the top $(u)$ would be

$$
\begin{equation*}
\tilde{\gamma}_{u}^{\alpha \beta}\left(\theta_{s}, \theta_{i}\right)=\frac{I_{s}^{\alpha}\left(\theta_{s}\right)}{I_{i}^{\beta}\left(\theta_{i}\right)}, \quad \tilde{\xi}_{u}^{\alpha \beta}\left(\theta_{t}, \theta_{i}\right)=\frac{I_{t}^{\alpha}\left(\theta_{t}\right)}{I_{i}^{\beta}\left(\theta_{i}\right)} \tag{7.4.1}
\end{equation*}
$$

In order to connect the intensities, the reflectivity and transmissivity of each block when the block is excited from the top as well as bottom is required (Fig. 7.2). When block 1 is excited from the top region, relevant scattering functions are $\gamma_{1, u}^{\alpha \beta}$ and $\xi_{1, u}^{\alpha \beta}$ and obtained by the coherent solution of block 1. By invoking energy conservation, the different intensities


Figure 7.2: Incoherent connection of two blocks through the intensities. Overall upward and downward intensities in between blocks are $I_{u}^{\alpha}(\theta)$ and $I_{d}^{\alpha}(\theta)$, respectively.
are related through

$$
\begin{align*}
& I_{s}^{\alpha}(\mu)=\sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime}\left[\xi_{1 d}^{\alpha \beta}\left(\mu, \mu^{\prime}\right) I_{u}^{\beta}\left(\mu^{\prime}\right)+\gamma_{1 u}^{\alpha \beta}\left(\mu, \mu^{\prime}\right) I_{i}^{\beta}\left(\mu^{\prime}\right)\right] \\
& I_{d}^{\alpha}(\mu)=\sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime}\left[\xi_{1 u}^{\alpha \beta}\left(\mu, \mu^{\prime}\right) I_{i}^{\beta}\left(\mu^{\prime}\right)+\gamma_{1 d}^{\alpha \beta}\left(\mu, \mu^{\prime}\right) I_{u}^{\beta}\left(\mu^{\prime}\right)\right] \\
& I_{u}^{\alpha}(\mu)=\sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime} \gamma_{2 u}^{\alpha \beta}\left(\mu, \mu^{\prime}\right) I_{d}^{\beta}\left(\mu^{\prime}\right) \\
& I_{t}^{\alpha}(\mu)=\sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime} \xi_{2 u}^{\alpha \beta}\left(\mu, \mu^{\prime}\right) I_{d}^{\beta}\left(\mu^{\prime}\right) \tag{7.4.2}
\end{align*}
$$

The system of equations (7.4.2) provides a direct determination of the coupling intensities on the left hand side given the intensities determined from a single block solution on the right hand side. Therefore the quantities on the left are directly determined from those on the right. For example, from Eq. 7.4.2, the total scattered $\alpha$-polarized intensity is a result of direct reflection of the incident intensity plus the transmission of upward going intensity $I_{u}^{\beta}$ through block 1 (from its bottom) by $\xi_{1 d}^{\alpha \beta}$.

The energy conservation relations of Eqs. 7.4.2 constitute a system of coupled integral equations for $I_{d}$ and $I_{u}$. By eliminating $I_{u}$ we have

$$
\begin{align*}
I_{d}^{\alpha}(\mu) & =\sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime} \xi_{1 u}^{\alpha \beta}\left(\mu, \mu^{\prime}\right) I_{i}^{\beta}\left(\mu^{\prime}\right)  \tag{7.4.3}\\
& +\sum_{\beta, \eta} \int_{0}^{1} \mathrm{~d} \mu^{\prime} \int_{0}^{1} \mathrm{~d} \mu^{\prime \prime} \gamma_{1 d}^{\alpha \beta}\left(\mu, \mu^{\prime}\right) \gamma_{2 u}^{\beta \eta}\left(\mu^{\prime}, \mu^{\prime \prime}\right) I_{d}^{\eta}\left(\mu^{\prime \prime}\right)
\end{align*}
$$

The intermediate intensities $I_{u}$ and $I_{d}$ satisfy the multiple scattering equation Eq. 7.4.3. In order to solve it, we decompose each intensity in the problem into three terms, $I(\mu)=$ $I^{(0)}(\mu)+I^{(1)}(\mu)+I^{(2)}(\mu)$ where the superscript shows total number of non-specular reflections and/or transmissions. The term with the (0) superscript corresponds to specular intensities that are related to specular reflection and transmission of the incident intensity from the boundaries of blocks. The first order intensity (1) contains just one bistatic (incoherent) reflection/transmission combined with specular reflection or transmission from other boundaries. The second order term (2) is a consequence of one bistatic reflection/transmission followed by another bistatic reflection/transmission. This expansion accounts for diffuse scattering up to the second order of diffuse multiple scattering and other higher order mechanisms can be neglected (as these are very small for the perturbative case). The system of Eq. 7.4.2 can then be solved for $I_{u}$ and $I_{d}$ by balancing orders of multiple scattering (collecting terms of the same order of diffuse scattering). Once the intermediate intensities are found, the reflected and transmitted intensities can be evaluated by the first and last relations of Eq. 7.4.2.

### 7.4.1 Zeroth Order Intensities

The zeroth order intensity is result of specular reflection at all of the boundaries. Balancing Eqs. (7.4.3) up to the zeroth order and noting that $I_{i}^{\alpha}(\mu)=I_{i} \delta\left(\mu-\mu_{i}\right)$, all the intensities become specular and

$$
\begin{align*}
& I_{s}^{(0) \alpha}\left(\mu_{s}\right)=\xi_{1 d}^{\alpha, \operatorname{coh}}\left(\mu_{s}, \mu_{I}\right) I_{u}^{(0) \alpha}\left(\mu_{I}\right)+\gamma_{1 u}^{\alpha, \operatorname{coh}}\left(\mu_{s}, \mu_{i}\right) I_{i}^{\alpha}\left(\mu_{i}\right)  \tag{7.4.4}\\
& I_{d}^{(0) \alpha}\left(\mu_{I}\right)=\xi_{1 u}^{\alpha, \operatorname{coh}}\left(\mu_{I}, \mu_{i}\right) I_{i}^{\alpha}+\gamma_{1 d}^{\alpha, \operatorname{coh}}\left(\mu_{I}, \mu_{I}\right) I_{u}^{(0) \alpha}\left(\mu_{I}\right) \\
& I_{u}^{(0) \alpha}\left(\mu_{I}\right)=\gamma_{2 u}^{\alpha, \operatorname{coh}}\left(\mu_{I}, \mu_{I}\right) I_{d}^{(0) \alpha}\left(\mu_{I}\right) \\
& I_{t}^{(0) \alpha}\left(\mu_{t}\right)=\xi_{2 u}^{\alpha, \operatorname{coh}}\left(\mu_{t}, \mu_{I}\right) I_{d}^{(0) \alpha}\left(\mu_{I}\right)
\end{align*}
$$

where $\mu_{I}=\cos \theta_{I}$ and $\theta_{I}$ is the specular direction of propagation in the intermediate layer which is phased matched to the incident intensity in the direction $\theta_{i}$. From now on, when the argument of the coherent reflection/transmission is not mentioned explicitly, it is understood that it is evaluated in the corresponding specular direction. Note that the coherent reflection coefficients here include the reflection coefficient corrections due to the roughness of the blocks. Solving for the zeroth order intermediate intensities

$$
\begin{align*}
& I_{d}^{(0) \alpha}\left(\mu_{I}\right)=\frac{\xi_{1 u}^{\alpha, c o h}\left(\mu_{I}, \mu_{i}\right)}{D^{\alpha}\left(\mu_{I}\right)} I_{i}^{\alpha}\left(\mu_{i}\right)  \tag{7.4.5}\\
& I_{u}^{(0) \alpha}\left(\mu_{I}\right)=\frac{\gamma_{2 u}^{\alpha, c o h}\left(\mu_{I}, \mu_{I}\right) \xi_{1 u}^{\alpha, \text { coh }}\left(\mu_{I}, \mu_{i}\right)}{D^{\alpha}\left(\mu_{I}\right)} I_{i}^{\alpha}\left(\mu_{i}\right) \tag{7.4.6}
\end{align*}
$$

Here, $D^{\alpha}\left(\mu_{I}\right)=1-\gamma_{1 d}^{\alpha, \text { coh }}\left(\mu_{I}, \mu_{I}\right) \gamma_{2 u}^{\alpha, \text { coh }}\left(\mu_{I}, \mu_{I}\right)$ and is responsible for multiple reflections between the blocks. Then, the zeroth order reflected and transmitted intensities are given by

$$
\begin{align*}
& I_{s}^{(0) \alpha}=\left[\xi_{1 d}^{\alpha, \operatorname{coh}} \frac{\gamma_{2 u}^{\alpha, \mathrm{coh}} \xi_{1 u}^{\alpha, \mathrm{coh}}}{D^{\alpha}}+\gamma_{1 u}^{\alpha, \operatorname{coh}}\right] I_{i}^{\alpha}  \tag{7.4.7}\\
& I_{t}^{(0) \alpha}=\xi_{2 u}^{\alpha, \operatorname{coh}} \frac{\xi_{1 u}^{\alpha, \mathrm{coh}}}{D^{\alpha}} I_{i}^{\alpha}
\end{align*}
$$

This is identical to the traditional multi-layer Radiative Transfer solution [115].

### 7.4.2 First order intensities

Balancing (7.4.2) up to the first order terms for a general direction of $\mu$, we obtain

$$
\begin{align*}
& I_{d}^{(1) \alpha}(\mu)=\sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime}\left[\gamma_{1 d}^{\alpha \beta, \text { inc }}\left(\mu, \mu^{\prime}\right) I_{u}^{(0) \beta}\left(\mu^{\prime}\right)+\gamma_{1 d}^{\alpha, \text { coh }}\left(\mu, \mu^{\prime}\right) I_{u}^{(1) \alpha}\left(\mu^{\prime}\right)+\xi_{1 u}^{\alpha \beta, \text { inc }}\left(\mu, \mu^{\prime}\right) I_{i}^{\beta}\left(\mu^{\prime}\right)\right]  \tag{7.4.8}\\
& I_{u}^{(1) \alpha}(\mu)=\sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime}\left[\gamma_{2 u}^{\alpha \beta, \text { inc }}\left(\mu, \mu^{\prime}\right) I_{d}^{(0) \beta}\left(\mu^{\prime}\right)+\gamma_{2 u}^{\alpha, \operatorname{coh}}\left(\mu, \mu^{\prime}\right) I_{d}^{(1) \alpha}\left(\mu^{\prime}\right)\right]
\end{align*}
$$

Using the fact that all of the zeroth order intensities are specular, the integrations can be performed to obtain

$$
\begin{align*}
I_{u}^{(1) \alpha}(\mu) & =\sum_{\beta}\left\{\gamma_{2 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{I}\right) \frac{\xi_{1 u}^{\beta, \mathrm{coh}}}{D^{\beta}\left(\mu_{I}\right)}+\frac{\gamma_{2 u}^{\alpha, \mathrm{coh}}(\mu, \mu)}{D^{\alpha}(\mu)}\left[\xi_{1 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{i}\right)+\frac{\xi_{1 u}^{\beta, \mathrm{coh}}}{D^{\beta}\left(\mu_{I}\right)}\left(\gamma_{2 u}^{\beta, \mathrm{coh}}\right.\right.\right.  \tag{7.4.9}\\
& \left.\left.\left.\times \gamma_{1 d}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{I}\right)+\gamma_{1 d}^{\alpha, \mathrm{coh}}(\mu, \mu) \gamma_{2 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{I}\right)\right)\right]\right\} I_{0}^{\beta} \\
I_{d}^{(1) \alpha}(\mu) & =\frac{1}{D^{\alpha}(\mu)} \sum_{\beta}\left[\xi_{1 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{i}\right)+\frac{\xi_{1 u}^{\beta, \mathrm{coh}}}{D^{\beta}\left(\mu_{I}\right)}\left(\gamma_{2 u}^{\beta, \mathrm{coh}} \gamma_{1 d}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{I}\right)\right.\right. \\
& \left.\left.+\gamma_{1 d}^{\alpha, \text { coh }}(\mu, \mu) \gamma_{2 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{I}\right)\right)\right] I_{0}^{\beta}
\end{align*}
$$

Inserting the first order intermediate intensities and balancing the scattered and transmitted intensity expression of Eq. 7.4 .2 to the first order of multiple scattering gives

$$
\begin{align*}
& I_{s}^{(1) \alpha}(\mu)=\sum_{\beta}\left[\gamma_{1 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{i}\right)+\xi_{1 d}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{I}\right) \frac{\xi_{1 u}^{\beta, \mathrm{coh}} \gamma_{2 u}^{\beta, \mathrm{coh}}}{D^{\beta}}\right. \\
& + \\
& +\xi_{1 d}^{\alpha, \mathrm{coh}}(\mu)\left\{\gamma_{2 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{I}\right) \frac{\xi_{1 u}^{\beta, \mathrm{coh}}}{D^{\beta}}+\frac{\gamma_{2 u}^{\alpha, \mathrm{coh}}(\mu)}{D^{\alpha}(\mu)}\left[\xi_{1 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{i}\right)+\frac{\xi_{1 u}^{\beta, \mathrm{coh}}}{D^{\beta}}\left(\gamma_{2 u}^{\beta, \mathrm{coh}} \gamma_{1 d}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{I}\right)\right.\right.\right.  \tag{7.4.10}\\
& \left.\left.\left.\left.+\gamma_{1 d}^{\alpha, \mathrm{coh}}(\mu) \gamma_{2 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{I}\right)\right)\right]\right\}\right] I_{0}^{\beta} \\
& I_{t}^{(1) \alpha}(\mu)=\sum_{\beta}\left[\xi_{2 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{I}\right) \frac{\xi_{1 u}^{\beta, \mathrm{coh}}}{D^{\beta}}+\frac{\xi_{2 u}^{\alpha, \mathrm{coh}}(\mu)}{D^{\alpha}(\mu)}\left\{\xi_{1 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{i}\right)\right.\right.  \tag{7.4.11}\\
& \left.\left.\quad+\frac{\xi_{1 u}^{\beta, \mathrm{coh}}}{D^{\beta}}\left(\gamma_{2 u}^{\beta, \mathrm{coh}} \gamma_{1 d}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{I}\right)+\gamma_{1 d}^{\alpha, \mathrm{coh}}(\mu) \gamma_{2 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{I}\right)\right)\right\}\right] I_{0}^{\beta}
\end{align*}
$$

Several mechanism of scattering involving combinations of coherent/incoherent scattering and transmission of intensity at the boundaries of the two blocks are apparent in these results, including 1- Diffuse scattering of the incident intensity by $\gamma_{1 u}^{\alpha \beta, \text { inc }}\left(\mu, \mu_{I}\right) ; 2$ - Specular transmission through block $1 \xi_{1 u}^{\beta, \text { coh }}$ followed by another specular reflection off block 2 $\gamma_{2 u}^{\beta, \text { coh }}$ and finally, diffuse transmission through block 1 to the direction $\mu$ by $\xi_{1 d}^{\alpha \beta \text {,inc }}\left(\mu, \mu_{I}\right)$; 3- Specular transmission through block $1 \xi_{1 u}^{\beta, \text { coh }}$, diffuse reflection off block $2 \gamma_{2 u}^{\alpha \beta \text {,inc }}\left(\mu, \mu_{I}\right)$ followed by a specular transmission in direction $\mu$ to the top region $\xi_{1 d}^{\alpha, \text { coh }}(\mu) ; 4$ - Diffuse transmission through block 1 by $\xi_{1 u}^{\alpha \beta \text { inc }}\left(\mu, \mu_{i}\right)$, followed by specular reflection off block 2 $\xi_{2 u}^{\alpha, \mathrm{coh}}(\mu)$ and another specular transmission to the top region $\xi_{1 d}^{\alpha, \mathrm{coh}}(\mu) ; 5$ - Specular transmission through block $1 \xi_{1 u}^{\beta, \text { coh }}$, then a specular reflection off block $2 \gamma_{2 u}^{\beta \text { coh }}$ then a diffuse reflection off the bottom of block $1 \gamma_{1 d}^{\alpha \beta \text {,inc }}\left(\mu, \mu_{I}\right)$, followed by another specular reflection from block $2 \gamma_{2 u}^{\alpha, \text { coh }}(\mu)$ and finally, specular transmission through block 1 to the top region $\xi_{1 d}^{\alpha, \text { coh }}(\mu) ; 6$ - The same process as 5 but here the intensity is reflected incoherently from block 2.

### 7.4.3 Second Order Intensities

Balancing Eq. 7.4 .2 for the intermediate intensities $I_{u}$ and $I_{d}$ up to the second order of multiple scattering and substituting the specular scattering solution (zeroth order) we arrive at

$$
\begin{align*}
I_{d}^{(2) \alpha}(\mu)=\frac{1}{D^{\alpha}(\mu)} \sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime} & {\left[\gamma_{1 d}^{\alpha \beta, \text { inc }}\left(\mu, \mu^{\prime}\right) I_{u}^{(1) \beta}\left(\mu^{\prime}\right)\right.} \\
& \left.+\gamma_{1 d}^{\alpha, \text { coh }}(\mu, \mu) \gamma_{2 u}^{\alpha \beta, \text { inc }}\left(\mu, \mu^{\prime}\right) I_{d}^{(1) \beta}\left(\mu^{\prime}\right)\right]  \tag{7.4.12}\\
I_{u}^{(2) \alpha}(\mu)=\frac{1}{D^{\alpha}(\mu)} \sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime} & {\left[\gamma_{2 u}^{\alpha \beta, \text { inc }}\left(\mu, \mu^{\prime}\right) I_{d}^{(1) \beta}\left(\mu^{\prime}\right)\right.} \\
& \left.+\gamma_{2 u}^{\alpha, \text { coh }}(\mu, \mu) \gamma_{1 d}^{\alpha \beta, \text { inc }}\left(\mu, \mu^{\prime}\right) I_{u}^{(1) \beta}\left(\mu^{\prime}\right)\right] \tag{7.4.13}
\end{align*}
$$

Since the incident intensity does not enter into the second order multiple scattering directly, the second order equation of the intermediate intensities is symmetric under the transformation $(u \leftrightarrow d)$ and (block $1 \leftrightarrow$ block 2). The first order solution is known and it is not required to explicitly find $I_{u}^{(2) \alpha}(\mu)$ and $I_{d}^{(2) \alpha}(\mu)$. Instead the second order scattered intensity can be written in terms of the first order intermediate intensities,

$$
\begin{align*}
I_{s}^{(2) \alpha}(\mu) & =\sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime} \xi_{1 d}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu^{\prime}\right) I_{u}^{(1) \beta}\left(\mu^{\prime}\right)  \tag{7.4.14}\\
& +\frac{\xi_{1 d}^{\alpha, \mathrm{coh}}(\mu)}{D^{\alpha}(\mu)} \sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime}\left[\gamma_{2 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu^{\prime}\right) I_{d}^{(1) \beta}\left(\mu^{\prime}\right)+\gamma_{2 u}^{\alpha, \text { coh }}(\mu) \gamma_{1 d}^{\alpha \beta, \text { inc }}\left(\mu, \mu^{\prime}\right) I_{u}^{(1) \beta}\left(\mu^{\prime}\right)\right]
\end{align*}
$$

and for the second order transmitted intensity

$$
\begin{align*}
I_{t}^{(2) \alpha}(\mu) & =\sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime} \xi_{2 u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu^{\prime}\right) I_{d}^{(1) \beta}\left(\mu^{\prime}\right)  \tag{7.4.15}\\
& +\frac{\xi_{2 u}^{\alpha, \mathrm{coh}}(\mu)}{D^{\alpha}(\mu)} \sum_{\beta} \int_{0}^{1} \mathrm{~d} \mu^{\prime}\left[\gamma_{1 d}^{\alpha \beta, \text { inc }}\left(\mu, \mu^{\prime}\right) I_{u}^{(1) \beta}\left(\mu^{\prime}\right)+\gamma_{1 d}^{\alpha, \text { coh }}(\mu) \gamma_{2 u}^{\alpha \beta, \text { inc }}\left(\mu, \mu^{\prime}\right) I_{d}^{(1) \beta}\left(\mu^{\prime}\right)\right]
\end{align*}
$$

### 7.5 Equivalent Block parameters

After finding all scattered and transmitted intensities up to the second order, we can find the equivalent reflectivity and transmissivity of the combination of the two blocks.

### 7.5.1 Coherent Reflection and Transmission

By the way that the intensities are decomposed into different orders, only the zeroth order intensity is concentrated in the specular direction. Thus for the combination of two blocks, the overall reflectivity $\tilde{\gamma}_{u}^{\alpha, c o h}$ and transmissivity $\tilde{\xi}_{u}^{\alpha, \text { coh }}$ when excited from the top can be found as

$$
\begin{align*}
& \tilde{\gamma}_{u}^{\alpha, \mathrm{coh}}=\frac{I_{s}^{(0) \alpha}}{I_{0}^{\alpha}}=\xi_{1 d}^{\alpha, \mathrm{coh}} \frac{\xi_{1 u}^{\alpha, \mathrm{coh}} \gamma_{2 u}^{\alpha, \mathrm{coh}}}{1-\gamma_{1 d}^{\alpha, \operatorname{coh}} \gamma_{2 u}^{\alpha, \mathrm{coh}}}+\gamma_{1 u}^{\alpha, \mathrm{coh}}  \tag{7.5.1}\\
& \tilde{\xi}_{u}^{\alpha, \mathrm{coh}}=\frac{I_{t}^{(0) \alpha}}{I_{0}^{\alpha}}=\xi_{2 u}^{\alpha, \mathrm{coh}} \frac{\xi_{1 u}^{\alpha, \mathrm{coh}}}{1-\gamma_{1 d}^{\alpha, \operatorname{coh}} \gamma_{2 u}^{\alpha, \mathrm{coh}}}
\end{align*}
$$

at zeroth order. Here all the single block coherent responses should be evaluated at the corresponding specular direction. In order to find equivalent coherent parameters when the combined block is excited from the bottom, $\tilde{\gamma}_{d}^{\alpha, \text { coh }}$ and $\tilde{\xi}_{d}^{\alpha, \text { coh }}$, we can make the changes $1 u \Longleftrightarrow 2 d$ and $2 u \Longleftrightarrow 1 d$ in the top excited parameters to obtain

$$
\begin{align*}
& \tilde{\gamma}_{d}^{\alpha, \mathrm{coh}}=\xi_{2 u}^{\alpha, \operatorname{coh}} \frac{\xi_{2 d}^{\alpha, \mathrm{coh}} \gamma_{1 d}^{\alpha, \mathrm{coh}}}{1-\gamma_{1 d}^{\alpha, \operatorname{coh}} \gamma_{2 u}^{\alpha, \operatorname{coh}}}+\gamma_{2 d}^{\alpha, \mathrm{coh}}  \tag{7.5.2}\\
& \tilde{\xi}_{d}^{\alpha, \mathrm{coh}}=\xi_{1 d}^{\alpha, \operatorname{coh}} \frac{\xi_{2 d}^{\alpha, \operatorname{coh}}}{1-\gamma_{1 d}^{\alpha, \operatorname{coh}} \gamma_{2 u}^{\alpha, \operatorname{coh}}}
\end{align*}
$$

Note that reciprocity mandates that $\xi_{1 d}=\xi_{1 u}$ and $\xi_{2 d}=\xi_{2 u}$ and for the equivalent block results $\tilde{\xi}_{d}^{\alpha, c o h}=\tilde{\xi}_{u}^{\alpha, \text { coh }}$; this means that combined response satisfies reciprocity.

### 7.5.2 Incoherent Reflection and Transmission

Bistatic (diffuse) reflection and transmission are included in the first and second order intensity terms. Therefore the incoherent response of the equivalent block is

$$
\begin{align*}
& \tilde{\gamma}_{u}^{\alpha \beta, \mathrm{inc}}\left(\mu, \mu_{i}\right)=\frac{I_{s}^{(1) \alpha}(\mu)+I_{s}^{(2) \alpha}(\mu)}{I_{0}^{\beta}\left(\mu_{i}\right)}  \tag{7.5.3}\\
& \tilde{\xi}_{u}^{\alpha \beta, \text { inc }}\left(\mu, \mu_{i}\right)=\frac{I_{t}^{(1) \alpha}(\mu)+I_{t}^{(2) \alpha}(\mu)}{I_{0}^{\beta}\left(\mu_{i}\right)}
\end{align*}
$$

In order to obtain the downward terms $\tilde{\gamma}_{d}^{\alpha \beta, \text { inc }}\left(\mu, \mu_{i}\right)$ and $\tilde{\xi}_{d}^{\alpha \beta, \text { inc }}\left(\mu, \mu_{i}\right)$ for the combined block, it suffices to change $1 u \Longleftrightarrow 2 d$ and $2 u \Longleftrightarrow 1 d$ in the expressions for the intensities.

### 7.6 Numerical Validation

Now, in order to implement the partially coherent approach for the rough layered media, consider two blocks, each of which includes $N_{B}=32$ layers (for each block the top and bottom half spaces are vacuum) with an average block length of $\bar{L}_{B} \approx 15 \lambda_{i}$ and a Gaussian dielectric profile along $z$ where $\lambda_{i}$ is the free space wavelength. Parameters of the permittivity process are given by correlation length $\ell_{\varepsilon}=\lambda_{i} \ll \bar{L}_{B}$, variance scaling factor $\Delta=0.1$, damping factor $\alpha=30 \lambda_{i}$, and average dielectric constant of $\varepsilon_{r}=1.7$ for the given process in Eq. 7.2.1. A realization of the dielectric constant profile of the first block is depicted in Fig. 7.3.


Figure 7.3: A realization of the dielectric constant profile of the first block.
Each rough interface is a Gaussian process $f(x, y)$ with correlation length of $\ell_{s}=1.5 \lambda_{i}$ and RMS height of $h_{s}=0.03 \lambda_{i}$. For the coherent solution of each block, the SPM2 is used as a full wave solution because the surface roughness satisfies the SPM criteria [25, 35]. The block reflectivities and transmissivities obtained by the SPM enter into the cascading procedure of Sec. 7.4. A detailed derivation of the SPM for a layered medium can be found in [80].

In order to evaluate the performance of the partially coherent cascading approach, we compare the incoherently combined solution of two blocks of 32 layers with the coherent response of the concatenated structure with 63 layers (two vacuum half spaces of the two blocks are merged together). A Monte-Carlo simulation over dielectric profiles is performed over 100 realizations for each block of 30 layers; for the concatenated block of 62 layers 900 realizations were used to reach the same level of convergence.

Figure 7.4 plots the specular reflectivity of the structure obtained by the full wave (coherent) solution of the structure versus the result of partially coherent cascading of the two blocks. Also the response of the media when all of the interfaces are flat is indicated in Fig. 7.4 that shows significance of surface roughness contribution in the specular reflectivities. The partially coherent cascading approach is in good agreement with the full wave solution for both polarizations. The difference between specular reflectivity obtained by partially coherent and the full wave solution (absolute error) is always less than -20 dB and is shown in Fig. 7.5. The small difference between two approaches is due to the residual randomness as well as the approximation made in neglecting the phase.


FIGURE 7.4: Specular reflectivity $\left(\gamma_{u}^{h, c o h}\right)$ of the cascaded block with partially coherent approach (P.C) compared to coherent solution of reflectivity (C) versus incident angle when it is excited from the top for $\mathrm{TE}(e)$ and $\mathrm{TM}(h)$ polarizations.


Figure 7.5: Absolute error in the specular reflectivity $\gamma_{u}^{h, \text { coh }}$ of the cascaded block obtained by the partially coherent approach versus incident angle when the structure is excited from the top for $\mathrm{TE}(e)$ and $\mathrm{TM}(h)$ polarizations.

Figures 7.6, and 7.7 compare co-polarized $\gamma_{u}^{e e, \text { inc }}\left(\theta_{s}, \theta_{i}\right)$ and cross-polarized $\gamma_{u}^{h e, \text { inc }}\left(\theta_{s}, \theta_{i}\right)$ bistatic reflectivity of the structure in dB obtained by the two methods (right: Partially coherent, left: Full wave) when excited from the top with a $e$-polarized (TE) plane wave in the direction $\theta_{i}$. Figures, 7.8 , and 7.9 similarly compare co-polarized and cross-polarized responses in dB for $h$-polarized (TM) excitation.

The greatest discrepancy between the full wave and partially coherent bistatic solutions is observed for the co-polarized response of $\gamma_{u}^{e e, \text { inc }}\left(\theta_{s}, \theta_{i}\right)$. The difference of partially coherent approach and the exact solution for TE bistatic co-polarized reflectivity is shown in Fig. 7.10 in dB . The absolute error in the pattern is approximately always less than -20 dB over all incident and scattered angles.

Regarding the computational cost, full wave solution for 63 layers approximately takes 8 times more CPU time than a block of length 32 layers. Including the fact that we need to solve for both top and bottom excitations for each block to cascade them, this gives a


Figure 7.6: Bistatic (incoherent) co-polarized reflectivity $\gamma_{u}^{e e, \text { inc }}\left(\theta_{s}, \theta_{i}\right)$ of the structure as a function of incident and scattered angles when it is excited by TE-polarized plane wave from the top. Cascaded block with partially coherent approach on the right compared to coherent solution on the left side.


Figure 7.7: Bistatic (incoherent) cross-polarized reflectivity $\gamma_{u}^{h e, \text { inc }}\left(\theta_{s}, \theta_{i}\right)$ of the structure as a function of incident and scattered angles when it is excited by TEpolarized plane wave from the top. Cascaded block with partially coherent approach on the right compared to coherent solution on the left side.
factor of two in CPU time in favor of partially coherent approach for a single realization computation. Considering the required number of realizations to get convergent solution, the full wave solution is averaged over 900 realizations while partially coherent requires $2 \times 100$ realizations to converge (accounting for the top/bottom excitations separately). This also gives a factor of 3.5 in CPU time and totally there is a factor of 7 reduction in CPU time by using the partially coherent scheme for this particular example. For larger problems the difference in CPU time between the full wave and partially coherent cascading approach grows much faster [79, 116, 117].

Comparison of the bistatic and specular reflectivities shows that the partially coherent approach is applicable as a substitution for the full wave response with a lower computational cost and the same level of accuracy. It is worth mentioning that although the energy conservation relation (7.4.2) is used to connect the block responses, the method can be applied to lossy layered media as well, as long as the connecting layer between the blocks is lossless (this is where the energy conservation is invoked). In addition, this method can


Figure 7.8: Bistatic (incoherent) co-polarized reflectivity $\gamma_{u}^{h h, \text { inc }}\left(\theta_{s}, \theta_{i}\right)$ of the structure as a function of incident and scattered angles when it is excited by TM-polarized plane wave from the top. Cascaded block with partially coherent approach on the right compared to coherent solution on the left side.


Figure 7.9: Bistatic (incoherent) cross-polarized reflectivity $\gamma_{u}^{e h, \text { inc }}\left(\theta_{s}, \theta_{i}\right)$ of the structure as a function of incident and scattered angles when it is excited by TMpolarized plane wave from the top. Cascaded block with partially coherent approach on the right compared to coherent solution on the left side.
be recursively used to find the response of an arbitrary number of blocks.

### 7.7 Conclusion

The results of this chapter show that for the case of a layered medium in presence of randomness in the permittivity, the layered medium can be separated into blocks having lengths on the order of multiple correlation length of the permittivity random process. Solutions for the scattering and emission can then be performed by incoherently cascading the intensities of blocks without losing accuracy. This approach is efficient in the case of a layered media with large number of layers that possess fluctuating permittivity or other kind of randomness.


Figure 7.10: Absolute error in the bistatic (incoherent) co-polarized reflectivity $\gamma_{u}^{e e, \text { inc }}\left(\theta_{s}, \theta_{i}\right)$ of the structure as a function of incident and scattered angles when it is excited by TE-polarized plane wave from the top, in dB .

## Chapter 8

## Fast and Broadband Computation of Green's Function in Cavity Resonator of Irregular Shape Using Imaginary Wave Number Extraction Technique

### 8.1 Introduction

The Green's function is a fundamental tool in analysis of every physical system and it provides an in depth insight to the dynamical behavior of the system. Based on this, obtaining the Green's function for a given system is as difficult as solving the problem directly. However, since the Green's function can determine response of the system to an arbitrary excitation it contains more informations about the system than the solution of the dynamical variable like the wave function. The Green's function is the collective response of all the resonant wave function in a unique way such that it is closely related to the spatial distribution of the density of states.

In particular, Green's function are important in electromagnetics as it provides the response for an arbitrary distribution of source. They are also useful for formulating the integral equations for various boundary value problems. Commonly used Green's functions include free space Green's functions, periodic Green's functions for empty periodic lattices, and Green's functions of regular geometry such as a sphere or cylinder, Green's functions of layered media, etc [118-121].

Recently we developed techniques of broad band Green's functions with low wavenumber extractions (BBGFL) that calculate Green's functions for more general irregular geometry and for periodic structures including the scatterers [122, 122].

For 2D waveguide and cavity problems, the essence of the BBGFL technique consists of 3 major steps. The first step is to start with the rectangular waveguide broadband Green's function. The hybrid representation of the rectangular waveguide Green's function consists of the sum of a low wavenumber extraction to accelerate the convergence of the modal expansion and the sum of modal terms, requiring much smaller number of modes to converge. In step 2, using the hybrid representation of the rectangular Greens function in a surface integral equation of irregular waveguide, a linear eigenvalue problem is formulated that rapidly calculate the modes of the irregular shaped waveguide. The modal functions of
the irregular shaped waveguide have a hybrid representation of the summation of boundary contributions and the modal expansions of the rectangular waveguide wave functions. The hybrid representation requires less number of modes in the modal expansion. In step 3 , the Green's functions of irregular shaped waveguide are expressed as a hybrid representation of summation of a low wavenumber extraction part plus a spectral expansions in terms of the irregular shaped waveguide modes.

In this paper, the BBGFL technique is extended to 3 D problems for the first time for irregular shaped cavity. In addition, instead of using low real wavenumber extraction, an imaginary wavenumber extraction is applied which is computationally more efficient and is also robust.

The Green's function of an irregular cavity resonator with perfect electric walls is studied. This irregularity in the geometry can be anything in general (defect in the surface boundary, loaded cavity etc.) In some cases, specially in designs, the behavior of the system response over a wide bandwidth is desired. This Green's function has many applications in designing the micro cavities [123], and irregular shaped quantum well [124, 125] where the density of surface states and spontaneous emission can be controlled by designing the Green's function.

The proposed method in this paper can provides the Green's function of the irregular cavity over a wide band of frequency with lower computational cost compare to the conventional approaches. In addition, this semi-analytical solution provides deeper insight and is better suited for manipulations and designs.

The method is based on a hybrid spatial-spectral eigen-function expansion with imaginary wave number extraction. The extraction at imaginary wave number captures the singularity of the Green's function such that the rest would have a regular characteristics even at the source location. In order to find the eigen-modes of the irregular cavity, a linear eigenvalue problem will be formulated that gives a hybrid spatial-spectral representation of the eigen-functions. The main point here is that this eigenvalue problem is linear (the involved operators are not function of eigenvalues). The method has been applied to variety of structure like Green's function in a waveguides with arbitrary cross section [126], Green's function for the photonic crystals and metamaterials including the scatterers (and also defects) [127, 128] where the Green's function is expressed in terms of the accelerated photonic bands eigen-functions.

Previously, people used different kinds of extractions. The BIRME method [129-131] uses the extraction of the static Green's function to accelerate convergence of eigen-function expansion; instead, the BBGFL $[122,132]$ uses extraction of the Green's function at a low but non-zero wave number $k_{L}$ to accelerate the convergence. It will be shown that the extraction of the Green's function at an imaginary wave number is superior to both DC and low wave number extractions.

### 8.2 Broadband Green's Function

### 8.2.1 Eigenfunction expansion of the Green's function

Consider the wave equation operator $\mathcal{L}=\nabla^{2}$ acting on Hilbert space $V$ with prescribed boundary conditions on $\mathcal{L}$ such that $\mathcal{L}$ is a self-adjoint (Hermitian) operator in $V$. For example radiation condition at infinity for unbounded space or Dirichlet/Neumann boundaries
for finite spaces make $\mathcal{L}$ Hermitian. The eigen-value equation reads

$$
\begin{equation*}
\nabla^{2} \psi_{n}=-k_{n}^{2} \psi_{n} \tag{8.2.1}
\end{equation*}
$$

Here, $\psi$ is eigenfunction and $-k^{2}$ is corresponding eigenvalue (since $\nabla^{2}$ is a negative definite operator, the eigenvalues are chosen with an extra minus sign). According to the StormLiouvill theorem, eigenfunctions of this Hermitian operator are orthogonal with respect to the following inner product on $V$,

$$
\begin{equation*}
\left\langle\psi_{m}, \psi_{n}\right\rangle=\int_{V} \mathrm{~d} \bar{r} \psi_{m}^{*}(\bar{r}) \psi_{n}(\bar{r})=\delta_{m n} \tag{8.2.2}
\end{equation*}
$$

where we assumed that the eigenfunctions are normalized.The label $n$ here can be discrete or continuous, in case of continuous label, $\delta_{m n}$ should change into $\delta(m-n)$. These eigenfunctions can be used to expand functions within $V$ into Fourier-type expansions. If the delta function can be expanded in terms of the eigenfunctions, then any other function $f(\bar{r})$ in $V$ can be written in terms of the delta function

$$
\begin{equation*}
f(\bar{r})=\int \mathrm{d} \bar{r}^{\prime} f\left(\bar{r}^{\prime}\right) \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{8.2.3}
\end{equation*}
$$

So expanding the delta function is enough to expand any other function (which is more well-behaved than delta function). Consider the following expansion for the delta function,

$$
\begin{equation*}
\delta\left(\bar{r}-\bar{r}^{\prime}\right)=\sum_{n} C_{n} \psi_{n}(\bar{r}) \tag{8.2.4}
\end{equation*}
$$

Upon using orthogonality of the eigenfunctions, it yields

$$
\begin{equation*}
\delta\left(\bar{r}-\bar{r}^{\prime}\right)=\sum_{n} \psi_{n}(\bar{r}) \psi_{n}^{*}\left(\bar{r}^{\prime}\right) \tag{8.2.5}
\end{equation*}
$$

Now, consider the scalar Green's function defined by

$$
\begin{equation*}
\left(\nabla^{2}+k_{0}^{2}\right) G\left(\bar{r}, \bar{r}^{\prime}\right)=-\delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{8.2.6}
\end{equation*}
$$

where $k_{0}=\omega \sqrt{\mu \varepsilon}$ is the wave number in the medium. By expanding the Green's function in terms of the eigenfunctions we find that

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{n} \frac{1}{k_{n}^{2}-k_{0}^{2}} \psi_{n}(\bar{r}) \psi_{n}^{*}\left(\bar{r}^{\prime}\right) \tag{8.2.7}
\end{equation*}
$$

This expansion of the Green's function is called broad band because the dependence on the excitation frequency is simply in the denominator. The eigenfunctions and eigenvalues do not depend on the frequency or $k$. For the case of free space, one choice of the eigenfunctions are normalized plane waves

$$
\begin{equation*}
\psi_{\bar{k}}(\bar{r})=\frac{1}{(2 \pi)^{3 / 2}} e^{i \bar{k} \cdot \bar{r}} \tag{8.2.8}
\end{equation*}
$$

and the Green's function expansion becomes [? ]

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{1}{(2 \pi)^{3}} \int \mathrm{~d}^{3} \bar{k} \frac{1}{k^{2}-k_{0}^{2}} e^{i \bar{k} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \tag{8.2.9}
\end{equation*}
$$

An important note here is that, even for a lossy medium this expansion is valid. Here we are using the eigenfunction of $-\nabla^{2}$ which is independent of the medium and physical properties. For lossy medium, the operator $-\nabla^{2}-k^{2}$ is no longer Hermitian and the eigenfunction overlap on each other as a result of spectral broadening, but herein we are taking the advantage of $\nabla^{2}$ eigenfunctions which are always mutually orthogonal.

### 8.2.2 Accelerating the Summation of eigenfunctions

Although the expansion of the Green's function is desired because of simple dependence on the frequency of excitation, the summation converges slowly.

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{\alpha} \frac{1}{k_{n}^{2}-k_{0}^{2}} \psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right) \approx \sum_{\alpha} \frac{1}{k_{\alpha}^{2}-k_{0}^{2}} \tag{8.2.10}
\end{equation*}
$$

it converges like $\mathcal{O}\left(k_{\alpha}^{-2}\right)$ in amplitude. In the case of continuous spectrum in lossless free space

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{1}{(2 \pi)^{3}} \int \mathrm{~d}^{3} \bar{k} \frac{1}{k^{2}-k_{0}^{2}} e^{i \bar{k} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \leq \frac{1}{(2 \pi)^{3}} \int \mathrm{~d} k \frac{k^{2}}{k^{2}-k_{0}^{2}} \tag{8.2.11}
\end{equation*}
$$

The series of (8.2.10) is only conditionally convergent for a 3 dimensional problem since the summation $\sum_{\alpha}\left(k_{\alpha}^{2}-k_{0}^{2}\right)^{-1}$ is a divergent series (only for 1D the modal series is absolutely convergent). Therefore no error bound can be found for the convergence of (8.2.10) and in practice it cannot be used to compute the Green's function. In addition, since the Green's function has a discontinuous derivative at the source point, a well known Gibbs phenomena will happen in the summation near the source region.

However, the expansion of (8.2.10) is interesting as it depends on the frequency of excitation only through the denominator (the eigenfunctions do not depend on the excitation). If the eigenfunctions and resonant frequencies are known, in principle, the Green's function can be obtained over all frequency ranges by a simple calculation but poor convergence is still a serious problem. Thus we call this eigenfunction expansion as the Broadband Green's function which is not practical as given by (8.2.10), unless the convergence can be accelerated.

In order to increase the convergence rate of Eq. 8.4.3, the Green's function at an imaginary wave number $k=i \xi$ can be extracted from the original expansion. With the imaginary wave number extraction, the convergence of the regular shaped cavity Green's function expansion can be accelerated to the 4th order (the summand is proportional to $k_{\alpha}^{-4}$, asymptotically) and providing a hybrid representation

$$
\begin{equation*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)=G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)+\sum_{\alpha=1}^{M_{\Omega}}\left[\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] \psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right) \tag{8.2.12}
\end{equation*}
$$

where the series is truncated at $\alpha=M_{\Omega}$. The series in (8.2.12) is absolutely convergent even at $\bar{r}=\bar{r}^{\prime}$. The singular part of the Green's function is contained completely in the $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)$. The summation now converges much faster than the original modal summation of (8.2.10) to the cost of computing $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)$. We call this form as the Hybrid SpatialSpectral representation as the fist and second terms are expressed in spatial and spectral domain, respectively. In general, the part of computing the Green's function at an imaginary wave number is not a time consuming task for several reasons. 1) It is only a one-time setup as it should be computed only one time in a broadband solution that potentially can have many frequency points, 2) At an imaginary wave number, oscillations will be replaced with exponential decay and all the numerical procedures are relaxed compared to the case of real frequency. The interaction matrices involved in the numerical methods (such as MoM) become real and sparse (banded). In addition, the numerical grid can be coarser for an imaginary wave number, 3) For some regular geometries (including rectangular) calculation
of $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)$ can be done extremely fast by utilizing image sources to satisfy the boundary condition on the cavity walls. Method of images to compute $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)$ is briefly discussed in the next section.

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}, k\right)=G\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)+\sum_{\alpha}\left[\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] \psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right) \tag{8.2.13}
\end{equation*}
$$

We can move further to accelerate the eigenfunction expansion to the higher orders. Repeating the technique in Eq. (8.2.12) one more time yields

$$
\begin{align*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, k\right) & =G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)-\frac{k^{2}+\xi^{2}}{2 \xi} \frac{\partial}{\partial \xi} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right) \\
& +\left(k^{2}+\xi^{2}\right)^{2} \sum_{\alpha=1}^{M_{\Omega}} \frac{\psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right)}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}\left(k_{\alpha}^{2}-k^{2}\right)} \tag{8.2.14}
\end{align*}
$$

This expansion is of 6th order in convergence with respect to $k_{\alpha}$. Computing the imaginary wave number derivative of $\partial_{\xi} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)$ has the same procedure as $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)$. The procedure of extraction can be continued to an arbitrary order (even order) of convergence at a cost of computing the higher order derivatives of the $G\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$.

In order to show how the accelerated expansion facilitates computation of $G^{\Omega}\left(\bar{r}, r^{\prime} ; k\right)$, we compare the 6 th order expansion of (8.2.12) with the original expansion of (8.2.10) for the rectangular cavity of dimensions $L_{x}=L_{y}=L_{z}=L$ at the excitation frequency corresponds to $\lambda=0.93 L$. The imaginary wave number extraction is done at $\xi=2 / L$ (Selecting the imaginary wave number will be discussed later in Sec. 8.9). The Green's function is computed for the source located at $\bar{r}^{\prime}=\left(L_{x} / 4, L_{y} / 4, L_{z} / 4\right)$ over the plane of $z=0.45 L_{z}$ (near the upper wall) inside the cavity. The original 2 nd order expansion is evaluated by truncating the summation at $M_{\Omega}=300^{3}=2.7 \times 10^{7}$ in Eq. 8.2 .10 while $M_{\Omega}=6^{3}$ terms are used in the 6 th order expansion of Eq. 8.2.14. The absolute value of the Green's function obtained by 6th order expansion is plotted in Fig. 8.1 in logarithmic scale.


Figure 8.1: Scalar 3D Green's function inside a resonator of dimensions $L_{x}=L_{y}=$ $L_{z}=L$ at wave length $\lambda \approx 0.93 L_{x}$ computed by the accelerated 6 th order formula using $6^{3}$ terms, in dB scale for $\bar{r}^{\prime}=\left(L_{x} / 4, L_{y} / 4, L_{z} / 4\right)$ and $\bar{r}=\left(x, y, z=0.45 L_{z}\right)$.

Figure. 8.2 also compare the Green's function obtained by 6th order and conventional 2 nd order expansions. The maximum relative error is around -60 dB .

Regarding the comparison of CPU time of two summations, 6th order extracted sum (including calculation of $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ ) takes about 0.6 CPU-ms while regular spectral 2nd


Figure 8.2: Absolute error of Green's function calculated by 6 th order expansion using 6 modes in each direction respect to the 2 nd order spectral expansion using 300 modes in each direction, in dB
expansion requires 2100 CPU-ms for computing the Green's function of the rectangular cavity per observation point, which is a factor of around 3500 in computation time.

Even computation of the regular shaped Green's function inside the cavity is useful in the potential formulation of the vector electromagnetic scattering formulation of some other irregular shaped variations of the rectangular cavity like loaded cavity [133] which will be discussed in the Appendix B.

### 8.3 Method of Images

The Green's function, which is the response of a point source inside a rectangular cavity can be calculated using the Image theorem. The hard boundaries of the cavity can be replaced by configuration of sources outside of the cavity (region of interest) to achieve required boundary conditions on the walls.

### 8.3.1 One Dimensional Green's function and Images

For a parallel plate structure, with a point source at $\bar{r}_{0}$, the Green's function can be expanded in terms of plane wave in $y$ and $z$ directions,

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\int \frac{\mathrm{d} k_{y}}{2 \pi} \int \frac{\mathrm{~d} k_{z}}{2 \pi} g\left(x, x^{\prime}, k_{x}\right) e^{i k_{y}\left(y-y^{\prime}\right)+i k_{z}\left(z-z^{\prime}\right)} \tag{8.3.1}
\end{equation*}
$$

where the reduced $g\left(x, x^{\prime}, k_{x}\right)$ satisfies

$$
\begin{equation*}
\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+k_{x}^{2}\right) g\left(x, x^{\prime}, k_{x}\right)=-\delta\left(x-x^{\prime}\right) \tag{8.3.2}
\end{equation*}
$$

Subject to boundary conditions $g\left(x=0, a, x^{\prime}\right)=0$. This can be directly solved in a compact form.

$$
g\left(x, x^{\prime}, k_{x}\right)= \begin{cases}A \sin k_{x}(a-x), & x>x^{\prime}  \tag{8.3.3}\\ B \sin k_{x} x, & x<x^{\prime}\end{cases}
$$

where $A$ and $B$ are spatially constant. Continuity of the solution at $x=x^{\prime}$ requires

$$
\begin{equation*}
A \sin k_{x}\left(a-x^{\prime}\right)-B \sin k_{x} x^{\prime}=0 \tag{8.3.4}
\end{equation*}
$$

Discontinuity of the derivative of the Green's function at $x=x^{\prime}$ also gives

$$
\begin{equation*}
A \cos k_{x}\left(a-x^{\prime}\right)+B \cos k_{x} x^{\prime}=\frac{1}{k_{x}} \tag{8.3.5}
\end{equation*}
$$

Solving for $A$ and $B$ gives

$$
g\left(x, x^{\prime}, k_{x}\right)=\frac{1}{k_{x} \sin \left(k_{x} a\right)} \begin{cases}\sin k_{x}(a-x) \sin k_{x} x^{\prime}, & x>x^{\prime}  \tag{8.3.6}\\ \sin k_{x} x \sin k_{x}\left(a-x^{\prime}\right), & x<x^{\prime}\end{cases}
$$

The Green's function has poles at the resonant frequencies of the structure $k_{x} a=n \pi$. In order to directly solve for the reduced Green's function, it can be equivalently expanded in terms of the eigenfunctions between the plates

$$
\begin{equation*}
g\left(x, x^{\prime}, k_{x}\right)=\sum_{n} A_{n} \sin k_{n x} x \tag{8.3.7}
\end{equation*}
$$

where $k_{n x}=n \pi / a$. Upon expansion of the delta function in term of the same functions and substitution in one-dimensional wave equation,

$$
\begin{equation*}
g\left(x, x^{\prime}, k_{x}\right)=\frac{2}{a} \sum_{n} \frac{\sin k_{n x} x \sin k_{n x} x^{\prime}}{k_{x}^{2}-k_{n x}^{2}} \tag{8.3.8}
\end{equation*}
$$

The two solutions of the reduced Green's function are the same

$$
\begin{equation*}
\frac{2}{a} \sum_{n} \frac{\sin k_{n x} x \sin k_{n x} x^{\prime}}{k_{x}^{2}-k_{n x}^{2}}=\frac{1}{k_{x} \sin \left(k_{x} a\right)} \sin k_{x}\left(a-x_{>}\right) \sin k_{x} x_{<} \tag{8.3.9}
\end{equation*}
$$

where $x_{>}=x, x<=x^{\prime}$ when $x>x^{\prime}$ and vice versa. Notice that the reduced Green's function $g\left(x, x^{\prime}, k_{x}\right)$ is the field generated by a charge sheet of constant density at $x=x^{\prime}$ between the parallel plates. Equation (8.3.9) is a summation identity that can be used to change the representation of the Green's function. Therefore, the complete Green's function becomes

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{2}{a} \sum_{n} \int \frac{\mathrm{~d} k_{y}}{2 \pi} \int \frac{\mathrm{~d} k_{z}}{2 \pi} e^{i k_{y}\left(y-y^{\prime}\right)+i k_{z}\left(z-z^{\prime}\right)} \frac{\sin k_{n x} x \sin k_{n x} x^{\prime}}{k_{x}^{2}-k_{n x}^{2}} \tag{8.3.10}
\end{equation*}
$$

One of the spectral integration can be performed due to the pole at resonance frequency $k_{x}=k_{n x}$. In order to perform the $k_{z}$ integral, there would be a pole at $k_{n z}=k^{2}-k_{n x}^{2}-k_{y}^{2}$ and another at complex conjugate place. Assuming infinitesimal physical $\operatorname{loss}(\operatorname{Im}(k)>0)$, for $z>z^{\prime}$ we can close the contour of integration in complex $k_{z}$-plane upward

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{a} \sum_{n} \int \frac{\mathrm{~d} k_{y}}{2 \pi} e^{i k_{y}\left(y-y^{\prime}\right)+i k_{n z}\left(z-z^{\prime}\right)} \frac{\sin k_{n x} x \sin k_{n x} x^{\prime}}{2 k_{n z}} \tag{8.3.11}
\end{equation*}
$$

where $k_{n z}^{2}=k^{2}-k_{n x}^{2}-k_{y}^{2}$.

## One Dimensional Images

On the other side, 1D free Green's function (radiation of sheet of charge in free space) is solution of the one dimensional wave equation Eq. 8.3.2 with radiation boundary condition at infinity that gives

$$
\begin{equation*}
G_{0}\left(x, x^{\prime}\right)=\frac{i}{2 k_{x}} e^{i k_{x}\left|x-x^{\prime}\right|} \tag{8.3.12}
\end{equation*}
$$

Each image charge, which is shown by dots (but they are charge sheets) will radiate with $G_{0}\left(x, x^{\prime}\right)$ such that collective response will construct $G\left(x, x^{\prime}, k_{x}\right)$. In order to construct the Dirichlet boundary condition on the plates, image charges placed one by one to make the wave function vanishes on both plates. The locations of actual charge $Q$ is given by $\bar{r}^{\prime}=\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$. The image charges with positive charge $+Q$ (red dots) should be placed at $\bar{r}^{\prime \prime}=\left(x^{\prime \prime}, y^{\prime}, z^{\prime}\right)$ where


Figure 8.3: Images of point charge $Q$ between parallel plates.

$$
\begin{equation*}
x^{\prime \prime}=2 L+x^{\prime},-2 L+x^{\prime}, 4 L+x^{\prime},-4 L+x^{\prime}, \cdots=(2 n) L+x^{\prime} \tag{8.3.13}
\end{equation*}
$$

This set include the real charge itself. In addition, negative charges of $-Q$ (blue dots) should be placed at

$$
\begin{equation*}
x^{\prime \prime}=L-x^{\prime},-L-x^{\prime}, 3 L-x^{\prime},-3 L-x^{\prime}, \cdots=(2 n+1) L-x^{\prime} \tag{8.3.14}
\end{equation*}
$$

and $n \in \mathbb{Z}$. The Green function $g\left(x, x^{\prime}, k_{x}\right)$ that satisfies the Dirichlet boundary on the plates is the collective response of individual unit image sources

$$
\begin{aligned}
G\left(x, x^{\prime}, k_{x}\right) & =\sum_{n+} G_{0}\left(x, x_{n}^{\prime \prime}, k_{x}\right)-\sum_{n-} G_{0}\left(x, x_{n}^{\prime \prime}, k_{x}\right) \\
& =\sum_{n} G_{0}\left(x, 2 n L+x^{\prime}, k_{x}\right)-\sum_{n} G_{0}\left(x,(2 n+1) L-x^{\prime}, k_{x}\right) \\
& =\sum_{n}(-1)^{2 n} G_{0}\left(x, 2 n L+(-1)^{2 n} x^{\prime}\right)+\sum_{n}(-1)^{2 n+1} G_{0}\left(x,(2 n+1) L+(-1)^{2 n+1} x^{\prime}\right)
\end{aligned}
$$

Now we can combine the indices and write

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime} ; k_{x}\right)=\sum_{n}(-1)^{n} G_{0}\left(x, n L+(-1)^{n} x^{\prime} ; k_{x}\right) \tag{8.3.15}
\end{equation*}
$$

Since,

$$
\begin{equation*}
G_{0}\left(x, x^{\prime} ; k_{x}\right)=\frac{i}{2 k_{x}} e^{i k_{x}\left|x-x^{\prime}\right|} \tag{8.3.16}
\end{equation*}
$$

This expansion does not converge at all for lossless media while the spectral expansion of the Green's function is absolutely convergent. However, in a lossy medium or for an imaginary wave number, image charges expansion converges rapidly. For an imaginary wavenumber $k_{x}=i \xi_{x}$ and taking $x_{n}=n L+(-1)^{n} x^{\prime}$ we have

$$
\begin{equation*}
G\left(x, x^{\prime} ; i \xi_{x}\right)=\sum_{n}(-1)^{n} \frac{1}{2 \xi_{x}} e^{-\xi_{x}\left|x-x_{n}\right|} \tag{8.3.17}
\end{equation*}
$$

which is rapidly convergent with respect to the number of included images. The image expansion is compared to the spectral expansion of

$$
\begin{equation*}
G\left(x, x^{\prime}, k_{x}\right)=\frac{2}{L} \sum_{n} \frac{\sin k_{n x} x \sin k_{n x} x^{\prime}}{k_{x}^{2}-k_{n x}^{2}} \tag{8.3.18}
\end{equation*}
$$

for imaginary wave number $\xi=2 \pi$ for plates separated by normalized distance $L_{x}=1$ (arbitrary unit) in Fig. 8.4. The source is located at $x^{\prime}=L_{x} / 4$ and the Green's function is plotted as a function of $x$. Modal summation of Eq. 8.3.18 is summed over 100 modes as a reference. The response of the source itself without considering any image source (Image $N=0$ ) as well as Green's function obtained by including just one image charge is plotted. The Green's function calculated by inclusion of just one image is exactly the same as modal summation with 100 terms.


Figure 8.4: The 1D Green's function between parallel PEC plates calculated by modal summation ( 100 modes) and image method for an imaginary wave number $\xi_{x}=2 \pi$.


Figure 8.5: Images of point charge $Q$ between parallel plates.

### 8.3.2 Two Dimensional Images

For unit point source inside a rectangular waveguide, the Green's function can be obtained by considering image charges to be able to remove the boundaries. In fact the finite, and constraint problem of fields in the waveguide can be transformed into infinite unconstrained problem of radiation from image charges that produces the Dirichlet boundary condition on the walls. The array of image charges constitute a pseudo-periodic array of sources. The positive unit charge $Q\left(x^{\prime}, y^{\prime}\right)$ inside the waveguide is represented by a red point in Fig. 8.5. The image charges to make the wave function zero on the side walls of the wave guide include bunch of positive (red) and negative charges (blue). For $y=y^{\prime}$ (the central row), the location of positive image charges is given by

$$
\begin{equation*}
x^{\prime \prime}=2 m L_{x}+x^{\prime} \tag{8.3.19}
\end{equation*}
$$

where $m \in \mathbb{Z}$. Note that this also includes the real unit charge in addition to the image charges as they will be treated in the same way. Additionally, negative charges of $-Q$ (blue dots) should be placed at

$$
\begin{equation*}
x^{\prime \prime}=(2 m+1) L_{x}-x^{\prime} \tag{8.3.20}
\end{equation*}
$$

At $y=L_{y}-y^{\prime}$, location of positive and negative charges are reversed, i.e. positive charges are located at $x^{\prime \prime}=(2 m+1) L_{x}-x^{\prime}$ and negative charges at $x^{\prime \prime}=(2 m) L_{x}+x^{\prime}$. In general, the location of positive charges is given by

$$
\begin{equation*}
\left(x^{\prime \prime}, y^{\prime \prime}\right)=\left(2 m L_{x}+x^{\prime}, 2 n L_{y}+y^{\prime}\right),\left((2 m+1) L_{x}-x^{\prime},(2 n+1) L_{y}-y^{\prime}\right) \tag{8.3.21}
\end{equation*}
$$

and for negative image charges

$$
\begin{equation*}
\left(x^{\prime \prime}, y^{\prime \prime}\right)=\left((2 m+1) L_{x}-x^{\prime}, 2 n L_{y}+y^{\prime}\right),\left(2 m L_{x}+x^{\prime},(2 n+1) L_{y}-y^{\prime}\right) \tag{8.3.22}
\end{equation*}
$$

The collective response of the image charges as well as actual charge $Q$ leads to the 2D Green's function of

$$
\begin{align*}
G\left(\bar{\rho}, \bar{\rho}^{\prime} ; k_{\rho}\right) & =\sum_{n+} G_{0}\left(\bar{\rho}, \bar{\rho}_{n}^{\prime \prime} ; k_{\rho}\right)-\sum_{n-} G_{0}\left(\bar{\rho}, \bar{\rho}_{n}^{\prime \prime} ; k_{\rho}\right)  \tag{8.3.23}\\
& =\sum_{n, m} G_{0}\left(\bar{\rho} ; 2 m L_{x}+x^{\prime}, 2 n L_{y}+y^{\prime} ; k_{\rho}\right)+\sum_{n, m} G_{0}\left(\bar{\rho} ;(2 m+1) L_{x}-x^{\prime},(2 n+1) L_{y}-y^{\prime} ; k_{\rho}\right) \\
& -\sum_{n, m} G_{0}\left(\bar{\rho} ;(2 m+1) L_{x}-x^{\prime}, 2 n L_{y}+y^{\prime} ; k_{\rho}\right)-\sum_{n, m} G_{0}\left(\bar{\rho} ; 2 m L_{x}+x^{\prime},(2 n+1) L_{y}-y^{\prime} ; k_{\rho}\right)
\end{align*}
$$

Here, $G_{0}\left(\bar{\rho}, \bar{\rho}^{\prime} ; k_{\rho}\right)$ is Green's function of a 2 D free radiator with 2 D wave number $k_{\rho}$ in space which is given by

$$
\begin{equation*}
G_{0}\left(\bar{\rho}, \bar{\rho}^{\prime} ; k_{\rho}\right)=\frac{i}{4} H_{0}^{(1)}\left(k_{\rho}\left|\bar{\rho}-\bar{\rho}^{\prime}\right|\right) \tag{8.3.24}
\end{equation*}
$$

Three dimensional Green's function $G_{0}\left(\bar{r}, \bar{r}^{\prime}\right)$ for a point source radiator can be constructed for a 2D problem by a Fourier transform

$$
\begin{equation*}
G_{0}\left(\bar{r}, \bar{r}^{\prime}\right)=\int \frac{\mathrm{d} k_{z}}{2 \pi} G_{0}\left(\bar{\rho}, \bar{\rho}^{\prime} ; k_{\rho}\right) e^{i k_{z}\left(z-z^{\prime}\right)} \tag{8.3.25}
\end{equation*}
$$

The image expansion (8.3.23) can be simplified to

$$
\begin{equation*}
G\left(\bar{\rho}, \bar{\rho}^{\prime} ; k_{\rho}\right)=\sum_{n, m}(-1)^{n+m} G_{0}\left(\bar{\rho} ; m L_{x}+(-1)^{m} x^{\prime}, n L_{y}+(-1)^{n} y^{\prime}\right) \tag{8.3.26}
\end{equation*}
$$

On the other side using the eigenfunction expansion we can derive a spectral expression for 2D Green's function. The result is

$$
\begin{equation*}
G\left(\bar{\rho}, \bar{\rho}^{\prime} ; k_{\rho}\right)=\frac{4}{L_{x} L_{y}} \sum_{m, n} \frac{\sin k_{m x}\left(x+\frac{L_{x}}{2}\right) \sin k_{m x}\left(x^{\prime}+\frac{L_{x}}{2}\right) \sin k_{n y}\left(y+\frac{L_{y}}{2}\right) \sin k_{n y}\left(y^{\prime}+\frac{L_{y}}{2}\right)}{k_{\rho}^{2}-\left(k_{m x}^{2}+k_{n y}^{2}\right)} \tag{8.3.27}
\end{equation*}
$$

These two results are identical. The image expansion convergence is very poor for a lossless medium as the Hankel function for large distances decays like $\left(k_{\rho} \rho\right)^{-1 / 2}$. However, convergence rate of spectral expansion is independent of loss of the medium but the image expression which is in spatial domain depends on the propagation constant of the medium exponentially. In the case of lossy medium or at imaginary wave numbers, the spatial expansion converges rapidly while spectral expansion still converges poorly. For an imaginary wavenumber $k_{\rho}=i \xi_{\rho}$, and taking $\bar{\rho}_{m n}=\left(m L_{x}+(-1)^{m} x^{\prime}, n L_{y}+(-1)^{n} y^{\prime}\right)$ the image expression becomes

$$
\begin{align*}
G\left(\bar{\rho}, \bar{\rho}^{\prime} ; i \xi_{\rho}\right) & =\frac{i}{4} \sum_{n, m}(-1)^{n+m} H_{0}^{(1)}\left(i \xi_{\rho}\left|\bar{\rho}-\bar{\rho}_{m n}\right|\right)  \tag{8.3.28}\\
& =\frac{1}{2 \pi} \sum_{n, m}(-1)^{n+m} K_{0}\left(\xi_{\rho}\left|\bar{\rho}-\bar{\rho}_{m n}\right|\right)
\end{align*}
$$

which converges exponentially with number of images (distance). In order to evaluate performance of the image summation method for 2D Green's function, Fig. 8.6 plots the 2D

Green's function inside a rectangular waveguide of dimensions $L_{x}=L_{y}=1$ (arbitrary units) at imaginary wavenumber $k_{\rho}=2 \pi i$. The 2 D point source is located at $\left(x^{\prime}, y^{\prime}\right)=\left(L_{x} / 4, L_{y} / 4\right)$ and the response is plotted along $x$ for $y=L_{y} / 3$. Modal summation is performed over 100 terms in each dimension ( $10^{4}$ total terms). The images summation is also plotted for no image (the source itself, $N=0$ ) as well as including one cluster of 3 images. This shows that inclusion of just 3 image charges is enough to get convergent result by method of images while modal summation requires intensive computation. As the imaginary wave number becomes smaller in magnitude, the response would have a longer range and including higher number of image responses is required.


Figure 8.6: The 2D Green's function inside a rectangular waveguide calculated by modal summation $\left(100^{2}\right.$ modes) and image method for an imaginary wave number $\xi=2 \pi$.

### 8.3.3 Three Dimensional Image Charges

For the case of rectangular cavity, image charges should be placed in three dimensions and the Green's function of a point source inside the cavity with PEC walls can be obtained with the same token as

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{n, m, p}(-1)^{n+m+p} G_{0}\left(\bar{r} ; m L_{x}+(-1)^{m} x^{\prime}, n L_{y}+(-1)^{n} y^{\prime}, p L_{z}+(-1)^{p} z^{\prime}\right) \tag{8.3.29}
\end{equation*}
$$

Here, $G_{0}\left(\bar{r}, \bar{r}^{\prime}\right)$ is Green's function of free point radiator

$$
\begin{equation*}
G_{0}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{e^{i k\left|\bar{r}-\bar{r}^{\prime}\right|}}{4 \pi\left|\bar{r}-\bar{r}^{\prime}\right|} \tag{8.3.30}
\end{equation*}
$$

and $G\left(\bar{r}, \bar{r}^{\prime}\right)$ is the Green's function of point source inside the cavity that satisfies the Dirichlet boundary condition. On the other hand, the spectral expansion of the Green's function inside the cavity is

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{\alpha} \frac{1}{k_{\alpha}^{2}-k^{2}} \psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right) \tag{8.3.31}
\end{equation*}
$$

where,

$$
\begin{equation*}
\psi_{\alpha}(\bar{r})=\sqrt{\frac{8}{L_{x} L_{y} L_{z}}} \sin \frac{m \pi}{L_{x}}\left(x+\frac{L_{x}}{2}\right) \sin \frac{n \pi}{L_{y}}\left(y+\frac{L_{y}}{2}\right) \sin \frac{p \pi}{L_{z}}\left(z+\frac{L_{z}}{2}\right) \tag{8.3.32}
\end{equation*}
$$

The Image expansion do converge for 3D lossless case in contrast to 1D (does not converge) and 2D (very slow convergence) as the image response decays with $1 / R$. On the other hand, spectral expansion is poorly convergent. In fact the triple summation

$$
\begin{equation*}
\sum_{m, n, p} \frac{1}{m^{2}+n^{2}+p^{2}} \tag{8.3.33}
\end{equation*}
$$

is strictly divergent and even an error bound cannot be achieved for the partial summations. Therefore, for the lossless case image expression converges better than spectral expansion. However, for lossy media or for an imaginary wavenumber, the image expansion converges rapidly with including a few image sources. For an imaginary wavenumber $k=i \xi$ and taking $\bar{r}_{m n p}=\left(m L_{x}+(-1)^{m} x^{\prime}, n L_{y}+(-1)^{n} y^{\prime}, p L_{z}+(-1)^{p} z^{\prime}\right)$

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)=\frac{1}{4 \pi} \sum_{n, m, p}(-1)^{n+m+p} \frac{e^{-\xi\left|\bar{r}-\bar{r}_{m n p}\right|}}{\left|\bar{r}-\bar{r}_{m n p}\right|} \tag{8.3.34}
\end{equation*}
$$

which decays very fast with number of images. Fig. 8.7 plots the 3D Green's function inside a rectangular cavity of dimensions $L_{x}=L_{y}=L_{z}=1$ (arbitrary units) at imaginary wavenumber $k=i \xi$. The point source is located at $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=\left(L_{x} / 4, L_{y} / 4, L_{z} / 4\right)$ and the response is plotted along $x$ for $y=z=L_{y} / 3$. The modal summation is performed over 100 terms in each dimension ( $10^{6}$ total terms). The images summation is also plotted with inclusion of no image (the source itself, $N=0$ ) as well as including one cluster of 7 image charges around the primitive cell. The comparison shows that inclusion of just 7 image charges is enough to get convergent result by method of images while modal summation requires intensive computation. As the imaginary wave number becomes smaller in magnitude, the response would have a longer range and including higher number of image responses is required. In


Figure 8.7: The 3D Green's function inside a rectangular cavity calculated by modal summation $\left(100^{3}\right.$ modes $)$ and image method for an imaginary wave number

$$
\xi=2 \pi
$$

addition to the Green's function at imaginary wave number, the wave number derivative of the the Green's function is also require for 6 th order convergence formulation. Using the image expression

$$
\begin{equation*}
\frac{\partial}{\partial \xi} G\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)=-\frac{1}{4 \pi} \sum_{n, m, p}(-1)^{n+m+p} e^{-\xi\left|\bar{r}-\bar{r}_{m n p}\right|} \tag{8.3.35}
\end{equation*}
$$

which is also exponentially convergent as a function of images positions.

### 8.4 Green's Function of the Regular Shape Cavity

The regular shaped cavity should be exactly solvable is one of the orthogonal coordinate systems. In a rectangular coordinate system, the eigen -functions of the wave equation for a perfect conductor rectangular cavity is given by

$$
\begin{equation*}
\psi_{\alpha}(\bar{r})=A \sin \frac{m \pi}{L_{x}}\left(x+\frac{L_{x}}{2}\right) \sin \frac{n \pi}{L_{y}}\left(y+\frac{L_{y}}{2}\right) \sin \frac{p \pi}{L_{z}}\left(z+\frac{L_{z}}{2}\right) \tag{8.4.1}
\end{equation*}
$$

where the coordinates are defined such that $-L_{j} / 2 \leq r_{j} \leq L_{j} / 2$. Normalization constant $A$ can be found to be $A=\sqrt{8 / V}$ where $V$ is the volume of the cavity. The eigenvalues of the wave equation are labeled by discrete index $\alpha=(m, n, p)$ and given by $k_{\alpha}^{2}$ where

$$
\begin{equation*}
k_{\alpha}^{2}=\left(\frac{m \pi}{L_{x}}\right)^{2}+\left(\frac{n \pi}{L_{y}}\right)^{2}+\left(\frac{p \pi}{L_{z}}\right)^{2} \tag{8.4.2}
\end{equation*}
$$

The eigenfunction expansion of the Green function inside the cavity reads

$$
\begin{equation*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{\alpha} \frac{1}{k_{\alpha}^{2}-k_{0}^{2}} \psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right) \tag{8.4.3}
\end{equation*}
$$

With the imaginary wave number extraction, the convergence of the regular shape Green's function expansion can be accelerated

$$
\begin{equation*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, k\right)=G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)-\frac{k^{2}+\xi^{2}}{2 \xi} \frac{\partial}{\partial \xi} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)+\left(k^{2}+\xi^{2}\right)^{2} \sum_{\alpha} \frac{\psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right)}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}\left(k_{\alpha}^{2}-k^{2}\right)} \tag{8.4.4}
\end{equation*}
$$

For the imaginary wave number, the first two terms can be calculated rapidly by using images sources,

$$
\begin{align*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right) & =\sum_{\alpha} \frac{1}{k_{\alpha}^{2}+\xi^{2}} \psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right)  \tag{8.4.5}\\
& =\frac{1}{4 \pi} \sum_{n, m, p}(-1)^{n+m+p} \frac{e^{-\xi\left|\bar{r}-\bar{r}_{m n p}\right|}}{\left|\bar{r}-\bar{r}_{m n p}\right|}
\end{align*}
$$

and for the imaginary wave number derivative of the the Green's function

$$
\begin{align*}
\frac{\partial}{\partial \xi} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right) & =\sum_{\alpha} \frac{-2 \xi}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}} \psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right)  \tag{8.4.6}\\
& =-\frac{1}{4 \pi} \sum_{n, m, p}(-1)^{n+m+p} e^{-\xi\left|\bar{r}-\bar{r}_{m n p}\right|}
\end{align*}
$$

Consider an empty cavity of dimensions $L_{x}=L_{y}=L_{z}=L$ at wavelength that $\lambda \approx 1.08 L$. The source point is located at $x^{\prime}=y^{\prime}=z^{\prime}=L / 4$ (the origin of the coordinate system at the center of cavity).

Here, the Green's function inside the rectangular cavity is computed by direct modal summation without any extraction of Eq. (8.4.3) and also using the accelerated 6 th order formula of the Eq. (8.4.4) utilizing the image sources.

Figure 8.8 plots the Green function on the plane $z=L_{z} / 3$ for a source located at $x^{\prime}=y^{\prime}=$ $z^{\prime}=L / 4$ obtained by accelerated 6 th order formula in a linear scale. The imaginary wave
number is chosen to be $\xi=k / \pi$ and total number of used image sources is 23 . Also, in the 6 th order expansion 6 terms are used in each direction (total number of terms: $6^{3}$ ). Figure. 8.9 also plots the Green's function in dB scale. In order to compare with a benchmark solution, the direct eigenfunction summation of Eq. (8.4.3) has been used with 300 terms in each direction (total of $2.7 \times 10^{7}$ terms in the summation) to obtain convergence up to $10^{-4}$ over all the points of observation plane. Figure. 8.10 compares plots the absolute error of the accelerated 6 th order expression compared to the benchmark in $\mathrm{dBm}^{-1}$ scale. The absolute error is always less than 45 dB which is below the accuracy of direct expansion.


Figure 8.8: Scalar 3D Green's function inside a resonator of dimensions $L_{x}=L_{y}=$ $L_{z}$ at wave length $\lambda \approx 0.93 L_{x}$ computed by the accelerated 6 th order formula using $6^{3}$ terms.


Figure 8.9: Scalar 3D Green's function inside a resonator of dimensions $L_{x}=L_{y}=$ $L_{z}$ at wave length $\lambda \approx 0.93 L_{x}$ computed by the accelerated 6 th order formula using $6^{3}$ terms, in dB scale $\left(\mathrm{dBm}^{-1}\right)$

Regarding the comparison of CPU time, 6th order extracted sum takes 0.6 CPU-ms while regular spectral expansion requires 2.1 CPU-s for computing the Green's function of


Figure 8.10: Absolute error of Green's function calculated by 6th order expansion using 6 modes in each direction respect to the direct modal expansion using 300 modes in each direction in $\mathrm{dBm}^{-1}$
the rectangular cavity per observation point, which is a factor of around 3500 in computation time.

### 8.4.1 MoM to find $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)$ using $G_{0}$ and comparison with 6 th order expansion

The regular shaped cavity Green's function of $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)$ satisfies the wave equation of

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)=-\delta\left(\bar{r}-\bar{r}^{\prime \prime}\right) \quad, \quad G\left(\bar{r} \in \partial \Omega, \bar{r}^{\prime \prime}, k\right)=0 \tag{8.4.7}
\end{equation*}
$$

On the other side, the free space Green's function $G_{0}\left(\bar{r}, \bar{r}^{\prime}, k\right)$ also satisfies

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right)=-\delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{8.4.8}
\end{equation*}
$$

subject to the radiation condition at infinity. Upon multiplying by $G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ and $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)$, respectively and integrating the subtraction of both equation over the volume of $\Omega$ we have

$$
\begin{align*}
\int_{\Omega} \mathrm{d}^{3} \bar{r}\left[G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)\right. & \left.\nabla \nabla^{2} G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right)-G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right) \nabla^{2} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)\right]  \tag{8.4.9}\\
& = \begin{cases}G_{0}\left(\bar{r}^{\prime \prime}, \bar{r}^{\prime} ; k\right)-G^{\Omega}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right) & \text { if: } \bar{r}^{\prime}, \bar{r}^{\prime \prime} \in \Omega \\
G_{0}\left(\bar{r}^{\prime \prime}, \bar{r}^{\prime} ; k\right) & \text { if: } \bar{r}^{\prime} \in \Omega, \bar{r}^{\prime \prime} \notin \Omega \\
-G^{\Omega}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right) & \text { if: } \bar{r}^{\prime \prime} \in \Omega, \bar{r}^{\prime} \notin \Omega \\
0 & \text { if: }: \bar{r}^{\prime}, \bar{r}^{\prime \prime} \notin \Omega\end{cases}
\end{align*}
$$

Converting the volume integration into surface integral over the boundary of the cavity and utilizing that $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)$ vanishes on $\partial \Omega$, results in

$$
-\oint_{\partial \Omega} \mathrm{d} S G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right) \hat{n} \cdot \nabla G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)= \begin{cases}G_{0}\left(\bar{r}^{\prime \prime}, \bar{r}^{\prime} ; k\right)-G^{\Omega}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right) & \text { if: } \bar{r}^{\prime}, \bar{r}^{\prime \prime} \in \Omega  \tag{8.4.10}\\ G_{0}\left(\bar{r}^{\prime \prime}, \bar{r}^{\prime} ; k\right) & \text { if: } \bar{r}^{\prime} \in \Omega, \bar{r}^{\prime \prime} \notin \Omega \\ -G^{\Omega}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right) & \text { if: } \bar{r}^{\prime \prime} \in \Omega, \bar{r}^{\prime} \notin \Omega \\ 0 & \text { if: } \bar{r}^{\prime}, \bar{r}^{\prime \prime} \notin \Omega\end{cases}
$$

Upon letting $\bar{r}^{\prime} \rightarrow \partial \Omega$ and interchanging $\bar{r}$ and $\bar{r}^{\prime}$ we have

$$
\begin{equation*}
\int_{\partial \Omega} \mathrm{d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right) \hat{n}^{\prime} \cdot \nabla^{\prime} G^{\Omega}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)=-G_{0}\left(\bar{r}^{\prime \prime}, \bar{r} ; k\right) \tag{8.4.11}
\end{equation*}
$$

Taking the unknown surface current density $J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)=\hat{n}^{\prime} \cdot \nabla^{\prime} G^{\Omega}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)$ we have

$$
\begin{equation*}
\int_{\partial \Omega} \mathrm{d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right) J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)=-G_{0}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right) \tag{8.4.12}
\end{equation*}
$$

By expanding surface current in terms of local pulse basis functions as $J=\sum_{\bar{n}} 1 / \Delta S_{\bar{n}} J_{\bar{n}} P_{\bar{n}}\left(\bar{r}_{\bar{n}}\right)$, over the elements $\partial \Omega=\sum_{\bar{n}} \sigma_{\bar{n}}$ the matrix equation is given by $\bar{Z} \cdot \bar{J}=\bar{b}$ where

$$
\begin{align*}
& Z_{\bar{m}, \bar{n}}=\frac{1}{\Delta S_{\bar{n}}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G_{0}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime} ; k\right)  \tag{8.4.13}\\
& b_{\bar{m}}=-G_{0}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime \prime} ; k\right)
\end{align*}
$$

For non self patch elements $(\bar{m} \neq \bar{n})$,

$$
\begin{equation*}
Z_{\bar{m}, \bar{n}}=G_{0}\left(\bar{r}_{\bar{m}}, \bar{r}_{\bar{n}} ; k\right) \tag{8.4.14}
\end{equation*}
$$

For self patch, the integrand is singular. We replace the patch area of $\sigma_{\bar{m}}$ with a circle of radius $R_{\bar{m}}$ that gives the same area as $\sigma_{\bar{m}}$

$$
\begin{align*}
Z_{\bar{m}, \bar{m}}^{\text {sing }} & =\frac{1}{4 \pi} \frac{1}{\Delta S_{\bar{m}}} \int_{C} \mathrm{~d} S \frac{e^{i k r}}{r}  \tag{8.4.15}\\
& =\frac{1}{2} \frac{1}{\Delta S_{\bar{m}}} \int_{0}^{R_{\bar{m}}} \mathrm{~d} \rho e^{i k \rho} \\
& =-\frac{1}{2 i k} \frac{1}{\Delta S_{\bar{m}}}\left[1-e^{i k R_{\bar{m}}}\right] \\
& =\frac{i}{2 k} \frac{1}{\Delta S_{\bar{m}}}\left[1-e^{i k \sqrt{\Delta S_{\bar{m}} / \pi}}\right]
\end{align*}
$$

After finding the surface current $J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)$, the Green's function can be obtained at any pair of points ( $\bar{r}, \bar{r}^{\prime \prime}$ ) by the equivalence principle of Eq. 8.4.10 as

$$
\begin{equation*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)=G_{0}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)+\int_{\partial \Omega} \mathrm{d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right) J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right) \tag{8.4.16}
\end{equation*}
$$

and in term of discretized surface current

$$
\begin{equation*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)=G_{0}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)+\sum_{\bar{n}} \frac{1}{\Delta S_{\bar{n}}} J_{\bar{n}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right) \tag{8.4.17}
\end{equation*}
$$

If observation point $\bar{r}$ is not on the boundary, then

$$
\begin{equation*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)=G_{0}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)+\sum_{\bar{n}} J_{\bar{n}} G_{0}\left(\bar{r}, \bar{r}_{\bar{n}} ; k\right) \tag{8.4.18}
\end{equation*}
$$

If the observation point coincide with the boundary surface element $\bar{m}$, then

$$
\begin{equation*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)=G_{0}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)+\sum_{\bar{n} \neq \bar{m}} \frac{1}{\Delta S_{\bar{n}}} J_{\bar{n}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right)+\frac{i}{2 k} \frac{J_{\bar{m}}}{\Delta S_{\bar{m}}}\left[1-e^{i k \sqrt{\Delta S_{\bar{m}} / \pi}}\right] \tag{8.4.19}
\end{equation*}
$$

Figure 8.11 plots the Green's function of rectangular cavity of size $L_{x}=L_{y}=L_{z}=L$ for the source point at $x^{\prime}=y^{\prime}=z^{\prime}=L / 4$ at frequency corresponds to $\lambda=0.93 L$ on the plane of $z=L_{z} / 3$ computed by MoM over the walls of the rectangular cavity using $G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ as propagator of the SIE.


Figure 8.11: Scalar 3D Green's function inside a resonator of dimensions $L_{x}=$ $L_{y}=L_{z}=L$ at wave length $\lambda \approx 0.93 L_{x}$ computed by the MoM over boundary of the rectangular cavity using $G_{0}\left(\bar{r}, \bar{r}^{\prime}, k\right)$


Figure 8.12: Absolute difference between MoM and 6 th order spectral expansion for the scalar 3D Green's function inside a resonator of dimensions $L_{x}=L_{y}=L_{z}=L$ at wave length $\lambda \approx 0.93 L_{x}$ in dB .

### 8.5 Irregular Shape Cavity, Imaginary Wavenumber Extraction

Consider an irregular shaped cavity $S$. The procedure of constructing the Green's function of irregular shaped cavity $G^{S}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ is represented in the chart Fig. 8.13. Step 1 includes the hybrid representation of $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ which has been completed in the previous section. In the second step, the hybrid $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ is inserted into a surface integral equation of the irregular shaped cavity (described in sec. ??) that yields a linear eigenvalue problem for the eigenvalue $q_{\beta}$ and the mode functions $\phi_{\beta}(\bar{r})$ where for the cavity $S$. The solution of $\phi_{\beta}(\bar{r})$ is a hybrid summation of the surface integral contribution and the modal expansion


Figure 8.13: Procedure of construction of the irregular shaped cavity Green's function $G^{S}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$.
in terms of $\psi_{\alpha}(\bar{r})$ of the rectangular cavity. In the last step $G^{S}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ is constructed using a hybrid representation of summation of imaginary wavenumber extraction $G^{S}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ and the modal expansion in terms of $\phi_{\beta}(\bar{r})$. This procedure will be described step by step here and in the next sections.

Here, in order to show the procedure of treating an irregular shaped cavity, we consider a rectangular cavity with a V-Groove of Fig. 8.14 as an example. Let's call the interior volume and the boundary surface of the cavity of the irregular shape $S$ and $\partial S$, respectively. . All of the steps and logics can be applied equivalently to the other geometries as well. The resonant wave function $\phi_{\alpha}(\bar{r})$ with resonant wave number $q_{\alpha}$ (In order to distinguish


Figure 8.14: A rectangular cavity with a V-Groove.
between regular and irregular geometries, we will use this notation) inside the cavity satisfies the eigenvalue equation of

$$
\begin{equation*}
\left(\nabla^{2}+q_{\alpha}^{2}\right) \phi_{\alpha}(\bar{r})=0 \tag{8.5.1}
\end{equation*}
$$

The eigenvalues $q_{\alpha}$ and eigenfunctions $\phi_{\alpha}(\bar{r})$ are functions of geometrical parameters but not the excitation frequency and are not known yet. The Green 's function at the excitation frequency $\omega$ that corresponds to excitation wave number $k=\omega \sqrt{\mu \varepsilon}$ inside the cavity, can be expanded in terms of the resonant modes as

$$
\begin{equation*}
G^{S}\left(\bar{r}, \bar{r}^{\prime} ; k\right)=\sum_{\alpha} \frac{1}{q_{\alpha}^{2}-k^{2}} \phi_{\alpha}(\bar{r}) \phi_{\alpha}^{*}\left(\bar{r}^{\prime}\right) \tag{8.5.2}
\end{equation*}
$$

Note that the resonant mode function $\phi_{\alpha}(\bar{r})$ does not depend on the frequency and this representation has a simple dependence on the excitation frequency. The problem with this expansion is that similar to the case of rectangular cavity, required number of terms to get a convergent Green's function with acceptable level of accuracy is large. Conventional way is to use the numerical methods like MoM to find the modes but computation cost would be expensive to solve for many modes. In particular, these numerical methods require a non-linear search to find the eigenvalues. Therefore, computing the Green's function using the modal expansion by computing the eigenfunctions directly is also computationally expensive. The spectral summation can be accelerated by Imaginary wave number extraction (similar to the rectangular cavity) to the 6 th order convergence as

$$
\begin{align*}
G^{S}\left(\bar{r}, \bar{r}^{\prime} ; k\right) & =G^{S}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)-\frac{k^{2}+\xi^{2}}{2 \xi} \frac{\partial}{\partial \xi} G\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \\
& +\left(k^{2}+\xi^{2}\right)^{2} \sum_{\beta} \frac{\phi_{\beta}(\bar{r}) \phi_{\beta}^{*}\left(\bar{r}^{\prime}\right)}{\left(q_{\beta}^{2}+\xi^{2}\right)^{2}\left(q_{\beta}^{2}-k^{2}\right)} \tag{8.5.3}
\end{align*}
$$

If the extracted terms can be determined with a low cost procedure, then at least this expansion would converge much faster (6th order instead of 2 nd order). On the other hand, cost of computing the Green's function at imaginary wave number is lower than the computing the Green's function at a real wavenumber (reasons are mentioned in Sec. ?? ). Furthermore, for a broad band solution, the extracted terms need to be computed only one time at a fixed imaginary wave number $k=i \xi$.

The point of interest in the modal expansion is the broadband characteristic which is the simple dependence on the frequency through the denominator. However, it is important to find the resonant modes in a way that is independent of the excitation frequency. For example, one may use conventional MoM to find the resonant wave function $\phi_{\beta}(\bar{r})$ and sums up the spectral expansion. However, finding the resonant modes requires a fine sweep over frequency and in addition searching process is non-linear. Given these difficulties to find the mode functions, direct MoM solution for the Green's function at each frequency point is a more efficient approach.

In order to circumvent the required non-linear search and fine sweep over frequency to find the eigenvalues and eigenfunctions, a hybrid spatial-spectral linear eigenvalue problem will be developed in the next section.

### 8.6 Linear Eigenvalue Equation

### 8.6.1 Surface Integral Equation for The Resonant Modes

The resonant wave function $\phi(\bar{r})$ inside the irregular cavity satisfies the homogeneous wave equation

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \phi(\bar{r})=0 \quad, \quad \phi(\bar{r} \in S)=0 \tag{8.6.1}
\end{equation*}
$$

subject to Dirichlet boundary condition $\phi(\bar{r})=0$ for $\bar{r} \in S$. On the other side the Green's function at wave number $k$ in the corresponding regular shaped cavity $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)$ satisfies the inhomogeneous wave equation subject to boundary condition $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)=0$ for $\bar{r} \in \partial \Omega$ where $\partial \Omega$ is the boundary surface of the regular shaped (rectangular here) cavity,

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)=-\delta\left(\bar{r}-\bar{r}^{\prime}\right) \quad, \quad G^{\Omega}\left(\bar{r} \in \partial \Omega, \bar{r}^{\prime}\right)=0 \tag{8.6.2}
\end{equation*}
$$

Upon multiplying Eq. (8.6.1) and Eq. (8.6.2) by $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)$ and $\phi(\bar{r})$, respectively and integrating the subtraction of both equation over the volume of $V$ we have

$$
\int_{V} \mathrm{~d}^{3} \bar{r}\left[G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \nabla^{2} \phi(\bar{r})-\phi(\bar{r}) \nabla^{2} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right]= \begin{cases}\phi\left(\bar{r}^{\prime}\right) & \text { if: } \bar{r}^{\prime} \in V  \tag{8.6.3}\\ 0 & \text { if: } \bar{r}^{\prime} \notin V\end{cases}
$$

Utilizing the Green's identity, volumetric integral can be converted into a surface integral over $S$,

$$
\oint_{S} \mathrm{~d} S\left[G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \hat{n} \cdot \nabla \phi(\bar{r})-\phi(\bar{r}) \hat{n} \cdot \nabla G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right]= \begin{cases}\phi\left(\bar{r}^{\prime}\right) & \text { if: } \bar{r}^{\prime} \in V  \tag{8.6.4}\\ 0 & \text { if: } \bar{r}^{\prime} \notin V\end{cases}
$$

Now, the resonant wave function $\phi(\bar{r})$ vanishes on the surface of the cavity and interchanging primed and unprimed coordinate

$$
\oint_{S} \mathrm{~d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} \phi\left(\bar{r}^{\prime}\right)= \begin{cases}\phi(\bar{r}) & \text { if: }: \bar{r} \in V  \tag{8.6.5}\\ 0 & \text { if: } \bar{r} \notin V\end{cases}
$$

The irregular cavity boundary $S$ can be decomposed into $S=S_{\Omega}+\sigma$ where $S_{\Omega}$ is the part of $S$ that overlap with $\partial \Omega$. The boundary surface $\sigma$ for the cavity of Fig. 8.14 is depicted in Fig. 8.15. Since $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)$ vanishes on $\partial \Omega$ and in particular on $S_{\Omega}$, the only non-zero part of the surface integral is

$$
\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} \phi\left(\bar{r}^{\prime}\right)= \begin{cases}\phi(\bar{r}) & \text { if: } \bar{r} \in V  \tag{8.6.6}\\ 0 & \text { if: } \bar{r} \notin V\end{cases}
$$

Upon placing the observation point on the surface of the cavity and taking $J\left(\bar{r}^{\prime}\right)=\hat{n}^{\prime} \cdot \nabla^{\prime} \phi\left(\bar{r}^{\prime}\right)$ we have the surface integral equation

$$
\begin{equation*}
\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) J\left(\bar{r}^{\prime}\right)=0 \tag{8.6.7}
\end{equation*}
$$

Notice that this is an integral equation counterpart of the differential eigenvalue equation of Eq. 8.6.1 and solutions are resonant wave functions $\phi_{\alpha}(\bar{r})$ with corresponding eigenvalue of $q_{\alpha}^{2}$.

### 8.6.2 Linear Eigen-value Equation Using The 4th Order Spectral Summation

The regular cavity Green's function $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ at excitation wave number $k$ can be written in terms of an accelerated modal expansion of

$$
\begin{equation*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, k\right)=G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)+\sum_{\alpha=1}^{M_{\Omega}}\left[\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] \psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right) \tag{8.6.8}
\end{equation*}
$$

Here, $k_{\alpha}$ and $\psi_{\alpha}(\bar{r})$ are resonant frequencies and wave functions of the regular shaped cavity (rectangular), respectively. The summation is truncated at $M_{\Omega}$ such that the Green's function of the rectangular cavity is computed with desired level of accuracy. The Green's function at imaginary wave number is also calculated accurately with few terms in the


Figure 8.15: Boundary surface $\sigma$, the part of cavity surface which is not common with the corresponding regular shape cavity
image source expansion. Using the extracted expansion of Eq. 8.6.8 in the surface integral equation of Eq. 8.6.7 we have

$$
\begin{equation*}
\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right) J\left(\bar{r}^{\prime}\right)+\sum_{\alpha=1}^{M_{\Omega}}\left[\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] \psi_{\alpha}(\bar{r}) \int_{\sigma} \mathrm{d} S^{\prime} \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right) J\left(\bar{r}^{\prime}\right)=0 \tag{8.6.9}
\end{equation*}
$$

Defining the projection of the surface current $J(\bar{r})$ on the $\psi_{\alpha}^{*}(\bar{r})$ together with frequency dependent terms as

$$
\begin{equation*}
c_{\alpha}=\frac{k^{2}+\xi^{2}}{k_{\alpha}^{2}-k^{2}} \int_{\sigma} \mathrm{d} S^{\prime} \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right) J\left(\bar{r}^{\prime}\right) \tag{8.6.10}
\end{equation*}
$$

the SIE becomes,

$$
\begin{equation*}
\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right) J\left(\bar{r}^{\prime}\right)+\sum_{\alpha=1}^{M_{\Omega}} \frac{1}{k_{\alpha}^{2}+\xi^{2}} \psi_{\alpha}(\bar{r}) c_{\alpha}=0 \tag{8.6.11}
\end{equation*}
$$

The surface current $J(\bar{r})$ can be discretized on the boundary surface $\sigma$ using a set of basis functions as

$$
\begin{equation*}
J(\bar{r})=\sum_{\bar{n}} \frac{1}{\Delta S_{\bar{n}}} J_{\bar{n}} P_{\bar{n}}(\bar{r}) \tag{8.6.12}
\end{equation*}
$$

Here, $\bar{n}$ is a two dimensional index of the basis functions on the surface $\sigma$ and $\Delta S_{\bar{n}}$ is the area of the $\bar{n}$-th element. If we assume local pulse basis functions over the cell of $\sigma_{\bar{n}}$ and total number of the patches on $\sigma$ is $N_{\sigma}$

$$
\begin{equation*}
\sum_{\bar{n}} \frac{1}{\Delta S_{\bar{n}}} J_{\bar{n}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)+\sum_{\alpha=1}^{M_{\Omega}} \frac{1}{k_{\alpha}^{2}+\xi^{2}} \psi_{\alpha}(\bar{r}) c_{\alpha}=0 \tag{8.6.13}
\end{equation*}
$$

Now, using the delta function at $\bar{r}_{\bar{m}}$ to test the integral equation we have

$$
\begin{equation*}
\sum_{\bar{n}} Z_{\bar{m}, \bar{n}} J_{\bar{n}}+\sum_{\alpha=1}^{M_{\Omega}} R_{\bar{m}, \alpha} c_{\alpha}=0 \tag{8.6.14}
\end{equation*}
$$

or in the matrix form $\overline{\bar{Z}} \cdot \bar{J}+\overline{\bar{R}} \cdot \bar{c}=0$. Here, the MoM impedance matrix elements $Z_{\bar{m}, \bar{n}}$ and hybrid MoM-Modal matrix element $R_{\bar{m}, \alpha}$ are given by

$$
\begin{align*}
& Z_{\bar{m}, \bar{n}}=\frac{1}{\Delta S_{\bar{n}}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime}, i \xi\right) \\
& R_{\bar{m}, \alpha}=\frac{1}{k_{\alpha}^{2}+\xi^{2}} \psi_{\alpha}\left(\bar{r}_{\bar{m}}\right) \tag{8.6.15}
\end{align*}
$$

On the other side, the modal coefficients $c_{\alpha}$ can be discretized by the MoM scheme to give

$$
\begin{align*}
c_{\alpha} & =\frac{k^{2}+\xi^{2}}{k_{\alpha}^{2}-k^{2}} \sum_{\bar{n}} J_{\bar{n}} \psi_{\alpha}^{*}\left(\bar{r}_{\bar{n}}\right)  \tag{8.6.16}\\
& =\frac{\left(k^{2}+\xi^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}{k_{\alpha}^{2}-k^{2}} \sum_{\bar{n}} J_{\bar{n}} R_{\bar{n}, \alpha}^{*} \tag{8.6.17}
\end{align*}
$$

Where we have used definition of $R_{\bar{n}, \alpha}$ in Eq. 8.6.15 and the fact that $\xi^{2}$ and $k_{\alpha}^{2}$ are real quantities. Rearranging the terms

$$
\begin{equation*}
\sum_{\bar{n}} J_{\bar{n}} R_{\bar{n}, \alpha}^{*}=c_{\alpha}\left[\frac{1}{k^{2}+\xi^{2}}-\frac{1}{k_{\alpha}^{2}+\xi^{2}}\right] \tag{8.6.18}
\end{equation*}
$$

Upon defining a diagonal matrix $\overline{\bar{D}}$ with $D_{\alpha \alpha}=\left(k_{\alpha}^{2}+\xi^{2}\right)^{-1}$ and taking $\lambda=\left(k^{2}+\xi^{2}\right)^{-1}$ we have

$$
\begin{equation*}
\overline{\bar{R}}^{\dagger} \cdot \bar{J}+\overline{\bar{D}} \cdot \bar{c}=\lambda \bar{c} \tag{8.6.19}
\end{equation*}
$$

Using $\overline{\bar{Z}} \cdot \bar{J}+\overline{\bar{R}} \cdot \bar{c}=0$ to eliminate $\bar{J}$ by substituting $\bar{J}=-\bar{Z}^{-1} \cdot \overline{\bar{R}} \cdot \bar{c}$ we have the linear eigenvalue equation of

$$
\begin{equation*}
\left(\overline{\bar{D}}-\overline{\bar{R}}^{\dagger} \cdot \overline{\bar{Z}}^{-1} \cdot \overline{\bar{R}}\right) \cdot \bar{c}=\lambda \bar{c} \tag{8.6.20}
\end{equation*}
$$

This is the linear eigenvalue equation, where the eigenvalues determine the resonant wave number $k=q_{\alpha}$ and the eigenvectors $\bar{c}$ provides the projection coefficients of the resonant surface current $J(\bar{r})$ on the regular (rectangular) cavity wave functions $\psi_{\alpha}(\bar{r})$. In order to construct the Green's function of the irregular shaped cavity, eigenmodes of the cavity are required. The resonant wave functions $\phi_{\beta}(\bar{r})$ inside the cavity can be found by the equivalence principle of Eq. 8.6.6 where $\bar{r} \in V$

$$
\begin{equation*}
\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, k=q_{\beta}\right) J^{\beta}\left(\bar{r}^{\prime}\right)=\phi_{\beta}(\bar{r}) \tag{8.6.21}
\end{equation*}
$$

Using the extracted expansion of the Green's function $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, q_{\beta}\right)$

$$
\begin{equation*}
\phi_{\beta}(\bar{r})=\sum_{\bar{n}} J_{\bar{n}}^{\beta} \frac{1}{\Delta S_{\bar{n}}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)+\sum_{\alpha=1}^{M_{\Omega}} \frac{1}{k_{\alpha}^{2}+\xi^{2}} \psi_{\alpha}(\bar{r}) c_{\alpha}^{\beta} \tag{8.6.22}
\end{equation*}
$$

where,

$$
\begin{equation*}
c_{\alpha}^{\beta}=\frac{q_{\beta}^{2}+\xi^{2}}{k_{\alpha}^{2}-q_{\beta}^{2}} \sum_{\bar{n}} J_{\bar{n}}^{\beta} \psi_{\alpha}^{*}\left(\bar{r}_{\bar{n}}\right) \tag{8.6.23}
\end{equation*}
$$

$c_{\alpha}^{\beta}$ is the $\beta$-th eigenvector of the linear eigenvalue system of Eq. 8.6.20. Now, the wave functions $\phi_{\beta}(\bar{r})$ are known by Eq. 8.6.22.

### 8.6.3 Normalization of the Modes

The resonant wave functions $\phi_{\beta}(\bar{r})$ are related to the eigenvectors of the eigenvalue system of (8.6.20) and are known. However the wave functions obtained by (8.6.22) are arbitrary up to a multiplicative constant while in all of the spectral expansions of the Green's function it is assumed that the resonant wave functions are normalized with respect to the inner product induced by the wave equation. In order to use the spectral expansion of the Green's function, the wave functions $\phi_{\beta}(\bar{r})$ should be normalized over the volume of the cavity according to

$$
\int_{V} \mathrm{~d}^{3} \bar{r}\left|\phi_{\beta}(\bar{r})\right|^{2}=1 \quad, \quad \forall \beta
$$

Normalizing the modes using this volume integration for each mode is a computationally expensive task. Instead each wave function $\phi_{\beta}$ can be expanded in terms of the regular shaped cavity wave functions $\psi_{\alpha}$ as they form a complete basis functions in $S \subseteq \Omega$

$$
\phi_{\beta}(\bar{r})=\sum_{\alpha=1}^{\infty} d_{\alpha}^{\beta} \psi_{\alpha}(\bar{r})
$$

Taking into account that $\left\{\psi_{\alpha}(\bar{r})\right\}_{\alpha}$ constitute an orthonormal set, normalization of the $\phi_{\beta}(\bar{r})$ requires that

$$
\sum_{\alpha}\left|d_{\alpha}^{\beta}\right|^{2}=1
$$

$\overline{\bar{d}}$ is the transformation matrix between two orthonormal sets $\left\{\phi_{\beta}\right\}_{\beta}$, and $\left\{\psi_{\alpha}\right\}_{\alpha}$ and therefore it should be a unitary transformation. Requirement of orthogonality of the columns of $\overline{\bar{d}}$ is always granted as $\left\{\phi_{\beta}(\bar{r})\right\}_{\beta}$ is an orthogonal set (for a lossless cavity). The transformation coefficients of $d_{\alpha}^{\beta}$ can be read from Eq. 8.6.22. Since we need to compute $\left|d_{\alpha}^{\beta}\right|^{2}$, substituting the conventional 2 nd order spectral expansion of (8.4.3) into (8.6.22) results in the 4th order convergence in computation of $\left|d_{\alpha}^{\beta}\right|^{2}$ with respect to the mode number $\alpha$.

$$
\phi_{\beta}(\bar{r})=\sum_{\alpha=1}^{\infty} \sum_{\bar{n}} J_{\bar{n}}^{\beta} \frac{1}{k_{\alpha}^{2}+\xi^{2}} \psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}_{\bar{n}}\right)+\sum_{\alpha=1}^{M_{\Omega}} \frac{1}{k_{\alpha}^{2}+\xi^{2}} \psi_{\alpha}(\bar{r}) c_{\alpha}^{\beta}
$$

which results in

$$
d_{\alpha}^{\beta}=\frac{1}{k_{\alpha}^{2}+\xi^{2}}\left(\sum_{\bar{n}} J_{\bar{n}}^{\beta} \psi_{\alpha}^{*}\left(\bar{r}_{\bar{n}}\right)+c_{\alpha}^{\beta}\right)
$$

or

$$
d_{\alpha}^{\beta}= \begin{cases}\frac{1}{k_{\alpha}^{2}+\xi^{2}}\left(\frac{k_{\alpha}^{2}-q_{\beta}^{2}}{q_{\beta}^{2}+\xi^{2}}+1\right) c_{\alpha}^{\beta}, & 1 \leq \alpha \leq M_{\Omega} \\ \frac{1}{k_{\alpha}^{2}+\xi^{2}} \sum_{\bar{n}} J_{\bar{n}}^{\beta} \psi_{\alpha}^{*}\left(\bar{r}_{\bar{n}}\right), & \alpha>M_{\Omega}\end{cases}
$$

After finding the transformation coefficients $d_{\alpha}^{\beta}$ all of the surface currents $J^{\beta}(\bar{r})$ and wave functions $\phi_{\beta}(\bar{r})$ should be renormalized to $\sqrt{L^{\beta}}$ where

$$
L_{\beta}=\sum_{\alpha=1}^{\infty}\left|d_{\alpha}^{\beta}\right|^{2}
$$

### 8.6.4 Spurious Modes

The solution to the surface integral equation of (8.6.7), provides the resonant surface currents inside the irregular cavity of volume $V$. However, the resonant surface current of the complementary cavity of Fig. 8.16, $J^{c}(\bar{r})$ satisfies the same SIE as $J(\bar{r})$ of the cavity of Fig. 8.14 does,

$$
\begin{equation*}
\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) J^{c}\left(\bar{r}^{\prime}\right)=0 \tag{8.6.24}
\end{equation*}
$$



Figure 8.16: Complementary cavity with respect to the regular cavity bounded by $\partial \Omega$.

Although the complementary cavity surface current $J^{c}(\bar{r})$, satisfies the same surface integral equation as the surface current of the desired cavity, those are spurious solutions of the SIE.

The complementary cavity modes are not the only spurious solutions. A linear combination of cavity modes and complementary cavity modes is also an spurious mode. Figure. 8.17 shows a high order spurious mode that is linear combination of desired and complementary modes. Since the complementary cavity is smaller than the cavity itself, spurious modes appear among the high frequency modes.

In order to distinguish between real and spurious solutions, the extinction theorem for the cavity wave function can be used,

$$
\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \hat{n}^{\prime} \cdot \nabla^{\prime} \phi\left(\bar{r}^{\prime}\right)= \begin{cases}\phi(\bar{r}) & \text { if: } \bar{r} \in V  \tag{8.6.25}\\ 0 & \text { if: } \bar{r} \notin V\end{cases}
$$

The surface current that is related to the resonant wave functions of the desired cavity $\phi(\bar{r})$ will produce zero field outside of the cavity $(\bar{r} \notin V)$. By evaluating the wave function at some sample points outside of the cavity we can throw away the spurious wave functions which have non-zero value outside the cavity.

### 8.7 MoM to find $G\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$

After finding the resonant wave functions and wave numbers $\phi_{\beta}$ and $q_{\beta}$, we can directly plug them into the original spectral expansion of the second order convergence. However,


Figure 8.17: A spurious solution of the eigenfunction $\phi_{\beta}(\bar{r})$ of the irregular shaped cavity over $y=0$ plane. The wave function does not vanish outside of the cavity in the groove region.
the convergence is slow and in order to take the advantages of the fourth order expansion of $G\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ for the irregular shaped cavity which is given by

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime} ; k\right)=G\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)+\sum_{\beta}\left[\frac{k^{2}+\xi^{2}}{\left(q_{\beta}^{2}-k^{2}\right)\left(q_{\beta}^{2}+\xi^{2}\right)}\right] \phi_{\beta}(\bar{r}) \phi_{\beta}^{*}\left(\bar{r}^{\prime}\right) \tag{8.7.1}
\end{equation*}
$$

we need to find the Green's function of the irregular cavity at imaginary wave number $\xi$. Basically one may want to find the Green's function inside the cavity without going to the process of eigenfunction expansion and accelerating convergence of the summations. However, there are several reasons that applying MoM directly to find the Green's function is not efficient. First, at imaginary wave number, the matrix equations are very well behaved and sparse as the interaction is exponentially damped. Second, for a wide band solution (different $k$ 's), $G\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ should be computed only one time at the imaginary wave number $\xi$. The regular cavity Green's function $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ satisfies the inhomogeneous equation of

$$
\begin{equation*}
\left(\nabla^{2}-\xi^{2}\right) G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)=-\delta\left(\bar{r}-\bar{r}^{\prime}\right) \quad, \quad G^{\Omega}\left(\bar{r} \in \partial \Omega, \bar{r}^{\prime}\right)=0 \tag{8.7.2}
\end{equation*}
$$

The irregular cavity Green's function at imaginary wave number of $G\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)$ also satisfies the inhomogeneous equation of

$$
\begin{equation*}
\left(\nabla^{2}-\xi^{2}\right) G\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)=-\delta\left(\bar{r}-\bar{r}^{\prime \prime}\right) \quad, \quad G\left(\bar{r} \in S, \bar{r}^{\prime \prime}, i \xi\right)=0 \tag{8.7.3}
\end{equation*}
$$

Upon multiplying Eq. (8.7.2) and Eq. (8.7.3) by $G\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ and $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$, respectively and integrating the subtraction of both equation over the volume of $V$ we have

$$
\begin{align*}
\int_{V} \mathrm{~d}^{3} \bar{r}\left[G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)\right. & \left.\nabla^{2} G\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)-G\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right) \nabla^{2} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)\right]  \tag{8.7.4}\\
& = \begin{cases}G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)-G^{\Omega}\left(\bar{r}^{\prime \prime}, \bar{r}^{\prime} ; i \xi\right) & \text { if: } \bar{r}^{\prime}, \bar{r}^{\prime \prime} \in V \\
G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right) & \text { if: } \bar{r}^{\prime} \in V, \bar{r}^{\prime \prime} \notin V \\
-G^{\Omega}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right) & \text { if: } \bar{r}^{\prime \prime} \in V, \bar{r}^{\prime} \notin V \\
0 & \text { if: } \bar{r}^{\prime}, \bar{r}^{\prime \prime} \notin V\end{cases}
\end{align*}
$$

Converting the volume integration into surface integral over the boundary of the cavity and utilizing that $G\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)$ vanishes on $S$ and $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ also vanishes on $S-\sigma$,

$$
\int_{\sigma} \mathrm{d} S G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \hat{n} \cdot \nabla G\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)= \begin{cases}G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)-G^{\Omega}\left(\bar{r}^{\prime \prime}, \bar{r}^{\prime} ; i \xi\right) & \text { if: } \bar{r}^{\prime}, \bar{r}^{\prime \prime} \in V  \tag{8.7.5}\\ G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right) & \text { if: } \bar{r}^{\prime} \in V, \bar{r}^{\prime \prime} \notin V \\ -G^{\Omega}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right) & \text { if: } \bar{r}^{\prime \prime} \in V, \bar{r}^{\prime} \notin V \\ 0 & \text { if: } \bar{r}^{\prime}, \bar{r}^{\prime \prime} \notin V\end{cases}
$$

Upon letting $\bar{r}^{\prime} \rightarrow S$ and interchanging $\bar{r}$ and $\bar{r}^{\prime}$ we have

$$
\begin{equation*}
\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)=-G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right) \tag{8.7.6}
\end{equation*}
$$

Taking the unknown surface current density $J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)=\hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)$ we have

$$
\begin{equation*}
\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)=-G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right) \tag{8.7.7}
\end{equation*}
$$

By expanding surface current in terms of local pulse basis functions as $J=\sum_{\bar{n}} 1 / \Delta S_{\bar{n}} J_{\bar{n}} P_{\bar{n}}\left(\bar{r}_{\bar{n}}\right)$, the matrix equation is $\overline{\bar{Z}} \cdot \bar{J}=\bar{b}$ where

$$
\begin{align*}
Z_{\bar{m}, \bar{n}} & =\frac{1}{\Delta S_{\bar{n}}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime} ; i \xi\right)  \tag{8.7.8}\\
b_{\bar{m}} & =-G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime \prime} ; i \xi\right)
\end{align*}
$$

After finding the surface current $J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)$, the Green's function can be obtained at any pair of points $\left(\bar{r}, \bar{r}^{\prime \prime}\right)$ by the equivalence principle of Eq. 8.7.5 as

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)=G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)+\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right) \tag{8.7.9}
\end{equation*}
$$

The matrix equation obtained by MoM is sparse and very well behaved. The interaction at imaginary wave number is exponentially damped and the impedance matrix is banded. In addition resonance does not occur at imaginary wave number and the system of equations has a very low condition number.

## Impedance matrix elements

For the problem of finding the Green's function at imaginary wave number $i \xi$ we need to compute the impedance matrix of

$$
\begin{equation*}
Z_{\bar{m}, \bar{n}}=\frac{1}{\Delta S_{\bar{n}}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime} ; i \xi\right) \tag{8.7.10}
\end{equation*}
$$

Since $G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime} ; i \xi\right)$ decays exponentially by distance and it is pretty uniform over a cell, non-self patch elements $\bar{m} \neq \bar{n}$ can be evaluated by center point approximation

$$
\begin{equation*}
Z_{\bar{m}, \bar{n}}=G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}_{\bar{n}} ; i \xi\right) \tag{8.7.11}
\end{equation*}
$$

for the self patch elements, using the image expansion

$$
\begin{equation*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)=\frac{1}{4 \pi} \sum_{n, m, p}(-1)^{n+m+p} \frac{e^{-\xi\left|\bar{r}-\bar{r}_{m n p}\right|}}{\left|\bar{r}-\bar{r}_{m n p}\right|} \tag{8.7.12}
\end{equation*}
$$

This expansion contains the contribution from the real source corresponds to $(m, n, p)=$ $(0,0,0)$ and images charges. The only singular term is the contribution of the real source

$$
\begin{equation*}
Z_{\bar{m}, \bar{m}}=\frac{1}{4 \pi} \sum_{\substack{m, n, p \\(m, n, p \neq(0,0,0)}}(-1)^{n+m+p} \frac{e^{-\xi\left|\bar{r}_{\bar{m}}-\bar{r}_{m n p}\right|}}{\left|\bar{r}_{\bar{m}}-\bar{r}_{m n p}\right|}+\frac{1}{4 \pi} \frac{1}{\Delta S_{\bar{m}}} \int_{\sigma_{\bar{m}}} \mathrm{~d} S^{\prime} \frac{e^{-\xi\left|\bar{r}_{\bar{m}}-\bar{r}^{\prime}\right|}}{\left|\bar{r}_{\bar{m}}-\bar{r}^{\prime}\right|} \tag{8.7.13}
\end{equation*}
$$

In order to calculate the surface integral, we approximate the surface element $\sigma_{\bar{n}}$ (it can be any shape) with a circle centered at $\bar{r}_{\bar{m}}$ with the same area as $\sigma_{n}$. The radius of this circle would be $R_{\bar{m}}=\sqrt{\Delta S_{\bar{m}} / \pi}$. As long as the area of discretization element are small this is a valid approximation. Near the $\bar{m}$ th patch, $\bar{r}^{\prime}=\bar{r}_{\bar{m}}+\bar{r}$ and

$$
\begin{align*}
Z_{\bar{m}, \bar{m}}^{\text {sing }} & =\frac{1}{4 \pi} \frac{1}{\Delta S_{\bar{m}}} \int_{C} \mathrm{~d} S \frac{e^{-\xi r}}{r}  \tag{8.7.14}\\
& =\frac{1}{2} \frac{1}{\Delta S_{\bar{m}}} \int_{0}^{R_{\bar{m}}} \mathrm{~d} \rho e^{-\xi \rho} \\
& =\frac{1}{2 \xi} \frac{1}{\Delta S_{\bar{m}}}\left[1-e^{-\xi R_{\bar{m}}}\right] \\
& =\frac{1}{2 \xi} \frac{1}{\Delta S_{\bar{m}}}\left[1-e^{-\xi \sqrt{\Delta S_{\bar{m}} / \pi}}\right]
\end{align*}
$$

Therefore, total self patch elements become

$$
\begin{equation*}
Z_{\bar{m}, \bar{m}}=\frac{1}{4 \pi} \sum_{\substack{m, n, p \\(m, n, p \neq(0,0,0)}}(-1)^{n+m+p} \frac{e^{-\xi\left|\bar{r}_{\bar{m}}-\bar{r}_{m p p}^{(\bar{m})}\right|}}{\left|\bar{r}_{\bar{m}}-\bar{r}_{m n p}^{(\bar{m})}\right|}+\frac{1}{2 \xi} \frac{1}{\Delta S_{\bar{m}}}\left[1-e^{-\xi \sqrt{\Delta S_{\bar{m}} / \pi}}\right] \tag{8.7.15}
\end{equation*}
$$

and for non-self patch elements

$$
\begin{equation*}
Z_{\bar{m}, \bar{n}}=\frac{1}{4 \pi} \sum_{m, n, p}(-1)^{n+m+p} \frac{e^{-\xi\left|\bar{r}_{\bar{m}}-\bar{r}_{m n p}^{(\bar{n})}\right|}}{\left|\bar{r}_{\bar{n}}-\bar{r}_{m n p}^{(\bar{n})}\right|} \tag{8.7.16}
\end{equation*}
$$

where $\bar{r}_{m n p}^{(\bar{n})}$ 's are position of images source when the real source is located at $\bar{r}=\bar{r}_{\bar{n}}$.

### 8.7.1 Additional MoM to find $\frac{\partial}{\partial \xi} G\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$

Notice that the wavenumber derivative of the Green's function is independent of the value of the Green's function and requires a new SIE to be solved. The Green's function $G\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)$ at imaginary wave number $i \xi$ is related to the regular Green's function $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)$ through

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)=G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)+\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right) \tag{8.7.17}
\end{equation*}
$$

Applying the wavenumber derivative yields

$$
\begin{align*}
\frac{\partial}{\partial \xi} G\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right) & =\frac{\partial}{\partial \xi} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)+\int_{\sigma} \mathrm{d} S^{\prime} \frac{\partial}{\partial \xi} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)  \tag{8.7.18}\\
& +\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \hat{n}^{\prime} \cdot \nabla^{\prime} \frac{\partial}{\partial \xi} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)
\end{align*}
$$

Assuming we know the surface current $\hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)$ from the MoM solution in the previous section, it is not trivial that how it depends on he wave number to find

$$
\begin{equation*}
\frac{\partial}{\partial \xi} \hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right) \tag{8.7.19}
\end{equation*}
$$

from that. We can set up another MoM to find this new quantity. Taking derivative of the SIE with respect to wave number $\xi$ yields

$$
\begin{equation*}
\int_{\sigma} \mathrm{d} S^{\prime} \frac{\partial}{\partial \xi} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)+\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \hat{n}^{\prime} \cdot \nabla^{\prime} \frac{\partial}{\partial \xi} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)=-\frac{\partial}{\partial \xi} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right) \tag{8.7.20}
\end{equation*}
$$

The wave number derivative of the $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; i \xi\right)$ can be easily calculated. Taking the surface current $J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)=\hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)$ (which is now known by the previous MoM) and $J_{\xi}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)=\hat{n}^{\prime} \cdot \nabla^{\prime} \partial_{\xi} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; i \xi\right)$ we have the following matrix equation,

$$
\begin{equation*}
\overline{\bar{Z}}_{\xi} \cdot \bar{J}+\overline{\bar{Z}} \cdot \bar{J}_{\xi}=\bar{b}_{\xi} \tag{8.7.21}
\end{equation*}
$$

that gives

$$
\begin{equation*}
\bar{J}_{\xi}=\overline{\bar{Z}}^{-1} \cdot\left(\bar{b}_{\xi}-\overline{\bar{Z}}_{\xi} \cdot \bar{J}\right) \tag{8.7.22}
\end{equation*}
$$

where,

$$
\begin{align*}
Z_{\bar{m}, \bar{n}} & =\frac{1}{\Delta S_{\bar{n}}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime} ; i \xi\right)  \tag{8.7.23}\\
Z_{\xi, \bar{m}, \bar{n}} & =\frac{1}{\Delta S_{\bar{n}}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} \frac{\partial}{\partial \xi} G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime} ; i \xi\right) \\
b_{\xi, \bar{m}} & =-\frac{\partial}{\partial \xi} G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime \prime} ; i \xi\right)
\end{align*}
$$

All of the impedance matrix elements can be calculated fast and analytically. Note that the wave number derivative of the Green's function is regular every where (even at the source point) for the $G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime \prime} ; i \xi\right)$. We need this additional MoM to use the 6 th order spectral expansion for the $G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)$.

### 8.8 Benchmark: Surface Integral Equation formulation of total Green's function

In order to verify the proposed approach, we compare the results with the benchmark solution using the usual approach of the SIE (pure MoM). The MoM solution will be used as the measure of the efficiency and accuracy of the proposed method. The MoM should be setup for one frequency at a time.

### 8.8.1 Irregular cavity Green's function by direct MoM using $G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$

The irregular shaped cavity Green's function of $G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)$ satisfies the wave equation of

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)=-\delta\left(\bar{r}-\bar{r}^{\prime \prime}\right) \quad, \quad G\left(\bar{r} \in S, \bar{r}^{\prime \prime}, k\right)=0 \tag{8.8.1}
\end{equation*}
$$

On the other side, the free space Green's function $G_{0}\left(\bar{r}, \bar{r}^{\prime}, k\right)$ also satisfies

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right)=-\delta\left(\bar{r}-\bar{r}^{\prime}\right), \tag{8.8.2}
\end{equation*}
$$

Subject to the radiation condition at infinity. Upon multiplying by $G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ and $G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)$, respectively and integrating the subtraction of both equation over the volume of $V$, converting the volume integration into surface integral over the boundary of the cavity and utilizing that $G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)$ vanishes on $S$, it gives,

$$
-\oint_{S} \mathrm{~d} S G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right) \hat{n} \cdot \nabla G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)= \begin{cases}G_{0}\left(\bar{r}^{\prime \prime}, \bar{r}^{\prime} ; k\right)-G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right) & \text { if: } \bar{r}^{\prime}, \bar{r}^{\prime \prime} \in V  \tag{8.8.3}\\ G_{0}\left(\bar{r}^{\prime \prime}, \bar{r}^{\prime} ; k\right) & \text { if: }: \bar{r}^{\prime} \in V, \bar{r}^{\prime \prime} \notin V \\ -G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right) & \text { if: } \bar{r}^{\prime \prime} \in V, \bar{r}^{\prime} \notin V \\ 0 & \text { if: }: \bar{r}^{\prime}, \bar{r}^{\prime \prime} \notin V\end{cases}
$$

Upon letting $\bar{r}^{\prime} \rightarrow S$ and interchanging $\bar{r}$ and $\bar{r}^{\prime}$ we have

$$
\begin{equation*}
\oint_{S} \mathrm{~d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right) \hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)=-G_{0}\left(\bar{r}^{\prime \prime}, \bar{r} ; k\right) \tag{8.8.4}
\end{equation*}
$$

Taking the unknown surface current density $J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)=\hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)$ we have

$$
\begin{equation*}
\oint_{S} \mathrm{~d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right) J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)=-G_{0}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right) \tag{8.8.5}
\end{equation*}
$$

By expanding surface current in terms of local pulse basis functions as $J=\sum_{\bar{n}} 1 / \Delta S_{\bar{n}} J_{\bar{n}} P_{\bar{n}}\left(\bar{r}_{\bar{n}}\right)$, over the elements $\partial \Omega=\sum_{\bar{n}} \sigma_{\bar{n}}$ the matrix equation is $\overline{\bar{Z}} \cdot \bar{J}=\bar{b}$ where

$$
\begin{align*}
& Z_{\bar{m}, \bar{n}}=\frac{1}{\Delta S_{\bar{n}}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G_{0}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime} ; k\right)  \tag{8.8.6}\\
& b_{\bar{m}}=-G_{0}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime \prime} ; k\right)
\end{align*}
$$



Figure 8.18: Discretization points on the irregular shaped cavity.

After finding the surface current $J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)$, the Green's function can be obtained at any pair of points ( $\bar{r}, \bar{r}^{\prime \prime}$ ) by the equivalence principle of Eq. 8.7.5 as

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)=G_{0}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)+\oint_{S} \mathrm{~d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right) J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right) \tag{8.8.7}
\end{equation*}
$$

and in term of discretized surface current

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)=G_{0}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)+\sum_{\bar{n}} \frac{1}{\Delta S_{\bar{n}}} J_{\bar{n}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right) \tag{8.8.8}
\end{equation*}
$$

If observation point $\bar{r}$ is not on the boundary patch $\sigma_{\bar{n}}$, then

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)=G_{0}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)+\sum_{\bar{n}} J_{\bar{n}} G_{0}\left(\bar{r}, \bar{r}_{\bar{n}} ; k\right) \tag{8.8.9}
\end{equation*}
$$

If the observation point coincide with the boundary surface element $\bar{m}$, then

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)=G_{0}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)+\sum_{\bar{n} \neq \bar{m}} \frac{1}{\Delta S_{\bar{n}}} J_{\bar{n}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G_{0}\left(\bar{r},,^{\prime} ; k\right)+\frac{i}{2 k} \frac{J_{\bar{m}}}{\Delta S_{\bar{m}}}\left[1-e^{i k \sqrt{\Delta S_{\bar{m}} / \pi}}\right] \tag{8.8.10}
\end{equation*}
$$

### 8.8.2 Irregular cavity Green's function by MoM using $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$

The regular cavity Green's function $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ satisfies the inhomogeneous equation of

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)=-\delta\left(\bar{r}-\bar{r}^{\prime}\right) \quad, \quad G^{\Omega}\left(\bar{r} \in \partial \Omega, \bar{r}^{\prime}\right)=0 \tag{8.8.11}
\end{equation*}
$$

The irregular cavity Green's function of $G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)$ also satisfies the inhomogeneous equation of

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)=-\delta\left(\bar{r}-\bar{r}^{\prime \prime}\right) \quad, \quad G\left(\bar{r} \in S, \bar{r}^{\prime \prime}, k\right)=0 \tag{8.8.12}
\end{equation*}
$$

Upon multiplying Eq. (8.8.11) and Eq. (8.8.12) by $G\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ and $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$, respectively and integrating the subtraction of both equation over the volume of $V$, and converting the volume integration into surface integral over the boundary of the cavity and utilizing that $G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)$ vanishes on $S$ and $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ also vanishes on $S-\sigma$,

$$
\int_{\sigma} \mathrm{d} S G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right) \hat{n} \cdot \nabla G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)= \begin{cases}G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)-G^{\Omega}\left(\bar{r}^{\prime \prime}, \bar{r}^{\prime} ; k\right) & \text { if: } \bar{r}^{\prime}, \bar{r}^{\prime \prime} \in V  \tag{8.8.13}\\ G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right) & \text { if: } \bar{r}^{\prime} \in V, \bar{r}^{\prime \prime} \notin V \\ -G^{\Omega}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right) & \text { if: } \bar{r}^{\prime \prime} \in V, \bar{r}^{\prime} \notin V \\ 0 & \text { if: } \bar{r}^{\prime}, \bar{r}^{\prime \prime} \notin V\end{cases}
$$

Upon letting $\bar{r}^{\prime} \rightarrow S$ and interchanging $\bar{r}$ and $\bar{r}^{\prime}$ we have

$$
\begin{equation*}
\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right) \hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)=-G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right) \tag{8.8.14}
\end{equation*}
$$

Taking the unknown surface current density $J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)=\hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)$ we have

$$
\begin{equation*}
\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right) J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)=-G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right) \tag{8.8.15}
\end{equation*}
$$

By expanding surface current in terms of local pulse basis functions as $J=\sum_{\bar{n}} 1 / \Delta S_{\bar{n}} J_{\bar{n}} P_{\bar{n}}\left(\bar{r}_{\bar{n}}\right)$, the matrix equation is $\bar{Z} \cdot \bar{J}=\bar{b}$ where

$$
\begin{align*}
& Z_{\bar{m}, \bar{n}}=\frac{1}{\Delta S_{\bar{n}}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime} ; k\right)  \tag{8.8.16}\\
& \quad b_{\bar{m}}=-G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime \prime} ; k\right) \tag{8.8.17}
\end{align*}
$$

After finding the surface current $J\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right)$, the Green's function can be obtained at any pair of points $\left(\bar{r}, \bar{r}^{\prime \prime}\right)$ by the equivalence principle of Eq. 8.8.13 as

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)=G^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime} ; k\right)+\int_{\sigma} \mathrm{d} S^{\prime} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right) \hat{n}^{\prime} \cdot \nabla^{\prime} G\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime} ; k\right) \tag{8.8.18}
\end{equation*}
$$

## Impedance matrix elements

For the problem of finding the Green's function wave number $k$ we need to compute the impedance matrix of

$$
\begin{equation*}
Z_{\bar{m}, \bar{n}}=\frac{1}{\Delta S_{\bar{n}}} \int_{\sigma_{\bar{n}}} \mathrm{~d} S^{\prime} G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime} ; k\right) \tag{8.8.19}
\end{equation*}
$$

Since $G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime} ; k\right)$ decays exponentially by distance and it is pretty uniform over a cell, non-self patch elements $\bar{m} \neq \bar{n}$ can be evaluated by center point approximation

$$
\begin{equation*}
Z_{\bar{m}, \bar{n}}=G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}_{\bar{n}} ; k\right) \tag{8.8.20}
\end{equation*}
$$

Using the 6th order spectral expansion,

$$
\begin{equation*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, k\right)=G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)-\frac{k^{2}+\xi^{2}}{2 \xi} \frac{\partial}{\partial \xi} G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)+\left(k^{2}+\xi^{2}\right)^{2} \sum_{\alpha} \frac{\psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right)}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}\left(k_{\alpha}^{2}-k^{2}\right)} \tag{8.8.21}
\end{equation*}
$$

It can be observed that singularity at the source point contained in the first term (the imaginary wave number derivative is regular at $\bar{r}=\bar{r}^{\prime}$ ) and the last term cannot rise in a singularity at the source point. Assuming $\left|\psi_{\alpha}(\bar{r})\right| \leq M$ (for rectangular cavity $M=\sqrt{8 / V}$ ) and $k \neq k_{\alpha}$, at the source point $\bar{r}=\bar{r}^{\prime}$ the last term would be a convergent series,

$$
\begin{equation*}
\sum_{\alpha} \frac{\psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}(\bar{r})}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}\left(k_{\alpha}^{2}-k^{2}\right)} \leq M^{2} \sum_{\alpha} \frac{1}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}\left|k_{\alpha}^{2}-k^{2}\right|}<\infty \tag{8.8.22}
\end{equation*}
$$

as for large values of $\alpha$, the tail is convergent. The singular term $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)$ is computed using image expansion. The self patch impedance element would be
$Z_{\bar{m}, \bar{m}}=\frac{1}{\Delta S_{\bar{m}}} \int_{\sigma_{\bar{m}}} \mathrm{~d} S^{\prime} G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime}, i \xi\right)-\frac{k^{2}+\xi^{2}}{2 \xi} \frac{\partial}{\partial \xi} G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}_{\bar{m}}, i \xi\right)+\left(k^{2}+\xi^{2}\right)^{2} \sum_{\alpha} \frac{\psi_{\alpha}\left(\bar{r}_{\bar{m}}\right) \psi_{\alpha}^{*}\left(\bar{r}_{\bar{m}}\right)}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}\left(k_{\alpha}^{2}-k^{2}\right)}$

The Green's function imaginary wave number $G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)$ is expressed in terms of image expansion

$$
\begin{equation*}
G^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)=\frac{1}{4 \pi} \sum_{n, m, p}(-1)^{n+m+p} \frac{e^{-\xi\left|\bar{r}_{-} \bar{r}_{m n p}\right|}}{\left|\bar{r}-\bar{r}_{m n p}\right|} \tag{8.8.24}
\end{equation*}
$$

This expansion contains the contribution from the real source corresponds to $(m, n, p)=$ $(0,0,0)$ and images charges. The only singular term is the contribution of the real source

$$
\begin{equation*}
\frac{1}{\Delta S_{\bar{m}}} \int_{\sigma_{\bar{m}}} \mathrm{~d} S^{\prime} G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}^{\prime}, i \xi\right)=\frac{1}{4 \pi} \sum_{\substack{m, n, p \\(m, n, p) \neq(0,0,0)}}(-1)^{n+m+p} \frac{e^{-\xi\left|\bar{r}_{\bar{m}}-\bar{r}_{m n p}\right|}}{\left|\bar{r}_{\bar{m}}-\bar{r}_{m n p}\right|}+\frac{1}{4 \pi} \frac{1}{\Delta S_{\bar{m}}} \int_{\sigma_{\bar{m}}} \mathrm{~d} S^{\prime} \frac{e^{-\xi\left|\bar{r}_{\bar{m}}-\bar{r}^{\prime}\right|}}{\left|\bar{r}_{\bar{m}}-\bar{r}^{\prime}\right|} \tag{8.8.25}
\end{equation*}
$$

Therefore, total self patch elements become

$$
\begin{align*}
Z_{\bar{m}, \bar{m}} & =\frac{1}{4 \pi} \sum_{\substack{m, n, p \\
(m, n, p \neq(0,0,0)}}(-1)^{n+m+p} \frac{e^{-\xi\left|\bar{r}_{\bar{m}}-\bar{r}_{m n p}^{(\bar{m})}\right|}}{\left|\bar{r}_{\bar{m}}-\bar{r}_{m n p}^{(\bar{m})}\right|}+\frac{1}{2 \xi} \frac{1}{\Delta S_{\bar{m}}}\left[1-e^{-\xi \sqrt{\Delta S_{\bar{m}} / \pi}}\right]  \tag{8.8.26}\\
& -\frac{k^{2}+\xi^{2}}{2 \xi} \frac{\partial}{\partial \xi} G^{\Omega}\left(\bar{r}_{\bar{m}}, \bar{r}_{\bar{m}}, i \xi\right)+\left(k^{2}+\xi^{2}\right)^{2} \sum_{\alpha} \frac{\psi_{\alpha}\left(\bar{r}_{\bar{m}}\right) \psi_{\alpha}^{*}\left(\bar{r}_{\bar{m}}\right)}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}\left(k_{\alpha}^{2}-k^{2}\right)} \tag{8.8.27}
\end{align*}
$$

where $\bar{r}_{m n p}^{(\bar{m})}$ 's are position of images source when the real source is located at $\bar{r}=\bar{r}_{\bar{m}}$.

### 8.9 Choosing the Imaginary Wave Number $\xi$

The imaginary wave number $\xi$ appears in two positions in the 6 th order spectral expansion of (8.5.3). One is inside $G^{S}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ and its derivative and the other one is in the summation as a factor of

$$
F_{\xi}=\frac{\left(k^{2}+\xi^{2}\right)^{2}}{\left(q_{\alpha}^{2}+\xi^{2}\right)^{2}}
$$

The effect of $\xi$ in the Green's function $G^{S}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ is that higher value of $\xi$ corresponds to shorter range of interaction and vice versa. For a short range interaction, computation of the Green's function is easier (the matrices are extremely sparse/number of image charges are very small in computation of $G^{\Omega}$ ) As $\xi$ increases, the contribution of the extraction terms decrease and in the limit of $\xi \rightarrow \infty, F_{\xi} \rightarrow 1$ and we recover the original second order spectral expansion. Therefore as $\xi$ increases, number of included modes in the 6 th order spectral summation should increases accordingly.

In the limit of small $\xi$, imaginary wave number interactions are long range. If $\xi \ll k, q_{\alpha}$, the pre-factor $F_{\xi}$ tends to the factor of $\left(k / q_{\alpha}\right)^{4}$ that guarantee the 6th order convergence of the spectral expansion. However, for small $\xi$, calculation of the extracted terms is computationally more expensive because of long range interaction (in particular, in the image expansion, number of required image sources to get convergent response increases). The extracted term $G^{S}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ mostly contributes in the source region as it is a short range propagator. The wave number derivative $\partial_{\xi} G^{S}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ has a longer range than $G^{S}\left({ }_{r}, \bar{r}^{\prime} ; i \xi\right)$ itself but still is localized around the source region while the modal summation contains standing waves that can be present everywhere.

Therefore, choosing the imaginary wave number $\xi$ is also dependent on the physical size of the problem (excitation frequency).

Table 8.1: Resonant wave numbers of the rectangular $\left(k_{\alpha}\right)$ and grooved $\left(q_{\alpha}\right)$ cavities. Degeneracies are elevated by the broken symmetry of the cavity.

| $\alpha$ | 1 | 2 | 3 | 4 | 5 | 5 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q_{\alpha} L$ | 5.78 | 7.75 | 7.94 | 8.47 | 9.47 | 9.57 | 10.07 |
| $k_{\alpha} L$ | 5.44 | 7.69 | 7.69 | 7.69 | 9.42 | 9.42 | 9.42 |

### 8.10 Numerical Example

In order to demonstrate the performance of the proposed method, the Green's function solution is compared with MoM solution for the grooved cavity of Fig. 8.14. The parameters of the cavity is given by $L_{x}=L_{y}=L_{z}=L, H=L / 4, \alpha=60^{\circ}$ and the source is located at $\bar{r}^{\prime}=L / 4(1,1,1)$. For the extraction, we have selected $\xi=2 / L$. We study the Green's function at several exciting wavelengths.

In order to calculate the broadband Green's function using the hybrid method, we need to select a discretization grid of the boundary surface (for the spatial part) and a truncation number ( $M_{\Omega}$ ) for the number of included spectral modes in the hybrid formulation. The hybrid formulation is set up with $N=600$ unknowns on the whole surface of the cavity (100 points on the surface $\sigma$ for the hybrid eigenvalue problem) and inclusion of $M_{\Omega}=10^{3}$ spectral modes for the hybrid formulation.

On the other side, for the MoM solution, the computation grid size is strongly dependent on the frequency. For example, at $\lambda=0.93 L$, MoM solution requires at least 2400 unknowns on the surface of the cavity to produces accurate results. This is more than the rule of thumb value of $(10 \mathrm{pts} / \lambda)$ as resonance modes are involved here.

The first comparison is for exciting wavelength of $\lambda=0.93 L$. The Green's function obtained by hybrid spatial-spectral formulation on the plane of $z=0$ is plotted in Fig. 8.19 (upper graph) together with the response obtained by MoM as a benchmark (lower graph). The two responses coincide each other with absolute error of less than -32 dB over all points of the observation grid. The absolute difference between two methods is plotted in Fig. 8.20 in logarithmic scale. The error can be reduced arbitrarily by increasing the number of included modes since the singularity in the source region is entirely captured in the imaginary wave number part.

The computational cost of the proposed method is comparable with that of single frequency MoM for $\lambda=0.93 L$ while the hybrid method has absolute error of less than -20 over the continuous band from DC to $\lambda=0.23 L$. Another advantage of spatial-spectral method is that it provides an analytical solution of the Green's function (apart from imaginary extractions which is constant over the frequency band) inside the cavity that can provides design insights.

The next comparison is for the exciting wavelength of $\lambda=0.43 L$. Now the volume of the cavity is larger than $8 \lambda^{3}$ which requires large number of surface unknowns. The solution using hybrid method is the same as previous example by only changing the value of $k$ in the last summation of (8.5.3). However, MoM solution requires more than $10^{4}$ unknown on the surface of the cavity to get the accurate results [134, 135]. The Green's function at this frequency obtained by hybrid and MoM method is depicted in Fig. 8.21 and corresponding absolute error of the hybrid method with respect to the MoM is shown


Figure 8.19: The Green's function $G^{S}\left(\bar{r}, \bar{r}^{\prime}\right)$ at excitation wavelength $\lambda=0.93 L$ for a point source at $\bar{r}^{\prime}=L / 4(1,1,1)$ obtained by proposed method (top) against MoM solution (Bottom).


Figure 8.20: Absolute error in computation of the Green's function $G^{S}\left(\bar{r}, \bar{r}^{\prime}\right)$ at excitation wavelength $\lambda=0.93 L$ for a point source at $\bar{r}^{\prime}=L / 4(1,1,1)$ respect to MoM solution.
in Fig. 8.22. As the last numerical example, Fig. 8.23 plot the Green's function observed on the line of $\bar{r}=(x, 0, z=0.45 L)$ with the source located at $\bar{r}^{\prime}=(1,1,1) L / 4$ for a decade of bandwidth $(0.4 \leq \lambda / L \leq 4)$ computed by the hybrid method. The frequency points are chosen to not coincide exactly with the resonant frequencies. Notice that obtaining this broadband response does not requires additional computations.


Figure 8.21: The Green's function $G^{S}\left(\bar{r}, \bar{r}^{\prime}\right)$ at excitation wavelength $\lambda=0.43 L$ for a point source at $\bar{r}^{\prime}=L / 4(1,1,1)$ obtained by proposed method (top) against MoM solution (Bottom).


Figure 8.22: Absolute error in computation of the Green's function $G^{S}\left(\bar{r}, \bar{r}^{\prime}\right)$ at excitation wavelength $\lambda=0.43 L$ for a point source at $\bar{r}^{\prime}=L / 4(1,1,1)$ with respect to the MoM solution.

### 8.11 Finite element methods

Similar to the proposed method, the finite element methods are able to compute all of the resonant wave number and eigenmodes linearly. For the wave equation of $\left(\nabla^{2}+k^{2}\right) \psi=0$ results in linear system of type $\overline{\bar{A}} \cdot \bar{x}=k^{2} \bar{x}$. However, the proposed method has several advantages over finite element methods. The first advantage is that finite element method required volumetric discretization of the domain while the imaginary frequency surface integral equation formulate the problem in terms of surface unknowns that leads to additional


Figure 8.23: Broadband response of the Green's function for $\bar{r}=(x, 0, z=0.45 L)$
over a decade of bandwidth. Spectral lines are close to the resonant wavelengths.
factor of $N$ (typical number of unknown in one dimension) in number of unknowns.
The second advantage which is really sparkling is that in order to obtain the eigenmodes with finite element methods, the volumetric discretization size should be fine enough to capture the variation of modes. For high order modes this would impose a proportionally fine discretization of computational grid. However, the imaginary frequency surface integral equation is formulated for a fixed value of imaginary wavenumber $k=i \xi$ regardless of bandwidth of interest. Therefore high order modes are computed using the discretization as low order modes and because of imaginary wave number interaction the interaction matrices are sparse.

In order to realize this, consider a cubic cavity of size $(1 \lambda)^{3}$ and assume that desired accuracy of computation of Green's function achieves with inclusion of 1000 modes in the 6 th order expansion. For the imaginary wavenumber surface integral equation approach total number of unknowns on the surface would be (600) by taking $\xi=1 / \lambda$ and assuming $10 \mathrm{pts} /$ wavelength. However, for the finite element approach, in order to capture highest mode (corresponding to wavelength $\lambda / 10$ ), number of volumetric unknowns would be $10^{6}$. For higher index of modes this will increase in power law.

## Chapter 9

# Fast and Broadband Computation of Dyadic Green's Function in Cavity Resonator Using Imaginary Wave Number Extraction Technique 

### 9.1 Introduction

The Green's function is a fundamental tool in the analysis of every physical system and it provides an in-depth insight into the dynamical behavior of the system. Based on this, obtaining the Green's function for a given system is as difficult as solving the problem directly. However, since the Green's function can determine the response of the system to an arbitrary excitation it contains more information about the system than the solution of the dynamical variable like the wave function. The Green's function is the collective response of all the resonant wave functions in a unique way such that it is closely related to the spatial distribution of the density of states.

In particular, Green's function is of importance as it provides the response for an arbitrary distribution of the source. They are also useful for formulating the integral equations for various boundary value problems. Commonly used Green's functions include free-space Green's functions, periodic Green's functions for empty periodic lattices, and Green's functions of regular geometry such as a sphere or cylinder, Green's functions of layered media, etc [118-121].

The Green's function inside the cavity is also studied extensively [136-139]. In general for a cavity of regular shape (rectangular, cylindrical, ...), an expression for the Green's function can be found by either a spatial sum in terms of image sources [136] or a spectral sum in terms of the eigen-modes. Both of the pure spatial and spectral methods have slow convergence in terms of the number of included images/modes. While the spatial expansion can capture the singularity in the source region well, it has a slow convergence for the observation points far from the source. On the other side, spectral expansion does not converge in the proximity of the source as a consequence of the singular behavior of the Green's function. The famous Ewald's technique is about to obtain a hybrid spectral-spatial summation that has an exponential convergence rate [140-143] which is a successful technique of taking advantage of both spectral and spatial expansions. Another method based on
the Chebyshev polynomial approximation is reported [133] that provides an efficient way of evaluation of the Green's function in the rectangular cavity.

However, all of the mentioned methods are implemented for computation of the Green's function at a single frequency such that obtaining a broadband response required a frequency sweep. For the cavity Green's function, there are lots of resonance modes that require a fine frequency sweep to capture the resonances correctly. In this paper, a new approach of obtaining the dyadic Green's function inside the cavity based on imaginary wavenumber extraction is presented. The proposed approach can be used to evaluate the vector potential and electric field dyadic Green's function inside the rectangular cavity rapidly and over a broad range of frequency. This technique is previously applied to a variety of geometries including the Green's function of irregular shape waveguide [132], periodic structure including scatterers (photonic crystals) [126-128, 144], radiation from circuit boards [145], and scalar Green's function inside the cavity to capture the wideband behavior including the resonances. All prior published works are for the 2D case. In this paper, we treat the Dyadic Green's functions of the 3D cavity.

The method is a hybrid spatial-spectral method and from this point of view is similar to the Ewald method. For a given level of accuracy and even for response at one frequency, it can be faster than the Ewald method and it provides a broadband response over decades of bandwidth with an only one-time evaluation of the modes. The idea of extraction from the Green's function has been used and studied before. The BIRME method [129-131] is proposed with utilizing extraction of the corresponding static Green's function from itself to accelerate the spectral expansion. The BBGFL (broadband Green's function with low wavenumber extraction) method [122, 132] also uses the extraction of the Green's function at some low (close to DC but not necessarily DC) wave number. However, the imaginary wavenumber extraction is a superior approach as the extracted terms can be rapidly computed.

The logic behind the extraction techniques is separating the singular part of the Green's function and compute it by a different method (spatial series with an exponential convergence). The reduced Green's function after extraction, which represents a smooth function (it is regular even at the source point) will have a better convergence rate as it can be constructed by low-frequency spatial modes, in principle.

This paper has two main parts. The first part is devoted to the vector potential dyadic Green's function of the rectangular cavity. The different spatial and spectral representations are discussed in sec. 9.2. Several numerical examples has been brought to compare the accuracy of the proposed method and comparison of computation cost against the Ewald method. A broadband computation of the vector potential dyadic Green's function over two decades of bandwidth with 1000 resonant modes is also shown. In sec. 9.3, the electric field dyadic Green's function is studied. Spectral representation of the electric field dyadic Green's function is derived and imaginary wavenumber extraction is applied. Singularity of the dyadic Green's function is extracted in terms of static Green's function. A numerical example of evaluation of the dyadic Green's function with the proposed method is provided. Finally, a broadband evaluation of the electric field dyadic Green's function is performed in the last section.

### 9.2 Vector Potential Dyadic Green's Function

Under the Lorentz gauge, the vector potential $\bar{A}(\bar{r})$ satisfies the vector Helmholtz equation of

$$
\begin{equation*}
\nabla^{2} \bar{A}(\bar{r})+k^{2} \bar{A}(\bar{r})=-\mu \bar{J}(\bar{r}) \tag{9.2.1}
\end{equation*}
$$

while the scalar potential satisfies

$$
\begin{equation*}
\nabla^{2} \phi(\bar{r})+k^{2} \phi(\bar{r})=-\frac{1}{\varepsilon} \rho(\bar{r}) . \tag{9.2.2}
\end{equation*}
$$

The electric field in terms of the potentials is expressed as $\bar{E}(\bar{r})=i \omega \bar{A}(\bar{r})-\nabla \phi(\bar{r})$ where $e^{-i \omega t}$ time dependence convention is used for harmonic fields throughout the text. On the surface of the cavity, tangential component of the electric field must vanish, i.e. $\hat{n} \times$ $[i \omega \bar{A}(\bar{r})-\nabla \phi(\bar{r})]=0$. This imposes a boundary condition on both scalar and vector potentials, simultaneously. One choice is considering decoupled boundary conditions for vector and scalar potentials as $\hat{n} \times \bar{A}=0$ and $\hat{n} \times \nabla \phi=0$. The scalar potential itself also vanishes on the surface of the cavity and within the Lorenz gauge $\nabla \cdot \bar{A}=i \omega \mu \varepsilon \phi$ and thus $\nabla \cdot \bar{A}=0$ on the cavity surface. These are the boundary conditions to be satisfied by the vector potential and are less stronger than the general requirement of $\hat{n} \times[i \omega \bar{A}(\bar{r})-\nabla \phi(\bar{r})]=0$ over the walls of the cavity [146-151].

In order to integrate the wave equation of the vector potential, the vector potential dyadic Green's function $\overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)$ can be introduced such that,

$$
\begin{equation*}
\nabla^{2} \overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)+k^{2} \overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)=-\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{9.2.3}
\end{equation*}
$$

subject to the conditions $\hat{n} \times \overline{\bar{G}}_{A}=0$ and $\nabla \cdot \overline{\bar{G}}_{A}=0$ on the boundary of the cavity. Upon using the Green's identity for $\bar{A}$ and $\overline{\bar{G}}_{A}$, the vector potential can be written in terms of the current source as

$$
\begin{equation*}
\bar{A}(\bar{r})=\mu \int \mathrm{d} \bar{r}^{\prime} \overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right) \tag{9.2.4}
\end{equation*}
$$

The electric field can be obtained in terms of potentials (in Lorenz gauge) as

$$
\begin{align*}
\bar{E}(\bar{r}) & =i \omega \bar{A}(\bar{r})-\frac{1}{i \omega \mu \varepsilon} \nabla \nabla \cdot \bar{A}(\bar{r})  \tag{9.2.5}\\
& =i \omega \mu\left[\overline{\bar{I}}+\frac{\nabla \nabla}{k^{2}}\right] \cdot \int \mathrm{d} \bar{r}^{\prime} \overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right)
\end{align*}
$$

Now, the electric field dyadic Green's function can be identified as

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\left[\overline{\bar{I}}+\frac{\nabla \nabla}{k^{2}}\right] \cdot \overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime}\right) . \tag{9.2.6}
\end{equation*}
$$

Notice that in (9.2.5), the differential operator $\nabla \nabla$ is supposed to operate on the result of the vector potential integration, but in order to get (9.2.6), order of the differentiation and integration operators are exchanged. If the vector potential integrand does not have second order derivative (around source point where $\overline{\bar{G}}_{A}$ is singular), exchanging the differentiation
and integration operators introduces a higher order singularity that has been studied extensively [152-155]. Note that the vector potential dyadic Green's function for a rectangular cavity is a diagonal dyadic, i.e.

$$
\begin{equation*}
\overline{\bar{G}}_{A}=G_{A}^{x x} \hat{x} \hat{x}+G_{A}^{y y} \hat{y} \hat{y}+G_{A}^{z z} \hat{z} \hat{z} \tag{9.2.7}
\end{equation*}
$$

The vector potential dyadic Green's function and scalar Green's function are related through the gauge condition that is necessary for potentials to uniquely deliver the electromagnetic fields.

### 9.2.1 Image Expansion of the Vector Potential Dyadic Green's Function

Each component of the vector potential dyadic Green's function satisfies the scalar wave equation of,

$$
\begin{equation*}
\nabla^{2} G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}\right)+k^{2} G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}\right)=-\delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{9.2.8}
\end{equation*}
$$

which is identical to the free space Green's function. The required boundary condition to be satisfied by $G_{A}^{x x}$ is the Dirichlet on the sidewalls and the Neumann on the end caps (with respect to $x$ direction). The collective response of the image sources with proper amplitude and location will produce the required boundary condition for different components of $\overline{\bar{G}}_{A}$ as

$$
\begin{equation*}
G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{n, m, p}(-1)^{m+n+p+s_{j}} G_{0}\left(\bar{r} ; \bar{r}_{m n p}\left(\bar{r}^{\prime}\right)\right) \tag{9.2.9}
\end{equation*}
$$

where $s_{j}=m$ for $j=x$ and $\bar{r}_{m n p}\left(\bar{r}^{\prime}\right)=\left(m L_{x}+(-1)^{m} x^{\prime}, n L_{y}+(-1)^{n} y^{\prime}, p L_{z}+(-1)^{p} z^{\prime}\right)$ represents the location of the image charges. The spatial expansion of (9.2.9) has a poor convergence and many terms should be included in the summation to get a convergent result.

### 9.2.2 Spectral Expansion With Imaginary Wave Number Extraction

Since the vector potential Green's function should satisfy the Dirichlet and Neumann conditions on the sidewalls and end caps, respectively, the eigenfunctions of the wave equation that satisfy the required boundary condition are of the form,

$$
\begin{align*}
& \psi_{m n p}^{x}(\bar{r})=\sqrt{\frac{4\left(2-\delta_{m}\right)}{V}} \cos \frac{m \pi}{L_{x}}\left(x+\frac{L_{x}}{2}\right) \sin \frac{n \pi}{L_{y}}\left(y+\frac{L_{y}}{2}\right) \sin \frac{p \pi}{L_{z}}\left(z+\frac{L_{z}}{2}\right)  \tag{9.2.10}\\
& \psi_{m n p}^{y}(\bar{r})=\sqrt{\frac{4\left(2-\delta_{n}\right)}{V}} \sin \frac{m \pi}{L_{x}}\left(x+\frac{L_{x}}{2}\right) \cos \frac{n \pi}{L_{y}}\left(y+\frac{L_{y}}{2}\right) \sin \frac{p \pi}{L_{z}}\left(z+\frac{L_{z}}{2}\right) \\
& \psi_{m n p}^{z}(\bar{r})=\sqrt{\frac{4\left(2-\delta_{p}\right)}{V}} \sin \frac{m \pi}{L_{x}}\left(x+\frac{L_{x}}{2}\right) \sin \frac{n \pi}{L_{y}}\left(y+\frac{L_{y}}{2}\right) \cos \frac{p \pi}{L_{z}}\left(z+\frac{L_{z}}{2}\right)
\end{align*}
$$

where $\psi_{m n p}^{x}$ is an eigenfunction of the wave equation that satisfies appropriate boundary conditions of $G_{A}^{x x}$ on the cavity walls. One may verify that the required boundary conditions of $\hat{n} \times \overline{\bar{G}}_{A}=0$, and $\nabla \cdot \overline{\bar{G}}_{A}=0$ is satisfied by these eigen-solutions. Also, the modes are
normalized such that each component of the vector potential dyadic Green's function can be written as

$$
\begin{equation*}
G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{\alpha} \frac{1}{k_{\alpha}^{2}-k^{2}} \psi_{\alpha}^{j}(\bar{r}) \psi_{\alpha}^{j *}\left(\bar{r}^{\prime}\right) \tag{9.2.11}
\end{equation*}
$$

Although this expansion of the Green's function is desired because of simple dependence on the frequency of excitation, the summation converges slowly.

$$
\begin{equation*}
G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{\alpha} \frac{1}{k_{\alpha}^{2}-k_{0}^{2}} \psi_{\alpha}(\bar{r}) \psi_{\alpha}^{*}\left(\bar{r}^{\prime}\right) \approx \sum_{\alpha} \frac{1}{k_{\alpha}^{2}-k_{0}^{2}} \tag{9.2.12}
\end{equation*}
$$

In the case of continuous spectrum in lossless free space,

$$
\begin{equation*}
G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{1}{(2 \pi)^{3}} \int \mathrm{~d}^{3} \bar{k} \frac{1}{k^{2}-k_{0}^{2}} e^{i \bar{k} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \leq \frac{1}{(2 \pi)^{3}} \int \mathrm{~d} k \frac{k^{2}}{k^{2}-k_{0}^{2}} \rightarrow \infty \tag{9.2.13}
\end{equation*}
$$

which shows that the summation is not absolutely convergent and has very poor convergence, mainly due to the singularity (sharp variations) of the Green's function. If we can somehow separate the singular part of the Green's function, then the leftover should have a better convergence rate. Assume that we extract the Green's function at another wave number $k=k_{L}$ from the desired Green's function. Since the eigenfunctions do not depend on the frequency of excitation, the expression reads

$$
\begin{align*}
G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}, k\right)-G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}, k_{L}\right) & =\sum_{\alpha}\left[\frac{1}{k_{\alpha}^{2}-k^{2}}-\frac{1}{k_{\alpha}^{2}-k_{L}^{2}}\right] \psi_{\alpha}^{j}(\bar{r}) \psi_{\alpha}^{j *}\left(\bar{r}^{\prime}\right)  \tag{9.2.14}\\
& =\sum_{\alpha}\left[\frac{k^{2}-k_{L}^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}-k_{L}^{2}\right)}\right] \psi_{\alpha}^{j}(\bar{r}) \psi_{\alpha}^{j *}\left(\bar{r}^{\prime}\right)
\end{align*}
$$

or

$$
\begin{equation*}
G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}, k\right)=G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}, k_{L}\right)+\sum_{\alpha}\left[\frac{k^{2}-k_{L}^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}-k_{L}^{2}\right)}\right] \psi_{\alpha}^{j}(\bar{r}) \psi_{\alpha}^{j *}\left(\bar{r}^{\prime}\right) \tag{9.2.15}
\end{equation*}
$$

If we are able to compute the Green's function at single wave number $k_{L}$, then the Green's function at any other wavenumber $k$ will be calculated through the spectral summation where the summand decreases as $\mathcal{O}\left(k_{\alpha}^{-4}\right)$ which is of fourth-order instead of $\mathcal{O}\left(k_{\alpha}^{-2}\right)$. Now, if we take $k_{L}=i \xi$, an imaginary number, the extracted term which is the Green's function at imaginary wave number, is very well behaved (exponentially decaying with distance) and can be easily computed by spatial domain series (see appendix A),

$$
\begin{equation*}
G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}, k\right)=G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)+\sum_{\alpha}\left[\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] \psi_{\alpha}^{j}(\bar{r}) \psi_{\alpha}^{j *}\left(\bar{r}^{\prime}\right) \tag{9.2.16}
\end{equation*}
$$

We can proceed to further accelerate the spectral summation. The frequency dependent factor in the summand of $(9.2 .16)$ can be factorized as

$$
\begin{align*}
{\left[\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] } & =\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}+\xi^{2}\right)}\left[\frac{1}{k_{\alpha}^{2}-k^{2}}-\frac{1}{k_{\alpha}^{2}+\xi^{2}}\right]+\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}+\xi^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}  \tag{9.2.17}\\
& =\frac{\left(k^{2}+\xi^{2}\right)^{2}}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}\left(k_{\alpha}^{2}-k^{2}\right)}+\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}}
\end{align*}
$$

where the last term can be written as

$$
\begin{equation*}
\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}}=\frac{k^{2}+\xi^{2}}{-2 \xi} \frac{\partial}{\partial \xi} \frac{1}{\left(k_{\alpha}^{2}+\xi^{2}\right)} \tag{9.2.18}
\end{equation*}
$$

which is proportional to the spectral coefficient of the Green's function expansion of (9.2.11) for $k=i \xi$. Therefore,

$$
\begin{equation*}
G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}, k\right)=G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)-\frac{k^{2}+\xi^{2}}{2 \xi} \frac{\partial}{\partial \xi} G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)+\left(k^{2}+\xi^{2}\right)^{2} \sum_{\alpha} \frac{\psi_{\alpha}^{j}(\bar{r}) \psi_{\alpha}^{j *}\left(\bar{r}^{\prime}\right)}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}\left(k_{\alpha}^{2}-k^{2}\right)} \tag{9.2.19}
\end{equation*}
$$

This expansion is of the sixth order of convergence and converges with the inclusion of the few terms in the summation. Now, the spectral series in terms of eigenmodes converges much faster than the conventional eigenmode expansion of (9.2.11). There is an overall computational gain if the extracted terms $G^{j}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ and $\partial_{\xi} G^{j}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ at the imaginary wavenumber can be computed rapidly. The extracted terms can be computed by the image series which has an exponential convergence for imaginary wave numbers.

$$
\begin{align*}
G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right) & =\sum_{\alpha} \frac{1}{k_{\alpha}^{2}+\xi^{2}} \psi_{\alpha}^{j}(\bar{r}) \psi_{\alpha}^{j *}\left(\bar{r}^{\prime}\right)  \tag{9.2.20}\\
& =\frac{1}{4 \pi} \sum_{n, m, p}(-1)^{n+m+p+s_{j}} \frac{e^{-\xi\left|\bar{r}-\bar{r}_{m n p}\right|}}{\left|\bar{r}-\bar{r}_{m n p}\right|}
\end{align*}
$$

where $s_{j}=m$ if $j=x$ and so on. Similarly, for the imaginary wave number derivative of the the Green's function

$$
\begin{align*}
\frac{\partial}{\partial \xi} G_{A}^{j}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right) & =\sum_{\alpha} \frac{-2 \xi}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}} \psi_{\alpha}^{j}(\bar{r}) \psi_{\alpha}^{j *}\left(\bar{r}^{\prime}\right)  \tag{9.2.21}\\
& =-\frac{1}{4 \pi} \sum_{n, m, p}(-1)^{n+m+p+s_{j}} e^{-\xi\left|\bar{r}-\bar{r}_{m n p}\right|}
\end{align*}
$$

Note that for a wideband computation of the Green's function, the imaginary wavenumber extracted terms of (9.2.20), and (9.2.21) should be computed one time irrespective of the desired frequency bandwidth.

### 9.2.3 Ewald Summation Technique

The Ewald summation technique has been applied to the vector potential dyadic Green's function of the rectangular cavity $[136,137,140,141]$. The derivation of the Ewald summation for the rectangular cavity here, closely follows that of [141] and center of coordinate system is shifted such that $0 \leq x_{j} \leq L_{j}$. From the image expansion of the vector potential dyadic Green's function $G_{A}^{x x}$ we have

$$
\begin{equation*}
G_{A}^{x x}\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{n, m, p}(-1)^{n+p} \frac{e^{i k R_{m n p}}}{4 \pi R_{m n p}} \tag{9.2.22}
\end{equation*}
$$

where $R_{m n p}=\left|\bar{r}-\bar{r}_{m n p}\right|$ and $\bar{r}_{m n p}$ is the location of image sources. The location of images dipoles constitute a periodic lattice in space with periods $2 L_{x}, 2 L_{y}$, and $2 L_{z}$ in $x, y$, and $z$ directions, respectively and each lattice site is occupied by a cluster of 8 dipoles. The series
of (9.2.22) does not reflect the periodicity of the problem explicitly. Instead, we can write the image expansion in terms of the response of a dipole cluster around the given lattice site. Within the primitive cell, upon defining

$$
\begin{aligned}
X_{r} & =x-(-1)^{r} x^{\prime} \\
Y_{s} & =y-(-1)^{s} y^{\prime} \\
Z_{t} & =z-(-1)^{t} z^{\prime}
\end{aligned}
$$

where $r, s, t \in\{0,1\}$, and the distance between the image sources and the observation point can be written as

$$
\begin{equation*}
R_{m n p, r s t}=\sqrt{\left(X_{r}+2 m L_{x}\right)^{2}+\left(Y_{s}+2 n L_{y}\right)^{2}+\left(Z_{t}+2 p L_{z}\right)^{2}} \tag{9.2.23}
\end{equation*}
$$

thus, the Green's function takes the form of

$$
\begin{equation*}
G_{A}^{x x}\left(\bar{r}, \bar{r}^{\prime} ; E\right)=\sum_{n, m, p r, s, t}(-1)^{s+t} \frac{e^{i k R_{m n p, r s t}}}{4 \pi R_{m n p, r s t}} \tag{9.2.24}
\end{equation*}
$$

This representation is equivalent to the original representation of (9.2.22). Following the Ewald approach, the Green's function is decomposed to two parts utilizing the error $\operatorname{erf}(x)$ and the complementary error functions $\operatorname{erfc}(x)$ that satisfy $\operatorname{erf}(x)+\operatorname{erfc}(x)=1$ (for any number $x$ ),

$$
\begin{align*}
& G_{A 1}^{x x}\left(\bar{r}, \bar{r}^{\prime} ; E\right)=\sum_{n, m, p r, s, t} \sum(-1)^{s+t} \frac{e^{i k R_{m n p, r s t}}}{4 \pi R_{m n p, r s t}} \operatorname{erfc}\left(E R_{m n p, r s t}\right)  \tag{9.2.25}\\
& G_{A 2}^{x x}\left(\bar{r}, \bar{r}^{\prime} ; E\right)=\sum_{n, m, p r, s, t} \sum(-1)^{s+t} \frac{e^{i k R_{m n p, r s t}}}{4 \pi R_{m n p, r s t}} \operatorname{erf}\left(E R_{m n p, r s t}\right)
\end{align*}
$$

Here, $E$ is a free parameter (with the dimension of wave number) that controls the share of each summation in (9.2.25). Since erfc $(x) \rightarrow 0$ as $x \rightarrow \infty$ exponentially, the first series is exponentially convergent. However, the second part is not affected by the error function at long distances and has a slow convergence. Using the Poisson summation formula of,

$$
\begin{equation*}
\sum_{m n p} f(\alpha m, \beta n, \gamma p)=\frac{1}{\alpha \beta \gamma} \sum_{m n p} F\left(\frac{2 \pi m}{\alpha}, \frac{2 \pi n}{\beta}, \frac{2 \pi p}{\gamma}\right) \tag{9.2.26}
\end{equation*}
$$

where $F(\bar{k})$ is the Fourier transform of the function $f(\bar{r})$, the second series can be transformed to a spectral sum of

$$
\begin{equation*}
G_{A 2}^{x x}\left(\bar{r}, \bar{r}^{\prime} ; E\right)=\frac{1}{8 V} \sum_{n, m, p r, s, t} \sum(-1)^{s+t} \int \mathrm{~d} \tilde{\tilde{r}} e^{-i\left(k_{x m} \tilde{x}+k_{y n} \tilde{y}+k_{z p} \tilde{z}\right)} \frac{e^{i k R_{r s t}}}{4 \pi R_{r s t}} \operatorname{erf}\left(E R_{r s t}\right) \tag{9.2.27}
\end{equation*}
$$

where $R_{r s t}=\sqrt{\left(X_{r}+\tilde{x}\right)^{2}+\left(Y_{s}+\tilde{y}\right)^{2}+\left(Z_{t}+\tilde{z}\right)^{2}}$ and $k_{x m}=m \pi / L_{x}$ and so on. This integral can be computed analytically. First, let's shift the variables to get
$G_{A 2}^{x x}\left(\bar{r}, \bar{r}^{\prime} ; E\right)=\frac{1}{8 V} \sum_{n, m, p r, s, t}(-1)^{s+t} e^{i\left(k_{x m} X_{r}+k_{y n} Y_{s}+k_{z p} Z_{t}\right)} \int \mathrm{d} \bar{r} e^{-i\left(k_{x m} x+k_{y n} y+k_{z p} z\right)} \frac{e^{i k|\bar{r}|}}{4 \pi|\bar{r}|} \operatorname{erf}(E|\bar{r}|)$

Now, since the integrand is only function of $|\bar{r}|$, upon switching to the Spherical coordinate with $z$ axis toward the direction of $\left(k_{m x}, k_{n y}, k_{p z}\right)$ the integral becomes,

$$
\begin{align*}
I & =\int \mathrm{d} \bar{r} e^{-i\left(k_{x m} x+k_{y n} y+k_{z p} z\right)} \frac{e^{i k|\bar{r}|}}{4 \pi|\bar{r}|} \operatorname{erf}(E|\bar{r}|)  \tag{9.2.29}\\
& =\int_{0}^{\infty} \mathrm{d} r \int_{0}^{\pi} \mathrm{d} \theta r^{2} \sin \theta e^{-i k_{m n p} r \cos \theta} \frac{e^{i k r}}{2 r} \operatorname{erf}(E r) \\
& =\frac{2 E}{k_{m n p} \sqrt{\pi}} \int_{0}^{\infty} \mathrm{d} r e^{i k r} \frac{1}{2 i}\left[e^{i k_{m n p} r}-e^{-i k_{m n p} r}\right] \int_{0}^{r} \mathrm{~d} t e^{-E^{2} t^{2}}
\end{align*}
$$

The Fourier Transform of the function $e^{-E^{2} r^{2}}$ can be easily computed and from that, the Fourier transform of its integral can be found as

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} r e^{i k r} \int_{0}^{r} \mathrm{~d} t e^{-E^{2} t^{2}}=\frac{i \sqrt{\pi}}{2 k E} e^{-k^{2} / 4 E^{2}} \tag{9.2.30}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
I\left(k_{m n p}, E\right)=\frac{1}{2 k_{m n p}}\left[\frac{1}{k+k_{m n p}} e^{-\left(k+k_{m n p}\right)^{2} / 4 E^{2}}-\frac{1}{k-k_{m n p}} e^{-\left(k-k_{m n p}\right)^{2} / 4 E^{2}}\right] \tag{9.2.31}
\end{equation*}
$$

which has an exponential decay as a function of summation variables $m, n, p$. Therefore the second part of the Green's function becomes

$$
\begin{equation*}
G_{A 2}^{x x}\left(\bar{r}, \bar{r}^{\prime} ; E\right)=\frac{1}{8 V} \sum_{n, m, p r, s, t} \sum(-1)^{s+t} e^{i\left(k_{x m} X_{r}+k_{y n} Y_{s}+k_{z p} Z_{t}\right)} I\left(k_{m n p}, E\right) \tag{9.2.32}
\end{equation*}
$$

This is an expansion in terms of the propagating waves which can be transformed to standing waves through,

$$
\begin{align*}
\sum_{r} e^{i k_{x m} X_{r}}+\sum_{r} e^{-i k_{x m} X_{r}} & =e^{i k_{x m}\left(x-x^{\prime}\right)}+e^{i k_{x m}\left(x+x^{\prime}\right)}+e^{-i k_{x m}\left(x-x^{\prime}\right)}+e^{-i k_{x m}\left(x+x^{\prime}\right)}  \tag{9.2.33}\\
& =2 \cos k_{m x}\left(x-x^{\prime}\right)+2 \cos k_{m x}\left(x+x^{\prime}\right)=4 \cos k_{m x} x \cos k_{m x} x^{\prime}
\end{align*}
$$

except $m=0$ term which is simply equals to 2 . The other terms can be treated similarly and finally,

$$
\begin{equation*}
G_{A 2}^{x x}\left(\bar{r}, \bar{r}^{\prime} ; E\right)=\sum_{n, m, p} \psi_{m n p}^{x}(\bar{r}) \psi_{m n p}^{x}\left(\bar{r}^{\prime}\right) I\left(k_{m n p}, E\right) \tag{9.2.34}
\end{equation*}
$$

where $\psi_{m n p}^{x}$ is the eigenfunction of wave equation that satisfies boundary condition of $G_{A}^{x x}$ over the cavity walls. The Ewald spectral summation is exactly the same as the conventional spectral expansion weighted by the spectral coefficient $I\left(k_{m n p}, E\right)$. In the limit that $E \rightarrow 0$, $I \rightarrow 0$ and we recover pure spatial expansion (image expansion). On the other hand, when $E \rightarrow \infty, I$ becomes $\left(k_{m n p}^{2}-k^{2}\right)^{-1}$ and the spectral expansion of the Green's function is recovered.

As $E$ increases, the convergence of the spatial series improves while it slows down for the spectral series. We can find the value of $E$ that provides equal asymptotic convergence rates for both parts. An optimum selection of $E$ is given in the literature [141] as

$$
\begin{equation*}
E_{o}=\frac{\sqrt{\pi}}{2 \sqrt[3]{V}} \tag{9.2.35}
\end{equation*}
$$

that will be used in the future computations.

### 9.2.4 Numerical Validation

The Ewald technique provides an exponentially convergent series that results in highly accurate results. In this section, we use Ewald method with a relatively large number of included terms as a benchmark solution.

Consider an empty cavity of dimensions $L_{x}=L_{y}=L_{z}=L$ with perfect conductor walls. The source dipole is located at $\bar{r}^{\prime}=\left(L_{x} / 4, L_{y} / 4, L_{z} / 4\right)$.

In the first comparison, The excitation wavelength is selected to be $\lambda=0.93 L$. The Green's function obtained by the imaginary extraction approach will be compared to that of Ewald summation for two settings; one is when acceptable maximum relative error is $10^{-5}$ and the other comparison is done when a highly accurate results with maximum relative error of $10^{-8}$ within the given observation grid, is required. With a fixed level of error, two approaches compare through the computation cost (All of the numerical routines are written by the same programmer and computed on the same machine). In [141], the Ewald technique was illustrated for a rectangular cavity with $L=0.3 \lambda$.

## First Comparison: Moderate Accuracy

Figure. 9.1 shows the $x x$ component of vector potential dyadic Green's function over the plane of $z=0$ inside the cavity computed by the 6 th order convergent summation with imaginary wavenumber extraction. The maximum relative error with respect to the benchmark is less than $10^{-5}$ for all of the observation grid points. This result is obtained by including 10 modes (in each direction) in the 6 th order summation and 5 clusters of image dipoles to compute the extracted terms with the computational time per observation point of 0.55 msec-CPU


Figure 9.1: Vector potential Green's function $G_{A}^{x x}$ calculated by 6 th order convergent spectral expansion, using 6 modes in each direction and $\xi=2 / L$.

In order to obtain the same level of accuracy, the Ewald method is also evaluated to reach a relative error of $10^{-5}$. The CPU time for this method is $0.76 \mathrm{msec}-\mathrm{CPU}$ for evaluation of the dyadic Green's function at one point.

Figure. 9.2 plots the relative error of the 6 th order method and Ewald method against the benchmark in dB .


Figure 9.2: Relative error of 6 th order convergent series and Ewald method against the benchmark.

TABLE 9.1: Computation cost of 6th order imaginary extraction technique against the Ewald method for different accuracies.

| Accuracy | Computation cost per point (CPU-msec) |  |
| :---: | :---: | :---: |
|  | Ewald | 0.76 |
|  | 6 th | 0.55 |
| $10^{-8}$ | Ewald | 1.7 |
|  | 6 th | 8.2 |

## Second Comparison: Highly Accurate Results

In this part, we set the acceptable error to $10^{-8}$ to compare the performance of two approaches. It is clear that the Ewald method performs better if a highly accurate result is desired. The convergence rate of the Ewald method is exponential while the imaginary extraction technique provides 6 th order power-law convergence. In order to achieve the desired accuracy, the computation cost of the Ewald and imaginary extraction techniques are 1.7 and $8.2 \mathrm{msec}-\mathrm{CPU}$ per point, respectively. Therefore, if a very accurate value of the Green's function is required, the Ewald sum is superior from the computational cost standpoint.

However, the comparison of the results in Tab.9.1 is shown for a single frequency calculation. If a broadband solution of the dyadic Green's function is required, a very fine frequency sweep should be performed to capture individual resonance lines of the cavity (the resonance lines are closely spaced for a 3-dimensional cavity) that in turn leads to a large number of evaluations of the Green's function for different frequencies. For example, in order to find the Green's function of the cavity of dimension $L^{3}$ for excitation wavelengths
$\lambda$ from very long $\lambda \gg L$ to as small as $\lambda / L=0.2$, there are thousands of resonances. Accounting a few numbers of frequency points to capture a resonance in the Green's function correctly, the number of required frequency points would be several thousand. However, such a response can be obtained by a single run of the imaginary extraction. For the computational comparison of this wideband example (given required accuracy of $10^{-5}$ ), the expected cost of Ewald method is about $10,000 \times 0.76$ CPU.msec while for the imaginary extraction method it only takes 10 CPU.msec including the computation cost for a simple loop over frequency to evaluate the spectral coefficients.

Figure 9.3 plots the broadband Green's function for excitation wavelength $0.05 \leq \lambda / L \leq 5$ which is 2 decades of bandwidth obtained by imaginary wavenumber extraction technique with only one evaluation of the eigenmodes. The Green's function is shown over the line $x=z=0$ as a function of $L / \lambda$ for 130 frequency samples. The exact resonant frequencies are avoided as much as possible in plotting the broadband Green's function for a lossless cavity.


Figure 9.3: Vector potential Green's function $G_{A}^{x x}(0, y, 0 ; \lambda)$ calculated by the 6 th order convergent spectral expansion over two decades of bandwidth.

### 9.3 Electric Field Dyadic Green's Function

Given that we have the expression for the vector potential dyadic Green's function, one may calculate the electric field dyadic Green's function through Eq.(9.2.6). However, it is more insightful to begin with the electric field dyadic Green's function directly to have a better treatment of its singular behavior in the near field region. The electric field Green's function $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)$ inside the cavity satisfies the vector wave equation of

$$
\begin{equation*}
\nabla \times \nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)-k_{0}^{2} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{9.3.1}
\end{equation*}
$$

subject to the Dirichlet boundary condition $\hat{n} \times \overline{\bar{G}}\left(\bar{r} \in \partial V, \bar{r}^{\prime}\right)=0$. If we are able to find the vector eigenfunctions $\bar{F}_{\alpha}(\bar{r})$ that satisfy the homogeneous vector wave equation with eigenwavenumber $k_{\alpha}$ subject to the same type of boundary condition as imposed on the Green's function, i.e. $\hat{n} \times \bar{F}_{\alpha}(\bar{r} \in \partial V)=0$ such that,

$$
\begin{equation*}
\nabla \times \nabla \times \bar{F}_{\alpha}(\bar{r})-k_{\alpha}^{2} \bar{F}_{\alpha}(\bar{r})=0 \tag{9.3.2}
\end{equation*}
$$

then, an eigenmode expansion can be developed for the dyadic Green's function that satisfies the inhomogeneous vector wave equation. The vector eigenfunctions, which correspond to the Hermitian operator $\nabla \times \nabla \times-k^{2}$ (for real values of $k^{2}$ and given boundary conditions) constitute a complete and orthogonal basis that spans vector fields in the space that follow the same type of boundary conditions. The idea of completeness can be extended to include generalized functions as well. An eigenfunction expansion of the delta function (which satisfies the corresponding boundary condition on the wave equation operator) can be obtained as

$$
\begin{equation*}
\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right)=\sum_{\alpha} \bar{F}_{\alpha}(\bar{r}) \bar{F}_{\alpha}\left(\bar{r}^{\prime}\right) \tag{9.3.3}
\end{equation*}
$$

where, it is assumed that the vector eigenfunctions are normalized according to

$$
\begin{equation*}
\int_{V} \mathrm{~d}^{3} \bar{r} \bar{F}_{\alpha}(\bar{r}) \cdot \bar{F}_{\beta}^{*}(\bar{r})=\delta_{\alpha \beta} \tag{9.3.4}
\end{equation*}
$$

Upon expanding the dyadic Green's function in terms of vector eigenfunctions and substituting in the inhomogeneous vector wave equation of the dyadic Green's function we arrive at the similar expansion as the scalar case,

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{\alpha} \frac{1}{k_{\alpha}^{2}-k_{0}^{2}} \bar{F}_{\alpha}(\bar{r}) \bar{F}_{\alpha}\left(\bar{r}^{\prime}\right) \tag{9.3.5}
\end{equation*}
$$

It is straight forward to verify that the following vector wave functions satisfy the homogeneous vector wave equation as well as the electric field boundary condition on the walls of the cavity.

$$
\begin{aligned}
& \bar{M}_{\alpha}(\bar{r})=\nabla \times\left(\hat{z} \psi_{\alpha}^{M}(\bar{r})\right) \\
& \bar{N}_{\alpha}(\bar{r})=\frac{1}{k_{\alpha}} \nabla \times \nabla \times\left(\hat{z} \psi_{\alpha}^{N}(\bar{r})\right) \\
& \bar{L}_{\alpha}(\bar{r})=\nabla\left(\psi_{\alpha}^{L}(\bar{r})\right)
\end{aligned}
$$

where,

$$
\begin{align*}
& \psi_{\alpha}^{M}(\bar{r})=\sqrt{\frac{8}{V}} \cos \frac{m \pi}{L_{x}}\left(x+\frac{L_{x}}{2}\right) \cos \frac{n \pi}{L_{y}}\left(y+\frac{L_{y}}{2}\right) \sin \frac{p \pi}{L_{z}}\left(z+\frac{L_{z}}{2}\right)  \tag{9.3.6}\\
& \psi_{\alpha}^{N}(\bar{r})=\sqrt{\frac{8}{V}} \sin \frac{m \pi}{L_{x}}\left(x+\frac{L_{x}}{2}\right) \sin \frac{n \pi}{L_{y}}\left(y+\frac{L_{y}}{2}\right) \cos \frac{p \pi}{L_{z}}\left(z+\frac{L_{z}}{2}\right) \\
& \psi_{\alpha}^{L}(\bar{r})=\sqrt{\frac{8}{V}} \sin \frac{m \pi}{L_{x}}\left(x+\frac{L_{x}}{2}\right) \sin \frac{n \pi}{L_{y}}\left(y+\frac{L_{y}}{2}\right) \sin \frac{p \pi}{L_{z}}\left(z+\frac{L_{z}}{2}\right)
\end{align*}
$$

The transverse wave functions $\bar{M}_{\alpha}$ and $\bar{N}_{\alpha}$ are divergence free and with corresponding eigenvalues of

$$
\begin{equation*}
k_{\alpha}^{2}=\left(\frac{m \pi}{L_{x}}\right)^{2}+\left(\frac{n \pi}{L_{y}}\right)^{2}+\left(\frac{p \pi}{L_{z}}\right)^{2} \tag{9.3.7}
\end{equation*}
$$

The longitudinal wave functions $\bar{L}_{\alpha}$ are curl-free and span the degenerate eigenspace corresponding to the eigenvalue of $k=0$. Inclusion of the longitudinal wave functions are critical in the computation of the Green's function in the source region [156] and beyond that (as will be shown later). If we assume normalized eigenfunctions over the volume of the cavity, the dyadic Green's function can be written as

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=-\frac{1}{k_{0}^{2}} \sum_{\alpha} \bar{L}_{\alpha}(\bar{r}) \bar{L}_{\alpha}\left(\bar{r}^{\prime}\right)+\sum_{\alpha}\left[\frac{\bar{M}_{\alpha}(\bar{r}) \bar{M}_{\alpha}\left(\bar{r}^{\prime}\right)+\bar{N}_{\alpha}(\bar{r}) \bar{N}_{\alpha}\left(\bar{r}^{\prime}\right)}{k_{\alpha}^{2}-k_{0}^{2}}\right] \tag{9.3.8}
\end{equation*}
$$

Note that the vector wave functions are assumed to be normalized here.

### 9.3.1 Normalization of Vector Modes

By taking $k_{x}=m \pi / L_{x}, k_{y}=n \pi / L_{y}, k_{z}=p \pi / L_{z}$ and shifting the center of coordinate system for convenience we have,

$$
\begin{align*}
\bar{M}_{\alpha} \cdot \bar{M}_{\alpha} & =\left(\nabla \psi_{\alpha}^{M} \times \hat{z}\right) \cdot\left(\nabla \psi_{\alpha}^{M} \times \hat{z}\right)=-\hat{z} \cdot\left[\nabla \psi_{\alpha}^{M} \times\left(\nabla \psi_{\alpha}^{M} \times \hat{z}\right)\right]  \tag{9.3.9}\\
& =\left[\left|\nabla \psi_{\alpha}^{M}\right|^{2}-\left|\nabla \psi_{\alpha}^{M} \cdot \hat{z}\right|^{2}\right] \\
& =\frac{8}{V} \sin ^{2} k_{z} z\left[k_{x}^{2} \sin ^{2} k_{x} x \cos ^{2} k_{y} y+k_{y}^{2} \cos ^{2} k_{x} x \sin ^{2} k_{y} y\right]
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\int_{V} \mathrm{~d} \overline{M_{M}} \cdot \bar{M}_{\alpha}=k_{\alpha \rho}^{2} \varepsilon_{m} \varepsilon_{n} \varepsilon_{p} \tag{9.3.10}
\end{equation*}
$$

where $\varepsilon_{n}=1+\delta_{n}$ and $k_{\alpha \rho}^{2}=\left(k_{x}^{2}+k_{y}^{2}\right)$. Similarly,

$$
\begin{equation*}
\int_{V} \mathrm{~d} \bar{r} \bar{N}_{\alpha} \cdot \bar{N}_{\alpha}=k_{\alpha \rho}^{2} \varepsilon_{m} \varepsilon_{n} \varepsilon_{p} \tag{9.3.11}
\end{equation*}
$$

and for longitudinal wave functions,

$$
\begin{equation*}
\int_{V} \mathrm{~d} \bar{r} \bar{L}_{\alpha} \cdot \bar{L}_{\alpha}=k_{\alpha}^{2} \varepsilon_{m} \varepsilon_{n} \varepsilon_{p} . \tag{9.3.12}
\end{equation*}
$$

The dyadic Green's function in terms of unnormalized vector wave functions $\bar{M}, \bar{N}$, and $\bar{L}$ becomes

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=-\frac{1}{k_{0}^{2}} \sum_{\alpha} \frac{1}{\varepsilon_{m} \varepsilon_{n} \varepsilon_{p}} \frac{1}{k_{\alpha}^{2}} \bar{L}_{\alpha}(\bar{r}) \bar{L}_{\alpha}\left(\bar{r}^{\prime}\right)+\sum_{\alpha} \frac{1}{\varepsilon_{m} \varepsilon_{n} \varepsilon_{p}} \frac{1}{k_{\alpha \rho}^{2}}\left[\frac{\bar{M}_{\alpha}(\bar{r}) \bar{M}_{\alpha}\left(\bar{r}^{\prime}\right)+\bar{N}_{\alpha}(\bar{r}) \bar{N}_{\alpha}\left(\bar{r}^{\prime}\right)}{k_{\alpha}^{2}-k_{0}^{2}}\right] \tag{9.3.13}
\end{equation*}
$$

### 9.3.2 Singularity Extraction

In order to extract the singularity of the dyadic Green's function, let's consider the asymptotic behavior of each terms as $\alpha \rightarrow \infty$. For $\bar{L}_{\alpha}$ term,

$$
\begin{equation*}
\lim _{\alpha \rightarrow \infty} \frac{1}{k_{\alpha}^{2}}\left|\bar{L}_{\alpha}(\bar{r}) \bar{L}_{\alpha}\left(\bar{r}^{\prime}\right)\right|=\lim _{\alpha \rightarrow \infty} \frac{1}{k_{\alpha}^{2}}\left|\nabla\left(\psi_{\alpha}(\bar{r})\right) \nabla^{\prime}\left(\psi_{\alpha}\left(\bar{r}^{\prime}\right)\right)\right|=\mathcal{O}(1) \tag{9.3.14}
\end{equation*}
$$

which tends to a constant, but for $\bar{M}_{\alpha}$ and $\bar{N}_{\alpha}$ terms,

$$
\begin{align*}
& \lim _{\alpha \rightarrow \infty}\left|\frac{1}{k_{\alpha \rho}^{2}} \frac{\bar{M}_{\alpha}(\bar{r}) \bar{M}_{\alpha}\left(\bar{r}^{\prime}\right)}{k_{\alpha}^{2}-k_{0}^{2}}\right| \approx \mathcal{O}\left(\frac{1}{k_{\alpha}^{2}}\right)  \tag{9.3.15}\\
& \lim _{\alpha \rightarrow \infty}\left|\frac{1}{k_{\alpha \rho}^{2}} \frac{\bar{N}_{\alpha}(\bar{r}) \bar{N}_{\alpha}\left(\bar{r}^{\prime}\right)}{k_{\alpha}^{2}-k_{0}^{2}}\right| \approx \mathcal{O}\left(\frac{1}{k_{\alpha}^{2}}\right)
\end{align*}
$$

The first term does not represent a convergent series. Since the asymptotic spectral behavior tends to a constant value, it contains a delta function singularity in the spatial domain (which is known as the singularity of the dyadic Green's function [152-155]). For the free space dyadic Green's function expansion in terms of continuous spectrum of eigenfunctions, after evaluating one of the spectral integrations by contour integration technique, contribution of the $\bar{L} \bar{L}$ term includes a delta function singularity and an static pole term that exactly cancels the static pole hat arise from the $\bar{N} \bar{N}$ term [119, 121]. Therefore, the net contribution of the $\bar{L} \bar{L}$ term is just a delta function singularity at the source point. However, for the cavity Green's function where the modes are discrete, the $\bar{L} \bar{L}$ term similarly contains a delta function singularity at the source point and a static contribution that extends beyond the source point. The static pole does not appear hear either for $\bar{L} \bar{L}$ or $\bar{N} \bar{N}$ as a consequence of the discrete spectrum. Noting that $\psi_{\alpha}^{L}=\psi_{\alpha}$ is an eigenfunction of the scalar potential wave equation, the summation in the $\overline{L L}$ part of the dyadic Green's function can be decomposed into two parts, one with all the indices non-zero and the other contains at least one zero index,

$$
\begin{equation*}
\left.\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)\right|_{L L}=-\frac{1}{k_{0}^{2}} \sum_{m, n, p \neq 0} \frac{1}{k_{\alpha}^{2}-0^{2}} \nabla \nabla^{\prime} \psi_{\alpha}(\bar{r}) \psi_{\alpha}\left(\bar{r}^{\prime}\right)-\frac{1}{k_{0}^{2}} \sum_{\substack{m, n, p \\ m n p=0}} \frac{1}{k_{\alpha}^{2}-0^{2}} \nabla \nabla^{\prime} \psi_{\alpha}(\bar{r}) \psi_{\alpha}\left(\bar{r}^{\prime}\right) \frac{1}{\varepsilon_{m} \varepsilon_{n} \varepsilon_{p}} \tag{9.3.16}
\end{equation*}
$$

The second term is identically zero. By interchanging the summation and differential operators in the first summation symbolically (the singularity should be taken care of) as

$$
\begin{equation*}
\left.\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)\right|_{L L}=-\frac{1}{k_{0}^{2}} \nabla \nabla^{\prime} \sum_{m, n, p \neq 0} \frac{1}{k_{\alpha}^{2}-0^{2}} \psi_{\alpha}(\bar{r}) \psi_{\alpha}\left(\bar{r}^{\prime}\right)=\frac{1}{k_{0}^{2}} \overline{\bar{G}}_{L}\left(\bar{r}, \bar{r}^{\prime}\right) \tag{9.3.17}
\end{equation*}
$$

where,

$$
\begin{equation*}
\overline{\bar{G}}_{L}\left(\bar{r}, \bar{r}^{\prime}\right)=-\nabla \nabla^{\prime} G_{\phi}\left(\bar{r}, \bar{r}^{\prime} ; k=0\right) \tag{9.3.18}
\end{equation*}
$$

that corresponds to the derivative of the scalar Green's function $G_{\phi}\left(\bar{r}, \bar{r}^{\prime}\right)$ of the cavity at DC. Notice that $\overline{\bar{G}}_{L}$ is a frequency-independent part of the dyadic Green's function $\overline{\bar{G}}$. Using the image expansion of the scalar Green's function of the cavity

$$
\begin{equation*}
G_{\phi}\left(\bar{r}, \bar{r}^{\prime} ; k=0\right)=\frac{1}{4 \pi} \sum_{n, m, p}(-1)^{n+m+p} \frac{1}{\left|\bar{r}-\bar{r}_{m n p}\left(\bar{r}^{\prime}\right)\right|} \tag{9.3.19}
\end{equation*}
$$

where $\bar{r}_{m n p}\left(\bar{r}^{\prime}\right)$ is the position of image sources. Taking $\bar{R}_{m n p}=\bar{r}-\bar{r}_{m n p}\left(\bar{r}^{\prime}\right)$, then the $x$ component of the posterior part of $\overline{\bar{G}}_{L}$ for $\bar{r} \neq \bar{r}^{\prime}$ becomes

$$
\begin{equation*}
\overline{\bar{G}}_{L}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \hat{x}=\frac{1}{4 \pi} \sum_{m, n, p}(-1)^{n+p} \frac{1}{R_{m n p}^{3}}\left(3 \hat{R}_{m n p} \hat{R}_{m n p}-\overline{\bar{I}}\right) \cdot \hat{x} \tag{9.3.20}
\end{equation*}
$$

while for the $y$-component of the posterior part, $(-1)^{m+p}$ should be replaced in the summand and so on. This series converges much better than the image expansion of the dynamic dyadic Green's function. The image expansion of the dynamic dyadic Green's function is proportional to $R_{m n p}^{-1}$ while the DC part converges as $R_{m n p}^{-3}$ versus the number of included images. This term captures the near field singularity of the dyadic Green's function in the source region. All in all, the dyadic Green's function for $\bar{r} \neq \bar{r}^{\prime}$ (apart from a delta function singularity at $\bar{r}=\bar{r}^{\prime}$ ) can be written as

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; k_{0}\right)=\frac{1}{k_{0}^{2}} \overline{\bar{G}}_{L}\left(\bar{r}, \bar{r}^{\prime}\right)+\sum_{\alpha} \frac{1}{k_{\alpha \rho}^{2}} \frac{1}{\varepsilon_{m} \varepsilon_{n} \varepsilon_{p}}\left[\frac{\bar{M}_{\alpha}(\bar{r}) \bar{M}_{\alpha}\left(\bar{r}^{\prime}\right)+\bar{N}_{\alpha}(\bar{r}) \bar{N}_{\alpha}\left(\bar{r}^{\prime}\right)}{k_{\alpha}^{2}-k_{0}^{2}}\right] \tag{9.3.21}
\end{equation*}
$$

In addition, a delta function singularity is buried in the definition of $\overline{\bar{G}}_{L}=-\nabla \nabla^{\prime} G_{\phi}\left(\bar{r}, \bar{r}^{\prime} ; k=\right.$ 0 ) at $\bar{r}=\bar{r}^{\prime}$. If we consider the image expansion of (9.3.19), singularity comes from the exciting dipole term $m=n=p=0$. Therefore, the delta function singularity would be the same as free space case. For $\bar{r}$ sufficiently close to $\bar{r}^{\prime}$, the singular part $\overline{\bar{G}}_{L}^{\text {sing }}$ can be written as

$$
\begin{equation*}
\overline{\bar{G}}_{L}^{\operatorname{sing}}\left(\bar{r}, \bar{r}^{\prime}\right)=-\nabla \nabla^{\prime} \frac{1}{4 \pi\left|\bar{r}-\bar{r}^{\prime}\right|}=\frac{1}{4 \pi} \nabla \nabla \frac{1}{\left|\bar{r}-\bar{r}^{\prime}\right|} \tag{9.3.22}
\end{equation*}
$$

Applying the trace to both sides of (9.3.22) and noting that $\operatorname{Tr} \nabla \nabla=\nabla^{2}$, it yields $\operatorname{Tr} \overline{\bar{G}}_{L}^{\text {sing }}=-\delta\left(\bar{r}-\bar{r}^{\prime}\right)$. Since there is no preference between different directions near the source, $\overline{\bar{G}}_{L}^{\text {sing }}=-1 / 3 \overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right)$ and the complete expansion of the dyadic Green's function that is valid everywhere reads,

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; k_{0}\right)=-\frac{1}{3 k_{0}^{2}} \overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right)+\frac{1}{k_{0}^{2}} \overline{\bar{G}}_{L}\left(\bar{r}, \bar{r}^{\prime}\right)+\sum_{\alpha} \frac{1}{k_{\alpha \rho}^{2}} \frac{1}{\varepsilon_{m} \varepsilon_{n} \varepsilon_{p}}\left[\frac{\bar{M}_{\alpha}(\bar{r}) \bar{M}_{\alpha}\left(\bar{r}^{\prime}\right)+\bar{N}_{\alpha}(\bar{r}) \bar{N}_{\alpha}\left(\bar{r}^{\prime}\right)}{k_{\alpha}^{2}-k_{0}^{2}}\right] \tag{9.3.23}
\end{equation*}
$$

### 9.3.3 Spectral Summation Acceleration

Following the imaginary wave number extraction of Eq. (9.2.14) and upon subtracting the dyadic Green's function at the imaginary wave number of $k=i \xi$ from itself yields,

$$
\begin{align*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; k\right) & =\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)+\left(\frac{1}{k^{2}}+\frac{1}{\xi^{2}}\right) \overline{\bar{G}}_{L}\left(\bar{r}, \bar{r}^{\prime}\right)  \tag{9.3.24}\\
& +\sum_{\alpha} \frac{1}{k_{\alpha \rho}^{2} \varepsilon_{\alpha}} \frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}\left[\bar{M}_{\alpha}(\bar{r}) \bar{M}_{\alpha}\left(\bar{r}^{\prime}\right)+\bar{N}_{\alpha}(\bar{r}) \bar{N}_{\alpha}\left(\bar{r}^{\prime}\right)\right]
\end{align*}
$$

The DC term does not add any computational effort as it is frequency independent term. In (9.3.24), The imaginary wavenumber extracted term $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$ will be computed by the image expansion which converges very fast in terms of included images (see Appendix A). The second term $\overline{\bar{G}}_{L}$ will be computed by the static image expansion (9.3.20) which converges much faster than dynamic image expansion. The modal series is now accelerated to the fourth-order of convergence with respect to $\alpha$. We can proceed to further accelerate
the summation by following the same procedure as the vector potential Green's function,

$$
\begin{align*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; k\right) & =\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)-\frac{k^{2}+\xi^{2}}{2 \xi} \frac{\partial}{\partial \xi} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)+\left(\frac{1}{k^{2}}+\frac{1}{\xi^{2}}\right) \overline{\bar{G}}_{L}\left(\bar{r}, \bar{r}^{\prime}\right)+\frac{k^{2}+\xi^{2}}{2 \xi} \frac{\partial}{\partial \xi}\left(\frac{-1}{\xi^{2}}\right) \overline{\bar{G}}_{L}\left(\bar{r}, \bar{r}^{\prime}\right) \\
& +\sum_{\alpha} \frac{1}{k_{\alpha \rho}^{2} \varepsilon_{\alpha}} \frac{\left(k^{2}+\xi^{2}\right)^{2}}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}\left(k_{\alpha}^{2}-k^{2}\right)}\left[\bar{M}_{\alpha}(\bar{r}) \bar{M}_{\alpha}\left(\bar{r}^{\prime}\right)+\bar{N}_{\alpha}(\bar{r}) \bar{N}_{\alpha}\left(\bar{r}^{\prime}\right)\right] \tag{9.3.25}
\end{align*}
$$

Again, since $\overline{\bar{G}}_{L}\left(\bar{r}, \bar{r}^{\prime}\right)$ is frequency independent, it leads to a great simplification of the terms,

$$
\begin{aligned}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; k\right) & =\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)-\frac{k^{2}+\xi^{2}}{2 \xi} \frac{\partial}{\partial \xi} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)+\frac{\left(k^{2}+\xi^{2}\right)^{2}}{k^{2} \xi^{4}} \overline{\bar{G}}_{L}\left(\bar{r}, \bar{r}^{\prime}\right) \\
& +\sum_{\alpha} \frac{1}{k_{\alpha \rho}^{2} \varepsilon_{\alpha}} \frac{\left(k^{2}+\xi^{2}\right)^{2}}{\left(k_{\alpha}^{2}+\xi^{2}\right)^{2}\left(k_{\alpha}^{2}-k^{2}\right)}\left[\bar{M}_{\alpha}(\bar{r}) \bar{M}_{\alpha}\left(\bar{r}^{\prime}\right)+\bar{N}_{\alpha}(\bar{r}) \bar{N}_{\alpha}\left(\bar{r}^{\prime}\right)\right]
\end{aligned}
$$

This is the 6 th order convergent spectral expansion of the dyadic Green's function of the rectangular cavity. It only remains to compute the imaginary wavenumber derivative of the dyadic Green's function. The image expansion of the dyadic Green's function of the rectangular cavity that is given in the appendix A can be used to find $\partial_{\xi} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)$. Note that for a wideband solution, the extracted terms with imaginary wavenumber as well as the static term $\overline{\bar{G}}_{L}$ should be evaluated only one time for a broadband frequency sweep.

Figure 9.4 plots the $x x$ component of the electric field dyadic Green's function of the cavity over the plane $z=0$ inside the cavity for the exciting wavelength of $\lambda=0.93 L$. The source point and physical parameters are the same as the vector potential case in sec.9.2.4. A wideband evaluation of $G_{x x}$ is depicted in Fig. 9.5 with the observation points on the line $z=x=0$ in the cavity and the exciting wavelength in the range of $0.05 \leq \lambda / L \leq 5$. Notice that the difference between the vector potential $\overline{\bar{G}}_{A}$ and electric field $\overline{\bar{G}}$ dyadic Green's functions is dominant at low frequencies (near field). At high frequencies,

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\left[\overline{\bar{I}}+\frac{\nabla \nabla}{k^{2}}\right] \cdot \overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime}\right) \approx \overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime}\right) \tag{9.3.26}
\end{equation*}
$$

The difference between two dyadic Green's function is more pronounced around the source region where the electric field dyadic Green's function is hyper singular $\left(\propto 1 / R^{3}\right)$.

### 9.3.4 Image Expansion of the Dyadic Green's Function

The free space Green's function $\overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ at wavenumber $k$ that satisfies the vector wave equation of

$$
\begin{equation*}
\left(\nabla \times \nabla \times-k^{2}\right) \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right)=\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{9.3.27}
\end{equation*}
$$

subject to the radiation boundary condition at infinity, for $\bar{r} \neq \bar{r}^{\prime}$ can be directly obtained by differentiating the scalar Green's function as

$$
\begin{equation*}
\overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime} ; k\right)=\left[\left(\frac{3}{k^{2} R^{2}}-\frac{3 i}{k R}-1\right) \hat{R} \hat{R}+\left(-\frac{1}{k^{2} R^{2}}+\frac{i}{k R}+1\right) \overline{\bar{I}}\right] G_{0}(R ; k) \tag{9.3.28}
\end{equation*}
$$



Figure 9.4: Electric field dyadic Green's function $G_{x x}(x, y, 0)$ calculated by 6 th order convergent spectral expansion for exciting wave length of $\lambda=0.93 L$


Figure 9.5: Electric field dyadic Green's function $G_{x x}(0, y, 0 ; \lambda)$ calculated by 6 th order convergent spectral expansion over two decades of bandwidth.
where, $G_{0}(R ; k)=e^{i k R} / 4 \pi R$ is the scalar free space Green's function and $R=\left|\bar{r}-\bar{r}^{\prime}\right|$. In order to obtain the cavity Green's function that satisfies the Dirichlet boundary condition on the walls, image sources should be placed all around the world in order to produce the response with vanishing tangential component over the walls. Once the boundary conditions are satisfied, presence of the walls does not have any additional effect on the fields and they can be removed. Figure. 9.6 shows a 2D profile ( $x y$ plane) of the images dipoles around a cross-section of the cavity for a $x$-directed dipole in the cavity. Changing color from blue to red shows a flip in the sign of the dipole. For a $x$ - directed dipole with unit amplitude, the collective response of all the dipoles in Fig. 9.6 including the main dipole inside the cavity would be

$$
\overline{\bar{G}}_{\perp}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \hat{x}=\sum_{m n}(-1)^{n} \overline{\bar{G}}_{0}\left(\bar{r} ; m L_{x}+(-1)^{m} x^{\prime}, n L_{y}+(-1)^{n} y^{\prime}, z^{\prime}\right) \cdot \hat{x}
$$

Here, $\overline{\bar{G}}_{\perp}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \hat{x}$ is the collective response of the image dipoles for a plane perpendicular to $z$ and the source dipole is located at $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ inside the cavity and $\left(m L_{x}+(-1)^{m} x^{\prime}, n L_{y}+\right.$ $\left.(-1)^{n} y^{\prime}, z^{\prime}\right)$ is the location of the image dipoles for 2 D profile of Fig. 9.6 and $\overline{\bar{G}}_{0}$ is the free


Figure 9.6: A profile of the images dipoles for a $x$-directed dipole current $\bar{J}$ in the cavity with PEC walls. change of color corresponds to a sign flip in the dipole moments.
space dyadic Green's function. Taking the other two walls into account, yields,

$$
\begin{align*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \hat{x} & =\sum_{p}(-1)^{p} \overline{\bar{G}}_{\perp}\left(\bar{r}, \bar{r}_{p}^{\prime \prime}\right) \cdot \hat{x}  \tag{9.3.29}\\
& =\sum_{m, n, p}(-1)^{n+p} \overline{\bar{G}}_{0}\left(\bar{r} ; m L_{x}+(-1)^{m} x^{\prime}, n L_{y}+(-1)^{n} y^{\prime}, p L_{z}+(-1)^{p} z^{\prime}\right) \cdot \hat{x}
\end{align*}
$$

This expansion for real values of $k$ has a good convergence in the near field region but far from the source, it has a very slow convergence rate that makes it not an attractive way of computing the cavity Green's function. However, for an imaginary wavenumber $k=i \xi$, it has an exponential convergence rate. In this case, the free space dyadic Green's function becomes

$$
\begin{equation*}
\overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)=\left[-\left(\frac{3}{Q^{2}}+\frac{3}{Q}+1\right) \hat{R} \hat{R}+\left(\frac{1}{Q^{2}}+\frac{1}{Q}+1\right) \overline{\bar{I}}\right] \frac{\xi e^{-Q}}{4 \pi Q} \tag{9.3.30}
\end{equation*}
$$

where $Q=\xi R$ and $R$ is the distance between the source and observation points. Similarly, for the wavenumber derivative of the dyadic Green's function, the image expansion of (9.3.29) can be evaluated with considering

$$
\begin{equation*}
\frac{\partial}{\partial \xi} \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)=\frac{e^{-Q}}{4 \pi}\left(\left[\left(\frac{6}{Q^{3}}+\frac{6}{Q^{2}}+\frac{3}{Q}+1\right) \hat{R} \hat{R}-\left(\frac{2}{Q^{3}}+\frac{2}{Q^{2}}+\frac{1}{Q}+1\right) \overline{\bar{I}}\right]\right) \tag{9.3.31}
\end{equation*}
$$

that still is exponentially convergent.

### 9.4 Vector Potential Dyadic Green's Function For Cavity of Irregular Shape

The vector potential $\bar{A}(\bar{r})$ satisfies the wave equation of

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \bar{A}(\bar{r})=-\mu \bar{J}(\bar{r}) \tag{9.4.1}
\end{equation*}
$$

inside the cavity subject to boundary condition of $\hat{n} \times \bar{A}=0$, and $\nabla \cdot \bar{A}=0$ over the walls of the cavity. The free space Green's function for integration of the vector potential can be defined as

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime}\right)=-\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{9.4.2}
\end{equation*}
$$

such that in the free scatterer case,

$$
\begin{equation*}
\bar{A}(\bar{r})=\mu \int \mathrm{d} \bar{r}^{\prime} \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right) \tag{9.4.3}
\end{equation*}
$$

or using the scalar Green's function $G_{0}\left(\bar{r}, \bar{r}^{\prime}\right)$ it can be conventionally be written equivalently as

$$
\begin{equation*}
\bar{A}(\bar{r})=\mu \int \mathrm{d} \bar{r}^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \bar{J}\left(\bar{r}^{\prime}\right) \tag{9.4.4}
\end{equation*}
$$

In order to construct the full Green's function of the vector potential wave equation, the vector wave equation can be rearranged in terms of its divergence for later ease,

$$
\begin{equation*}
\nabla \times \nabla \times \bar{A}(\bar{r})-\nabla \nabla \cdot \bar{A}(\bar{r})-k^{2} \bar{A}(\bar{r})=\mu \bar{J}(\bar{r}) \tag{9.4.5}
\end{equation*}
$$

Corresponding dyadic Green's function that satisfies the same type of boundary condition can be defined in the same way as

$$
\begin{equation*}
\nabla \times \nabla \times \overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)-\nabla \nabla \cdot \overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)-k^{2} \overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{9.4.6}
\end{equation*}
$$

We do not assume any Specific boundary condition on $\overline{\bar{G}}_{A}$ for now. The free Green's function $\overline{\bar{G}}_{0}$ also can be written in the same form

$$
\begin{equation*}
\nabla \times \nabla \times \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime}\right)-\nabla \nabla \cdot \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime}\right)-k^{2} \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{9.4.7}
\end{equation*}
$$

Where $\overline{\bar{G}}_{0}=\overline{\bar{I}} G_{0}$ and $G_{0}$ is the scalar Green's function. The surface integral equation for $\bar{A}$ can be obtained by post multiplying the dyadic Green's function with an arbitrary unit vector to get $\bar{G}_{A}=\overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{\alpha}$. Upon multiplying (9.4.6) by $\bar{A}(\bar{r})$ from the left and (9.4.5) by $\bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)$ from the left side, and subtracting the results, we have

$$
\begin{align*}
\nabla \times \nabla \times \bar{A}(\bar{r}) \cdot \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right) & -\bar{A}(\bar{r}) \cdot \nabla \times \nabla \times \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)-(\nabla \nabla \cdot \bar{A}(\bar{r})) \cdot \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)+\bar{A}(\bar{r}) \cdot\left(\nabla \nabla \cdot \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)\right) \\
& =\mu \bar{J}(\bar{r}) \cdot \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)-\bar{A}(\bar{r}) \cdot \hat{\alpha} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{9.4.8}
\end{align*}
$$

The first two terms can be combined together to get (we always arrange vectors such that $\bar{G}_{A}$ stays on the right hand side of the expressions to be able to remove the arbitrary unit vector $\hat{\alpha}$ later)

$$
\begin{align*}
I_{1} & =\nabla \times \nabla \times \bar{A}(\bar{r}) \cdot \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)-\bar{A}(\bar{r}) \cdot \nabla \times \nabla \times \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)  \tag{9.4.9}\\
& =\left[\nabla \cdot\left((\nabla \times \bar{A}) \times \bar{G}_{A}\right)+\nabla \times \bar{A} \cdot \nabla \times \bar{G}_{A}\right]-\left[-\nabla \cdot\left(\bar{A} \times \nabla \times \bar{G}_{A}\right)+\nabla \times \bar{A} \cdot \nabla \times \bar{G}_{A}\right] \\
& =\nabla \cdot\left[\nabla \times \bar{A} \times \bar{G}_{A}+\bar{A} \times \nabla \times \bar{G}_{A}\right]
\end{align*}
$$

and for the second two terms,

$$
\begin{align*}
I_{2} & =\bar{A} \cdot\left(\nabla \nabla \cdot \bar{G}_{A}\right)-(\nabla \nabla \cdot \bar{A}) \cdot \bar{G}_{A}  \tag{9.4.10}\\
& =\left[\nabla \cdot\left(\bar{A} \nabla \cdot \bar{G}_{A}\right)-\nabla \cdot \bar{A} \nabla \cdot \bar{G}_{A}\right]-\left[\nabla \cdot\left(\nabla \cdot \overline{A G_{A}}\right)-\nabla \cdot \bar{A}-\nabla \cdot \bar{G}_{A}\right] \\
& =\nabla \cdot\left[\bar{A} \nabla \cdot \bar{G}_{A}-\nabla \cdot \bar{A} \bar{G}_{A}\right]
\end{align*}
$$

Integrating over the volume of the enclosure, $V$, and converting the volume integral to the surface integrals over the boundary surface, we arrive at

$$
\begin{align*}
& \int_{\partial V} \mathrm{~d} S \hat{n} \cdot\left[\nabla \times \bar{A}(\bar{r}) \times \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)+\bar{A}(\bar{r}) \times \nabla \times \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)\right]  \tag{9.4.11}\\
& +\int_{\partial V} \mathrm{~d} S \hat{n} \cdot\left[\bar{A}(\bar{r}) \nabla \cdot \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)-\nabla \cdot \bar{A}(\bar{r}) \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)\right]=\int_{V} \mathrm{~d} \bar{r} \mu \bar{J}(\bar{r}) \cdot \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)+ \begin{cases}-\bar{A}\left(\bar{r}^{\prime}\right) \cdot \hat{\alpha} & \bar{r}^{\prime} \in V \\
0 & \bar{r}^{\prime} \notin V\end{cases}
\end{align*}
$$

The first integral can be altered to depends on the tangential surface field variables by permutations,

$$
\begin{align*}
& \int_{\partial V} \mathrm{~d} S\left[(\hat{n} \times \nabla \times \bar{A}(\bar{r})) \cdot \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)+(\hat{n} \times \bar{A}(\bar{r})) \cdot \nabla \times \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)\right]  \tag{9.4.12}\\
& +\int_{\partial V} \mathrm{~d} S \hat{n} \cdot\left[\bar{A}(\bar{r}) \nabla \cdot \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)-\nabla \cdot \bar{A}(\bar{r}) \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)\right]=\int_{V} \mathrm{~d} \bar{r} \mu \bar{J}(\bar{r}) \cdot \bar{G}_{A}\left(\bar{r}, \bar{r}^{\prime}\right)+ \begin{cases}-\bar{A}\left(\bar{r}^{\prime}\right) \cdot \hat{\alpha} & \bar{r}^{\prime} \in V \\
0 & \bar{r}^{\prime} \notin V\end{cases}
\end{align*}
$$

Swapping the primed and unprimed coordinates gives

$$
\begin{align*}
& \int_{\partial V} \mathrm{~d} S^{\prime}\left[\left(\hat{n}^{\prime} \times \nabla^{\prime} \times \bar{A}\left(\bar{r}^{\prime}\right)\right) \cdot \bar{G}_{A}\left(\bar{r}^{\prime}, \bar{r}\right)+\left(\hat{n}^{\prime} \times \bar{A}\left(\bar{r}^{\prime}\right)\right) \cdot \nabla^{\prime} \times \bar{G}_{A}\left(\bar{r}^{\prime}, \bar{r}\right)\right]  \tag{9.4.13}\\
& +\int_{\partial V} \mathrm{~d} S \hat{n}^{\prime} \cdot\left[\bar{A}\left(\bar{r}^{\prime}\right) \nabla^{\prime} \cdot \bar{G}_{A}\left(\bar{r}^{\prime}, \bar{r}\right)-\nabla \cdot \bar{A}\left(\bar{r}^{\prime}\right) \bar{G}_{A}\left(\bar{r}^{\prime}, \bar{r}\right)\right]=\int_{V} \mathrm{~d} \bar{r}^{\prime} \mu \bar{J}\left(\bar{r}^{\prime}\right) \cdot \bar{G}_{A}\left(\bar{r}^{\prime}, \bar{r}\right)+ \begin{cases}-\bar{A}(\bar{r}) \cdot \hat{\alpha} & \bar{r} \in V \\
0 & \bar{r} \notin V\end{cases}
\end{align*}
$$

Now, the Green's function has been kept on the right most position in the equations, we can remove the post factor of $\hat{\alpha}$ to get

$$
\begin{align*}
& \int_{\partial V} \mathrm{~d} S^{\prime}\left[\left(\hat{n}^{\prime} \times \nabla^{\prime} \times \bar{A}\left(\bar{r}^{\prime}\right)\right) \cdot \overline{\bar{G}}_{A}\left(\bar{r}^{\prime}, \bar{r}\right)+\left(\hat{n}^{\prime} \times \bar{A}\left(\bar{r}^{\prime}\right)\right) \cdot \nabla^{\prime} \times \overline{\bar{G}}_{A}\left(\bar{r}^{\prime}, \bar{r}\right)\right]  \tag{9.4.14}\\
& +\int_{\partial V} \mathrm{~d} S \hat{n}^{\prime} \cdot\left[\bar{A}^{\prime}\left(\bar{r}^{\prime}\right) \nabla^{\prime} \cdot \overline{\bar{G}}_{A}\left(\bar{r}^{\prime}, \bar{r}\right)-\nabla \cdot \bar{A}\left(\bar{r}^{\prime}\right) \overline{\bar{G}}_{A}\left(\bar{r}^{\prime}, \bar{r}\right)\right]=\int_{V} \mathrm{~d} \bar{r}^{\prime} \mu \bar{J}\left(\bar{r}^{\prime}\right) \cdot \overline{\bar{G}}_{A}\left(\bar{r}^{\prime}, \bar{r}\right)+ \begin{cases}-\bar{A}(\bar{r}) & \bar{r} \in V \\
0 & \bar{r} \notin V\end{cases}
\end{align*}
$$

This is the general Extinction theorem for the vector potential using a general vector potential Green's function $\overline{\bar{G}}_{A}$ that can satisfies any boundary condition. Similarly, it can be extended to SIE for the vector potential Green's function itself. Assuming $\overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime \prime}\right)$ to be the vector potential dyadic Green's function inside the enclosure, the vector potential due to the current source $\overline{\bar{J}}(\bar{r})=\hat{\alpha} \delta\left(\bar{r}-\bar{r}^{\prime \prime}\right)$ gives $\overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}$. If we use the propagator of the vector potential integral equation as $\overline{\bar{G}}_{A}^{p}\left(\bar{r}, \bar{r}^{\prime}\right)$ to formulate the SIE we arrive at,

$$
\begin{align*}
& \int_{\partial V} \mathrm{~d} S^{\prime}\left[\left(\hat{n}^{\prime} \times \nabla^{\prime} \times \overline{\bar{G}}_{A}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}\right) \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right)+\left(\hat{n}^{\prime} \times \overline{\bar{G}}_{A}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}\right) \cdot \nabla^{\prime} \times \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right)\right]  \tag{9.4.15}\\
& +\int_{\partial V} \mathrm{~d} S \hat{n}^{\prime} \cdot\left[\overline{\bar{G}}_{A}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha} \nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right)-\nabla \cdot \overline{\bar{G}}_{A}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha} \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right)\right] \\
& =\hat{\alpha} \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}, \bar{r}^{\prime \prime}\right)+ \begin{cases}-\overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha} & \bar{r} \in V \\
0 & \bar{r} \notin V\end{cases}
\end{align*}
$$

Different choices may be made for the propagator of the SIE to solve for the vector potential dyadic Green's function $\overline{\bar{G}}_{\mathcal{A}}$. For the problem of the vector potential inside the cavity of perfect conductor walls, $\hat{n} \times \overline{\bar{G}}_{A}$ and $\nabla \cdot \overline{\bar{G}}_{A}$ vanish on the surface of the cavity and it reduces to

$$
\begin{align*}
& \int_{\partial V} \mathrm{~d} S^{\prime}\left[\left(\hat{n}^{\prime} \times \nabla^{\prime} \times \overline{\bar{G}}_{A}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}\right) \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right)+\hat{n}^{\prime} \cdot \overline{\bar{G}}_{A}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha} \nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right)\right]  \tag{9.4.16}\\
& =\hat{\alpha} \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}, \bar{r}^{\prime \prime}\right)+ \begin{cases}-\overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha} & \bar{r} \in V \\
0 & \bar{r} \notin V\end{cases}
\end{align*}
$$

Taking the surface field unknowns as

$$
\begin{align*}
& \bar{J}^{\alpha}\left(\bar{r}^{\prime}\right)=\hat{n}^{\prime} \times \nabla^{\prime} \times \overline{\bar{G}}_{A}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}  \tag{9.4.17}\\
& \sigma^{\alpha}\left(\bar{r}^{\prime}\right)=\hat{n}^{\prime} \cdot \bar{G}_{A}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}
\end{align*}
$$

where $\bar{J}^{\alpha}$, and $\sigma^{\alpha}$ represent the tangential magnetic field and surface charge density over the surface of the cavity, respectively, the SIE becomes,

$$
\int_{\partial V} \mathrm{~d} S^{\prime}\left[\bar{J}^{\alpha}\left(\bar{r}^{\prime}\right) \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right)+\sigma^{\alpha}\left(\bar{r}^{\prime}\right) \nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right)\right]=\hat{\alpha} \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}, \bar{r}^{\prime \prime}\right)+ \begin{cases}-\overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha} & \bar{r} \in V  \tag{9.4.18}\\ 0 & \bar{r} \notin V\end{cases}
$$

Mapping the tangential component of the integral equation to the surface of the cavity and utilizing the boundary conditions,

$$
\begin{equation*}
\hat{n} \times \int_{\partial V} \mathrm{~d} S^{\prime}\left[\bar{J}^{\alpha}\left(\bar{r}^{\prime}\right) \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right)+\sigma^{\alpha}\left(\bar{r}^{\prime}\right) \nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right)\right]=\hat{n} \times \overline{\bar{G}}_{A}^{p}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha} \tag{9.4.19}
\end{equation*}
$$

We need to map the normal component of the integral equation to the surface as well to get enough number of equations for two unknown surface fields,

$$
\int_{\partial V} \mathrm{~d} S^{\prime}\left[\bar{J}^{\alpha}\left(\bar{r}^{\prime}\right) \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot \hat{n}+\sigma^{\alpha}\left(\bar{r}^{\prime}\right) \nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot \hat{n}\right]=\hat{n} \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}+ \begin{cases}-\sigma^{\alpha}(\bar{r}) & \bar{r} \in V  \tag{9.4.20}\\ 0 & \bar{r} \notin V\end{cases}
$$

where we have assumed that $\overline{\bar{G}}_{A}^{p}$ is a symmetric dyadic, $\overline{\bar{G}}_{A}^{p}\left(\bar{r}, r^{\prime}\right)=\left[\overline{\bar{G}}_{A}^{p}\left(\bar{r}, \bar{r}^{\prime}\right)\right]^{\mathrm{T}}$. Noting that the second term of the integrand is singular and have a different value depending on $\bar{r} \rightarrow \partial S^{ \pm}$, such that the right hand side value does not depend on whether the integral equation is mapped on $\partial S^{+}$or $\partial S^{+}$. In terms of principal value integrals,

$$
\begin{equation*}
\mathcal{P} \int_{\partial V} \mathrm{~d} S^{\prime}\left[\bar{J}^{\alpha}\left(\bar{r}^{\prime}\right) \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot \hat{n}+\sigma^{\alpha}\left(\bar{r}^{\prime}\right) \nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot \hat{n}\right]=\hat{n} \cdot \overline{\bar{G}}_{A}^{p}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}-\frac{1}{2} \sigma^{\alpha}(\bar{r}) \tag{9.4.21}
\end{equation*}
$$

### 9.4.1 SIE for $\overline{\bar{G}}_{A}$ with $\overline{\bar{G}}_{0}$ as a propagator

If we take $\overline{\bar{G}}_{A}^{p}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{I}} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right)$, where $G_{0}\left(\bar{r}, \bar{r}^{\prime}\right)$ is the free space scalar Green's function, $\overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{G}}_{0}^{\mathrm{T}}\left(\bar{r}, \bar{r}^{\prime}\right)$. Furthermore, $\nabla^{\prime} \cdot \overline{\bar{G}}_{0}\left(\bar{r}^{\prime}, \bar{r}\right)=\nabla^{\prime} G_{0}\left(\bar{r}^{\prime}, \bar{r}\right)$ and the surface integral equations become

$$
\begin{align*}
\hat{n} \times \int_{\partial S} \mathrm{~d} S^{\prime}\left\{G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \bar{J}^{\alpha}\left(\bar{r}^{\prime}\right)+\nabla^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \sigma^{\alpha}\left(\bar{r}^{\prime}\right)\right\} & =\hat{n} \times \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime \prime}\right)  \tag{9.4.22}\\
\mathcal{P} \int_{\partial S} \mathrm{~d} S^{\prime}\left\{G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \hat{n} \cdot \bar{J}^{\alpha}\left(\bar{r}^{\prime}\right)+\hat{n} \cdot \nabla^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \sigma^{\alpha}\left(\bar{r}^{\prime}\right)\right\} & =\hat{n} \cdot \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}-\frac{1}{2} \sigma^{\alpha}(\bar{r})
\end{align*}
$$

Expanding the unknown field over the walls of the cavity as

$$
\begin{align*}
& \bar{J}^{\alpha}\left(\bar{r}^{\prime}\right)=\sum_{n^{\prime}=1}^{N_{J}} J_{n^{\prime}}^{\alpha} \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)  \tag{9.4.23}\\
& \sigma^{\alpha}\left(\bar{r}^{\prime}\right)=\sum_{m^{\prime}=1}^{M_{\sigma}} \sigma_{m^{\prime}}^{\alpha} P_{m^{\prime}}\left(\bar{r}^{\prime}\right)
\end{align*}
$$

where $f_{n}\left(\bar{r}^{\prime}\right)$ is a linear RWG basis function attached to the $n$-th edge of the triangulation and is defined as

$$
\bar{f}_{n}(\bar{r})= \begin{cases}\frac{L_{n}}{2 A_{n}^{+}} \bar{\rho}_{n}^{+}(\bar{r}) & , \bar{r} \in T_{n}^{+}  \tag{9.4.24}\\ \frac{L_{n}}{2 A_{n}^{-}} \bar{\rho}_{n}^{-}(\bar{r}) & , \bar{r} \in T_{n}^{-}\end{cases}
$$

where $L_{n}$ is the length of $n$-th edge and $A_{n}^{ \pm}$are area of triangles with common edge $n$. The vectors $\bar{\rho}_{n}^{ \pm}(\bar{r})$ in $T_{n}^{ \pm}$are defined as

$$
\begin{array}{ll}
\bar{\rho}_{n}^{+}(\bar{r})=\bar{v}_{n}^{+}-\bar{r}, & \bar{r} \in T_{n}^{+}  \tag{9.4.25}\\
\bar{\rho}_{n}^{-}(\bar{r})=\bar{r}-\bar{v}_{n}^{-}, & \bar{r} \in T_{n}^{-}
\end{array}
$$



Figure 9.7: RWG basis function on the $n$-th edge.
Notice, given that $\bar{r}$ is on the surface of the object, $\bar{f}_{n}(\bar{r})$ is always in the tangent space of the object. If we use RWG function to test the SIE, it automatically picks up the tangential component.

In addition $P_{n}(\bar{r})$ is a pedestal scalar basis function over the $n$-th triangle. Inserting the expansion of unknown fields into the set of SIEs we have

$$
\begin{align*}
& \hat{n} \times \sum_{n^{\prime}=1}^{N_{J}} J_{n^{\prime}}^{\alpha} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)+\hat{n} \times \sum_{m^{\prime}=1}^{M_{\sigma}} \sigma_{m^{\prime}}^{\alpha} \int_{T_{m^{\prime}}} \nabla^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right)=\hat{n} \times \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \\
& \sum_{n^{\prime}=1}^{N_{J}} J_{n^{\prime}}^{\alpha} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \hat{n} \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)+\sum_{m^{\prime}=1}^{M_{\sigma}} \sigma_{m^{\prime}}^{\alpha} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \hat{n} \cdot \nabla^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right)=\hat{n} \cdot \overline{\bar{G}_{0}}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}-\frac{1}{2} \sigma^{\alpha}(\bar{r}) \tag{9.4.26}
\end{align*}
$$

In order to test the SIE, we will test the vector SIE with RWG basis functions and the scalar SIE with pedestal basis $P_{m^{\prime}}$.

$$
\begin{gather*}
\sum_{n=1}^{N_{J}} J_{n^{\prime}}^{\alpha} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \bar{f}_{n}(\bar{r}) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)+\sum_{m^{\prime}=1}^{M_{\sigma}} \sigma_{m^{\prime}}^{\alpha} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \nabla^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right) \\
=\int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha} \tag{9.4.27}
\end{gather*}
$$

$$
\begin{gather*}
\sum_{n^{\prime}=1}^{N_{J}} J_{n^{\prime}}^{\alpha} \int_{T_{n^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r}) G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \hat{n} \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)+\sum_{m^{\prime}=1}^{M_{\sigma}} \sigma_{m^{\prime}}^{\alpha} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r}) \hat{n} \cdot \nabla^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right) \\
=\int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r}) \hat{n} \cdot \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}-\frac{1}{2} \sigma^{\alpha}(\bar{r}) \tag{9.4.28}
\end{gather*}
$$

Or in the matrix form,

$$
\begin{align*}
& \overline{\bar{Z}}_{J J} \cdot \bar{J}+\overline{\bar{Z}}_{J \sigma} \cdot \bar{\sigma}=\bar{b}_{J}  \tag{9.4.29}\\
& \overline{\bar{Z}}_{\sigma J} \cdot \bar{\sigma}+\overline{\bar{Z}}_{\sigma \sigma} \cdot \bar{\sigma}=\bar{b}_{\sigma}
\end{align*}
$$

where, the impedance matrix elements are given by

$$
\begin{align*}
& {\left[Z_{J J}\right]_{n, n^{\prime}}=\int_{T_{n^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \bar{f}_{n}(\bar{r}) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)}  \tag{9.4.30}\\
& {\left[Z_{J \sigma}\right]_{n, m^{\prime}}=\int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \nabla^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right)} \\
& {\left[Z_{\sigma J}\right]_{m, n^{\prime}}=\int_{T_{n^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r}) G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \hat{n}_{m} \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)} \\
& {\left[Z_{\sigma \sigma}\right]_{m, m^{\prime}}=\int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r})\left[\hat{n}_{m} \cdot \nabla^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right)+\frac{1}{2} \delta\left(\bar{r}-\bar{r}^{\prime}\right)\right] P_{m^{\prime}}\left(\bar{r}^{\prime}\right)}
\end{align*}
$$

and,

$$
\begin{align*}
& {\left[b_{J}\right]_{n}=\int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}}  \tag{9.4.31}\\
& {\left[b_{\sigma}\right]_{m}=\int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r}) \hat{n} \cdot \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}}
\end{align*}
$$

Once the surface field variables are obtained from the SIE, the vector potential dyadic Green's function can be evaluated through the extinction theorem of (9.4.18)

$$
\begin{align*}
\overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \alpha & =\overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \alpha-\int_{\partial S} \mathrm{~d} S^{\prime}\left\{G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \bar{J}^{\alpha}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime}\right)+\nabla^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \sigma^{\alpha}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime}\right)\right\}  \tag{9.4.32}\\
& =\overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \alpha-\int_{\partial S} \mathrm{~d} S^{\prime}\left\{G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \bar{J}^{\alpha}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime}\right)-\nabla G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \sigma^{\alpha}\left(\bar{r}^{\prime}, \bar{r}^{\prime \prime}\right)\right\}
\end{align*}
$$

substituting the expansion of the surface fields into the dyadic Green's function

$$
\begin{equation*}
\overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \alpha=\overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \alpha-\sum_{n} J_{n}^{\alpha} \int_{T_{n}^{ \pm}} \mathrm{d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \bar{f}_{n}\left(\bar{r}^{\prime}\right)+\sum_{m} \sigma_{m}^{\alpha} \int_{T_{m}} \nabla G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) P_{m}(\bar{r}) \tag{9.4.33}
\end{equation*}
$$

For the $\beta \alpha$ - component of the vector potential Green's function,

$$
\begin{equation*}
\hat{\beta} \cdot \overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \alpha=\hat{\beta} \cdot \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \alpha-\sum_{n} J_{n}^{\alpha} \int_{T_{n}^{ \pm}} \mathrm{d} S^{\prime} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) \hat{\beta} \cdot \bar{f}_{n}\left(\bar{r}^{\prime}\right)+\sum_{m} \sigma_{m}^{\alpha} \int_{T_{m}} \hat{\beta} \cdot \nabla G_{0}\left(\bar{r}, \bar{r}^{\prime}\right) P_{m}(\bar{r}) \tag{9.4.34}
\end{equation*}
$$

## Impedance Matrix Elements

The impedance matrix elements can be separated into singular and extracted parts through $\overline{\bar{Z}}=\overline{\bar{Z}}^{e}+\overline{\bar{Z}}^{s}$ where, the scalar Green's function can be factorized as

$$
\begin{equation*}
G_{0}\left(\bar{r}, \bar{r}^{\prime}\right)=\left[G_{0}\left(\bar{r}, \bar{r}^{\prime}\right)-S\left(\bar{r}, \bar{r}^{\prime}\right)\right]+S\left(\bar{r}, \bar{r}^{\prime}\right) \tag{9.4.35}
\end{equation*}
$$

and

$$
\begin{equation*}
S\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{1}{4 \pi}\left[\frac{1}{\left|\bar{r}-\bar{r}^{\prime}\right|}-\frac{k^{2}}{2}\left|\bar{r}-\bar{r}^{\prime}\right|\right] \tag{9.4.36}
\end{equation*}
$$

Extraction of the first term involved in $S$ regularizes the Green's function at source point. However, the extracted Green's function is not differentiable at source point and numerical integration requires higher order quadratures. More importantly, for numerical integrations involving the gradient of the Green's function, the second order extraction is essential. Figure. 9.8 shows the extracted Green's function near the source region resulted from the first and second order extractions.



Figure 9.8: First and second order extracted scalar Green's function for the source at origin.

Figure. 9.9 plots $x$-component of the gradient of the scalar Green's function for a source located at the origin. Second order extraction results in a smooth behavior around the source point even for the gradient of Green's function.

Upon decomposition of the Green's function, the extracted impedance elements can be written as

$$
\begin{align*}
& {\left[Z_{J J}^{e}\right]_{n, n^{\prime}}=\int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S G_{0, e x t}\left(\bar{r}, \bar{r}^{\prime}\right) \bar{f}_{n}(\bar{r}) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)}  \tag{9.4.37}\\
& {\left[Z_{J \sigma}^{e}\right]_{n, m^{\prime}}=\frac{1}{A_{m^{\prime}}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \nabla^{\prime} G_{0, e x t}\left(\bar{r}, \bar{r}^{\prime}\right)} \\
& {\left[Z_{\sigma J}^{e}\right]_{m, n^{\prime}}=\frac{1}{A_{m}} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S G_{0, e x t}\left(\bar{r}, \bar{r}^{\prime}\right) \hat{n}_{m} \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)} \\
& {\left[Z_{\sigma \sigma}^{e}\right]_{m, m^{\prime}}=\frac{1}{A_{m} A_{m^{\prime}}} \mathcal{P} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S \hat{n}_{m} \cdot \nabla^{\prime} G_{0, e x t}\left(\bar{r}, \bar{r}^{\prime}\right)}
\end{align*}
$$



Figure 9.9: First and second order extraction of $x$-derivative scalar Green's function for the source at origin.

The second term can be integrated by part to give

$$
\begin{align*}
{\left[Z_{J \sigma}^{e}\right]_{n, m^{\prime}} } & =-\frac{1}{A_{m^{\prime}}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \nabla G_{0, e x t}\left(\bar{r}, \bar{r}^{\prime}\right)  \tag{9.4.38}\\
& =\mp \frac{L_{n}}{A_{n}^{ \pm} A_{m^{\prime}}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S G_{0, e x t}\left(\bar{r}, \bar{r}^{\prime}\right)
\end{align*}
$$

Note that the integral in the last impedance elements is a principal value integral and total diagonal contribution is associated with the singularity term $\left[Z_{\sigma \sigma}\right]_{m, m^{\prime}}=1 /\left(2 A_{m}\right)$ for $m=m^{\prime}$. The principal value integral is not singular away from the source point (which is excluded) it would be beneficial to still do the extraction for near terms. On the other hand, singular impedance elements can be written as

$$
\begin{align*}
& {\left[Z_{J J}^{s}\right]_{n, n^{\prime}}=\int_{T_{n^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S S\left(\bar{r}, \bar{r}^{\prime}\right) \bar{f}_{n}(\bar{r}) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)}  \tag{9.4.39}\\
& {\left[Z_{J \sigma}^{s}\right]_{n, m^{\prime}}=\frac{1}{A_{m^{\prime}}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \nabla^{\prime} S\left(\bar{r}, \bar{r}^{\prime}\right)} \\
& {\left[Z_{\sigma J}^{s}\right]_{m, n^{\prime}}=\frac{1}{A_{m}} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S S\left(\bar{r}, \bar{r}^{\prime}\right) \hat{n}_{m} \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)} \\
& {\left[Z_{\sigma \sigma}^{s}\right]_{m, m^{\prime}}=\frac{1}{A_{m} A_{m^{\prime}}} \mathcal{P} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S \hat{n}_{m} \cdot \nabla^{\prime} S\left(\bar{r}, \bar{r}^{\prime}\right)}
\end{align*}
$$

The second line impedance elements can be simplified thanks to the symmetry of $S\left(\bar{r}, \bar{r}^{\prime}\right)$. For $\overline{\bar{Z}}_{J \sigma}^{s}$ we have

$$
\begin{equation*}
\left[Z_{J \sigma}^{s}\right]_{n, m^{\prime}}=-\frac{1}{A_{m^{\prime}}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \nabla S\left(\bar{r}, \bar{r}^{\prime}\right) \tag{9.4.40}
\end{equation*}
$$

while the integral over $T_{n}^{ \pm}$can be simplified as

$$
\begin{align*}
\int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \nabla S\left(\bar{r}, \bar{r}^{\prime}\right) & =\oint_{\partial T_{n}^{ \pm}} \mathrm{d} l \hat{n}_{\partial}^{ \pm} \cdot \bar{f}_{n}(\bar{r}) S\left(\bar{r}, \bar{r}^{\prime}\right)-\int_{T_{n}^{ \pm}} \mathrm{d} S \nabla \cdot \bar{f}_{n}(\bar{r}) S\left(\bar{r}, \bar{r}^{\prime}\right)  \tag{9.4.41}\\
& = \pm \frac{L_{n}}{A_{n}^{ \pm}} \int_{T_{n}^{ \pm}} \mathrm{d} S S\left(\bar{r}, \bar{r}^{\prime}\right)
\end{align*}
$$

Therefore, the singular part of the impedance matrix elements can be expressed as

$$
\begin{align*}
{\left[Z_{J J}^{s}\right]_{n, n^{\prime}} } & =\frac{L_{n} L_{n^{\prime}}}{4 A_{n}^{ \pm} A_{n^{\prime}}^{ \pm}} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S S\left(\bar{r}, \bar{r}^{\prime}\right) \bar{\rho}_{n}(\bar{r}) \cdot \bar{\rho}_{n^{\prime}}\left(\bar{r}^{\prime}\right)  \tag{9.4.42}\\
{\left[Z_{J \sigma}^{s}\right]_{n, m^{\prime}} } & =\mp \frac{L_{n}}{A_{m^{\prime}} A_{n}^{ \pm}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S S\left(\bar{r}, \bar{r}^{\prime}\right) \\
{\left[Z_{\sigma J}^{s}\right]_{m, n^{\prime}} } & =\frac{L_{n^{\prime}}}{2 A_{m} A_{n^{\prime}}^{ \pm}} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S S\left(\bar{r}, \bar{r}^{\prime}\right) \hat{n}_{m} \cdot \bar{\rho}_{n^{\prime}}\left(\bar{r}^{\prime}\right) \\
{\left[Z_{\sigma \sigma}^{s}\right]_{m, m^{\prime}} } & =-\frac{1}{A_{m} A_{m^{\prime}}} \mathcal{P} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S \hat{n}_{m} \cdot \nabla S\left(\bar{r}, \bar{r}^{\prime}\right)
\end{align*}
$$

The inner integrals can be computed analytically []. After performing one integration, the outer integral would be a regular function and a low order quadrature can be used to compute the second integral over triangles.

### 9.4.2 SIE for $\overline{\bar{G}}_{A}$ with $\overline{\bar{G}}_{A}^{\Omega}$ as a propagator

If we take $\overline{\bar{G}}_{A}^{p}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)$, which is the vector potential dyadic Green's function of the regular cavity (rectangular), the surface integral equations become,

$$
\begin{align*}
\hat{n} \times \int_{\sigma} \mathrm{d} S^{\prime}\left\{\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}^{\alpha}\left(\bar{r}^{\prime}\right)+\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \sigma^{\alpha}\left(\bar{r}^{\prime}\right)\right\} & =\hat{n} \times \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}  \tag{9.4.43}\\
\int_{\sigma} \mathrm{d} S^{\prime}\left\{\hat{n} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}^{\alpha}\left(\bar{r}^{\prime}\right)+\hat{n} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right] \sigma^{\alpha}\left(\bar{r}^{\prime}\right)\right\} & =\hat{n} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}-\frac{1}{2} \sigma^{\alpha}(\bar{r})
\end{align*}
$$

where the surface integrals are reduced to the surface $\sigma=\partial S-\partial S \cap \partial \Omega$ using the boundary conditions imposed on $\overline{\bar{G}}_{A}^{\Omega}$. Expanding the unknown fields over the surface $\sigma$ and following the same procedure we obtain the matrix form of,

$$
\begin{align*}
& \overline{\bar{Z}}_{J J} \cdot \bar{J}+\overline{\bar{Z}}_{J \sigma} \cdot \bar{\sigma}=\bar{b}_{J}  \tag{9.4.44}\\
& \overline{\bar{Z}}_{\sigma J} \cdot \bar{\sigma}+\overline{\bar{Z}}_{\sigma \sigma} \cdot \bar{\sigma}=\bar{b}_{\sigma}
\end{align*}
$$

where,

$$
\begin{align*}
& {\left[Z_{J J}\right]_{n, n^{\prime}}=\int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)}  \tag{9.4.45}\\
& {\left[Z_{J \sigma}\right]_{n, m^{\prime}}=\int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right] P_{m^{\prime}}\left(\bar{r}^{\prime}\right)} \\
& {\left[Z_{\sigma J}\right]_{m, n^{\prime}}=\int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r}) \hat{n}_{m} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)} \\
& {\left[Z_{\sigma \sigma}\right]_{m, m^{\prime}}=\int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r})\left[\hat{n}_{m} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right]+\frac{1}{2} \delta\left(\bar{r}-\bar{r}^{\prime}\right)\right] P_{m^{\prime}}\left(\bar{r}^{\prime}\right)}
\end{align*}
$$

and

$$
\begin{align*}
& {\left[b_{J}\right]_{n}=\int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}}  \tag{9.4.46}\\
& {\left[b_{\sigma}\right]_{m}=\int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r}) \hat{n}_{m} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \hat{\alpha}}
\end{align*}
$$

Once the surface field variables are obtained from the SIE, the vector potential dyadic Green's function can be evaluated as

$$
\begin{equation*}
\overline{\bar{G}}_{A}\left(\bar{r}, \bar{r}^{\prime \prime}\right) \cdot \alpha=\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \alpha-\sum_{n} J_{n}^{\alpha} \int_{T_{n}^{ \pm}} \mathrm{d} S^{\prime} \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{f}_{n}\left(\bar{r}^{\prime}\right)-\sum_{m} \sigma_{m}^{\alpha} \int_{T_{m}} \mathrm{~d} S^{\prime} \nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) P_{m}\left(\bar{r}^{\prime}\right) \tag{9.4.47}
\end{equation*}
$$

In addition to the Green's function itself, its imaginary wavenumber derivative is also required for the spectral expansion acceleration.

### 9.5 Impedance elements: Spectral and spatial expansion of the Green's function

Assuming the following expression for the vector potential Green's function of the regular geometry,

$$
\begin{equation*}
\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)=\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, r^{\prime} ; i \xi\right)+\sum_{\alpha}\left[\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] \bar{A}_{\alpha}(\bar{r}) \bar{A}_{\alpha}^{*}\left(\bar{r}^{\prime}\right) \tag{9.5.1}
\end{equation*}
$$

in order to find the impedance matrix elements we need to evaluate $\nabla^{\prime} \cdot \bar{G}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)$. Also, for the near field terms, the singularity of the dyadic Green's function need to be extracted before applying the quadrature. For the divergence of the Green's function, since the eigenfunctions are real (Hermitian boundaries), the Green's function is symmetric $\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)=\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}^{\prime}, \bar{r} ; k\right)$ and $\left[\overline{\bar{G}}_{A}^{\Omega}\right]^{\mathrm{T}}=\overline{\bar{G}}_{A}^{\Omega}$, and therefore reciprocal.

The first term in the above expansion is calculated by the image expansion in our framework. For its $x$-component,

$$
\begin{equation*}
G_{A}^{x x}\left(\bar{r}, \bar{r}^{\prime} ; k\right)=\sum_{n, m, p}(-1)^{n+p} \frac{e^{i k R_{m n p}}}{4 \pi R_{m n p}} \tag{9.5.2}
\end{equation*}
$$

where $R_{m n p}=\left|\bar{r}-\bar{r}_{m n p}\right|$ and $\bar{r}_{m n p}=\left(m L_{x}+(-1)^{m} x^{\prime}, n L_{y}+(-1)^{n} y^{\prime}, p L_{z}+(-1)^{p} z^{\prime}\right)$ is the location of image sources. For a rectangular cavity, $\overline{\bar{G}}_{A}^{\Omega}=G_{A}^{x x} \hat{x} \hat{x}+G_{A}^{y y} \hat{y} \hat{y}+G_{A}^{z z} \hat{z} \hat{z}$ and

$$
\begin{equation*}
\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{\partial}{\partial x^{\prime}} G_{A}^{x x} \hat{x}+\frac{\partial}{\partial y^{\prime}} G_{A}^{y y} \hat{y}+\frac{\partial}{\partial z^{\prime}} G_{A}^{z z} \hat{z} \tag{9.5.3}
\end{equation*}
$$

According to image expansion, for the $x$-component of divergence of the Green's function

$$
\begin{align*}
\frac{\partial}{\partial x^{\prime}} G_{A}^{x x}\left(\bar{r}, \bar{r}^{\prime} ; k\right) & =\sum_{n, m, p}(-1)^{n+p} \frac{e^{i k R_{m n p}}}{4 \pi R_{m n p}}\left(i k-\frac{1}{R_{m n p}}\right) \frac{\partial R_{m n p}}{\partial x^{\prime}}  \tag{9.5.4}\\
& =\sum_{n, m, p}(-1)^{n+p+m+1} \frac{e^{i k R_{m n p}}}{4 \pi R_{m n p}}\left(i k-\frac{1}{R_{m n p}}\right) \frac{x-x_{m n p}}{R_{m n p}}
\end{align*}
$$

and therefore, for imaginary wavenumber $k=i \xi$

$$
\begin{equation*}
\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right)=\sum_{n, m, p}(-1)^{n+p+m} \frac{e^{-\xi R_{m n p}}}{4 \pi R_{m n p}}\left(\xi+\frac{1}{R_{m n p}}\right) \frac{\bar{R}_{m n p}}{R_{m n p}} \tag{9.5.5}
\end{equation*}
$$

which is rapidly convergent (and singular in source region). The near field singularity of the Green's function is contained entirely in the imaginary wave number part. In order to identify the type of singularity of $\overline{\bar{G}}_{A}^{\Omega}$, using the image expansion, the only singular term when $\bar{r}$ is close to $\bar{r}^{\prime}$ comes from the actual source term ( $m=n=p=0$ ). Therefore, in near
field regions, $\overline{\bar{G}}_{A}^{\Omega} \approx \overline{\bar{G}}_{0}=\overline{\bar{I}} G_{0}$, where $G_{0}$ is the scalar Green's function. Therefore, second order order singularity extraction or the vector potential Green's function would be

$$
\begin{align*}
\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right) & =\left[\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)-\overline{\bar{I}} S\left(\bar{r}, \bar{r}^{\prime}\right)\right]+\overline{\bar{I}} S\left(\bar{r}, \bar{r}^{\prime}\right)  \tag{9.5.6}\\
& =\overline{\bar{G}}_{A, e x t}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)+\overline{\bar{I}} S\left(\bar{r}, \bar{r}^{\prime}\right)
\end{align*}
$$

where

$$
\begin{equation*}
S\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{1}{4 \pi}\left[\frac{1}{\left|\bar{r}-\bar{r}^{\prime}\right|}-\frac{k^{2}}{2}\left|\bar{r}-\bar{r}^{\prime}\right|\right] \tag{9.5.7}
\end{equation*}
$$

This choice of extraction makes the extracted Green's function $\overline{\bar{G}}_{A, \text { ext }}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)$ to be smooth (with continuous first derivative) everywhere. Similarly, for the divergence of the Green's function, the same extraction technique gives

$$
\begin{equation*}
\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)=\nabla^{\prime} \cdot \overline{\bar{G}}_{A, e x t}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)-\nabla S\left(\bar{r}, \bar{r}^{\prime}\right) \tag{9.5.8}
\end{equation*}
$$

Figure. 9.10 shows $x$-component of the rectangular cavity Green's function and its divergence after the first order extraction (with source located at the origin). Divergence of the extracted Green's function is discontinuous at the source location. Using the second order extraction, divergence of Green's function becomes continuous as it is shown on Fig. 9.11. Note that the rectangular cavity Green's function has a smoother behavior near the source region compared to the free space propagator.


Figure 9.10: $x$-component of the rectangular cavity Green's function and its divergence after the first order extraction (source at the origin). Divergence of the extracted Green's function is discontinuous at the source location.

Based on this extraction scheme, the impedance elements can be separated into singular and extracted parts as $\overline{\bar{Z}}=\overline{\bar{Z}}^{e}+\overline{\bar{Z}}^{s}$, where


Figure 9.11: $x$-component of the rectangular cavity Green's function and its divergence after the second order extraction (source at the origin). Divergence of the extracted Green's function is now continuous at the source location.

$$
\begin{align*}
& {\left[Z_{J J}^{e}\right]_{n, n^{\prime}}=\frac{L_{n} L_{n^{\prime}}}{4 A_{n}^{ \pm} A_{n^{\prime}}^{ \pm}} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{\rho}_{n}(\bar{r}) \cdot \overline{\bar{G}}_{A, e x t}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{\rho}_{n^{\prime}}\left(\bar{r}^{\prime}\right)}  \tag{9.5.9}\\
& {\left[Z_{J \sigma}^{e}\right]_{n, m^{\prime}}=\frac{L_{n}}{2 A_{n}^{ \pm} A_{m^{\prime}}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{\rho}_{n}(\bar{r}) \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A, e x t}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right]} \\
& {\left[Z_{\sigma J}^{e}\right]_{m, n^{\prime}}=\frac{L_{n^{\prime}}}{2 A_{n^{\prime}} A_{m}} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S \hat{n}_{m} \cdot \overline{\bar{G}}_{A, e x t}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{\rho}_{n^{\prime}}\left(\bar{r}^{\prime}\right)} \\
& {\left[Z_{\sigma \sigma}^{e}\right]_{m, m^{\prime}}=\frac{1}{A_{m} A_{m^{\prime}}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \mathcal{P} \int_{T_{m}} \mathrm{~d} S \hat{n}_{m} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A, e x t}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right]}
\end{align*}
$$

Note that the last integral is a principal value integral and for $m=m^{\prime}$ element, $\left[Z_{\sigma \sigma}\right]_{m, m^{\prime}}=$ $1 /\left(2 A_{m}\right)$.

For the singular impedance terms

$$
\begin{align*}
{\left[Z_{J J}^{s}\right]_{n, n^{\prime}} } & =\frac{L_{n} L_{n^{\prime}}}{4 A_{n}^{ \pm} A_{n^{\prime}}^{ \pm}} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{\rho}_{n}(\bar{r}) \cdot \bar{\rho}_{n^{\prime}}\left(\bar{r}^{\prime}\right) S\left(\bar{r}, \bar{r}^{\prime}\right)  \tag{9.5.10}\\
{\left[Z_{J \sigma}^{s}\right]_{n, m^{\prime}} } & =-\frac{L_{n}}{2 A_{n}^{ \pm} A_{m^{\prime}}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{\rho}_{n}(\bar{r}) \cdot \nabla S\left(\bar{r}, \bar{r}^{\prime}\right) \\
{\left[Z_{\sigma J}^{s}\right]_{m, n^{\prime}} } & =\frac{L_{n^{\prime}}}{2 A_{n^{\prime}} A_{m}} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S \hat{n}_{m} \cdot \bar{\rho}_{n^{\prime}}\left(\bar{r}^{\prime}\right) S\left(\bar{r}, \bar{r}^{\prime}\right) \\
{\left[Z_{\sigma \sigma}^{s}\right]_{m, m^{\prime}} } & =-\frac{1}{A_{m} A_{m^{\prime}}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \mathcal{P} \int_{T_{m}} \mathrm{~d} S \hat{n}_{m} \cdot \nabla S\left(\bar{r}, \bar{r}^{\prime}\right)
\end{align*}
$$

The second term can be integrated by part

$$
\begin{align*}
{\left[Z_{J \sigma}^{s}\right]_{n, m^{\prime}} } & =-\frac{L_{n}}{2 A_{n}^{ \pm} A_{m^{\prime}}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{\rho}_{n}(\bar{r}) \cdot \nabla S\left(\bar{r}, \bar{r}^{\prime}\right)  \tag{9.5.11}\\
& =\frac{L_{n}}{2 A_{n}^{ \pm} A_{m^{\prime}}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \nabla \cdot \bar{\rho}_{n}(\bar{r}) S\left(\bar{r}, \bar{r}^{\prime}\right) \\
& =\mp \frac{L_{n}}{A_{n}^{ \pm} A_{m^{\prime}}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S S\left(\bar{r}, \bar{r}^{\prime}\right)
\end{align*}
$$

### 9.6 Vector potential vector modes

The vector potential $\bar{A}$ under the Lorenz gauge satisfies the inhomogeneous wave equation of

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \bar{A}(\bar{r})=-\mu \bar{J}(\bar{r}) \tag{9.6.1}
\end{equation*}
$$

subject to the boundary condition of $\hat{n} \times \bar{A}=0$ and $\nabla \cdot \bar{A}=0$ on the boundary of the cavity. The natural solution of the vector potential corresponds to the homogeneous wave equation of

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \overline{\mathcal{A}}(\bar{r})=0 \tag{9.6.2}
\end{equation*}
$$

where $\overline{\mathcal{A}}(\bar{r})$ is the vector potential mode inside the cavity which is subject to the boundary conditions of $\hat{n} \times \overline{\mathcal{A}}=0$ and $\nabla \cdot \overline{\mathcal{A}}=0$ over the walls of cavity. The eigenvalue $k^{2}$ is the resonant wave number inside the cavity for the vector potential. The wave equation of (9.6.2) alternatively can be rewritten as

$$
\begin{equation*}
\nabla \times \nabla \times \overline{\mathcal{A}}(\bar{r})-\nabla \nabla \cdot \overline{\mathcal{A}}(\bar{r})-k^{2} \overline{\mathcal{A}}(\bar{r})=0 \tag{9.6.3}
\end{equation*}
$$

In order to formulate the surface integral equation for the mode functions $\overline{\mathcal{A}}(\bar{r})$, we can use the vector potential Green's function in free space $\overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{I}} G_{0}\left(\bar{r}, \bar{r}^{\prime}\right)$ to formulate the integral equation for the resonant modes,

$$
\begin{equation*}
\nabla \times \nabla \times \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime}\right)-\nabla \nabla \cdot \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime \prime}\right)-k^{2} \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{9.6.4}
\end{equation*}
$$

where $G_{0}$ is the scalar Green's function of free space. Another option is to use the vector potential Green's function of the corresponding regular cavity $\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime}\right)$ (which is rectangular cavity here) that satisfies the same vector wave equation, namely,

$$
\begin{equation*}
\nabla \times \nabla \times \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)-\nabla \nabla \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime \prime}\right)-k^{2} \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{9.6.5}
\end{equation*}
$$

which satisfies the boundary conditions of $\hat{n} \times \overline{\bar{G}}_{A}^{\Omega}=0$ and $\nabla \cdot \overline{\bar{G}}_{A}^{\Omega}=0$ on the surface of the regular cavity, $\partial \Omega$. Using the extinction theorem obtained from (9.6.5) and (9.6.3), and utilizing the boundary conditions on the vector potential mode $\overline{\mathcal{A}}(\bar{r})$ inside the cavity yields,

$$
\oint_{\partial S} \mathrm{~d} S^{\prime}\left\{\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \nabla^{\prime} \times \overline{\mathcal{A}}\left(\bar{r}^{\prime}\right)\right]+\hat{n}^{\prime} \cdot \overline{\mathcal{A}}\left(\bar{r}^{\prime}\right) \nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right\}= \begin{cases}-\overline{\mathcal{A}}(\bar{r}) & \bar{r} \in S  \tag{9.6.6}\\ 0 & \bar{r} \notin S\end{cases}
$$

Mapping the tangential component of the integral equation over the surface and using the boundary conditions of $\overline{\bar{G}}_{A}^{\Omega}$ over $\partial \Omega$

$$
\begin{equation*}
\hat{n} \times \int_{\sigma} \mathrm{d} S^{\prime}\left\{\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}(\bar{r})+\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \sigma\left(\bar{r}^{\prime}\right)\right\}=0 \tag{9.6.7}
\end{equation*}
$$

where $\sigma\left(\bar{r}^{\prime}\right)=\hat{n}^{\prime} \cdot \overline{\mathcal{A}}\left(\bar{r}^{\prime}\right)$, and $\bar{J}\left(\bar{r}^{\prime}\right)=\hat{n}^{\prime} \times \nabla^{\prime} \times \overline{\mathcal{A}}\left(\bar{r}^{\prime}\right)$ are the resonant surface charge and current densities over the walls of the cavity. The surface area $\sigma$, is the uncommon part of the irregular cavity surface $\partial S$ and the regular cavity surface $\partial \Omega$, i.e. $\sigma=\partial S-\partial S \cap \partial \Omega$.

In addition, mapping the normal component of the integral equation to the surface of the cavity provide us with another SIE,

$$
\oint_{\partial S} \mathrm{~d} S^{\prime}\left\{\hat{n} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right)+\hat{n} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right] \sigma\left(\bar{r}^{\prime}\right)\right\}= \begin{cases}-\sigma(\bar{r}) & \bar{r} \in S  \tag{9.6.8}\\ 0 & \bar{r} \notin S\end{cases}
$$

However it seems that the SIE depends on whether $\bar{r}$ goes to the surface from the interior or exterior region but it does not. The near field singular kernel of $\hat{n} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right]$ essentially has the same type of singularity as the free system $\hat{n} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{0}\left(\bar{r}, \bar{r}^{\prime}\right)\right]=-\hat{n} \cdot \nabla G_{0}\left(\bar{r}, \bar{r}^{\prime}\right)$, which is know to produce a discontinuity in the surface integral of (9.6.8) that elevates the apparent ambiguity in the course of testing procedure. Therefore, for the principal value integral,

$$
\begin{equation*}
\mathcal{P} \oint_{\partial S} \mathrm{~d} S^{\prime}\left\{\hat{n} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right)+\hat{n} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right] \sigma\left(\bar{r}^{\prime}\right)\right\}=-\frac{1}{2} \sigma(\bar{r}) \tag{9.6.9}
\end{equation*}
$$

This time, since $\bar{J}$ is a tangential vector and $\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)$ is a symmetric dyad, the first term vanishes over $\partial \Omega$ as $\hat{t} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, r^{\prime}\right) \cdot \hat{t}=0$, where $\hat{t}$ is a tangential vector to the surface at $\bar{r}^{\prime}$. The second term also vanishes over $\partial \Omega$ and we arrive at

$$
\begin{equation*}
\mathcal{P} \int_{\sigma} \mathrm{d} S^{\prime}\left\{\hat{n} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right)+\hat{n} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right] \sigma\left(\bar{r}^{\prime}\right)\right\}=-\frac{1}{2} \sigma(\bar{r}) \tag{9.6.10}
\end{equation*}
$$

Therefore, the set of SIE's to be solved to find the vector potential mode functions are given by

$$
\begin{align*}
& \hat{n} \times \int_{\sigma} \mathrm{d} S^{\prime}\left\{\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right)+\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \sigma\left(\bar{r}^{\prime}\right)\right\}=0  \tag{9.6.11}\\
& \quad \mathcal{P} \int_{\sigma} \mathrm{d} S^{\prime}\left\{\hat{n} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right)+\hat{n} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right)\right] \sigma\left(\bar{r}^{\prime}\right)\right\}=-\frac{1}{2} \sigma(\bar{r})
\end{align*}
$$

Once the surface current $\bar{J}(\bar{r})$ and surface charge density $\sigma(\bar{r})$ are in hand, the mode functions can be obtained from the extinction theorem of

$$
\int_{\sigma} \mathrm{d} S^{\prime}\left\{\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right)+\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}^{\prime}, \bar{r}\right) \sigma\left(\bar{r}^{\prime}\right)\right\}= \begin{cases}-\overline{\mathcal{A}}(\bar{r}) & \bar{r} \in S  \tag{9.6.12}\\ 0 & \bar{r} \notin S\end{cases}
$$

### 9.7 Linear Eigenvalue Problem

The vector potential dyadic Green's function of the regular shape cavity $\overline{\bar{G}}_{A}^{\Omega}$ can be written in terms of a hybrid spectral spatial expansion of

$$
\begin{equation*}
\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; k\right)=\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)+\sum_{\alpha} \sum_{j=1}^{3}\left[\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] \bar{A}_{\alpha, j}(\bar{r}) \bar{A}_{\alpha, j}^{*}\left(\bar{r}^{\prime}\right) \tag{9.7.1}
\end{equation*}
$$

where $\bar{A}_{\alpha, j}$ is a vector mode of the vector potential in the cavity of the regular shape and $k_{\alpha}^{2}$ is the corresponding eigenvalue which are known. More specifically,

$$
\begin{equation*}
\left(\nabla^{2}+k_{\alpha}^{2}\right) \bar{A}_{\alpha, j}(\bar{r})=0 \tag{9.7.2}
\end{equation*}
$$

where the eigenfunctions of the regular cavity for given eigenvalue of $k_{\alpha}^{2}$ includes 3 different eigenfunctions in different directions,

$$
\begin{equation*}
\bar{A}_{\alpha, x}(\bar{r})=\psi_{\alpha}^{x}(\bar{r}) \hat{x} \tag{9.7.3}
\end{equation*}
$$

and so on, which satisfy the boundary conditions of $\hat{n} \times \bar{A}_{\alpha}=0$ and $\nabla \cdot \bar{A}_{\alpha}=0$ on the surface of cavity $(\partial \Omega)$. In what follows, we assume that for a given index $\alpha$ there are three different eigenfunctions. Using this expansion in the surface integral equations for the irregular cavity modes, we have

$$
\begin{align*}
& \hat{n} \times\left\{\int_{\sigma} \mathrm{d} S^{\prime}\left\{\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right)+\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right) \sigma\left(\bar{r}^{\prime}\right)\right\}\right.  \tag{9.7.4}\\
& \\
& \left.\quad+\sum_{\alpha} \sum_{j=1}^{3}\left[\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] \bar{A}_{\alpha j}(\bar{r}) \int_{\sigma} \mathrm{d} S^{\prime}\left(\bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right)+\nabla^{\prime} \cdot \bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) \sigma\left(\bar{r}^{\prime}\right)\right)\right\}=0  \tag{9.7.5}\\
& \begin{array}{l}
\mathcal{P} \int_{\sigma} \mathrm{d} S^{\prime}\left\{\hat{n} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right)+\hat{n}^{\cdot} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)\right] \sigma\left(\bar{r}^{\prime}\right)\right\} \\
\quad+ \\
\quad \sum_{\alpha} \sum_{j=1}^{3}\left[\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] \hat{n} \cdot \bar{A}_{\alpha j}(\bar{r}) \int_{\sigma} \mathrm{d} S^{\prime}\left\{\bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right)+\nabla^{\prime} \cdot \bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) \sigma\left(\bar{r}^{\prime}\right)\right\}=-\frac{1}{2} \sigma(\bar{r})
\end{array}
\end{align*}
$$

Upon expanding the surface fields in terms of the local basis functions as

$$
\begin{gather*}
\bar{J}\left(\bar{r}^{\prime}\right)=\sum_{n^{\prime}} J_{n^{\prime}} \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)  \tag{9.7.6}\\
\sigma\left(\bar{r}^{\prime}\right)=\sum_{m^{\prime}} \sigma_{m^{\prime}} P_{m^{\prime}}\left(\bar{r}^{\prime}\right)
\end{gather*}
$$

where, $\bar{f}_{n}$ is the linear RWG basis function over the $n$-th edge and $P_{m}$ is a pulse over the triangle $T_{m}$, the SIE can be written as

$$
\begin{align*}
& \hat{n} \times\left\{\sum_{n^{\prime}} J_{n^{\prime}} \int_{T_{n^{\prime}}} \mathrm{d} S^{\prime} \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)+\sum_{m^{\prime}} \sigma_{m^{\prime}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right)\right.  \tag{9.7.7}\\
& \left.\quad+\sum_{\alpha} \sum_{j} \frac{c_{\alpha j}^{J}+c_{\alpha j}^{\sigma}}{\left(k_{\alpha}^{2}+\xi^{2}\right)} \bar{A}_{\alpha j}(\bar{r})\right\}=0 \\
& \sum_{n^{\prime}} J_{n^{\prime}} \int_{T_{n^{\prime}}} \mathrm{d} S^{\prime} \hat{n} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)+\sum_{m^{\prime}} \sigma_{m^{\prime}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \hat{n} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)\right] P_{m^{\prime}}\left(\bar{r}^{\prime}\right)  \tag{9.7.8}\\
& \quad+\sum_{\alpha} \sum_{j} \frac{c_{\alpha j}^{J}+c_{\alpha j}^{\sigma}}{\left(k_{\alpha}^{2}+\xi^{2}\right)} \hat{n} \cdot \bar{A}_{\alpha j}(\bar{r})=-\frac{1}{2} \sigma(\bar{r})
\end{align*}
$$

where,

$$
\begin{align*}
& c_{\alpha j}^{J}=\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)} \int_{\sigma} \mathrm{d} S^{\prime} \bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right)  \tag{9.7.9}\\
& c_{\alpha j}^{\sigma}=\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)} \int_{\sigma} \mathrm{d} S^{\prime} \nabla^{\prime} \cdot \bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) \sigma\left(\bar{r}^{\prime}\right)
\end{align*}
$$

We use the RWG basis function to test the vector SIE (first) and pulse basis functions to test the second SIE.

$$
\begin{aligned}
& \sum_{n^{\prime}} J_{n^{\prime}} \int_{T_{n^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right) \\
+ & \sum_{m^{\prime}} \sigma_{m^{\prime}} \int_{T_{n}^{ \pm}} \mathrm{d} S \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \bar{f}_{n}(\bar{r}) \cdot\left(\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right) \\
+ & \sum_{\alpha} \sum_{j} \frac{c_{\alpha j}^{J}+c_{\alpha j}^{\sigma}}{\left(k_{\alpha}^{2}+\xi^{2}\right)} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \bar{A}_{\alpha j}(\bar{r})=0 \\
& \sum_{n^{\prime}} J_{n^{\prime}} \int_{T_{n^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r}) \hat{n} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right) \\
+ & \sum_{m^{\prime}} \sigma_{m^{\prime}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r}) \hat{n} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)\right] P_{m^{\prime}}\left(\bar{r}^{\prime}\right) \\
+ & \sum_{\alpha} \sum_{j} \frac{c_{\alpha j}^{J}+c_{\alpha j}^{\sigma}}{\left(k_{\alpha}^{2}+\xi^{2}\right)} \int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r}) \hat{n} \cdot \bar{A}_{\alpha j}(\bar{r})=-\frac{1}{2} \sigma(\bar{r})
\end{aligned}
$$

That can be written in the matrix form of

$$
\begin{align*}
& \overline{\bar{Z}}^{J J} \cdot \bar{J}+\overline{\bar{Z}}^{J \sigma} \cdot \bar{\sigma}+\overline{\bar{R}} \cdot\left(\bar{c}^{J}+\bar{c}^{\sigma}\right)=0  \tag{9.7.10}\\
& \overline{\bar{Z}}^{\sigma J} \cdot \overline{\bar{Z}^{\sigma \sigma}} \cdot \sigma+\overline{\bar{Q}} \cdot\left(\bar{c}^{J}+\bar{c}^{\sigma}\right)=0
\end{align*}
$$

or

$$
\left[\begin{array}{cc}
\overline{\bar{Z}}^{J J} & \overline{\bar{Z}}^{J \sigma}  \tag{9.7.11}\\
\overline{\bar{Z}}^{\sigma J} & \bar{Z}^{\sigma \sigma}
\end{array}\right] \cdot\left[\begin{array}{l}
\bar{J} \\
\bar{\sigma}
\end{array}\right]+\left[\begin{array}{ll}
\overline{\bar{R}} & \overline{\bar{R}} \\
\overline{\bar{Q}} & \overline{\bar{Q}}
\end{array}\right] \cdot\left[\begin{array}{l}
\bar{c}^{J} \\
\bar{c}^{\sigma}
\end{array}\right]=0
$$

where the impedance matrix elements are given by

$$
\begin{align*}
& {\left[Z^{J J}\right]_{n, n^{\prime}}=\int_{T_{n}^{ \pm}} \mathrm{d} S \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \bar{f}_{n}(\bar{r}) \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)}  \tag{9.7.12}\\
& {\left[Z^{J \sigma}\right]_{n, m^{\prime}}=\int_{T_{n}^{ \pm}} \mathrm{d} S \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \bar{f}_{n}(\bar{r}) \cdot\left(\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right)} \\
& {\left[Z^{\sigma J}\right]_{m, n^{\prime}}=\int_{T_{m}} \mathrm{~d} S \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} P_{m}(\bar{r}) \hat{n}_{m} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)} \\
& {\left[Z^{\sigma \sigma}\right]_{m, m^{\prime}}=\int_{T_{m}} \mathrm{~d} S \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} P_{m}(\bar{r}) \hat{n}_{m} \cdot\left[\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right)+\frac{1}{2} \delta\left(\bar{r}-\bar{r}^{\prime}\right)\right] P_{m^{\prime}}\left(\bar{r}^{\prime}\right)}
\end{align*}
$$

and

$$
\begin{align*}
{[R]_{n \alpha j} } & =\frac{1}{\left(k_{\alpha}^{2}+\xi^{2}\right)} \int_{T_{n}^{ \pm}} \mathrm{d} S \bar{f}_{n}(\bar{r}) \cdot \bar{A}_{\alpha j}(\bar{r})  \tag{9.7.13}\\
{[Q]_{m \alpha j} } & =\frac{1}{\left(k_{\alpha}^{2}+\xi^{2}\right)} \int_{T_{m}} \mathrm{~d} S P_{m}(\bar{r}) \hat{n}_{m} \cdot \bar{A}_{\alpha j}(\bar{r})
\end{align*}
$$

On the other hand, from the expression of $\bar{c}^{J}$ and $\bar{c}^{\sigma}$ we have

$$
\begin{align*}
& c_{\alpha j}^{J}=\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)} \sum_{n^{\prime}} J_{n^{\prime}} \int_{T_{n^{\prime}}} \mathrm{d} S^{\prime} \bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)  \tag{9.7.14}\\
& c_{\alpha j}^{\sigma}=\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)} \sum_{m^{\prime}} \sigma_{m^{\prime}} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \nabla^{\prime} \cdot \bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right)
\end{align*}
$$

Upon defining a new quantity

$$
\begin{equation*}
[S]_{m^{\prime}, \alpha j}=\frac{1}{\left(k_{\alpha}^{2}+\xi^{2}\right)} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \nabla^{\prime} \cdot \bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right) \tag{9.7.15}
\end{equation*}
$$

the expression of $c_{\alpha j}^{J}$ and $c_{\alpha j}^{\sigma}$ can be rearranged as

$$
\begin{align*}
\sum_{n^{\prime}} J_{n^{\prime}} R_{n^{\prime}, \alpha j} & =\frac{\left(k_{\alpha}^{2}-k^{2}\right)}{\left(k_{\alpha}^{2}+\xi^{2}\right)\left(k^{2}+\xi^{2}\right)} c_{\alpha j}^{J}=\left[\frac{1}{\left(k^{2}+\xi^{2}\right)}-\frac{1}{\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] c_{\alpha j}^{J}  \tag{9.7.16}\\
\sum_{m^{\prime}} \sigma_{m^{\prime}} S_{m^{\prime}, \alpha j} & =\frac{\left(k_{\alpha}^{2}-k^{2}\right)}{\left(k_{\alpha}^{2}+\xi^{2}\right)\left(k^{2}+\xi^{2}\right)} c_{\alpha j}^{\sigma}=\left[\frac{1}{\left(k^{2}+\xi^{2}\right)}-\frac{1}{\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] c_{\alpha j}^{\sigma}
\end{align*}
$$

By taking $D_{\alpha \alpha}=\left(k_{\alpha}^{2}+\xi^{2}\right)^{-1}$ and $\lambda=\left(k^{2}+\xi^{2}\right)^{-1}$ it can be written as

$$
\begin{align*}
& \overline{\bar{R}}^{\dagger} \cdot \bar{J}+\overline{\bar{D}} \cdot \bar{c}^{J}=\lambda \bar{c}^{J}  \tag{9.7.17}\\
& \overline{\bar{S}}^{\dagger} \cdot \overline{\bar{\sigma}} \overline{\bar{D}} \cdot \bar{c}^{\sigma}=\lambda \bar{c}^{\sigma}
\end{align*}
$$

or

$$
\left[\begin{array}{cc}
\overline{\bar{R}}^{\dagger} & \overline{\overline{0}}  \tag{9.7.18}\\
\overline{\overline{0}} & \bar{S}^{\dagger}
\end{array}\right]\left[\begin{array}{c}
\bar{J} \\
\bar{\sigma}
\end{array}\right]+\left[\begin{array}{cc}
\overline{\bar{D}} & \overline{\overline{0}} \\
\overline{\overline{0}} & \overline{\bar{D}}
\end{array}\right]\left[\begin{array}{c}
\bar{c}^{J} \\
\bar{c}^{\sigma}
\end{array}\right]=\lambda\left[\begin{array}{l}
\bar{c}^{J} \\
\bar{c}^{\sigma}
\end{array}\right]
$$

where we have combined two indices $j$ and $\alpha$ to be represented by $\alpha$. From the SIE,

$$
\left[\begin{array}{l}
\bar{J}  \tag{9.7.19}\\
\bar{\sigma}
\end{array}\right]=-\left[\begin{array}{ll}
\overline{\bar{Z}}^{J J} & \overline{\bar{Z}}^{J \sigma} \\
\bar{Z}^{\sigma J} & \overline{\bar{Z}}^{\sigma \sigma}
\end{array}\right]^{-1} \cdot\left[\begin{array}{ll}
\overline{\bar{R}} & \overline{\bar{R}} \\
\overline{\bar{Q}} & \overline{\bar{Q}}
\end{array}\right] \cdot\left[\begin{array}{l}
\bar{c}^{J} \\
\bar{c}^{\sigma}
\end{array}\right]
$$

and eigenvalue problem takes the following form

$$
-\left[\begin{array}{cc}
\overline{\bar{R}}^{\dagger} & \overline{\overline{0}}  \tag{9.7.20}\\
\overline{\overline{0}} & \overline{\bar{S}}^{\dagger}
\end{array}\right]\left[\begin{array}{cc}
\overline{\bar{Z}}^{J J} & \overline{\bar{Z}}^{J \sigma} \\
\overline{\bar{Z}}^{\sigma J} & \overline{\bar{Z}}^{\sigma \sigma}
\end{array}\right]^{-1} \cdot\left[\begin{array}{cc}
\overline{\bar{R}} & \overline{\bar{R}} \\
\overline{\bar{Q}} & \overline{\bar{Q}}
\end{array}\right] \cdot\left[\begin{array}{l}
\bar{c}^{J} \\
\bar{c}^{\sigma}
\end{array}\right]+\left[\begin{array}{cc}
\overline{\bar{D}} & \overline{\overline{0}} \\
\overline{\overline{0}} & \overline{\bar{D}}
\end{array}\right]\left[\begin{array}{l}
\bar{c}^{J} \\
\bar{c}^{\sigma}
\end{array}\right]=\lambda\left[\begin{array}{l}
\bar{c}^{J} \\
\bar{c}^{\sigma}
\end{array}\right]
$$

or

$$
\begin{equation*}
\overline{\bar{P}} \cdot \bar{c}=\lambda \bar{c} \tag{9.7.21}
\end{equation*}
$$

where

$$
\overline{\bar{P}}=-\left[\begin{array}{cc}
\overline{\bar{R}}^{\dagger} & \overline{\overline{0}}  \tag{9.7.22}\\
\overline{\overline{0}} & \overline{\bar{S}}^{\dagger}
\end{array}\right]\left[\begin{array}{cc}
\overline{\bar{Z}}^{J J} & \overline{\bar{Z}}^{J \sigma} \\
\overline{\bar{Z}}^{\sigma J} & \overline{\bar{Z}}^{\sigma \sigma}
\end{array}\right]^{-1} \cdot\left[\begin{array}{cc}
\overline{\bar{R}} & \overline{\bar{R}} \\
\overline{\bar{Q}} & \overline{\bar{Q}}
\end{array}\right]+\left[\begin{array}{cc}
\overline{\bar{D}} & \overline{\overline{0}} \\
\overline{\overline{0}} & \overline{\bar{D}}
\end{array}\right]
$$

The eigenvalues provides the resonant wave numbers of the irregular cavity, namely $q_{\beta}$

$$
\begin{equation*}
\lambda=\frac{1}{q_{\beta}^{2}+\xi^{2}} \tag{9.7.23}
\end{equation*}
$$

and the eigenvectors provides the projection coefficient of the corresponding resonant vector mode $\overline{\mathcal{A}}_{\beta}$ over the regular cavity modes $\bar{A}_{\alpha}$. For the resonant mode $\overline{\mathcal{A}}_{\beta}$,

$$
\begin{equation*}
-\overline{\mathcal{A}}_{\beta}(\bar{r})=\int_{\partial S} \mathrm{~d} S^{\prime}\left\{\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}^{\beta}\left(\bar{r}^{\prime}\right)+\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}\right) \sigma^{\beta}\left(\bar{r}^{\prime}\right)\right\} \tag{9.7.24}
\end{equation*}
$$

Using the hybrid expansion of $\overline{\bar{G}}_{A}^{\Omega}$ we have

$$
\begin{align*}
-\overline{\mathcal{A}}_{\beta}(\bar{r}) & =\int_{\partial S} \mathrm{~d} S^{\prime}\left\{\overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \cdot \bar{J}^{\beta}\left(r^{\prime}\right)+\nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right) \sigma^{\beta}\left(\bar{r}^{\prime}\right)\right\}  \tag{9.7.25}\\
& +\sum_{\alpha} \sum_{j}\left[\frac{k^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-k^{2}\right)\left(k_{\alpha}^{2}+\xi^{2}\right)}\right] \bar{A}_{\alpha j}(\bar{r}) \int_{\partial S} \mathrm{~d} S^{\prime}\left\{\bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) \cdot \bar{J}^{\beta}\left(\bar{r}^{\prime}\right)+\nabla^{\prime} \cdot \bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) \sigma^{\beta}\left(\bar{r}^{\prime}\right)\right\}
\end{align*}
$$

or

$$
\begin{align*}
-\overline{\mathcal{A}}_{\beta}(\bar{r}) & \left.=\sum_{n^{\prime}} J_{n^{\prime}}^{\beta} \int_{T_{n^{\prime}}} \mathrm{d} S^{\prime} \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)+\sum_{m^{\prime}} \sigma_{m^{\prime}}^{\beta} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right)\right\}  \tag{9.7.26}\\
& +\sum_{\alpha} \sum_{j} \frac{1}{\left(k_{\alpha}^{2}+\xi^{2}\right)} \bar{A}_{\alpha j}(\bar{r})\left(c_{\alpha j}^{J \beta}+c_{\alpha j}^{\sigma \beta}\right)
\end{align*}
$$

where projection of the irregular cavity's resonant surface fields on the regular cavity resonant modes are given by

$$
\begin{align*}
& c_{\alpha j}^{J \beta}=\frac{q_{\beta}^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-q_{\beta}^{2}\right)} \sum_{n^{\prime}} J_{n^{\prime}}^{\beta} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)  \tag{9.7.27}\\
& c_{\alpha j}^{\sigma \beta}=\frac{q_{\beta}^{2}+\xi^{2}}{\left(k_{\alpha}^{2}-q_{\beta}^{2}\right)} \sum_{m^{\prime}} \sigma_{m^{\prime}}^{\beta} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \nabla^{\prime} \cdot \bar{A}_{\alpha j}\left(\bar{r}^{\prime}\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right)
\end{align*}
$$

$c_{\alpha j}^{\beta}$ is the $\beta$-th eigenvector of the linear eigenvalue system of (9.7.22). The resonant surface fields corresponding to the $\beta$-th mode can be obtained via

$$
\left[\begin{array}{l}
\bar{J}  \tag{9.7.28}\\
\bar{\sigma}
\end{array}\right]=-\left[\begin{array}{cc}
\overline{\bar{Z}}^{J J} & \overline{\bar{Z}}^{J \sigma} \\
\overline{\bar{Z}}^{\sigma J} & \overline{\bar{Z}}^{\sigma \sigma}
\end{array}\right]^{-1} \cdot\left[\begin{array}{ll}
\overline{\bar{R}} & \overline{\bar{R}} \\
\overline{\bar{Q}} & \overline{\bar{Q}}
\end{array}\right] \cdot\left[\begin{array}{l}
\bar{c}^{J} \\
\bar{c}^{\sigma}
\end{array}\right]
$$

The wave functions $\overline{\mathcal{A}}_{\beta}$ are known through (9.7.26). However, the wave functions obtained by (9.7.26) are arbitrary up to a multiplicative constant. In order to use the spectral expansion of the Green's function, the wave functions $\overline{\mathcal{A}}_{\beta}$ should be normalized over the volume of the cavity according to

$$
\begin{equation*}
\int_{S} \mathrm{~d}^{3} \bar{r} \overline{\mathcal{A}}_{\beta}(\bar{r}) \cdot \overline{\mathcal{A}}_{\beta}(\bar{r})=1 \quad, \forall \beta \tag{9.7.29}
\end{equation*}
$$

Normalizing the mode using this volume integration for each mode is a computationally expensive task. Instead each wave function $\overline{\mathcal{A}}_{\beta}(\bar{r})$ can be expanded in terms of the regular shaped cavity wave functions $\bar{A}_{\alpha}(\bar{r})$ as they form a complete set of functions inside $S \subseteq \Omega$

$$
\begin{equation*}
\overline{\mathcal{A}}_{\beta}(\bar{r})=\sum_{\alpha} d_{\alpha}^{\beta} \bar{A}_{\alpha}(\bar{r}) \tag{9.7.30}
\end{equation*}
$$

Taking into account that $\left\{\bar{A}_{\alpha}\right\}_{\alpha}$ is an orthonormal set, $d_{\alpha}^{\beta}$ is a unitary transformation and therefore,

$$
\begin{equation*}
\sum_{\alpha}\left|d_{\alpha}^{\beta}\right|^{2}=1 \quad, \quad \forall \beta \tag{9.7.31}
\end{equation*}
$$

The matrix coefficients $d_{\alpha}^{\beta}$ can be read from

$$
\begin{align*}
-\overline{\mathcal{A}}_{\beta}(\bar{r}) & =\sum_{n^{\prime}} J_{n^{\prime}}^{\beta} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime} ; i \xi\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)+\sum_{m^{\prime}} \sigma_{m^{\prime}}^{\beta} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \nabla^{\prime} \cdot \overline{\bar{G}}_{A}^{\Omega}\left(\bar{r}, \bar{r}^{\prime}, i \xi\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right)  \tag{9.7.32}\\
& +\sum_{\alpha} \frac{1}{\left(k_{\alpha}^{2}+\xi^{2}\right)} \bar{A}_{\alpha}(\bar{r})\left(c_{\alpha}^{J \beta}+c_{\alpha}^{\sigma \beta}\right)
\end{align*}
$$

Inserting the expression of the regular dyadic Green's function at imaginary wavenumber of $k=i \xi$ (second order form)

$$
\begin{align*}
-\overline{\mathcal{A}}_{\beta}(\bar{r}) & =\sum_{\alpha} \frac{1}{k_{\alpha}^{2}+\xi^{2}} \bar{A}_{\alpha}(\bar{r})\left\{\sum_{n^{\prime}} J_{n^{\prime}}^{\beta} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \bar{A}_{\alpha}\left(\bar{r}^{\prime}\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)+\sum_{m^{\prime}} \sigma_{m^{\prime}}^{\beta} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \nabla^{\prime} \cdot \bar{A}_{\alpha}\left(\bar{r}^{\prime}\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right)\right.  \tag{9.7.33}\\
& \left.+\left(c_{\alpha}^{J \beta}+c_{\alpha}^{\sigma \beta}\right)\right\}
\end{align*}
$$

Now, for the mode numbers $1 \leq \alpha \leq M_{\Omega}$,

$$
\begin{equation*}
d_{\alpha}^{\beta}=-\frac{1}{k_{\alpha}^{2}+\xi^{2}}\left[1+\frac{\left(k_{\alpha}^{2}-q_{\beta}^{2}\right)}{q_{\beta}^{2}+\xi^{2}}\right]\left(c_{\alpha}^{J \beta}+c_{\alpha}^{\sigma \beta}\right) \tag{9.7.34}
\end{equation*}
$$

and for $\alpha>M_{\Omega}, c_{\alpha}^{\beta}$ does not contribute (is not defined) and

$$
\begin{align*}
d_{\alpha}^{\beta} & =-\frac{1}{k_{\alpha}^{2}+\xi^{2}}\left\{\sum_{n^{\prime}} J_{n^{\prime}}^{\beta} \int_{T_{n^{\prime}}^{ \pm}} \mathrm{d} S^{\prime} \bar{A}_{\alpha}\left(\bar{r}^{\prime}\right) \cdot \bar{f}_{n^{\prime}}\left(\bar{r}^{\prime}\right)+\sum_{m^{\prime}} \sigma_{m^{\prime}}^{\beta} \int_{T_{m^{\prime}}} \mathrm{d} S^{\prime} \nabla^{\prime} \cdot \bar{A}_{\alpha}\left(\bar{r}^{\prime}\right) P_{m^{\prime}}\left(\bar{r}^{\prime}\right)\right.  \tag{9.7.35}\\
& \left.+\left(c_{\alpha}^{J \beta}+c_{\alpha}^{\sigma \beta}\right)\right\}
\end{align*}
$$

Once the coefficients $d_{\alpha}^{\beta}$ are known, the wave function $\overline{\mathcal{A}}_{\beta}$ can be normalized by $\sqrt{L_{\beta}}$ where,

$$
\begin{equation*}
L_{\beta}=\sum_{\alpha}\left|d_{\alpha}^{\beta}\right|^{2} \tag{9.7.36}
\end{equation*}
$$

## Chapter 10

## Casimir Self stress on Perfect Conductor Cylinder: A Semi-classical Electromagnetism Approach

### 10.1 Introduction

The Casimir stress on an object originated in the zero-point fluctuation of the quantum fields resulting from the nontrivial vacuum state of the quantum fields. In particular, changing vacuum energy can be happened as a result of external conditions, such as boundaries by introducing an object, background potentials, and curved space. The zero-point energy is an infinite quantity, physicists often discard the zero-point energy by redefining the energy reference point using normal ordering. It would be incorrect, however, to neglect the infinite zero-point energy found in the presence of material boundaries, for example, parallel metallic planes. The Casimir effect is fundamental because it is a manifestation of the zero-point fluctuations of the fields, which may have observable effects on all scales, from cosmological to nuclear. The Casimir effect has also been studied with the aid of source theory and radiative reaction, without any explicit reference to the zero-point energy fluctuations [157, 158]. The Casimir effect manifests itself in different area of physics including quantum electrodynamics, Cosmology,condensed matter (elucidation of the physical origin of sonoluminescence) theory of hadrons and so on.

Different methods are used for the Casimir effect calculations: the Green function formalism [159], stress-tensor method [160], multiple scattering expansion [161], zeta function regularization technique[162], heat-kernel series [163], direct mode summation with contour integration $[164,165]$, and numerical methods that is proposed for Casimir interaction between two arbitrary 3D objects [166]. In all the above-mentioned methods of computation of the Casimir effect, a vague point is the procedure of treatment of the divergences that appears in the formulations, where lack of a mathematically rigorous way of dealing with the infinite quantities apparently leads to different results in some cases [167]. On the other side, the numerical method in [166] developed to regularize the zero-point energy by normalizing the energy by that of separated objects that does not work for the self-stress calculations.

The Casimir self-stress on a cylindrical shell has been studied in 1981 by DeRaad and Milton [168] by the introduction of a frequency cutoff that vanishes rapidly enough to regularize the stress, but the final result is independent of the cutoff. Later on, a method
based on the mode by mode summation technique [169] proposed to obtain the zero-point energy and they used the Zeta function to regularize the energy for perfect conductor case and also the case with a uniform speed of light inside and outside of the cylinder. They examined the zero-point energy for a dilute dielectric limit (uniform speed of light) by perturbation and reported vanishingly small stress on a dilute dielectric tube [169] to the first order. The local and global Casimir energies for a semitransparent cylindrical shell is also studied for different strengths of the coupling [169] and for uniform speed of light inside and outside in [170] using the same approach as [168].

In this paper, we use a classical electrodynamic framework along with the fluctuationdissipation theorem [171] to compute Casimir self-stress on a cylindrical shell similar to the original Lifshitz's approach [172]. The Dyadic Green's function formulation is obtained for a general dielectric cylinder but the stress calculation is performed for the perfect conductor case only. The main advantage of the semi-classical approach is to utilize mature classical electrodynamic resources and thinkings.

Invoking the superposition, one can decompose the Dyadic Green's function of the problem into two parts, free and scattered parts. The free part satisfies the source condition but not the boundary conditions. All of the electromagnetic properties of the medium are contained in the scattered part as the free part is a universal component of all propagators. One way of regularizing the zero-point energy is to remove the free part of the Green's function and work only with the scattered part. The free part of the Green's function is a hypersingular function at the source (where the stress is calculated on the body of the object) while the scattered part shows smoother behavior around the source (it is continuous with continuous derivative around the source while the free part is not), given that the physical parameters are smooth enough. For the planar geometry of parallel plates, the zero-point energy becomes regularized by removing the free part of the Green's function [15, 173]. However, as it is shown in this paper, subtraction of the background propagator in the cylindrical geometry does not remove the divergences in the stress tensor completely. The geometries with curved surfaces or intersecting planes introduce certain problems in the computation of vacuum energy $[160,161]$ as Curved surfaces alter the local density of modes and the vacuum energy in the region near the surface and the case of cylindrical geometry is more subtle that spherical or planar geometries [168]. In general, the change in mode density from the free-field case that occurs near the surface varies as the inverse of the radius of curvature [161].

The organization of the paper is as follows: The dyadic Green's function of the dielectric cylinder in terms of cylindrical waves are derived with details in the first section. The Green's function when the source is located outside of the cylinder is obtained based on the reciprocity from that of the source within the cylinder. Next, Maxwell's stress tensor is computed over the surface of the perfect conductor cylinder and frequency integrals are evaluated over imaginary frequencies using the Wick's rotation. In the last section, uniform asymptotic expansion is used to extract the reminding divergence in the stress expression and a value is assigned to this divergence with the help of zeta function.

### 10.2 Vector wave functions and free Cylindrical Dyadic Green's function

The vector wave functions can be obtained from the scalar eigen functions of the scalar wave equation. For a homogeneous wave equation of $\left(\nabla^{2}+k^{2}\right) \psi(\bar{r})=0$, the solutions that are finite at the origin have the form

$$
\begin{equation*}
\psi_{n}(\bar{r})=J_{n}\left(k_{\rho} \rho\right) e^{i k_{z} z} e^{i n \phi} \tag{10.2.1}
\end{equation*}
$$

where $k^{2}=k_{\rho}^{2}+k_{z}^{2}$ is the eigenvalue of the problem in free space. Since the problem is extended to infinity in both $z$ and $\rho$ directions, the wave number in these directions $k_{\rho}, k_{z}$ are continuous variables and a complete solution of the scalar wave equation can be written in the form of

$$
\begin{equation*}
\psi(\bar{r})=\sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \int_{0}^{\infty} \mathrm{d} k_{\rho} A_{n}\left(k_{\rho}, k_{z}\right) J_{n}\left(k_{\rho} \rho\right) e^{i k_{z} z} e^{i n \phi} \tag{10.2.2}
\end{equation*}
$$

Orthogonality of partial wave functions $e^{i k_{z} z}$ is the origin of the Fourier transform,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} z e^{i k_{z} z} e^{-i k_{z}^{\prime} z}=2 \pi \delta\left(k_{z}-k_{z}^{\prime}\right) \tag{10.2.3}
\end{equation*}
$$

and orthogonality of the Bessel functions results in Hankel transform of

$$
\begin{equation*}
\int_{0}^{\infty} \rho \mathrm{d} \rho J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho}^{\prime} \rho\right)=\frac{\delta\left(k_{\rho}-k_{\rho}^{\prime}\right)}{k_{\rho}} \tag{10.2.4}
\end{equation*}
$$

The vector wave functions can be constructed from the scalar wave function $\psi(\bar{r})$ by

$$
\begin{align*}
\bar{L}(\bar{r}) & :=\nabla \psi(\bar{r})  \tag{10.2.5}\\
\bar{M}(\bar{r}) & :=\nabla \times(\hat{z} \psi(\bar{r})) \\
\bar{N}(\bar{r}) & :=\frac{1}{k} \nabla \times \nabla \times(\hat{z} \psi(\bar{r}))
\end{align*}
$$

where the vector wave function are constructed by using the constant pilot vector $\hat{z}$. This choice results in wave functions with definite polarization states with respect to $z$ direction, namely TE and TM polarization defined with respect to $z$ direction. The vector wave functions $\bar{M}(\bar{r})$ and $\bar{N}(\bar{r})$ formally satisfy the homogeneous vector wave equation.

$$
\nabla \times \nabla \times\left\{\begin{array}{l}
\bar{M}(\bar{r})  \tag{10.2.6}\\
\bar{N}(\bar{r})
\end{array}\right\}-k^{2}\left\{\begin{array}{l}
\bar{M}(\bar{r}) \\
\bar{N}(\bar{r})
\end{array}\right\}=0
$$

For instance, substituting $\bar{M}$ into the vector wave equation yields

$$
\begin{equation*}
\nabla \times\left[\nabla \times \nabla \times(\hat{z} \psi(\bar{r}))-k^{2}(\hat{z} \psi(\bar{r}))\right]=\nabla \times \bar{F} \tag{10.2.7}
\end{equation*}
$$

where,

$$
\begin{align*}
\bar{F} & =\nabla \times \nabla \times(\hat{z} \psi(\bar{r}))-k^{2}(\hat{z} \psi(\bar{r}))  \tag{10.2.8}\\
& =\nabla \nabla \cdot(\hat{z} \psi(\bar{r}))-\hat{z}\left(\nabla^{2}+k^{2}\right) \psi(\bar{r})
\end{align*}
$$

The first term is a gradient with zero curl and second term vanish from the scalar wave equation. $\bar{N}$ also satisfies the vector wave equation by a similar reasoning. The transverse wave functions $\bar{M}, \bar{N}$ are related to each other by a curl,

$$
\begin{align*}
\nabla \times \bar{N} & =\frac{1}{k} \nabla \times \nabla \times \bar{M}  \tag{10.2.9}\\
& =k \bar{M}
\end{align*}
$$

therefore,

$$
\begin{align*}
& \bar{M}=\frac{1}{k} \nabla \times \bar{N}  \tag{10.2.10}\\
& \bar{N}=\frac{1}{k} \nabla \times \bar{M}
\end{align*}
$$

This also shows that both $\bar{M}$ and $\bar{N}$ wave functions are divergence free. They are neither enough for expansion of the electric field nor the dyadic Green's function of the electric field. From the vector wave equation for the electric field reads $-k^{2} \nabla \cdot \bar{E}(\bar{r})=i \omega \mu \nabla \cdot \bar{J}(\bar{r})$ which does not vanish in the source region. Therefore, the transverse wave functions are not complete for description of the electric field everywhere. In order to be able to have a complete expansion of the electric field, we need another wave function that at lease has a non-zero divergence. The vector wave function $\bar{L}(\bar{r}):=\nabla \psi(\bar{r})$ has this property. It is an eigenfunction of the wave equation with eigenvalue $k=0$.

### 10.2.1 Orthogonality relations

Before finding the orthogonality relation between the vector wave functions, lets find the explicit expression of the vector wave functions. Explicit expression of Different Cylindrical vector wave functions read,

$$
\begin{align*}
& \bar{L}_{n}(\bar{r})=\hat{\rho} \frac{\mathrm{d} J_{n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho} e^{i k_{z} z} e^{i n \phi}+\hat{\phi} \frac{i n}{\rho} J_{n}\left(k_{\rho} \rho\right) e^{i k_{z} z} e^{i n \phi}+\hat{z} i k_{z} J_{n}\left(k_{\rho} \rho\right) e^{i k_{z} z} e^{i n \phi}  \tag{10.2.11}\\
& \bar{M}_{n}(\bar{r})=-\hat{\phi} \frac{\mathrm{d} J_{n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho} e^{i k_{z} z} e^{i n \phi}+\hat{\rho} \frac{i n}{\rho} J_{n}\left(k_{\rho} \rho\right) e^{i k_{z} z} e^{i n \phi} \\
& \bar{N}_{n}(\bar{r})=\hat{\rho} \frac{i k_{z}}{k} \frac{\mathrm{~d} J_{n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho} e^{i k_{z} z} e^{i n \phi}-\hat{\phi} \frac{k_{z}}{k} \frac{n}{\rho} J_{n}\left(k_{\rho} \rho\right) e^{i k_{z} z} e^{i n \phi}+\hat{z} \frac{k_{\rho}^{2}}{k} J_{n}\left(k_{\rho} \rho\right) e^{i k_{z} z} e^{i n \phi}
\end{align*}
$$

If we consider the eigenvalues of the problem as $k_{z}$, and $k_{\rho}$, the orthogonality between $\bar{F}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right)$ and $\bar{F}_{n}^{\prime}\left(\bar{r} ; k_{\rho}^{\prime}, k_{z}^{\prime}\right)$ (eigenfunction corresponding with different eigenvalues) can be constructed as

$$
\begin{equation*}
\int \mathrm{d}^{3} \bar{r} \bar{F}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \cdot \bar{F}_{-m}\left(\bar{r} ;-k_{\rho}^{\prime},-k_{z}^{\prime}\right) \propto \delta\left(k_{z}-k_{z}^{\prime}\right) \delta\left(k_{\rho}-k_{\rho}^{\prime}\right) \delta_{n m} \tag{10.2.12}
\end{equation*}
$$

Notice that all of the harmonics number $n$ for the same $k_{z}$ and $k_{\rho}$ constitute a degenerate eigen-space. We expect the presence of delta functions according to the Sturm-Liouville theory and the delta function is continuous since the $k_{\rho}$ and $k_{z}$ spectrum are continuous.

## Orthogonality of $\bar{L}$ functions

Since, $J_{-n}(-x)=J_{n}(x)$ and $\bar{L}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \cdot \bar{L}_{-n^{\prime}}\left(\bar{r} ;-k_{\rho}^{\prime},-k_{z}^{\prime}\right) \propto e^{i\left(n-n^{\prime}\right) \phi}$, integration over $\phi$ results in

$$
\begin{align*}
\int_{2 \pi} \mathrm{~d} \phi \bar{L}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \cdot \bar{L}_{-n}\left(\bar{r} ;-k_{\rho}^{\prime},-k_{z}^{\prime}\right) & =2 \pi\left[\frac{\mathrm{~d} J_{n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho} \frac{\mathrm{~d} J_{n}\left(k_{\rho}^{\prime} \rho\right)}{\mathrm{d} \rho}\right.  \tag{10.2.13}\\
& \left.+\left[k_{z} k_{z}^{\prime}+\left(\frac{n}{\rho}\right)^{2}\right] J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho}^{\prime} \rho\right)\right] e^{i\left(k_{z}-k_{z}^{\prime}\right) z}
\end{align*}
$$

We can express the Bessel function derivatives in terms of neighbor orders Bessel functions through

$$
\begin{equation*}
\frac{\mathrm{d} J_{n}(\xi)}{\mathrm{d} \xi}=\frac{1}{2}\left[J_{n+1}(\xi)-J_{n-1}(\xi)\right] \tag{10.2.14}
\end{equation*}
$$

on the other hand different orders can be related by

$$
\begin{equation*}
J_{n}(\xi)=\frac{\xi}{2 n}\left[J_{n+1}(\xi)+J_{n-1}(\xi)\right] \tag{10.2.15}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\int_{2 \pi} \mathrm{~d} \phi \bar{L}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \cdot \bar{L}_{-n}\left(\bar{r} ;-k_{\rho}^{\prime},-k_{z}^{\prime}\right) & =2 \pi\left[\frac{k_{\rho} k_{\rho}^{\prime}}{2}\left[J_{n+1}\left(k_{\rho} \rho\right) J_{n+1}\left(k_{\rho}^{\prime} \rho\right)+J_{n-1}\left(k_{\rho} \rho\right) J_{n-1}\left(k_{\rho}^{\prime} \rho\right)\right]\right.  \tag{10.2.16}\\
& \left.+k_{z} k_{z}^{\prime} J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho}^{\prime} \rho\right)\right] e^{i\left(k_{z}-k_{z}^{\prime}\right) z}
\end{align*}
$$

Integration over $z$ also can be done easily and it gives a delta function of $\delta\left(k_{z}-k_{z}^{\prime}\right)$. Using representation of delta function in terms of Bessel functions

$$
\begin{equation*}
\int \rho \mathrm{d} \rho J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho}^{\prime} \rho\right)=\frac{\delta\left(k_{\rho}-k_{\rho}^{\prime}\right)}{k_{\rho}} \tag{10.2.17}
\end{equation*}
$$

we arrive at,

$$
\begin{equation*}
\int \mathrm{d}^{3} \bar{r} \bar{L}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \cdot \bar{L}_{-n}\left(\bar{r} ;-k_{\rho}^{\prime},-k_{z}^{\prime}\right)=\frac{k^{2}}{k_{\rho}}(2 \pi)^{2} \delta\left(k_{z}-k_{z}^{\prime}\right) \delta\left(k_{\rho}-k_{\rho}^{\prime}\right) \tag{10.2.18}
\end{equation*}
$$

For different wave numbers $n$ in $\phi$ direction, the wave functions are orthogonal

$$
\begin{equation*}
\int_{2 \pi} \mathrm{~d} \phi e^{i\left(n-n^{\prime}\right) \phi}=2 \pi \delta_{n n^{\prime}} \tag{10.2.19}
\end{equation*}
$$

The constraint of integer wave number $n$ in $\phi$ direction is the consequence of invoking single value constraint on the wave function. For geometries which $\phi$ cannot go over itself ( $2 \pi$ period), $n$ can be a real number in general but the wave functions are still orthogonal.

## Orthogonality of $\bar{M}$ functions

Following a similar procedure and using the identities of the Bessel functions, we obtain

$$
\begin{array}{r}
\int_{2 \pi} \mathrm{~d} \phi \bar{M}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \cdot \bar{M}_{-n}\left(\bar{r} ;-k_{\rho}^{\prime},\right.  \tag{10.2.20}\\
\left.-k_{z}^{\prime}\right)=\left[\frac{\mathrm{d} J_{n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho} \frac{\mathrm{~d} J_{n}\left(k_{\rho}^{\prime} \rho\right)}{\mathrm{d} \rho}+\left(\frac{n}{\rho}\right)^{2} J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho}^{\prime} \rho\right)\right] 2 \pi e^{i\left(k_{z}-k_{z}^{\prime}\right) z} \\
\\
=\frac{k_{\rho} k_{\rho}^{\prime}}{2}\left[J_{n+1}\left(k_{\rho} \rho\right) J_{n+1}\left(k_{\rho}^{\prime} \rho\right)+J_{n-1}\left(k_{\rho} \rho\right) J_{n-1}\left(k_{\rho}^{\prime} \rho\right)\right] 2 \pi e^{i\left(k_{z}-k_{z}^{\prime}\right) z}
\end{array}
$$

Therefore,

$$
\begin{equation*}
\int \mathrm{d}^{3} \bar{r} \bar{M}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \cdot \bar{M}_{-n^{\prime}}\left(\bar{r} ;-k_{\rho}^{\prime},-k_{z}^{\prime}\right)=k_{\rho}(2 \pi)^{2} \delta\left(k_{\rho}-k_{\rho}^{\prime}\right) \delta\left(k_{z}-k_{z}^{\prime}\right) \delta_{n n^{\prime}} \tag{10.2.21}
\end{equation*}
$$

Similarly, for $\bar{N}$ functions,

$$
\begin{equation*}
\int \mathrm{d}^{3} \bar{r} \bar{N}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \cdot \bar{N}_{-n^{\prime}}\left(\bar{r} ;-k_{\rho}^{\prime},-k_{z}^{\prime}\right)=k_{\rho}(2 \pi)^{2} \delta\left(k_{z}-k_{z}^{\prime}\right) \delta\left(k_{\rho}-k_{\rho}^{\prime}\right) \delta_{n n^{\prime}} \tag{10.2.22}
\end{equation*}
$$

## Mutual Orthogonality of $\bar{L}, \bar{M}$, and $\bar{N}$

For different index of $n$, all of the vector wave functions are mutually orthogonal and this is clear from the $\phi$ dependent part. Therefore, it suffice to show the orthogonality of wave functions for the same index of $n$. For orthogonality of the $\bar{L}$ and $\bar{N}$ we have

$$
\begin{align*}
\int \mathrm{d} \phi \bar{L}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \cdot \bar{N}_{-n}\left(\bar{r} ;-k_{\rho},-k_{z}\right)= & {\left[-\frac{i k_{z}^{\prime}}{k} \frac{\mathrm{~d} J_{n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho} \frac{\mathrm{~d} J_{n}\left(k_{\rho}^{\prime} \rho\right)}{\mathrm{d} \rho}-\frac{i k_{z}^{\prime}}{k}\left(\frac{n}{\rho}\right)^{2} J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho}^{\prime} \rho\right)\right.}  \tag{10.2.23}\\
& \left.+\frac{i k_{z} k_{\rho}^{\prime 2}}{k} J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho}^{\prime} \rho\right)\right](2 \pi) e^{i\left(k_{z}-k_{z}^{\prime}\right) z}
\end{align*}
$$

Using Bessel functions identities, it can be written as

$$
\begin{align*}
\int \mathrm{d} \phi \bar{L}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \cdot \bar{N}_{-n}\left(\bar{r} ;-k_{\rho},-k_{z}\right)= & {\left[-\frac{i k_{z}^{\prime}}{k} \frac{k_{\rho} k_{\rho}^{\prime}}{2}\left[J_{n+1}\left(k_{\rho} \rho\right) J_{n+1}\left(k_{\rho}^{\prime} \rho\right)+J_{n-1}\left(k_{\rho} \rho\right) J_{n-1}\left(k_{\rho}^{\prime} \rho\right)\right]\right.}  \tag{10.2.24}\\
& \left.+\frac{i k_{z} k_{\rho}^{\prime 2}}{k} J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho}^{\prime} \rho\right)\right](2 \pi) e^{i\left(k_{z}-k_{z}^{\prime}\right) z}
\end{align*}
$$

Integrating over whole space gives

$$
\begin{equation*}
\int \mathrm{d}^{3} \bar{r} \bar{L}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \cdot \bar{N}_{-n}\left(\bar{r} ;-k_{\rho},-k_{z}\right)=\left[-\frac{i k_{z} k_{\rho}^{2}}{k}+\frac{i k_{z} k_{\rho}^{\prime 2}}{k}\right](2 \pi) \delta\left(k_{z}-k_{z}^{\prime}\right) \frac{1}{k_{\rho}} \delta\left(k_{\rho}-k_{\rho}^{\prime}\right)=0 \tag{10.2.25}
\end{equation*}
$$

### 10.3 Free space dyadic Green's function expansion

The dyadic Green's function $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)$ corresponding to the electric field that satisfies the vector wave equation of

$$
\begin{equation*}
\nabla \times \nabla \times \bar{E}(\bar{r})-k_{0}^{2} \bar{E}(\bar{r})=i \omega \mu \bar{J}(\bar{r}) \tag{10.3.1}
\end{equation*}
$$

will satisfy the same vector wave equation with unit source of

$$
\begin{equation*}
\nabla \times \nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)-k_{0}^{2} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{10.3.2}
\end{equation*}
$$

Here, $k_{0}=\omega \sqrt{\mu_{0} \varepsilon_{0}}$ is the wave number in the background medium which is unbounded free space. In order to solve for the dyadic Green's function, we use the completeness of the vector cylindrical wave functions and expand the dyadic Green's function in terms of vector wave functions,

$$
\begin{align*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) & =\sum_{\sigma} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \int_{0}^{\infty} \mathrm{d} k_{\rho}\left[\bar{M}_{\sigma}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{A}_{\sigma}\left(k_{\rho}, k_{z}\right)+\bar{N}_{\sigma}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{B}_{\sigma}\left(k_{\rho}, k_{z}\right)\right.  \tag{10.3.3}\\
& \left.+\bar{L}_{\sigma}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{C}_{\sigma}\left(k_{\rho}, k_{z}\right)\right]
\end{align*}
$$

Substituting this expression into the vector wave equation of Green's function we arrive at

$$
\begin{align*}
\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) & =\sum_{\sigma} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \int_{0}^{\infty} \mathrm{d} k_{\rho}\left[\left(k^{2}-k_{0}^{2}\right) \bar{M}_{\sigma}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{A}_{\sigma}\left(k_{\rho}, k_{z}\right)\right.  \tag{10.3.4}\\
& \left.+\left(k^{2}-k_{0}^{2}\right) \bar{N}_{\sigma}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{B}_{\sigma}\left(k_{\rho}, k_{z}\right)-k_{0}^{2} \bar{L}_{\sigma}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{C}_{\sigma}\left(k_{\rho}, k_{z}\right)\right]
\end{align*}
$$

In order to find the generalized vector Fourier coefficients, for instance $\bar{A}_{\sigma}\left(k_{\rho}, k_{z}\right)$, we can multiply both sides by $\bar{M}_{-\sigma^{\prime}}\left(\bar{r} ;-k_{\rho}^{\prime},-k_{z}^{\prime}\right)$ and integrate over the whole space. Upon using the orthogonality of the vector wave functions

$$
\begin{equation*}
\bar{A}_{\sigma}\left(k_{\rho}, k_{z}\right)=\frac{1}{(2 \pi)^{2}} \frac{\bar{M}_{-\sigma}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)} \tag{10.3.5}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
& \bar{B}_{\sigma}\left(k_{\rho}, k_{z}\right)=\frac{1}{(2 \pi)^{2}} \frac{\bar{N}_{-\sigma}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}  \tag{10.3.6}\\
& \bar{C}_{\sigma}\left(k_{\rho}, k_{z}\right)=-\frac{1}{(2 \pi)^{2}} k_{\rho} \frac{\bar{L}_{-\sigma}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right)}{k^{2} k_{0}^{2}}
\end{align*}
$$

Then the complete expression of the dyadic Green's function in terms of the cylindrical vector wave functions can be obtained as

$$
\begin{align*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) & =\sum_{n=-\infty}^{\infty} \frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \int_{0}^{\infty} \mathrm{d} k_{\rho}\left[\frac{\bar{M}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{M}_{-n}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}\right.  \tag{10.3.7}\\
& \left.+\frac{\bar{N}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{N}_{-n}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}-k_{\rho} \frac{\bar{L}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{L}_{-n}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right)}{k^{2} k_{0}^{2}}\right]
\end{align*}
$$

Here $k^{2}=k_{\rho}^{2}+k_{z}^{2}$ and there is no constraint on it. Until now, the vector wave functions with wave number $k$ are not actual wave propagating in the medium. We can make it actual waves in the medium by mandating $k=k_{0}$, but this cannot be done directly because of the presence of the poles at $k= \pm k_{0}$ in the dyadic Green's function. In order to convert the expansion into a mode expansion (where $\bar{M}, \bar{N}$, and $\bar{L}$ functions are actual propagating fields) we can perform the integration over $k_{z}$ to find mode propagating in $z$ direction (with
explicit dependence on $z$ ). Equivalently, we can perform integration over $k_{\rho}$ to find the mode expansion in $\rho$ direction. Since later on we are interested in the Green's function for medium which has discontinuity in the $\rho$ direction, it is preferable to have modes with explicit dependence on $\rho$ rather than $z$.

The terms involved in the spectral integrand include

$$
\begin{align*}
\bar{L}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{L}_{-n}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right) & =\nabla \nabla^{\prime} \psi_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \psi_{-n}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right)  \tag{10.3.8}\\
\bar{M}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{M}_{-n}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right) & =(\nabla \times \hat{z})\left(\nabla^{\prime} \times \hat{z}\right) \psi_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \psi_{-n}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right) \\
\bar{N}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{N}_{-n}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right) & =\frac{1}{k^{2}}(\nabla \times \nabla \times \hat{z})\left(\nabla^{\prime} \times \nabla^{\prime} \times \hat{z}\right) \psi_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \psi_{-n}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right)
\end{align*}
$$

Here the scalar wave function is considered to be $\psi_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right)=J_{n}\left(k_{\rho} \rho\right) e^{i k_{z} z} e^{i n \phi}$. In order to write the dyadic Green's function as a cylindrical mode expansion with explicit dependence on $\rho$, we change the order of integration over $k_{\rho}$ and spatial derivatives. The integrals involve in this computation are of three forms,

$$
\begin{align*}
& I_{M}=\int_{0}^{\infty} \mathrm{d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho} \rho^{\prime}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}  \tag{10.3.9}\\
& I_{N}=\int_{0}^{\infty} \mathrm{d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho} \rho^{\prime}\right)}{k^{2} k_{\rho}\left(k^{2}-k_{0}^{2}\right)} \\
& I_{L}=\int_{0}^{\infty} \mathrm{d} k_{\rho} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho} \rho^{\prime}\right)}{k^{2} k_{0}^{2}}
\end{align*}
$$

In order to use the complex integration techniques, we need to convert the integrations to integrals over the whole real line $(-\infty$ to $\infty)$. Using the definition of Hankel functions,

$$
\begin{equation*}
J_{n}(\xi)=\operatorname{Re}\left[H_{n}^{(1)}(\xi)\right]=\frac{1}{2}\left(H_{n}^{(1)}(\xi)+H_{n}^{(2)}(\xi)\right) \tag{10.3.10}
\end{equation*}
$$

Note that the Bessel function of $J_{n}(\xi)$ is regular at the origin (when $n \neq 0$ ) while Hankel functions $H_{n}^{(1,2)}(\xi)$ have logarithmic singularity at the origin. The decomposition of Bessel functions in terms of Hankel functions will introduce a singularity at the origin which we should take care of that. In order to do so, we take the lower limit of the integral from $\delta$ instead of zero in a limiting process, i.e.

$$
\begin{equation*}
I_{M}=\frac{1}{2} \lim _{\delta \rightarrow 0} \int_{\delta}^{\infty} \mathrm{d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) H_{n}^{(1)}\left(k_{\rho} \rho^{\prime}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}+\frac{1}{2} \lim _{\delta \rightarrow 0} \int_{\delta}^{\infty} \mathrm{d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) H_{n}^{(2)}\left(k_{\rho} \rho^{\prime}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)} \tag{10.3.11}
\end{equation*}
$$

For real wavenumber $k_{\rho}, H_{n}^{(1)}\left(k_{\rho} \rho\right)$ represents the outgoing wave that satisfies the radiation condition while $H_{n}^{(2)}\left(k_{\rho} \rho\right)$ is an incoming wave toward the origin and does not fit the radiation condition. Using the reflection formula for Bessel and Hankel functions [93],

$$
\begin{align*}
J_{n}\left(e^{-i \pi} \xi\right) & =(-1)^{n} J_{n}(\xi)  \tag{10.3.12}\\
H_{n}^{(2)}\left(e^{-i \pi} \xi\right) & =-(-1)^{n} H_{n}^{(1)}(\xi)
\end{align*}
$$

and letting $k_{\rho}=e^{-i \pi} k_{\rho}$ in the second integral

$$
\begin{align*}
I_{M} & =\frac{1}{2} \lim _{\delta \rightarrow 0} \int_{\delta}^{\infty} \mathrm{d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) H_{n}^{(1)}\left(k_{\rho} \rho^{\prime}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}+\frac{1}{2} \lim _{\delta \rightarrow 0} \int_{-\infty}^{\delta} \mathrm{d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) H_{n}^{(1)}\left(k_{\rho} \rho^{\prime}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}  \tag{10.3.13}\\
& =\frac{1}{2} \mathrm{PV}[0] \int_{-\infty}^{\infty} \mathrm{d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) H_{n}^{(1)}\left(k_{\rho} \rho^{\prime}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}
\end{align*}
$$

This is a principal valve integral with respect to the present singularity of the Hankel func-


Figure 10.1: Contour of integration in $k_{\rho}$ plane.
tion at the origin at it is not ready to be converted to a complex integral. The contribution of this singularity can be found and add to the principal value integral to come up with a complete complex contour integral. Using small argument expansion of Bessel functions,

$$
\begin{equation*}
J_{n}(\xi) \approx \frac{1}{n!}\left(\frac{\xi}{2}\right)^{n} \tag{10.3.14}
\end{equation*}
$$

and for $n \neq 0$

$$
\begin{equation*}
H_{n}^{(1)}(\xi) \approx-i \frac{(n-1)!}{\pi}\left(\frac{2}{\xi}\right)^{n} \tag{10.3.15}
\end{equation*}
$$

then for $\left|k_{\rho} \rho\right| \ll 1,\left|k_{\rho} \rho^{\prime}\right| \ll 1$ we have

$$
\begin{equation*}
J_{n}\left(k_{\rho} \rho\right) H_{n}^{(1)}\left(k_{\rho} \rho^{\prime}\right)=\frac{i}{n \pi}\left(\frac{\rho}{\rho^{\prime}}\right)^{n} \tag{10.3.16}
\end{equation*}
$$

The contribution of the simple pole at the origin can be computed using Residue theorem,

$$
\begin{equation*}
I_{0}=\frac{1}{2} \int_{C_{0}} \mathrm{~d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) H_{n}^{(1)}\left(k_{\rho} \rho^{\prime}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}=-\pi i \operatorname{Res}\left(k_{\rho}=0\right) \tag{10.3.17}
\end{equation*}
$$

The minus sign accounts for clockwise path of integration near the origin and the pole contribution is divided by two because of half a circle path. Then,

$$
\begin{equation*}
\operatorname{Res}\left(k_{\rho}=0\right)=\lim _{k_{\rho} \rightarrow 0} \frac{1}{2} \frac{J_{n}\left(k_{\rho} \rho\right) H_{n}^{(1)}\left(k_{\rho} \rho^{\prime}\right)}{\left(k^{2}-k_{0}^{2}\right)}=\frac{1}{\left(k_{z}^{2}-k_{0}^{2}\right)} \frac{i}{2 n \pi}\left(\frac{\rho}{\rho^{\prime}}\right)^{n} \tag{10.3.18}
\end{equation*}
$$

If we take $\tilde{k}_{\rho}^{2}=k_{0}^{2}-k_{z}^{2}$ then,

$$
\begin{equation*}
I_{0}=\frac{1}{2} \int_{C_{0}} \mathrm{~d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) H_{n}^{(1)}\left(k_{\rho} \rho^{\prime}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}=\frac{1}{\tilde{k}_{\rho}^{2}} \frac{1}{2 n}\left(\frac{\rho}{\rho^{\prime}}\right)^{n} \tag{10.3.19}
\end{equation*}
$$

So the principal value integral can be converted into an integral over continuous contour of $C=C_{r}+C_{0}$ if we subtract the contribution of $C_{0}$

$$
\begin{equation*}
I_{M}=\frac{1}{2} \int_{C} \mathrm{~d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) H_{n}^{(1)}\left(k_{\rho} \rho^{\prime}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}-I_{0} \tag{10.3.20}
\end{equation*}
$$

In order to enclose contour at infinity note that from large argument asymptotic expansion,

$$
\begin{align*}
& J_{n}\left(k_{\rho} \rho\right) \propto e^{i k_{\rho} \rho}+e^{-i k_{\rho} \rho}  \tag{10.3.21}\\
& H_{n}^{(1)}\left(k_{\rho} \rho^{\prime}\right) \propto e^{i k_{\rho} \rho^{\prime}}
\end{align*}
$$

Therefore, when $k_{\rho} \rightarrow \infty$,

$$
\begin{equation*}
J_{n}\left(k_{\rho} \rho\right) H_{n}^{(1)}\left(k_{\rho} \rho^{\prime}\right) \propto A e^{i k_{\rho}\left(\rho^{\prime}+\rho\right)}+B e^{i k_{\rho}\left(\rho^{\prime}-\rho\right)} \tag{10.3.22}
\end{equation*}
$$

For $\rho^{\prime}>\rho$ we can enclose the contour at infinity in upper half plane and the integral over $C_{\infty}$ has no contribution in this way. Now,

$$
\begin{equation*}
I_{M}=\frac{1}{2} \oint_{C+C_{\infty}} \mathrm{d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) H_{n}^{(1)}\left(k_{\rho} \rho^{\prime}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}-I_{0} \tag{10.3.23}
\end{equation*}
$$

The integrand has two simple poles at $k_{\rho}= \pm \sqrt{k_{0}^{2}-k_{z}^{2}}= \pm \tilde{k}_{\rho}$ and one of them is located inside the contour (small loss in conjunction with radiation condition will pull the poles off the real axis). By the Residue theorem

$$
\begin{equation*}
I_{M}=\pi i \frac{J_{n}\left(\tilde{k}_{\rho} \rho\right) H_{n}^{(1)}\left(\tilde{k}_{\rho} \rho^{\prime}\right)}{2 \tilde{k}_{\rho}^{2}}-I_{0} \quad, \quad \rho<\rho^{\prime} \tag{10.3.24}
\end{equation*}
$$

For the case of $\rho>\rho^{\prime}$ we can enclose the contour in lower half plane and in general

$$
\begin{equation*}
I_{M}=\pi i \frac{J_{n}\left(\tilde{k}_{\rho} \rho_{<}\right) H_{n}^{(1)}\left(\tilde{k}_{\rho} \rho_{>}\right)}{2 \tilde{k}_{\rho}^{2}}-\frac{1}{\tilde{k}_{\rho}^{2}} \frac{1}{2 n}\left(\frac{\rho_{<}}{\rho_{>}}\right)^{n} \tag{10.3.25}
\end{equation*}
$$

Similarly [119, 121],

$$
\begin{align*}
& I_{N}=\frac{\pi i}{2 \tilde{k}_{\rho}^{2} k_{0}^{2}} J_{n}\left(\tilde{k}_{\rho} \rho_{<}\right) H_{n}^{(1)}\left(\tilde{k}_{\rho} \rho_{>}\right)+\frac{\pi i}{2 k_{z}^{2} k_{0}^{2}} J_{n}\left(i k_{z} \rho_{<}\right) H_{n}^{(1)}\left(i k_{z} \rho_{>}\right)-\frac{1}{\hat{k}_{\rho}^{2} k_{z}^{2}} \frac{1}{2 n}\left(\frac{\rho_{<}}{\rho_{>}}\right)^{n}  \tag{10.3.26}\\
& I_{L}=\frac{\pi i}{2 k_{0}^{2}} J_{n}\left(i k_{z} \rho_{<}\right) H_{n}^{(1)}\left(i k_{z} \rho_{>}\right)
\end{align*}
$$

The result of $I_{L}$ is static in nature and comes from the presence of the term $1 / k^{2}$ (pole at the origin). This static term will cancel the second term in the $I_{N}$ expression except for a delta function singularity. The last terms in the $I_{M}$ and $I_{N}$ also cancel each other such that the free dyadic Green's function can be written as

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{n=-\infty}^{\infty} \frac{i}{8 \pi} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{\rho}^{2}}\left[\bar{M}_{n}\left(\bar{r} ; k_{z}\right) \bar{M}_{-n}\left(\bar{r}^{\prime} ;-k_{z}\right)+\bar{N}_{n}\left(\bar{r} ; k_{z}\right) \bar{N}_{-n}\left(\bar{r}^{\prime} ;-k_{z}\right)\right]-\frac{\hat{\rho} \hat{\rho}}{k_{0}^{2}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{10.3.27}
\end{equation*}
$$

Now, for each mode with specified $k_{z}, k_{\rho}$ is fixed and its equal to $k_{\rho}=\sqrt{k_{0}^{2}-k_{z}^{2}}$. Also note that between $\rho$ and $\rho^{\prime}$ whichever is larger should be constructed with the Hankel function.

## Singularity of the dyadic Green's function

If we examine the integrands of the dyadic Green's functions with respect to $k_{\rho}$ (First evaluated the $k_{\rho}$ spectral integral and then $k_{z}$ integral)

$$
\begin{align*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) & =\sum_{n=-\infty}^{\infty} \frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \int_{0}^{\infty} \mathrm{d} k_{\rho}\left[\frac{\bar{M}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{M}_{-n}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}\right.  \tag{10.3.28}\\
& \left.+\frac{\bar{N}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{N}_{-n}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}-k_{\rho} \frac{\bar{L}_{n}\left(\bar{r} ; k_{\rho}, k_{z}\right) \bar{L}_{-n}\left(\bar{r}^{\prime} ;-k_{\rho},-k_{z}\right)}{k^{2} k_{0}^{2}}\right]
\end{align*}
$$

As $k_{\rho} \rightarrow \infty$, we expect that the term that contains Delta function to have a constant spectral content. By taking

$$
\begin{align*}
I_{M} & =\int_{0}^{\infty} \mathrm{d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho} \rho^{\prime}\right)}{k_{\rho}\left(k^{2}-k_{0}^{2}\right)}  \tag{10.3.29}\\
I_{N} & =\int_{0}^{\infty} \mathrm{d} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho} \rho^{\prime}\right)}{k^{2} k_{\rho}\left(k^{2}-k_{0}^{2}\right)} \\
I_{L} & =\int_{0}^{\infty} \mathrm{d} k_{\rho} k_{\rho} \frac{J_{n}\left(k_{\rho} \rho\right) J_{n}\left(k_{\rho} \rho^{\prime}\right)}{k^{2} k_{0}^{2}}
\end{align*}
$$

the differential operators involved in the vector wave functions in the limit of $k_{\rho} \rightarrow \infty$ are equivalent to [121]

$$
\begin{align*}
&(\nabla \times z)\left(\nabla^{\prime} \times z\right) \approx \hat{\phi} \hat{\phi} \frac{\partial}{\partial \rho} \frac{\partial}{\partial \rho^{\prime}} \approx \hat{\phi} \hat{\phi} k_{\rho}^{2}  \tag{10.3.30}\\
&(\nabla \times(\nabla \times z))\left(\nabla^{\prime} \times\left(\nabla^{\prime} \times z\right)\right) \approx \hat{z} \hat{z} \frac{\partial^{2}}{\partial \rho^{2}} \frac{\partial^{2}}{\partial \rho^{\prime 2}} \approx \hat{z} \hat{z} k_{\rho}^{4} \\
& \nabla \nabla^{\prime} \approx \hat{\rho} \hat{\rho} \hat{\partial} \frac{\partial}{\partial \rho} \frac{\partial}{\partial \rho^{\prime}} \approx \hat{\rho} \hat{\rho} k_{\rho}^{2}
\end{align*}
$$

Observing this asymptotic expansions, the $M$ and $N$ function integrals in the dyadic Green's function expansion do not have singularity in $k_{\rho}$ integral evaluation. For the $L$ term, the integrand does not vanish at $k_{\rho} \rightarrow \infty$. So this term would have a delta singular term. The integral of $I_{L}$ has been computed in the previous section as

$$
\begin{equation*}
I_{L}=\frac{\pi i}{2 k_{0}^{2}} J_{n}\left(i k_{z} \rho_{<}\right) H_{n}^{(1)}\left(i k_{z} \rho_{>}\right) \tag{10.3.31}
\end{equation*}
$$

This is not a differentiable function of $\rho$ and $\rho^{\prime}$ near $\rho=\rho^{\prime}$ that cause the singular behavior. The singular part of the Green's function becomes

$$
\begin{equation*}
\overline{\bar{G}}_{\text {Sing }}\left(\bar{r}, \bar{r}^{\prime}\right)=-\frac{\pi i}{2 k_{0}^{2}} \sum_{n=-\infty}^{\infty} \frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \nabla \nabla^{\prime}\left[J_{n}\left(i k_{z} \rho_{<}\right) H_{n}^{(1)}\left(i k_{z} \rho_{>}\right) e^{i k_{z}\left(z-z^{\prime}\right)} e^{i n\left(\phi-\phi^{\prime}\right)}\right] \tag{10.3.32}
\end{equation*}
$$

But the singularity appears only in $\hat{\rho} \hat{\rho}$ component

$$
\begin{equation*}
\overline{\bar{G}}_{\text {Sing }}\left(\bar{r}, \bar{r}^{\prime}\right)=-\hat{\rho} \hat{\rho} \frac{\pi i}{2 k_{0}^{2}} \sum_{n=-\infty}^{\infty} \frac{1}{(2 \pi)^{2}} e^{i n\left(\phi-\phi^{\prime}\right)} \int_{-\infty}^{\infty} \mathrm{d} k_{z} e^{i k_{z}\left(z-z^{\prime}\right)} \frac{\partial}{\partial \rho} \frac{\partial}{\partial \rho^{\prime}}\left[J_{n}\left(i k_{z} \rho_{<}\right) H_{n}^{(1)}\left(i k_{z} \rho_{>}\right)\right] \tag{10.3.33}
\end{equation*}
$$

Assume a constant source point $\rho^{\prime}$. When $\rho>\rho^{\prime}$

$$
\begin{equation*}
\frac{\partial}{\partial \rho}\left[J_{n}\left(i k_{z} \rho_{<}\right) H_{n}^{(1)}\left(i k_{z} \rho_{>}\right)\right]=\frac{\partial}{\partial \rho}\left[J_{n}\left(i k_{z} \rho^{\prime}\right) H_{n}^{(1)}\left(i k_{z} \rho\right)\right]=J_{n}\left(i k_{z} \rho^{\prime}\right) \frac{\mathrm{d} H_{n}^{(1)}\left(i k_{z} \rho\right)}{\mathrm{d} \rho} \tag{10.3.34}
\end{equation*}
$$

but when $\rho<\rho^{\prime}$

$$
\begin{equation*}
\frac{\partial}{\partial \rho}\left[J_{n}\left(i k_{z} \rho_{<}\right) H_{n}^{(1)}\left(i k_{z} \rho_{>}\right)\right]=\frac{\partial}{\partial \rho}\left[J_{n}\left(i k_{z} \rho\right) H_{n}^{(1)}\left(i k_{z} \rho^{\prime}\right)\right]=\frac{\mathrm{d} J_{n}\left(i k_{z} \rho\right)}{\mathrm{d} \rho} H_{n}^{(1)}\left(i k_{z} \rho^{\prime}\right) \tag{10.3.35}
\end{equation*}
$$

The step change in the first derivative near $\rho=\rho^{\prime}$ is

$$
\begin{equation*}
\Delta=J_{n}\left(i k_{z} \rho\right) \frac{\mathrm{d} H_{n}^{(1)}\left(i k_{z} \rho\right)}{\mathrm{d} \rho}-\frac{\mathrm{d} J_{n}\left(i k_{z} \rho\right)}{\mathrm{d} \rho} H_{n}^{(1)}\left(i k_{z} \rho\right)=\frac{2 i}{\pi \rho} \tag{10.3.36}
\end{equation*}
$$

where the Wronskian determinant has been used in the last equality. The second derivative with respect to $\rho$ gives a delta function of amplitude $\Delta$, but second derivative with respect to $\rho^{\prime}$ gives delta function with amplitude of $-\Delta$. So

$$
\begin{align*}
\overline{\bar{G}}_{\text {Sing }}\left(\bar{r}, \bar{r}^{\prime}\right) & =-\hat{\rho} \hat{\rho} \frac{\pi i}{2 k_{0}^{2}} \sum_{n=-\infty}^{\infty} \frac{1}{(2 \pi)^{2}} e^{i n\left(\phi-\phi^{\prime}\right)} \int_{-\infty}^{\infty} \mathrm{d} k_{z} e^{i k_{z}\left(z-z^{\prime}\right)}\left(-\frac{2 i}{\pi \rho}\right) \delta\left(\rho-\rho^{\prime}\right)  \tag{10.3.37}\\
& =-\hat{\rho} \hat{\rho} \frac{1}{k_{0}^{2}} \frac{\delta\left(\rho-\rho^{\prime}\right)}{\rho} \delta\left(z-z^{\prime}\right) \delta\left(\phi-\phi^{\prime}\right)=-\frac{\hat{\rho} \hat{\rho}}{k_{0}^{2}} \delta\left(\bar{r}-\bar{r}^{\prime}\right)
\end{align*}
$$

### 10.3.1 Dielectric cylinder dyadic Green's function

Now we have constructed the free space dyadic Green's function in the cylindrical coordinate, and it is possible to find the Green's function for the dielectric cylinder. Assuming the source is located inside the cylinder $(r \leq a)$, then the objective is to find dyadic Green's functions of $\overline{\bar{G}}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right)$ and $\overline{\bar{G}}{ }^{[21]}\left(\bar{r}, \bar{r}^{\prime}\right)$ for observation points inside and outside of the cylinder. Taking the linearity of the problem into account, we can construct the Green's functions


Figure 10.2: Geometry of the dielectric cylinder.
by superposition. If the space were to filled with $\varepsilon_{1}$ everywhere, then $\overline{\bar{G}}{ }^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)$ which is free space dyadic Green's function. Presence of the cylindrical boundary will cause reflections off the boundary into medium 1 as well as the field generated in the absence of the boundary. So, the free space Green's function should be corrected by a scattering part $\overline{\bar{G}}_{S}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right)$ such that

$$
\begin{equation*}
\overline{\bar{G}}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)+\overline{\bar{G}}_{S}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right) \tag{10.3.38}
\end{equation*}
$$

and the Green's function of $\overline{\bar{G}}^{[21]}\left(\bar{r}, \bar{r}^{\prime}\right)$ is consequence of transmission of the field through the boundary. It contains only scattering part and not the free space part,

$$
\begin{equation*}
\overline{\bar{G}}^{[21]}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{G}}_{S}^{[21]}\left(\bar{r}, \bar{r}^{\prime}\right) \tag{10.3.39}
\end{equation*}
$$

In order to distinguish between the vector wave functions that are constructed from Bessel function and Hankel functions we will write the latter by a plus sign like $\bar{M}^{+}$and $\bar{N}^{+}$. Therefore, free space Green's function in region 1 is

$$
\begin{aligned}
\overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) & =\sum_{n=-\infty}^{\infty} \frac{i}{8 \pi} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{1 \rho}^{2}}\left\{\begin{array}{l}
\bar{M}_{1 n}^{+}\left(\bar{r} ; k_{z}\right) \bar{M}_{1,-n}\left(\bar{r}^{\prime} ;-k_{z}\right)+\bar{N}_{1 n}^{+}\left(\bar{r} ; k_{z}\right) \bar{N}_{1,-n}\left(\bar{r}^{\prime} ;-k_{z}\right) \\
\bar{M}_{1 n}\left(\bar{r} ; k_{z}\right) \bar{M}_{1,-n}^{+}\left(\bar{r}^{\prime} ;-k_{z}\right)+\bar{N}_{1 n}\left(\bar{r} ; k_{z}\right) \bar{N}_{1,-n}^{+}\left(\bar{r}^{\prime} ;-k_{z}\right)
\end{array}\right. \\
& -\frac{\hat{\rho} \hat{\rho}}{k_{1}^{2}} \delta\left(\bar{r}-\bar{r}^{\prime}\right)
\end{aligned}
$$

For the scattered part of the Green's function $\overline{\bar{G}}_{S}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right)$ (that is valid for $\rho>\rho^{\prime}$ ) we consider the most general expansion that can match the boundary condition everywhere in primed coordinate (same dependence on the source coordinates as the exciting field)

$$
\begin{align*}
\overline{\bar{G}}_{S}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right) & =\sum_{n=-\infty}^{\infty} \frac{i}{8 \pi} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{1 \rho}^{2}}\left[\left(A_{n}^{(11)} \bar{M}_{1 n}\left(\bar{r} ; k_{z}\right)+B_{n}^{(11)} \bar{N}_{1 n}\left(\bar{r} ; k_{z}\right)\right) \bar{M}_{1,-n}\left(\bar{r}^{\prime} ;-k_{z}\right)\right.  \tag{10.3.40}\\
& \left.+\left(C_{n}^{(11)} \bar{N}_{1 n}\left(\bar{r} ; k_{z}\right)+D_{n}^{(11)} \bar{M}_{1 n}\left(\bar{r} ; k_{z}\right)\right) \bar{N}_{1, n}\left(\bar{r}^{\prime} ;-k_{z}\right)\right]
\end{align*}
$$

The posterior part of the $\overline{\bar{G}}_{S}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right)$ comes in accordance with the primary Green's function $\overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)$ to match the boundary condition at the interface (which is $\rho>\rho^{\prime}$ relation). Also anterior part should not contain any Hankel function as it is going to be evaluated inside the cylinder anywhere. Also, reflected wave contains depolarized component as it is the case for a dielectric cylinder. For $\overline{\bar{G}}_{S}^{[21]}\left(\bar{r}, \bar{r}^{\prime}\right)$ we also take the following expression

$$
\begin{align*}
\overline{\bar{G}}_{S}^{[21]}\left(\bar{r}, \bar{r}^{\prime}\right) & =\sum_{n=-\infty}^{\infty} \frac{i}{8 \pi} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{1 \rho}^{2}}\left[\left(A_{n}^{(21)} \bar{M}_{2 n}^{+}\left(\bar{r} ; k_{z}\right)+B_{n}^{(21)} \bar{N}_{2 n}^{+}\left(\bar{r} ; k_{z}\right)\right) \bar{M}_{1,-n}\left(\bar{r}^{\prime} ;-k_{z}\right)\right.  \tag{10.3.41}\\
& \left.+\left(C_{n}^{(21)} \bar{N}_{2 n}^{+}\left(\bar{r} ; k_{z}\right)+D_{n}^{(21)} \bar{M}_{2 n}^{+}\left(\bar{r} ; k_{z}\right)\right) \bar{N}_{1,-n}\left(\bar{r}^{\prime} ;-k_{z}\right)\right]
\end{align*}
$$

Again, the posterior part exactly follows the primary field to satisfies the boundary condition. Anterior art of the dyad is also consider that the co-polarize and cross polarized transmitted field should satisfy the radiation condition at infinity, and thats why they are taken wave function generated with Hankel function. It is clear that anterior part of $\overline{\bar{G}}_{S}^{[21]}\left(\bar{r}, \bar{r}^{\prime}\right)$ is a wave that propagate in region 2 so the wave function written in the region 2.

### 10.3.2 Boundary conditions

The boundary condition on the posterior part of the dyadic Green's function has been applied in construction. On the other hand, the anterior part is the electric field within the observation medium

$$
\begin{equation*}
\bar{E}^{(j)}(\bar{r})=i \omega \mu \int \mathrm{~d}^{3} \bar{r}^{\prime} \bar{G}^{[j 1]}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right) \tag{10.3.42}
\end{equation*}
$$

and the magnetic field is give by

$$
\begin{equation*}
\bar{H}^{(j)}(\bar{r})=\frac{1}{i \omega \mu} \nabla \times \bar{E}^{(j)}(\bar{r})=\int \mathrm{d}^{3} \bar{r}^{\prime} \nabla \times \overline{\bar{G}}^{[j 1]}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right) \tag{10.3.43}
\end{equation*}
$$

and thus $\overline{\bar{G}}^{[j 1]}\left(\bar{r}, \bar{r}^{\prime}\right)$ should satisfy the electric field boundary condition across the interface. Taking the normal to the interface as $\hat{n}=\hat{\rho}$, then continuity of tangential electric and magnetic fields at $\rho=a$ mandate that

$$
\begin{array}{r}
\hat{\rho} \times\left(\left[\overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)+\overline{\bar{G}}_{S}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right)\right]=\overline{\bar{G}}_{S}^{[21]}\left(\bar{r}, \bar{r}^{\prime}\right)\right)  \tag{10.3.44}\\
\hat{\rho} \times \nabla \times\left(\left[\overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)+\overline{\bar{G}}_{S}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right)\right]=\overline{\bar{G}}_{S}^{[21]}\left(\bar{r}, \bar{r}^{\prime}\right)\right)
\end{array}
$$

Here, we consider non-magnetic materials. Defining the spectral components of the different dyadic Green's functions as

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{n=-\infty}^{\infty} \frac{i}{8 \pi} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{1 \rho}^{2}} \overline{\overline{\bar{G}}}_{n}\left(\bar{r}, \bar{r}^{\prime} ; k_{z}\right) \tag{10.3.45}
\end{equation*}
$$

the boundary conditions will be translated to the corresponding constraint on the spectral components by virtue of the linearity.

$$
\begin{align*}
& \hat{\rho} \times\left[A_{n}^{(11)} \bar{M}_{1 n}(\bar{r})+B_{n}^{(11)} \bar{N}_{1 n}(\bar{r})+\bar{M}_{1 n}^{+}(\bar{r})=A_{n}^{(21)} \bar{M}_{2 n}^{+}(\bar{r})+B_{n}^{(21)} \bar{N}_{2 n}^{+}(\bar{r})\right]  \tag{10.3.46}\\
& \hat{\rho} \times\left[C_{n}^{(11)} \bar{N}_{1 n}(\bar{r})+D_{n}^{(11)} \bar{M}_{1 n}(\bar{r})+\bar{N}_{1 n}^{+}(\bar{r})=C_{n}^{(21)} \bar{N}_{2 n}^{+}(\bar{r})+D_{n}^{(21)} \bar{M}_{2 n}^{+}(\bar{r})\right] \\
& \hat{\rho} \times k_{1}\left[A_{n}^{(11)} \bar{N}_{1 n}(\bar{r})+B_{n}^{(11)} \bar{M}_{1 n}(\bar{r})+\bar{N}_{1 n}^{+}(\bar{r})\right]=\hat{\rho} \times k_{2}\left[A_{n}^{(21)} \bar{N}_{2 n}^{+}(\bar{r})+B_{n}^{(21)} \bar{M}_{2 n}^{+}(\bar{r})\right]  \tag{10.3.47}\\
& \hat{\rho} \times k_{1}\left[C_{n}^{(11)} \bar{M}_{1 n}(\bar{r})+D_{n}^{(11)} \bar{N}_{1 n}(\bar{r})+\bar{M}_{1 n}^{+}(\bar{r})\right]=\hat{\rho} \times k_{2}\left[C_{n}^{(21)} \bar{M}_{2 n}^{+}(\bar{r})+D_{n}^{(21)} \bar{N}_{2 n}^{+}(\bar{r})\right] \tag{r}
\end{align*}
$$

where

$$
\begin{align*}
& \bar{N}_{j}(\bar{r})=\frac{1}{k_{j}} \nabla \times \bar{M}_{j}(\bar{r})  \tag{10.3.48}\\
& \bar{M}_{j}(\bar{r})=\frac{1}{k_{j}} \nabla \times \bar{N}_{j}(\bar{r})
\end{align*}
$$

is used to replace the derivatives. The terms that contains derivatives should be evaluated at the interface $\rho=a$ after differentiation. The boundary equations can be separated into two parts and expressed in the matrix form as

$$
\overline{\bar{M}}_{1}\left[\begin{array}{c}
A_{n}^{(11)}  \tag{10.3.49}\\
B_{n}^{(11)} \\
A_{n}^{(21)} \\
B_{n}^{(21)}
\end{array}\right]=\left[\begin{array}{c}
-\frac{\mathrm{d} H_{n}^{(1)}\left(k_{1 \rho} \rho\right)}{\mathrm{d} \rho} \\
-\frac{n k_{z}}{a} H_{n}^{(1)}\left(k_{1 \rho} a\right) \\
0 \\
-k_{1 \rho}^{2} H_{n}^{(1)}\left(k_{1 \rho} a\right)
\end{array}\right]
$$

and

$$
\overline{\bar{M}}_{1}\left[\begin{array}{l}
D_{n}^{(11)}  \tag{10.3.50}\\
C_{n}^{(11)} \\
D_{n}^{(21)} \\
C_{n}^{(21)}
\end{array}\right]=\left[\begin{array}{c}
-\frac{n k_{z}}{k_{1} a} H_{n}^{(1)}\left(k_{1 \rho} a\right) \\
-k_{1} \frac{\mathrm{~d} H_{n}^{(1)}\left(k_{1 \rho} \rho\right)}{\mathrm{d} \rho} \\
-\frac{k_{1 \rho}^{2}}{k_{1}} H_{n}^{(1)}\left(k_{1 \rho} a\right) \\
0
\end{array}\right]
$$

where,

$$
\bar{M}_{1}=\left[\begin{array}{cccc}
\frac{\mathrm{d} J_{n}\left(k_{1 \rho} \rho\right)}{\mathrm{d} \rho} & \frac{n k_{z}}{k_{1} a} J_{n}\left(k_{1 \rho} a\right) & -\frac{\mathrm{d} H_{n}^{(1)}\left(k_{2 \rho} \rho\right)}{\mathrm{d} \rho} & -\frac{n k_{z}}{k_{2} a} H_{n}^{(1)}\left(k_{2 \rho} a\right)  \tag{10.3.51}\\
\frac{n k_{z}}{a} J_{n}\left(k_{1 \rho} a\right) & k_{1} \frac{\mathrm{~d} J_{n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho} & -\frac{n k_{z}}{a} H_{n}^{(1)}\left(k_{2 \rho} a\right) & -k_{2} \frac{\mathrm{~d} H_{n}^{(1)}\left(k_{2 \rho} \rho\right)}{\mathrm{d} \rho} \\
0 & \frac{k_{1 \rho}^{2}}{k_{1}} J_{n}\left(k_{1 \rho} a\right) & 0 & -\frac{k_{2 \rho}^{2}}{k_{2}} H_{n}^{(1)}\left(k_{2 \rho} a\right) \\
k_{1 \rho}^{2} J_{n}\left(k_{1 \rho} a\right) & 0 & -k_{2 \rho}^{2} H_{n}^{(1)}\left(k_{2 \rho} a\right) & 0
\end{array}\right]
$$

### 10.4 Dyadic Green's function when source is outside of the cylinder

Assuming the source is located outside of the cylinder $(r \geq a)$, then the objective is to find dyadic Green's functions of $\overline{\bar{G}}^{[22]}\left(\bar{r}, \bar{r}^{\prime}\right)$ and $\overline{\bar{G}}^{[12]}\left(\bar{r}, \bar{r}^{\prime}\right)$ for observation points inside and outside of the cylinder. Taking the linearity of the problem into account, we can construct


Figure 10.3: Geometry of the dielectric cylinder.
the Green's functions by superposition. If the space were to filled with $\varepsilon_{2}$ everywhere, then $\overline{\bar{G}}^{[22]}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{G}}_{2}\left(\bar{r}, \bar{r}^{\prime}\right)$ which is free space dyadic Green's function. Presence of the cylindrical boundary will cause reflections off the boundary into medium 2 as well as the field generated
in the absence of the boundary. So, the free space Green's function should be corrected by a scattering part $\overline{\bar{G}}_{S}^{[22]}\left(\bar{r}, \bar{r}^{\prime}\right)$ such that

$$
\begin{equation*}
\overline{\bar{G}}^{[22]}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{G}}_{2}\left(\bar{r}, \bar{r}^{\prime}\right)+\overline{\bar{G}}_{S}^{[22]}\left(\bar{r}, \bar{r}^{\prime}\right) \tag{10.4.1}
\end{equation*}
$$

and the Green's function of $\overline{\bar{G}}{ }^{[12]}\left(\bar{r}, \bar{r}^{\prime}\right)$ is consequence of transmission of the field through the boundary. It contains only scattering part and not the free space part,

$$
\begin{equation*}
\overline{\bar{G}}^{[12]}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{G}}_{S}^{[12]}\left(\bar{r}, \bar{r}^{\prime}\right) \tag{10.4.2}
\end{equation*}
$$

In order to distinguish between the vector wave functions that are constructed from Bessel function and Hankel functions we will write the latter by a plus sign like $\bar{M}^{+}$and $\bar{N}^{+}$. Therefore, free space Green's function in region 1 is

$$
\begin{aligned}
& \overline{\bar{G}}_{2}\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{n=-\infty}^{\infty} \frac{i}{8 \pi} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{2 \rho}^{2}}\left\{\begin{array}{l}
\bar{M}_{2 n}^{+}\left(\bar{r} ; k_{z}\right) \bar{M}_{2,-n}\left(\bar{r}^{\prime} ;-k_{z}\right)+\bar{N}_{2 n}^{+}\left(\bar{r} ; k_{z}\right) \bar{N}_{2,-n}\left(\bar{r}^{\prime} ;-k_{z}\right) \\
\bar{M}_{2 n}\left(\bar{r} ; k_{z}\right) \bar{M}_{2,-n}^{+}\left(\bar{r}^{\prime} ;-k_{z}\right)+\bar{N}_{2 n}\left(\bar{r} ; k_{z}\right) \bar{N}_{2,-n}^{+}\left(\bar{r}^{\prime} ;-k_{z}\right) \\
\end{array}\right. \\
&-\frac{\hat{\rho} \hat{\rho}}{k_{2}^{2}} \delta\left(\bar{r}-\bar{r}^{\prime}\right)
\end{aligned}
$$

where the top relation corresponds to $\rho>\rho^{\prime}$ case. For the scattered part of the Green's function $\overline{\bar{G}}_{S}^{[22]}\left(\bar{r}, \bar{r}^{\prime}\right)$ we consider the most general expansion that can match the boundary condition everywhere in primed coordinate (same dependence on the source coordinates as the exciting field)

$$
\begin{align*}
\overline{\bar{G}}_{S}^{[22]}\left(\bar{r}, \bar{r}^{\prime}\right) & =\sum_{n=-\infty}^{\infty} \frac{i}{8 \pi} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{2 \rho}^{2}}\left[\left(A_{n}^{(22)} \bar{M}_{2 n}^{+}\left(\bar{r} ; k_{z}\right)+B_{n}^{(22)} \bar{N}_{2 n}^{+}\left(\bar{r} ; k_{z}\right)\right) \bar{M}_{2,-n}^{+}\left(\bar{r}^{\prime} ;-k_{z}\right)\right.  \tag{10.4.3}\\
& \left.+\left(C_{n}^{(22)} \bar{N}_{2 n}^{+}\left(\bar{r} ; k_{z}\right)+D_{n}^{(22)} \bar{M}_{2 n}^{+}\left(\bar{r} ; k_{z}\right)\right) \bar{N}_{2, n}^{+}\left(\bar{r}^{\prime} ;-k_{z}\right)\right] \tag{10.4.4}
\end{align*}
$$

The posterior part of the $\overline{\bar{G}}_{S}^{[22]}\left(\bar{r}, \bar{r}^{\prime}\right)$ comes in accordance with the primary Green's function $\overline{\bar{G}}_{2}\left(\bar{r}, \bar{r}^{\prime}\right)$ to match the boundary condition at the interface (which is $\rho<\rho^{\prime}$ relation). Also anterior part is constructed by Hankel functions to satisfies the radiation condition at infinity. Also, reflected wave contains depolarized component as it is the case for a dielectric cylinder. For $\overline{\bar{G}}_{S}^{[12]}\left(\bar{r}, \bar{r}^{\prime}\right)$ we also take the following expression

$$
\begin{align*}
\overline{\bar{G}}_{S}^{[12]}\left(\bar{r}, \bar{r}^{\prime}\right) & =\sum_{n=-\infty}^{\infty} \frac{i}{8 \pi} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{2 \rho}^{2}}\left[\left(A_{n}^{(12)} \bar{M}_{1 n}\left(\bar{r} ; k_{z}\right)+B_{n}^{(12)} \bar{N}_{1 n}\left(\bar{r} ; k_{z}\right)\right) \bar{M}_{2,-n}^{+}\left(\bar{r}^{\prime} ;-k_{z}\right)\right.  \tag{10.4.5}\\
& \left.+\left(C_{n}^{(12)} \bar{N}_{1 n}\left(\bar{r} ; k_{z}\right)+D_{n}^{(12)} \bar{M}_{1 n}\left(\bar{r} ; k_{z}\right)\right) \bar{N}_{2,-n}^{+}\left(\bar{r}^{\prime} ;-k_{z}\right)\right] \tag{10.4.6}
\end{align*}
$$

Again, the posterior part exactly follows the primary field to satisfies the boundary condition. Anterior art of the dyad is also consider that the co-polarize and cross polarized
transmitted field should be regular at the origin, and thats why they are taken wave function generated with Bessel function. It is clear that anterior part of $\overline{\bar{G}}_{S}^{[12]}\left(\bar{r}, \bar{r}^{\prime}\right)$ is a wave that propagate in region 1 so the wave functions in the anterior part are written using wave propagating in the region 1.

### 10.4.1 Boundary conditions

The boundary condition on the posterior part of the dyadic Green's function has been applied in construction. On the other hand, the anterior part is the electric field within the observation medium

$$
\begin{equation*}
\bar{E}^{(j)}(\bar{r})=i \omega \mu \int \mathrm{~d}^{3} \bar{r}^{\prime} \overline{\bar{G}}^{[j 2]}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right) \tag{10.4.7}
\end{equation*}
$$

and the magnetic field is

$$
\begin{equation*}
\bar{H}^{(j)}(\bar{r})=\frac{1}{i \omega \mu} \nabla \times \bar{E}^{(j)}(\bar{r})=\int \mathrm{d}^{3} \bar{r}^{\prime} \nabla \times \overline{\bar{G}}^{[j 2]}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{J}\left(\bar{r}^{\prime}\right) \tag{10.4.8}
\end{equation*}
$$

and thus $\overline{\bar{G}}{ }^{[j 2]}\left(\bar{r}, \bar{r}^{\prime}\right)$ should satisfy the electric field boundary condition across the interface. Following the same procedure as interior problem, the Green's function coefficients can be obtained from,

$$
\overline{\bar{M}}_{2}\left[\begin{array}{c}
A_{n}^{(22)}  \tag{10.4.9}\\
B_{n}^{(22)} \\
A_{n}^{(12)} \\
B_{n}^{(12)}
\end{array}\right]=\left[\begin{array}{c}
-\frac{\mathrm{d} J_{n}\left(k_{2 \rho} \rho\right)}{\mathrm{d} \rho} \\
-\frac{n k_{z}}{a} J_{n}\left(k_{2 \rho} a\right) \\
0 \\
-k_{2 \rho}^{2} J_{n}\left(k_{2 \rho} a\right)
\end{array}\right]
$$

and,

$$
\overline{\bar{M}}_{2}\left[\begin{array}{l}
D_{n}^{(22)}  \tag{10.4.10}\\
C_{n}^{(22)} \\
D_{n}^{(12)} \\
C_{n}^{(12)}
\end{array}\right]=\left[\begin{array}{c}
-\frac{n k_{z}}{k_{2}} a J_{n}\left(k_{2 \rho} a\right) \\
-k_{2} \frac{\mathrm{~d} J_{n}\left(k_{2 \rho} \rho\right)}{\mathrm{d} \rho} \\
-\frac{k_{2 \rho}^{2}}{k_{2}} J_{n}\left(k_{2 \rho} a\right) \\
0
\end{array}\right]
$$

where,

$$
\overline{\bar{M}}_{2}=\left[\begin{array}{cccc}
\frac{\mathrm{d} H_{n}^{(1)}\left(k_{2 \rho} \rho\right)}{\mathrm{d} \rho} & \frac{n k_{z}}{k_{2} a} H_{n}^{(1)}\left(k_{2 \rho} a\right) & -\frac{\mathrm{d} J_{n}\left(k_{1 \rho} \rho\right)}{\mathrm{d} \rho} & -\frac{n k_{z}}{k_{1} a} J_{n}\left(k_{1 \rho} a\right)  \tag{10.4.11}\\
\frac{n k_{z}}{a} H_{n}^{(1)}\left(k_{2 \rho} a\right) & k_{2} \frac{\mathrm{~d} H_{n}^{(1)}\left(k_{2 \rho} \rho\right)}{\mathrm{d} \rho} & -\frac{n k_{z}}{a} J_{n}\left(k_{1 \rho} a\right) & -k_{1} \frac{\mathrm{~d} J_{n}\left(k_{1 \rho} \rho\right)}{\mathrm{d} \rho} \\
0 & \frac{k_{2 \rho}^{2}}{k_{2}} H_{n}^{(1)}\left(k_{2 \rho} a\right) & 0 & -\frac{k_{1 \rho}^{2}}{k_{1}} J_{n}\left(k_{1 \rho} a\right) \\
k_{2 \rho}^{2} H_{n}^{(1)}\left(k_{2 \rho} a\right) & 0 & -k_{1 \rho}^{2} J_{n}\left(k_{1 \rho} a\right) & 0
\end{array}\right]
$$

The solution to this system of equations can be obtained from the problem of source inside the cylinder with $1 \rightarrow 2$ and Bessel functions become Hankel functions. The matrices $\overline{\bar{M}}_{1}$ and $\overline{\bar{M}}_{2}$ has the same form except exchanging the medium $(1 \leftrightarrow 2)$ and transforming the Hankel function to Bessel function and vice versa which is manifestation of the Reciprocity.

### 10.5 Casimir Force calculation using the scattered wave Green's function

By adding the polarization source $\bar{P}$ (which arise from the fluctuating electromagnetic fields everywhere even at vacuum and zero temperature) to the Maxwell's equations, one can solve for the excited fields in the medium and then find the desired stress on the object of interest.

$$
\begin{align*}
& \nabla \times \bar{E}=i \omega \mu \bar{H}  \tag{10.5.1}\\
& \nabla \times \bar{H}=-i \omega \epsilon \bar{E}-i \omega \bar{P}
\end{align*}
$$

However, it can be shown that evaluation of Maxwell's stress tensor is possible without finding the fields in the medium explicitly. Instead of finding electromagnetic field in the medium, it is possible to introduce boundary condition of the problem into the scenario through the Green's function of the corresponding problem. This is not strange as the Green's function contains all details of the physical problem. This method has the advantage of separating statistical properties of the fluctuating sources from deterministic procedure of solving a boundary value problem to find the Green's function.

Vector wave equation for electric field with fluctuating polarization $\bar{P}$ as a source is given by

$$
\begin{equation*}
\nabla \times \nabla \times \bar{E}-\omega^{2} \mu \epsilon \bar{E}=\omega^{2} \mu \bar{P} \tag{10.5.2}
\end{equation*}
$$

In order to solve wave equation, we introduce corresponding dyadic Green's function $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)$ which satisfies the same vector wave equation

$$
\begin{equation*}
\nabla \times \nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)-\omega^{2} \mu \epsilon \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{10.5.3}
\end{equation*}
$$

Also $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)$ satisfies the same boundary condition as the electric field. With this informations, we can find the electric field directly with the help of dyadic Green's function

$$
\begin{equation*}
\bar{E}(\bar{r})=\omega^{2} \mu \int \mathrm{~d} \bar{r}^{\prime} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot \bar{P}\left(\bar{r}^{\prime}\right) \tag{10.5.4}
\end{equation*}
$$

The power spectral density of the electric field can be obtained as

$$
\begin{equation*}
\left\langle\bar{E}(\bar{r}, \omega) \bar{E}\left(\bar{r}^{\prime}, \omega^{\prime}\right)^{*}\right\rangle=\left(\omega^{2} \mu\right)\left(\omega^{\prime 2} \mu\right) \int \mathrm{d} \bar{s}^{\prime} \int \mathrm{d} \overline{\bar{s}} \overline{\bar{G}}(\bar{r}, \bar{s}, \omega) \cdot\left\langle\bar{P}(\bar{s}) \bar{P}\left(\bar{s}^{\prime}\right)^{*}\right\rangle \cdot \overline{\bar{G}}^{*}\left(\bar{s}^{\prime}, \bar{r}^{\prime}, \omega^{\prime}\right) \tag{10.5.5}
\end{equation*}
$$

Upon using the Rytov relation for the power spectral density of the noise polarization [171, 172],

$$
\begin{equation*}
\left\langle\bar{P}(\bar{s}) \bar{P}\left(\bar{s}^{\prime}\right)^{*}\right\rangle=\frac{\hbar \varepsilon_{0}}{\pi} \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \operatorname{Im} \epsilon(\bar{s}, \omega) \delta\left(\bar{s}-\bar{s}^{\prime}\right) \delta\left(\omega-\omega^{\prime}\right) \overline{\bar{I}} \tag{10.5.6}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left\langle\bar{E}(\bar{r}, \omega) \bar{E}\left(\bar{r}^{\prime}, \omega\right)^{*}\right\rangle=\left(\omega^{2} \mu\right)^{2} \frac{\hbar \varepsilon_{0}}{\pi} \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \int \mathrm{d} \bar{s} \operatorname{Im} \epsilon(\bar{s}, \omega) \overline{\bar{G}}(\bar{r}, \bar{s}, \omega) \cdot \overline{\bar{G}}^{*}\left(\bar{s}, \bar{r}^{\prime}, \omega^{\prime}\right) \delta\left(\omega-\omega^{\prime}\right) \tag{10.5.7}
\end{equation*}
$$

Using the complex reciprocity relation of Chapter 1, the dyadic Green's function $\overline{\bar{G}}$ satisfies the following integral equation

$$
\begin{equation*}
\int \mathrm{d} \bar{s}\left(\omega^{2} \mu_{0} \epsilon_{0}\right) \operatorname{Im} \epsilon(\bar{s}, \omega) \overline{\bar{G}}(\bar{r}, \bar{s}, \omega) \cdot \overline{\bar{G}}^{*}\left(\bar{s}, \bar{r}^{\prime}, \omega^{\prime}\right)=\operatorname{Im} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}, \omega\right) \tag{10.5.8}
\end{equation*}
$$

Therefore, the power spectral density of the electric field can be simplified to

$$
\begin{equation*}
\left\langle\bar{E}(\bar{r}, \omega) \bar{E}\left(\bar{r}^{\prime}, \omega^{\prime}\right)^{*}\right\rangle=\left(\omega^{2} \mu\right) \frac{\hbar}{\pi} \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \operatorname{Im} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}, \omega\right) \delta\left(\omega-\omega^{\prime}\right) \tag{10.5.9}
\end{equation*}
$$

Similarly, contribution of the magnetic field into the stress tensor can be characterized by the power spectral density of the magnetic field which can be obtained from the Maxwell's equations,

$$
\begin{equation*}
\left\langle\bar{H}(\bar{r}, \omega) \bar{H}\left(\bar{r}^{\prime}, \omega^{\prime}\right)^{*}\right\rangle=\frac{\hbar}{\pi \mu} \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \delta\left(\omega-\omega^{\prime}\right) \nabla \times \operatorname{Im} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}, \omega\right) \times \nabla^{\prime} \tag{10.5.10}
\end{equation*}
$$

The averaged time domain expressions for the real fields at $t=0$ (for stationary field processes) can be obtained as

$$
\begin{align*}
\left\langle\bar{E}(\bar{r}) \bar{E}\left(\bar{r}^{\prime}\right)\right\rangle & =\frac{\mu \hbar}{\pi} \int_{0}^{\infty} \mathrm{d} \omega \omega^{2} \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \operatorname{Im} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}, \omega\right)  \tag{10.5.11}\\
\left\langle\bar{H}(\bar{r}) \bar{H}\left(\bar{r}^{\prime}\right)\right\rangle & =\frac{\hbar}{\mu \pi} \int_{0}^{\infty} \mathrm{d} \omega \operatorname{coth}\left(\frac{\hbar \omega}{2 k_{B} T}\right) \nabla \times \operatorname{Im} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}, \omega\right) \times \nabla^{\prime}
\end{align*}
$$

Based on the linearity of the problem, the Green's function can be always decomposed to a bulk part $\overline{\bar{G}}^{(0)}\left(\bar{r}, \bar{r}^{\prime}\right)$ which is responsible for radiation in free space (solution of inhomogeneous wave equation subject to radiation condition), and an scattered part $\overline{\bar{G}}^{(s)}\left(\bar{r}, \bar{r}^{\prime}\right)$ which is solution of homogeneous wave equation (divergence free part) and is required for satisfaction of border conditions of the full Green's function. As it can be seen from the construction of the total Green's function by superposition approach, the free part does not depends in the geometry of the problem and corresponds to the zero point energy of the background. This term does not contribute to the self stress on the body of interest (virtual work is identically zero). On the other side, although the stress is a quadratic function of the field amplitude, it depends on the Green's function through a linear relation that allows us to remove the bulk contribution without changing the stress. Although removing the free Green's function contribution completely removes the divergence in the Casimir stress in the planar case, it will be shown that after subtraction of bulk response in cylindrical geometry, the Casimir stress is still divergent and need additional treatments.

$$
\begin{equation*}
\langle\overline{\bar{T}}(\bar{r})\rangle=\varepsilon\langle\bar{E}(\bar{r}) \bar{E}(\bar{r})\rangle+\mu\langle\bar{H}(\bar{r}) \bar{H}(\bar{r})\rangle-\frac{1}{2} \overline{\bar{I}}[\varepsilon\langle\bar{E}(\bar{r}) \cdot \bar{E}(\bar{r})\rangle+\mu\langle\bar{H}(\bar{r}) \cdot \bar{H}(\bar{r})\rangle] \tag{10.5.12}
\end{equation*}
$$

Since $\operatorname{Tr}(\bar{E}(\bar{r}) \bar{E}(\bar{r}))=\bar{E}(\bar{r}) \cdot \bar{E}(\bar{r})$, the stress tensor can be written as

$$
\begin{equation*}
\langle\overline{\bar{T}}(\bar{r})\rangle=\lim _{\bar{r} \rightarrow \bar{r}^{\prime}}\left[\overline{\bar{Q}}\left(\bar{r}, \bar{r}^{\prime}\right)-\frac{1}{2} \operatorname{Tr} \overline{\bar{Q}}\left(\bar{r}, \bar{r}^{\prime}\right)\right] \tag{10.5.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\bar{Q}}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{\hbar}{\pi} \int_{0}^{\infty} \mathrm{d} \omega\left[\frac{\omega^{2}}{c^{2}} \operatorname{Im} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime}\right)+\nabla \times \operatorname{Im} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime}\right) \times \nabla^{\prime}\right] \tag{10.5.14}
\end{equation*}
$$

The integration over the frequency can be deformed to the imaginary axis by virtue of analyticity of the retarded Green's function over the upper half plane of $\omega$-plane. For the first term,

$$
\begin{align*}
\int_{0}^{\infty} \mathrm{d} \omega \omega^{2} \operatorname{Im} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime}\right) & =\frac{1}{2 i} \int_{0}^{\infty} \mathrm{d} \omega \omega^{2}\left[\overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)-\overline{\bar{G}}^{s *}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)\right]  \tag{10.5.15}\\
& =\frac{1}{2 i} \int_{0}^{\infty} \mathrm{d} \omega \omega^{2}\left[\overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)-\overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ;-\omega\right)\right] \\
& =\frac{1}{2 i} \int_{0}^{\infty} \mathrm{d} \omega \omega^{2} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)-\frac{1}{2 i} \int_{0}^{\infty} \mathrm{d} \omega \omega^{2} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ;-\omega\right)
\end{align*}
$$

where we have used the Hermitian property of the Green's function $\overline{\bar{G}}^{s *}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)=\overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ;-\omega\right)$ (which corresponds to a real function in time domain). Changing the integration variable $\omega \rightarrow-\omega$ in the second integral,

$$
\begin{align*}
\int_{0}^{\infty} \mathrm{d} \omega \omega^{2} \operatorname{Im} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime}\right) & =\frac{1}{2 i} \int_{0}^{\infty} \mathrm{d} \omega \omega^{2} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)+\frac{1}{2 i} \int_{0}^{-\infty} \mathrm{d} \omega \omega^{2} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)  \tag{10.5.16}\\
& =\frac{1}{2 i}\left(\int_{0}^{\infty}+\int_{0}^{-\infty}\right) \mathrm{d} \omega \omega^{2} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)
\end{align*}
$$

Now, according to the Causality principle for the retarded Green's function $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; t, t^{\prime}\right)$, we should have $[12,174]$

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; t, t^{\prime}\right)=0 \quad \text { for } \quad t<t^{\prime} \tag{10.5.17}
\end{equation*}
$$

Herein, $t$, and $t^{\prime}$ refer to the observation and excitation times, respectively. The Green's function $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; t, t^{\prime}\right)$ is stationary in time and depends on $t$ and $t^{\prime}$ through $t-t^{\prime}$ and is related to it's frequency domain counterpart by

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; t, t^{\prime}\right)=\int \mathrm{d} \omega \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right) e^{-i \omega\left(t-t^{\prime}\right)} \tag{10.5.18}
\end{equation*}
$$

The asymptotic behavior of the Green's function as $\omega \rightarrow \infty$ can be obtained from the vector wave equation

$$
\begin{equation*}
\nabla \times \nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)-\omega^{2} \mu \varepsilon \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)=\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{10.5.19}
\end{equation*}
$$

thus,

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right) \approx-\frac{c^{2}}{\omega^{2}} \overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \quad \text { as } \quad \omega \rightarrow \infty \tag{10.5.20}
\end{equation*}
$$

The singularity only happens for the primary part of the Green's function and the scattering part is always regular at $\bar{r}=\bar{r}^{\prime}$. With the knowledge of this asymptotic behavior, the dyadic Green's function satisfies the Jordan's lemma on a path at infinity and the inverse Fourier
transform over real axis can be written in terms of a contour integral over upper half plane of the complex $\omega$-plane. Then, it shows that for $t<t^{\prime}$, the following complex integral vanishes,

$$
\begin{equation*}
\int_{C^{+}} \mathrm{d} \omega \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right) e^{-i \omega\left(t-t^{\prime}\right)}=0 \tag{10.5.21}
\end{equation*}
$$

where $C^{+}$is a contour that include the real $\omega$ axis and closes in the upper half plane on $\omega$ at infinity. This result also shows that the dyadic Green's function $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)$ does not have any singularity in the upper half plane of the complex $\omega$ plane. Therefore, it is possible to


Figure 10.4: Deformation of contour of integration in the complex $\omega$-plane
deform the contour of integration from real axis to the imaginary axis without crossing any singularity. Taking $\omega=i \zeta$ over the imaginary axis of the complex $\omega$-plane, we have

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} \omega \omega^{2} \operatorname{Im} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)=-\int \mathrm{d} \zeta \zeta^{2} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; i \zeta\right) \tag{10.5.22}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
\int_{0}^{\infty} \mathrm{d} \omega \operatorname{Im} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right) & =\frac{1}{2 i} \int_{0}^{\infty} \mathrm{d} \omega \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)+\frac{1}{2 i} \int_{0}^{-\infty} \mathrm{d} \omega \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)  \tag{10.5.23}\\
& =\frac{1}{2 i}\left(\int_{0}^{\infty}+\int_{0}^{-\infty}\right) \mathrm{d} \omega \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)
\end{align*}
$$

After a wick's rotation $\omega=i \zeta$ in Fig. 10.4 for both semi infinite contours we have

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} \omega \operatorname{Im} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right)=\frac{1}{2 i}\left(\int_{0}^{\infty}+\int_{0}^{\infty}\right) i \mathrm{~d} \zeta \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; i \zeta\right)=\int_{0}^{\infty} \mathrm{d} \zeta \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; i \zeta\right) \tag{10.5.24}
\end{equation*}
$$

and then upon applying curls from both sides we arrive at

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} \omega \nabla \times \operatorname{Im} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; \omega\right) \times \nabla^{\prime}=\int_{0}^{\infty} \mathrm{d} \zeta \nabla \times \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; i \zeta\right) \times \nabla^{\prime} \tag{10.5.25}
\end{equation*}
$$

The stress tensor can be expressed as

$$
\begin{equation*}
\overline{\bar{T}}=\lim _{\bar{r} \rightarrow \bar{r}^{\prime}}\left[\overline{\bar{Q}}\left(\bar{r}, \bar{r}^{\prime}\right)-\frac{1}{2} \operatorname{Tr} \overline{\bar{Q}}\left(\bar{r}, \bar{r}^{\prime}\right)\right] \tag{10.5.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\bar{Q}}=\frac{\hbar}{\pi} \int_{0}^{\infty} \mathrm{d} \zeta\left[-\frac{\zeta^{2}}{c^{2}} \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; i \zeta\right)+\nabla \times \overline{\bar{G}}^{s}\left(\bar{r}, \bar{r}^{\prime} ; i \zeta\right) \times \nabla^{\prime}\right] \tag{10.5.27}
\end{equation*}
$$

### 10.6 Calculating the Stress Tensor

### 10.6.1 Stress contribution from fields inside the cylinder

The scattering part of the dyadic Green's function for source and observation points inside a finite cylinder of radius $a$ has been derived as

$$
\begin{align*}
\overline{\bar{G}}_{S}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right) & =\sum_{n=-\infty}^{\infty} \frac{i}{8 \pi} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{1 \rho}^{2}}\left[\left(A_{n}^{(11)} \bar{M}_{1 n}\left(\bar{r} ; k_{z}\right)+B_{n}^{(11)} \bar{N}_{1 n}\left(\bar{r} ; k_{z}\right)\right) \bar{M}_{1,-n}\left(\bar{r}^{\prime} ;-k_{z}\right)\right.  \tag{10.6.1}\\
& \left.+\left(C_{n}^{(11)} \bar{N}_{1 n}\left(\bar{r} ; k_{z}\right)+D_{n}^{(11)} \bar{M}_{1 n}\left(\bar{r} ; k_{z}\right)\right) \bar{N}_{1,-n}\left(\bar{r}^{\prime} ;-k_{z}\right)\right]
\end{align*}
$$

or using the spectral component of the dyadic Green's function

$$
\begin{align*}
\overline{\bar{G}}_{S, n}^{[11]}\left(\bar{r}, \bar{r}^{\prime} ; k_{z}\right) & =\left(A_{n}^{(11)} \bar{M}_{1 n}\left(\bar{r} ; k_{z}\right)+B_{n}^{(11)} \bar{N}_{1 n}\left(\bar{r} ; k_{z}\right)\right) \bar{M}_{1,-n}\left(\bar{r}^{\prime} ;-k_{z}\right)  \tag{10.6.2}\\
& +\left(C_{n}^{(11)} \bar{N}_{1 n}\left(\bar{r} ; k_{z}\right)+D_{n}^{(11)} \bar{M}_{1 n}\left(\bar{r} ; k_{z}\right)\right) \bar{N}_{1,-n}\left(\bar{r}^{\prime} ;-k_{z}\right)
\end{align*}
$$

where the spatial domain counterpart can be written as

$$
\begin{equation*}
\overline{\bar{G}}_{S}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right)=\sum_{n=-\infty}^{\infty} \frac{i}{8 \pi} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{1 \rho}^{2}} \overline{\bar{G}}_{S, n}^{[11]}\left(\bar{r}, \bar{r}^{\prime} ; k_{z}\right) \tag{10.6.3}
\end{equation*}
$$

For the propagator of the magnetic field, if we define the scattering dyadic Green's function of $\overline{\bar{K}}_{S}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right)$ as

$$
\begin{equation*}
\overline{\bar{K}}_{S}^{[11]}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{1}{k_{1}^{2}} \nabla \times \overline{\bar{G}}_{S}^{[1]}\left(\bar{r}, \bar{r}^{\prime}\right) \times \nabla^{\prime} \tag{10.6.4}
\end{equation*}
$$

then, the spectral components of the $\overline{\bar{K}}$ can be obtained as

$$
\begin{align*}
\overline{\bar{K}}_{S, n}^{[11]}\left(\bar{r}, \bar{r}^{\prime} ; k_{z}\right) & =\left(A_{n}^{(11)} \bar{N}_{1 n}\left(\bar{r} ; k_{z}\right)+B_{n}^{(11)} \bar{M}_{1 n}\left(\bar{r} ; k_{z}\right)\right) \bar{N}_{1,-n}\left(\bar{r}^{\prime} ;-k_{z}\right)  \tag{10.6.5}\\
& +\left(C_{n}^{(11)} \bar{M}_{1 n}\left(\bar{r} ; k_{z}\right)+D_{n}^{(11)} \bar{N}_{1 n}\left(\bar{r} ; k_{z}\right)\right) \bar{M}_{1,-n}\left(\bar{r}^{\prime} ;-k_{z}\right)
\end{align*}
$$

In order to calculate the $\hat{\rho} \hat{\rho}$ component of the stress tensor, we use the cylindrical coordinate unit vectors $\hat{\rho}, \hat{\phi}, \hat{z}$ to expand the components of the dyadic Green's function and find the trace. Because we are interested in the $\rho \rho$ component of the stress tensor $T_{\rho \rho}$,

$$
\begin{align*}
\hat{\rho} \cdot \overline{\bar{G}}_{S, n}^{[11]}\left(\bar{r}, \bar{r}^{\prime} ; k_{z}\right) \cdot \hat{\rho} & =\left(A_{n}^{(11)} M_{1 n}^{\rho}\left(\bar{r} ; k_{z}\right)+B_{n}^{(11)} N_{1 n}^{\rho}\left(\bar{r} ; k_{z}\right)\right) M_{1,-n}^{\rho}\left(\bar{r}^{\prime} ;-k_{z}\right)  \tag{10.6.6}\\
& +\left(C_{n}^{(11)} N_{1 n}^{\rho}\left(\bar{r} ; k_{z}\right)+D_{n}^{(11)} M_{1 n}^{\rho}\left(\bar{r} ; k_{z}\right)\right) \bar{N}_{1,-n}^{\rho}\left(\bar{r}^{\prime} ;-k_{z}\right)
\end{align*}
$$

And also the trace of the electric field dyadic Green's function is given by

$$
\begin{aligned}
\operatorname{Tr} \overline{\bar{G}}_{S, n}^{[11]}\left(\bar{r}, \bar{r}^{\prime} ; k_{z}\right) & =A_{n}^{(11)}\left[M_{1 n}^{\rho} M_{1,-n}^{\rho}+M_{1 n}^{\phi} M_{1,-n}^{\phi}+M_{1 n}^{z} M_{1,-n}^{z}\right]+B_{n}^{(11)}\left[N_{1 n}^{\rho} M_{1,-n}^{\rho}+N_{1 n}^{\phi} M_{1,-n}^{\phi}\right. \\
& \left.+N_{1 n}^{z}(\bar{r}) M_{1,-n}^{z}\right]+C_{n}^{(11)}\left[N_{1 n}^{\rho} N_{1,-n}^{\rho}+N_{1 n}^{\phi} N_{1,-n}^{\phi}+N_{1 n}^{z} N_{1,-n}^{z}\right] \\
& +D_{n}^{(11)}\left[M_{1 n}^{\rho} \bar{N}_{1,-n}^{\rho}+M_{1 n}^{\phi} \bar{N}_{1,-n}^{\phi}+M_{1 n}^{z} \bar{N}_{1,-n}^{z}\right]
\end{aligned}
$$

then,

$$
\begin{aligned}
\hat{\rho} \cdot \overline{\bar{G}}_{S, n}^{[11]}\left(\bar{r}, \bar{r}^{\prime} ; k_{z}\right) \cdot \hat{\rho}- & \frac{1}{2} \operatorname{Tr} \overline{\bar{G}}_{S, n}^{[11]}\left(\bar{r}, \bar{r}^{\prime} ; k_{z}\right) \\
& =\frac{1}{2}\left(A_{n}^{(11)}\left[M_{1 n}^{\rho} M_{1,-n}^{\rho}-M_{1 n}^{\phi} M_{1,-n}^{\phi}-M_{1 n}^{z} M_{1,-n}^{z}\right]+B_{n}^{(11)}\left[N_{1 n}^{\rho} M_{1,-n}^{\rho}\right.\right. \\
& \left.-N_{1 n}^{\phi} M_{1,-n}^{\phi}-N_{1 n}^{z}(\bar{r}) M_{1,-n}^{z}\right]+C_{n}^{(11)}\left[N_{1 n}^{\rho} N_{1,-n}^{\rho}-N_{1 n}^{\phi} N_{1,-n}^{\phi}-N_{1 n}^{z} N_{1,-n}^{z}\right] \\
& \left.+D_{n}^{(11)}\left[M_{1 n}^{\rho} \bar{N}_{1,-n}^{\rho}-M_{1 n}^{\phi} \bar{N}_{1,-n}^{\phi}-M_{1 n}^{z} \bar{N}_{1,-n}^{z}\right]\right) \\
& =: Q_{E}
\end{aligned}
$$

where $Q_{E}$ is the electric field contribution to the stress tensor. Similarly, for $\overline{\bar{K}}$ we have,

$$
\begin{aligned}
\hat{\rho} \cdot \overline{\bar{K}}_{S, n}^{[11]}\left(\bar{r}, \bar{r}^{\prime} ; k_{z}\right) \cdot & \hat{\rho}-
\end{aligned} \frac{1}{2} \operatorname{Tr} \overline{\bar{K}}_{S, n}^{[11]}\left(\bar{r}, \bar{r}^{\prime} ; k_{z}\right), ~ \begin{aligned}
2 & A_{n}^{(11)}\left[N_{1 n}^{\rho} N_{1,-n}^{\rho}-N_{1 n}^{\phi} N_{1,-n}^{\phi}-N_{1 n}^{z} N_{1,-n}^{z}\right]+B_{n}^{(11)}\left[M_{1 n}^{\rho} N_{1,-n}^{\rho}-M_{1 n}^{\phi} N_{1,-n}^{\phi}\right. \\
& \left.-M_{1 n}^{z}(\bar{r}) N_{1,-n}^{z}\right]+C_{n}^{(11)}\left[M_{1 n}^{\rho} M_{1,-n}^{\rho}-M_{1 n}^{\phi} M_{1,-n}^{\phi}-M_{1 n}^{z} M_{1,-n}^{z}\right] \\
& \left.+D_{n}^{(11)}\left[N_{1 n}^{\rho} \bar{M}_{1,-n}^{\rho}-N_{1 n}^{\phi} \bar{M}_{1,-n}^{\phi}-N_{1 n}^{z} \bar{M}_{1,-n}^{z}\right]\right) \\
& =: Q_{H}
\end{aligned}
$$

and $Q_{H}$ is the magnetic field contribution to the stress tensor. Using components of the vector wave functions, and by taking $\bar{r}=\bar{r}^{\prime}$, we would have

$$
\begin{aligned}
{\left[N_{1 n}^{\rho} N_{1,-n}^{\rho}-N_{1 n}^{\phi} N_{1,-n}^{\phi}-N_{1 n}^{z} N_{1,-n}^{z}\right] } & =\left(\frac{k_{z}^{2}}{k^{2}}\left[\frac{\mathrm{~d} J_{n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho}\right]^{2}-\frac{n^{2} k_{z}^{2}}{k^{2} \rho^{2}}\left[J_{n}\left(k_{\rho} \rho\right)\right]^{2}-\frac{k_{\rho}^{4}}{k^{2}}\left[J_{n}\left(k_{\rho} \rho\right)\right]^{2}\right) \\
{\left[M_{1 n}^{\rho} M_{1,-n}^{\rho}-M_{1 n}^{\phi} M_{1,-n}^{\phi}-M_{1 n}^{z} M_{1,-n}^{z}\right] } & =\left(\frac{n^{2}}{\rho^{2}}\left[J_{n}\left(k_{\rho} \rho\right)\right]^{2}-\left[\frac{\mathrm{d} J_{n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho}\right]^{2}\right) \\
{\left[M_{1 n}^{\rho} N_{1,-n}^{\rho}-M_{1 n}^{\phi} N_{1,-n}^{\phi}-M_{1 n}^{z} N_{1,-n}^{z}\right] } & =\frac{n k_{z}}{k \rho} J_{n}\left(k_{\rho} \rho\right) \frac{\mathrm{d} J_{-n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho}-\frac{n k_{z}}{k \rho} J_{-n}\left(k_{\rho} \rho\right) \frac{\mathrm{d} J_{n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho}=0 \\
{\left[N_{1 n}^{\rho} \bar{M}_{1,-n}^{\rho}-N_{1 n}^{\phi} \bar{M}_{1,-n}^{\phi}-N_{1 n}^{z} \bar{M}_{1,-n}^{z}\right] } & =\frac{n k_{z}}{k \rho} J_{-n}\left(k_{\rho} \rho\right) \frac{\mathrm{d} J_{n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho}-\frac{n k_{z}}{k \rho} J_{n}\left(k_{\rho} \rho\right) \frac{\mathrm{d} J_{-n}\left(k_{\rho} \rho\right)}{\mathrm{d} \rho}=0
\end{aligned}
$$

Then using vanishing components, the $\rho \rho$ component of the stress tensor arose from the fields inside the cylinder depends can be expressed as

$$
\begin{equation*}
T_{\rho \rho}=-\frac{i \hbar}{8 \pi^{2} c^{2}} \int_{0}^{\infty} \mathrm{d} \zeta \zeta^{2} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{1 \rho}^{2}}\left[Q_{E}(i \zeta)+Q_{H}(i \zeta)\right] \tag{10.6.7}
\end{equation*}
$$

where the total contribution of the electric and magnetic field is given by

$$
\begin{align*}
& Q_{\text {Total }}(\omega)=Q_{E}+Q_{H}  \tag{10.6.8}\\
&=\frac{1}{2}\left(A_{n}^{(11)}+C_{n}^{(11)}\right)\left\{\left[N_{1 n}^{\rho} N_{1,-n}^{\rho}-N_{1 n}^{\phi} N_{1,-n}^{\phi}-N_{1 n}^{z} N_{1,-n}^{z}\right]\right. \\
&\left.+\left[M_{1 n}^{\rho} M_{1,-n}^{\rho}-M_{1 n}^{\phi} M_{1,-n}^{\phi}-M_{1 n}^{z} M_{1,-n}^{z}\right]\right\}
\end{align*}
$$

Noting that the integrand of the stress depends on $k_{z}$ through a quadratic form, then the integral can be simplified to

$$
\begin{equation*}
T_{\rho \rho}=-\frac{i \hbar}{4 \pi^{2} c^{2}} \int_{0}^{\infty} \mathrm{d} \zeta \zeta^{2} \sum_{n=-\infty}^{\infty} \int_{0}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{1 \rho}^{2}}\left[Q_{E}(i \zeta)+Q_{H}(i \zeta)\right] \tag{10.6.9}
\end{equation*}
$$

### 10.6.2 Perfect conductor limit $\varepsilon_{2} \rightarrow \infty$

In the limit of the perfect conductor in the region 2

$$
\begin{align*}
& \xi_{2}=k_{2 \rho} a=a \sqrt{k_{2}^{2}-k_{z}^{2}}  \tag{10.6.10}\\
& \xi_{1}=k_{1 \rho} a=a \sqrt{k_{1}^{2}-k_{z}^{2}}
\end{align*}
$$

Then $\xi_{1} / \xi_{2} \rightarrow 0$ for any finite value of $k_{z}$. Also,

$$
\begin{equation*}
\frac{\xi_{1} k_{2}^{2}}{\xi_{2} k_{1}^{2}} \rightarrow \frac{k_{2}^{2}}{k_{1}^{2}} \frac{\xi_{1}}{k_{2} a}=k_{2} \frac{k_{1 \rho}}{k_{1}^{2}} \rightarrow \infty \tag{10.6.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\xi_{1}^{2} k_{2}}{\xi_{2}^{2} k_{1}} \rightarrow \frac{k_{1 \rho}^{2} k_{2}}{k_{2}^{2} k_{1}}=\frac{k_{1 \rho}^{2}}{k_{2} k_{1}} \rightarrow 0 \tag{10.6.12}
\end{equation*}
$$

Using asymptotic forms of the Hankel function for large arguments we obtain,

$$
\begin{align*}
& C_{n}^{(11)}=-\frac{H_{n}^{(1)}\left(\xi_{1}\right)}{J_{n}\left(\xi_{1}\right)}  \tag{10.6.13}\\
& A_{n}^{(11)}=-\frac{H_{n}^{\prime(1)}\left(\xi_{1}\right)}{J_{n}^{\prime}\left(\xi_{1}\right)}
\end{align*}
$$

The coefficients $B_{n}$ and $D_{n}$ in the limit of $k_{2} \rightarrow \infty$ become zero. Total contribution of the electric and magnetic field inside the cylinder in the radial stress can be written as

$$
\begin{equation*}
T_{\rho \rho}=-\frac{i \hbar}{4 \pi^{2} c^{2}} \int_{0}^{\infty} \mathrm{d} \zeta \zeta^{2} \sum_{n=-\infty}^{\infty} \int_{0}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{1 \rho}^{2}} Q_{\text {Total }}(\omega) \tag{10.6.14}
\end{equation*}
$$

$$
\begin{equation*}
Q_{\text {Total }}(\omega)=-\frac{1}{2}\left(\frac{H_{n}^{(1)}\left(\xi_{1}\right)}{J_{n}\left(\xi_{1}\right)}+\frac{H_{n}^{\prime(1)}\left(\xi_{1}\right)}{J_{n}^{\prime}\left(\xi_{1}\right)}\right) \frac{k_{1 \rho}^{2}}{k_{1}^{2}}\left\{-k_{1 \rho}^{2}\left[\frac{\mathrm{~d} J_{n}\left(k_{1 \rho} \rho\right)}{k_{1 \rho} \mathrm{~d} \rho}\right]^{2}+\left(\frac{n^{2}}{\rho^{2}}-k_{1 \rho}^{2}\right) J_{n}^{2}\left(k_{1 \rho \rho}\right)\right\} \tag{10.6.15}
\end{equation*}
$$

### 10.6.3 Imaginary Frequency

The dyadic Green's function is analytic over the complex $\omega$-plane and by applying a wick rotation we can write the frequency integral over $\omega$ as an integral over the imaginary axis of $\omega=i \zeta$ where,

$$
\begin{equation*}
k^{2}=\omega^{2} \mu \varepsilon=-\frac{\zeta^{2}}{c^{2}} \tag{10.6.16}
\end{equation*}
$$

and also under transformation, $k_{\rho}$ becomes,

$$
\begin{equation*}
k_{\rho}=\sqrt{k^{2}-k_{z}^{2}}=\sqrt{-\frac{\zeta^{2}}{c^{2}}-k_{z}^{2}}= \pm i \sqrt{\frac{\zeta^{2}}{c^{2}}+k_{z}^{2}} \tag{10.6.17}
\end{equation*}
$$

and as a result, all of the Bessel and Hankel functions becomes the modified Bessel and modified Hankel functions, respectively. The sign of $k_{\rho}$ should be selected in accordance with the radiation boundary condition. The outgoing cylindrical waves are proportional to

$$
\begin{equation*}
H_{n}^{(1)}\left(k_{\rho} \rho\right) \propto e^{i k_{\rho} \rho} \quad, \quad \text { as } \quad \rho \rightarrow \infty \tag{10.6.18}
\end{equation*}
$$

Then radiation condition mandates that $\operatorname{Im}\left(k_{\rho}\right)>0$ and thus,

$$
\begin{equation*}
k_{\rho}=i \sqrt{\frac{\zeta^{2}}{c^{2}}+k_{z}^{2}} \tag{10.6.19}
\end{equation*}
$$

On the other hand using the relation between the Bessel and modified Bessel functions

$$
\begin{align*}
J_{n}(i \xi) & =i^{n} I_{n}(\xi)  \tag{10.6.20}\\
H_{n}^{(1)}(i \xi) & =\frac{2}{\pi}(-i)^{n+1} K_{n}(\xi)
\end{align*}
$$

Here, $I_{n}(\xi)$ and $K_{n}(\xi)$ are modified Bessel function of the first and second kind, respectively. For derivative of the modified Bessel functions,

$$
\begin{align*}
J_{n}^{\prime}(i \xi) & =i^{n-1} I_{n}^{\prime}(\xi)  \tag{10.6.21}\\
H_{n}^{\prime(1)}(i \xi) & =\frac{2}{\pi}(-i)^{n+2} K_{n}^{\prime}(\xi)
\end{align*}
$$

then the ratio of the Bessel and Hankel functions for imaginary frequencies will give additional factor of $i$ !

$$
\begin{align*}
\frac{H_{n}^{(1)}(i \xi)}{J_{n}(i \xi)} & =-i \frac{2}{\pi}(-1)^{n} \frac{K_{n}(\xi)}{I_{n}(\xi)}  \tag{10.6.22}\\
\frac{H_{n}^{\prime(1)}(i \xi)}{J_{n}^{\prime}(i \xi)} & =-i \frac{2}{\pi}(-1)^{n} \frac{K_{n}^{\prime}(\xi)}{I_{n}^{\prime}(\xi)}
\end{align*}
$$

and thus the overall result of the stress is real as expected. For an imaginary frequency $k_{1 \rho}$ is pure imaginary and taking $k_{1 \rho} a=i \xi$ we have

$$
\begin{equation*}
k_{1 \rho}^{2} a^{2}=-\xi^{2} \tag{10.6.23}
\end{equation*}
$$

and the stress integral can be rewritten as

$$
\begin{equation*}
T_{\rho \rho}=-\frac{\hbar}{4 \pi^{3} a^{2}} \int_{0}^{\infty} \mathrm{d} \zeta \sum_{n=-\infty}^{\infty}(-1)^{n} \int_{0}^{\infty} \mathrm{d} k_{z}\left(\frac{K_{n}(\xi)}{I_{n}(\xi)}+\frac{K_{n}^{\prime}(\xi)}{I_{n}^{\prime}(\xi)}\right)\left\{\xi^{2}\left[J_{n}^{\prime}(i \xi)\right]^{2}+\left(n^{2}+\xi^{2}\right) J_{n}^{2}(i \xi)\right\} \tag{10.6.24}
\end{equation*}
$$

Now, since the integrand only depends on $k_{z}$ and $\zeta$ through the quadratic form of $\xi=$ $a \sqrt{k_{z}^{2}+\kappa^{2}}$, lets take $\kappa=\zeta / c$ and make the following change of variables

$$
\begin{align*}
\kappa a & =\xi \cos \alpha  \tag{10.6.25}\\
k_{z} a & =\xi \sin \alpha
\end{align*}
$$

here, $0 \leq \xi<\infty$ and $0 \leq \alpha \leq \pi / 2$ and the integral becomes

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} \zeta \int_{0}^{\infty} \mathrm{d} k_{z}=\frac{c}{a^{2}} \int_{0}^{\infty} \mathrm{d}(\kappa a) \int_{0}^{\infty} \mathrm{d}\left(k_{z} a\right)=\frac{c}{a^{2}} \int_{0}^{\infty} \mathrm{d} \xi \xi \int_{0}^{\pi / 2} \mathrm{~d} \alpha=\frac{\pi c}{2 a^{2}} \int_{0}^{\infty} \mathrm{d} \xi \xi \tag{10.6.26}
\end{equation*}
$$

as the integrand does not depend on $\alpha$. With this definition

$$
\begin{equation*}
k_{1}^{2}=\frac{\omega^{2}}{c^{2}}=-\frac{\zeta^{2}}{c^{2}}=-\kappa^{2} \tag{10.6.27}
\end{equation*}
$$

Therefore, the self stress becomes

$$
\begin{equation*}
T_{\rho \rho}=-\frac{\hbar c}{8 \pi^{2} a^{4}} \sum_{n=-\infty}^{\infty} \int_{0}^{\infty} \mathrm{d} \xi \xi\left(\frac{K_{n}(\xi)}{I_{n}(\xi)}+\frac{K_{n}^{\prime}(\xi)}{I_{n}^{\prime}(\xi)}\right)\left\{-\xi^{2} I_{n}^{\prime 2}(\xi)+\left(n^{2}+\xi^{2}\right) I_{n}^{2}(\xi)\right\} \tag{10.6.28}
\end{equation*}
$$

The integral is independent of physical dimension $a$ and the pre-factor correctly has dimension of the mechanical pressure.

### 10.6.4 Stress contribution from fields outside the cylinder

For the stress calculations outside of the cylinder, the relevant Green's function is $\overline{\bar{G}}_{S}^{[22]}\left(\bar{r}, \bar{r}^{\prime}\right)$ that should be inserted into the stress expressions.

$$
\begin{align*}
\overline{\bar{G}}_{S}^{[22]}\left(\bar{r}, \bar{r}^{\prime}\right) & =\sum_{n=-\infty}^{\infty} \frac{i}{8 \pi} \int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{1}{k_{2 \rho}^{2}}\left[\left(A_{n}^{(22)} \bar{M}_{2 n}^{+}\left(\bar{r} ; k_{z}\right)+B_{n}^{(22)} \bar{N}_{2 n}^{+}\left(\bar{r} ; k_{z}\right)\right) \bar{M}_{2,-n}^{+}\left(\bar{r}^{\prime} ;-k_{z}\right)\right. \\
& \left.+\left(C_{n}^{(22)} \bar{N}_{2 n}^{+}\left(\bar{r} ; k_{z}\right)+D_{n}^{(22)} \bar{M}_{2 n}^{+}\left(\bar{r} ; k_{z}\right)\right) \bar{N}_{2, n}^{+}\left(\bar{r}^{\prime} ;-k_{z}\right)\right] \tag{10.6.29}
\end{align*}
$$

However, in order to obtain contribution of the fields outside of cylinder it suffice to replace all of the Hankel functions with Bessel function and vice versa in the inside contribution,

$$
\begin{equation*}
T_{\rho \rho}^{\text {out }}=-\frac{\hbar c}{8 \pi^{2} a^{4}} \sum_{n=-\infty}^{\infty} \int_{0}^{\infty} \mathrm{d} \xi \xi\left(\frac{I_{n}(\xi)}{K_{n}(\xi)}+\frac{I_{n}^{\prime}(\xi)}{K_{n}^{\prime}(\xi)}\right)\left\{-\xi^{2}\left[K_{n}^{\prime}(\xi)\right]^{2}+\left(n^{2}+\xi^{2}\right) K_{n}^{2}(\xi)\right\} \tag{10.6.30}
\end{equation*}
$$

Here, we have taken $k_{2}=k_{1}=k$ which corresponds to the stress on a conductor shell in the free space.

### 10.6.5 Asymptotic expansion of the integrand

From the asymptotic expansion of modified Bessel and Hankel function for large arguments for a fixed value of $n$,

$$
\begin{align*}
& I_{n}(\xi) \approx \frac{e^{\xi}}{\sqrt{2 \pi \xi}}\left[1-\frac{\mu-1}{8 \xi}\right]  \tag{10.6.31}\\
& K_{n}(\xi) \approx \sqrt{\frac{\pi}{2 \xi}}-e^{\xi}\left[1+\frac{\mu-1}{8 \xi}\right]
\end{align*}
$$

and for derivative of the modified Bessel function,

$$
\begin{align*}
& I_{n}^{\prime}(\xi) \approx \frac{e^{\xi}}{\sqrt{2 \pi \xi}}\left[1-\frac{\mu+3}{8 \xi}\right]  \tag{10.6.32}\\
& K_{n}^{\prime}(\xi) \approx-\sqrt{\frac{\pi}{2 \xi}} e^{-\xi}\left[1+\frac{\mu+3}{8 \xi}\right]
\end{align*}
$$

For the inside stress integrand, as $\xi \rightarrow \infty$ we have

$$
\begin{equation*}
\frac{K_{n}(\xi)}{I_{n}(\xi)}+\frac{K_{n}^{\prime}(\xi)}{I_{n}^{\prime}(\xi)} \approx 2 \pi(\Delta-\delta) e^{-2 \xi} \approx-\frac{\pi}{\xi} e^{-2 \xi} \tag{10.6.33}
\end{equation*}
$$

where $\delta=(\mu+3) / 8 \xi$ and $\Delta=(\mu-1) / 8 \xi$ and thus $\delta-\Delta=1 / 2 \xi$. In addition,

$$
\begin{equation*}
\left\{-\xi^{2} I_{n}^{\prime 2}(\xi)+\left(n^{2}+\xi^{2}\right) I_{n}^{2}(\xi)\right\} \approx \xi^{2}\left[-I_{n}^{\prime 2}(\xi)+I_{n}^{2}(\xi)\right] \approx \frac{2}{\pi} \xi e^{\xi}(\delta-\Delta)=\frac{1}{2 \pi} e^{2 \xi} \tag{10.6.34}
\end{equation*}
$$

and the integrand of the stress from field inside of the cylinder for a fixed value of $n$ asymptotes to

$$
\begin{equation*}
\mathcal{T}_{\xi \rightarrow \infty}^{\mathrm{in}}=-1 / 2 \tag{10.6.35}
\end{equation*}
$$

Similarly, for the outside stress integrand, as $\xi \rightarrow \infty$ we have

$$
\begin{equation*}
\mathcal{T}_{\xi \rightarrow \infty}^{\text {out }}=-1 / 2 \tag{10.6.36}
\end{equation*}
$$

Each of the contributions into the stress tensor results in a divergent values, just considering the frequency integral (sum over harmonics intensify the divergence).

### 10.7 Total stress on the Cylindrical shell

Total stress exerted on the perfect conductor shell is the difference of pressure from the fields inside and outside of the cylinder. Consider the Cylindrical shell depicted in Fig. 10.5. For an object with boundary surface of $S$, total electromagnetic force can be written as

$$
\begin{equation*}
\bar{F}^{\mathrm{Net}}=\oint_{S} \mathrm{~d} S \overline{\bar{T}} \cdot \hat{n} \tag{10.7.1}
\end{equation*}
$$



Figure 10.5: Normal to the cylinder
where $\overline{\bar{T}}$ is the Maxwell stress tensor and $\hat{n}$ is the normal to the body of object. Assuming we have the stress tensor inside and outside of the cylinder, the surface $S$ would be total interior and exterior surfaces of the shell and the net normal pressure (Force per unit area) is given by

$$
\begin{gather*}
T_{\rho \rho}^{\mathrm{Net}}=\hat{\rho} \cdot\left(\overline{\bar{T}}^{\mathrm{in}} \cdot \hat{n}_{\text {in }}+\overline{\bar{T}}^{\mathrm{out}} \cdot \hat{n}_{\text {out }}\right)=-\left(T_{\rho \rho}^{\mathrm{in}}-T_{\rho \rho}^{\mathrm{out}}\right)  \tag{10.7.2}\\
T_{\rho \rho}^{\mathrm{Net}}=\frac{\hbar c}{8 \pi^{2} a^{4}} \sum_{n=-\infty}^{\infty} F_{n}^{\mathrm{Net}} \tag{10.7.3}
\end{gather*}
$$

where,

$$
\begin{align*}
F_{n}^{\mathrm{net}} & =\int_{0}^{\infty} \mathrm{d} \xi \xi^{3}\left\{-\left(\frac{K_{n}(\xi)}{I_{n}(\xi)}+\frac{K_{n}^{\prime}(\xi)}{I_{n}^{\prime}(\xi)}\right) I_{n}^{\prime 2}(\xi)+\left(\frac{I_{n}(\xi)}{K_{n}(\xi)}+\frac{I_{n}^{\prime}(\xi)}{K_{n}^{\prime}(\xi)}\right) K_{n}^{\prime 2}(\xi)\right\}  \tag{10.7.4}\\
& +\int_{0}^{\infty} \mathrm{d} \xi \xi\left(n^{2}+\xi^{2}\right)\left\{\left(\frac{K_{n}(\xi)}{I_{n}(\xi)}+\frac{K_{n}^{\prime}(\xi)}{I_{n}^{\prime}(\xi)}\right) I_{n}^{2}(\xi)-\left(\frac{I_{n}(\xi)}{K_{n}(\xi)}+\frac{I_{n}^{\prime}(\xi)}{K_{n}^{\prime}(\xi)}\right) K_{n}^{2}(\xi)\right\}
\end{align*}
$$

The first term can be simplified as

$$
\begin{align*}
-\left(\frac{K_{n}}{I_{n}}+\frac{K_{n}^{\prime}}{I_{n}^{\prime}}\right) I_{n}^{\prime 2}+\left(\frac{I_{n}}{K_{n}}+\frac{I_{n}^{\prime}}{K_{n}^{\prime}}\right) K_{n}^{\prime 2} & =-\frac{1}{I_{n}}\left(K_{n} I_{n}^{\prime 2}+K_{n}^{\prime} I_{n}^{\prime} I_{n}\right)+\frac{1}{K_{n}}\left(I_{n} K_{n}^{\prime 2}+I_{n}^{\prime} K_{n}^{\prime} K_{n}\right) \\
& =\frac{1}{I_{n} K_{n}}\left(-K_{n}^{2} I_{n}^{\prime 2}-I_{n} I_{n}^{\prime} K_{n} K_{n}^{\prime}+I_{n}^{2} K_{n}^{\prime 2}+I_{n} I_{n}^{\prime} K_{n} K_{n}^{\prime}\right)  \tag{10.7.5}\\
& =\frac{1}{I_{n} K_{n}}\left(I_{n}^{2} K_{n}^{\prime 2}-K_{n}^{2} I_{n}^{\prime 2}\right)
\end{align*}
$$

Similarly, the second term can be written as

$$
\begin{align*}
\left(\frac{K_{n}}{I_{n}}+\frac{K_{n}^{\prime}}{I_{n}^{\prime}}\right) I_{n}^{2}-\left(\frac{I_{n}}{K_{n}}+\frac{I_{n}^{\prime}}{K_{n}^{\prime}}\right) K_{n}^{2} & =\frac{1}{I_{n}^{\prime}}\left(K_{n} I_{n} I_{n}^{\prime}+K_{n}^{\prime} I_{n}^{2}\right)-\frac{1}{K_{n}^{\prime}}\left(I_{n}^{\prime} K_{n}{ }^{2}+I_{n} K_{n} K_{n}^{\prime}\right)  \tag{10.7.6}\\
& =\frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\left(I_{n} I_{n}^{\prime} K_{n} K_{n}^{\prime}+I_{n}^{2}{K_{n}^{\prime}}^{2}-I_{n}^{\prime}{ }^{2} K_{n}^{2}-I_{n} I_{n}^{\prime} K_{n} K_{n}^{\prime}\right) \\
& =\frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\left(I_{n}^{2}{K_{n}^{\prime}}^{2}-K_{n}^{2} I_{n}^{\prime}{ }^{2}\right)
\end{align*}
$$

Therefore,

$$
\begin{equation*}
F_{n}^{\mathrm{net}}=\int_{0}^{\infty} \mathrm{d} \xi \xi^{3}\left(I_{n}^{2}{K_{n}^{\prime}}_{n}^{2}-K_{n}^{2} I_{n}^{\prime 2}\right)\left(\frac{1}{I_{n} K_{n}}+\frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\right)+n^{2} \int_{0}^{\infty} \mathrm{d} \xi \xi\left(I_{n}^{2} K_{n}^{\prime 2}-K_{n}^{2} I_{n}^{\prime 2}\right)\left(\frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\right) \tag{10.7.7}
\end{equation*}
$$

Now, for fixed $n$, the asymptotic behavior of the integrand vanishes up to the first order. In other words, two partial stresses from inside and outside fields regularize the total stress but as will be shown the stress expression is still divergent. In addition, the asymptotic behavior of the Bessel function for large argument and fixed order is not useful here as the summation index can be also large. Therefore we need to extract the divergence of the stress that is valid for all the ranges of the argument $\xi$ for large values of $n$. This is where the uniform asymptotic expansion proves useful.

### 10.8 Uniform asymptotic expansion

In order to evaluate the asymptotic behavior of the stress integrals, one may want to use the asymptote of the Bessel function as $\xi \rightarrow \infty$ for a fixed value of $n$. However, this is not valid when $n$ goes to infinity. Another alternative is considering the asymptote of the Bessel functions when $n \rightarrow \infty$ but this is not valid for all ranges of $\xi$. When, $n \rightarrow \infty$, these expansion hold uniformly with respect to $x$ [93],

$$
\begin{align*}
I_{n}(n x) & =\frac{1}{\sqrt{2 \pi n}} \frac{e^{n \eta}}{\left(1+x^{2}\right)^{1 / 4}}\left(1+\sum_{k=1} \frac{u_{k}(t)}{n^{k}}\right)  \tag{10.8.1}\\
K_{n}(n x) & =\sqrt{\frac{\pi}{2 n}} \frac{e^{-n \eta}}{\left(1+x^{2}\right)^{1 / 4}}\left(1+\sum_{k=1}(-)^{k} \frac{u_{k}(t)}{n^{k}}\right)
\end{align*}
$$

and for their derivatives

$$
\begin{align*}
& I_{n}^{\prime}(n x)=\frac{1}{\sqrt{2 \pi n}} \frac{\left(1+x^{2}\right)^{1 / 4}}{x} e^{n \eta}\left(1+\sum_{k=1} \frac{v_{k}(t)}{n^{k}}\right)  \tag{10.8.2}\\
& K_{n}^{\prime}(n x)=-\sqrt{\frac{\pi}{2 n}} \frac{\left(1+x^{2}\right)^{1 / 4}}{x} e^{-n \eta}\left(1+\sum_{k=1}(-)^{k} \frac{v_{k}(t)}{n^{k}}\right)
\end{align*}
$$

Here,

$$
\begin{align*}
& \eta=\sqrt{1+x^{2}}+\ln \frac{x}{1+\sqrt{1+x^{2}}}  \tag{10.8.3}\\
& t=\frac{1}{\sqrt{1+x^{2}}}
\end{align*}
$$

For square of the Bessel functions, up to the first order of the uniform expansion we have

$$
\begin{align*}
I_{n}^{2}(n x) & =\frac{1}{2 \pi n} \frac{e^{2 n \eta}}{\left(1+x^{2}\right)^{1 / 2}}\left(1+2 u_{1} / n\right)  \tag{10.8.4}\\
I_{n}^{\prime 2}(n x) & =\frac{1}{2 \pi n} \frac{\left(1+x^{2}\right)^{1 / 2}}{x^{2}} e^{2 n \eta}\left(1+2 v_{1} / n\right) \\
K_{n}^{2}(n x) & =\frac{\pi}{2 n} \frac{e^{-2 n \eta}}{\left(1+x^{2}\right)^{1 / 2}}\left(1-2 u_{1} / n\right) \\
K_{n}^{\prime 2}(n x) & =\frac{\pi}{2 n} \frac{\left(1+x^{2}\right)^{1 / 2}}{x^{2}} e^{-2 n \eta}\left(1-2 v_{1} / n\right)
\end{align*}
$$

Then for $n \rightarrow \infty$, leading order approximation reads

$$
\begin{equation*}
I_{n}^{2}{K_{n}^{\prime}}^{2}-K_{n}^{2} I_{n}^{\prime 2} \approx-\frac{1}{4 n^{2} x^{2}}\left[\left(1+2 v_{1} / n\right)\left(1-2 u_{1} / n\right)-\left(1+2 u_{1} / n\right)\left(1-2 v_{1} / n\right)\right] \approx-\frac{1}{n^{3} x^{2}}\left(v_{1}-u_{1}\right) \tag{10.8.5}
\end{equation*}
$$

$$
\begin{align*}
& I_{n} K_{n}=\frac{1}{2 n} \frac{1}{\left(1+x^{2}\right)^{1 / 2}}\left(1+\frac{2 u_{2}-u_{1}^{2}}{n^{2}}\right)  \tag{10.8.6}\\
& I_{n}^{\prime} K_{n}^{\prime}=-\frac{1}{2 n} \frac{\left(1+x^{2}\right)^{1 / 2}}{x^{2}}\left(1+\frac{2 v_{2}-v_{1}^{2}}{n^{2}}\right)
\end{align*}
$$

or

$$
\begin{align*}
& \frac{1}{I_{n} K_{n}}=2 n\left(1+x^{2}\right)^{1 / 2}\left(1-\frac{2 u_{2}-u_{1}^{2}}{n^{2}}\right)  \tag{10.8.7}\\
& \frac{1}{I_{n}^{\prime} K_{n}^{\prime}}=-2 n \frac{x^{2}}{\left(1+x^{2}\right)^{1 / 2}}\left(1-\frac{2 v_{2}-v_{1}^{2}}{n^{2}}\right)
\end{align*}
$$

Taking $\xi=n y$ in the expression of stress summand $F_{n}^{\text {net }}$, the stress integrand would be ready for application of uniform expansions.

$$
\begin{equation*}
F_{n}(n \rightarrow \infty)=n^{4} \int_{0}^{\infty} \mathrm{d} y y\left(K_{n}^{2} I_{n}^{\prime 2}-I_{n}^{2}{K_{n}^{\prime}}^{2}\right)\left\{y^{2} \frac{1}{I_{n} K_{n}}+\left(y^{2}+1\right) \frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\right\} \tag{10.8.8}
\end{equation*}
$$

Now, the argument of the Bessel functions is $n y$ and we can use the uniform expansions here,

$$
\begin{gather*}
y^{2} \frac{1}{I_{n} K_{n}}+\left(y^{2}+1\right) \frac{1}{I_{n}^{\prime} K_{n}^{\prime}} \approx 2 n \xi^{2}\left(1+y^{2}\right)^{1 / 2}\left[\left(1-\frac{2 u_{2}-u_{1}^{2}}{n^{2}}\right)-\left(1-\frac{2 v_{2}-v_{1}^{2}}{n^{2}}\right)\right]  \tag{10.8.9}\\
=\frac{2}{n} y^{2}\left(1+y^{2}\right)^{1 / 2}\left[2\left(v_{2}-u_{2}\right)+\left(u_{1}^{2}-v_{1}^{2}\right)\right] \\
I_{n}^{2}{K_{n}^{\prime}}^{2}-K_{n}^{2} I_{n}^{\prime 2} \approx-\frac{1}{4 n^{2} y^{2}}\left[\left(1+2 v_{1} / n\right)\left(1-2 u_{1} / n\right)-\left(1+2 u_{1} / n\right)\left(1-2 v_{1} / n\right)\right] \approx-\frac{1}{n^{3} y^{2}}\left(v_{1}-u_{1}\right) \tag{10.8.10}
\end{gather*}
$$

therefore, the asymptotic expansion of the integrand would be

$$
\begin{equation*}
F_{n}(n \rightarrow \infty)=-2 \int_{0}^{\infty} \mathrm{d} y y\left(1+y^{2}\right)^{1 / 2}\left[2\left(v_{2}-u_{2}\right)+\left(u_{1}^{2}-v_{1}^{2}\right)\right]\left(v_{1}-u_{1}\right) \tag{10.8.11}
\end{equation*}
$$

Note that $u$ and $v$ are functions of $y$. If $t=1 / \sqrt{1+y^{2}}$

$$
\begin{align*}
& u_{1}(t)=\frac{3 t-5 t^{3}}{24}  \tag{10.8.12}\\
& u_{2}(t)=\frac{81 t^{2}-462 t^{4}+385 t^{6}}{1152} \\
& v_{1}(t)=\frac{-9 t+7 t^{3}}{24}  \tag{10.8.13}\\
& v_{2}(t)=\frac{-135 t^{2}+594 t^{4}-455 t^{6}}{1152}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\left[2\left(v_{2}-u_{2}\right)+\left(u_{1}^{2}-v_{1}^{2}\right)\right]\left(v_{1}-u_{1}\right)=\frac{1}{4} t^{3}\left(t^{2}-1\right)\left(-1+4 t^{2}-3 t^{4}\right) \tag{10.8.14}
\end{equation*}
$$

Taking into account that $t^{2}=1 /\left(1+y^{2}\right)$, gives

$$
\begin{align*}
F_{n}(n \rightarrow \infty)= & -2 \int_{0}^{\infty} \mathrm{d} y y\left(1+y^{2}\right)^{1 / 2}\left[2\left(v_{2}-u_{2}\right)+\left(u_{1}^{2}-v_{1}^{2}\right)\right]\left(v_{1}-u_{1}\right)  \tag{10.8.15}\\
= & -\frac{1}{2} \int_{0}^{\infty} \mathrm{d} y \frac{y}{\left(1+y^{2}\right)} \frac{-y^{2}}{\left(1+y^{2}\right)} \frac{-y^{4}+2 y^{2}}{\left(1+y^{2}\right)^{2}} \\
= & -\frac{1}{2} \int_{0}^{\infty} \mathrm{d} y \frac{y^{5}\left(y^{2}-2\right)}{\left(1+y^{2}\right)^{4}} \\
& T_{\rho \rho}^{\mathrm{Net}}=\frac{\hbar c}{8 \pi^{2} a^{4}}\left[\sum_{n=-\infty}^{\infty}\left(F_{n}^{\mathrm{Net}}-F_{\infty}\right)+\sum_{n=-\infty}^{\infty} F_{\infty}\right] \tag{10.8.16}
\end{align*}
$$

The last term is infinite. We can assign a finite value to this summation by Zeta function regularization

$$
\begin{align*}
\sum_{n=-\infty}^{\infty} F_{\infty} & =F_{\infty} \sum_{n=-\infty}^{\infty} n^{0}  \tag{10.8.17}\\
& =\lim _{s \rightarrow 0^{+}}\left[-\frac{1}{2} \int_{0}^{\infty} \mathrm{d} y \frac{y^{5-s}\left(y^{2}-2\right)}{\left(1+y^{2}\right)^{4}}[2 \zeta(s)+1]\right]
\end{align*}
$$

For $s>0$ the integral is convergent and by taking $1+y^{2}=t^{2}$

$$
\begin{align*}
\lim _{s \rightarrow 0^{+}} \int_{0}^{\infty} \mathrm{d} y \frac{y^{5-s}\left(y^{2}-2\right)}{\left(1+y^{2}\right)^{4}} & =\lim _{s \rightarrow 0^{+}} \int_{1}^{\infty} \mathrm{d} t \frac{t\left(t^{2}-1\right)^{2}\left(t^{2}-3\right)\left(t^{2}-1\right)^{-s / 2}}{t^{8}}  \tag{10.8.18}\\
& =\lim _{s \rightarrow 0^{+}} \int_{1}^{\infty} \mathrm{d} t \frac{t\left(t^{2}-1\right)^{2}\left(t^{2}-3\right) t^{-s}}{t^{8}} \\
& =\lim _{s \rightarrow 0^{+}} \int_{1}^{\infty} \mathrm{d} t t^{-(1+s)}+\int_{1}^{\infty} \mathrm{d} t\left[-\frac{5}{t^{3}}+\frac{7}{t^{5}}-\frac{3}{t^{7}}\right]
\end{align*}
$$

$$
\begin{equation*}
\int_{1}^{\infty} \mathrm{d} t\left[-\frac{5}{t^{3}}+\frac{7}{t^{5}}-\frac{3}{t^{7}}\right]=-\frac{5}{4} \tag{10.8.19}
\end{equation*}
$$

therefore,

$$
\begin{gather*}
\lim _{s \rightarrow 0^{+}} \int_{0}^{\infty} \mathrm{d} y \frac{y^{5-s}\left(y^{2}-2\right)}{\left(1+y^{2}\right)^{4}}=\lim _{s \rightarrow 0^{+}}\left[\frac{1}{s}-\frac{5}{4}\right]  \tag{10.8.20}\\
\sum_{n=-\infty}^{\infty} F_{\infty}=-\frac{1}{2} \lim _{s \rightarrow 0^{+}}\left[\frac{1}{s}-\frac{5}{4}\right][2 \zeta(s)+1]  \tag{10.8.21}\\
=-\frac{1}{2} \lim _{s \rightarrow 0^{+}}\left[\frac{1}{s}-\frac{5}{4}\right]\left[2 \zeta^{\prime}(s) s\right]=-\zeta^{\prime}(0)=\frac{1}{2} \ln (2 \pi)
\end{gather*}
$$

where the second equality is result of formal definition of the derivative of the Zeta function at $s=0$. As $s \rightarrow 0$

$$
\begin{equation*}
\zeta^{\prime}(s)=\frac{\zeta(s)-\zeta(0)}{s} \tag{10.8.22}
\end{equation*}
$$

using $\zeta(0)=-1 / 2$ we have $2 \zeta(s)+1=2 \zeta^{\prime}(s) s$.

$$
\begin{align*}
T_{\rho \rho}^{\mathrm{Net}} & =\frac{\hbar c}{8 \pi^{2} a^{4}}\left[\sum_{n=-\infty}^{\infty}\left(F_{n}^{\mathrm{Net}}-F_{\infty}\right)+\frac{1}{2} \ln (2 \pi)\right]  \tag{10.8.23}\\
& =\frac{\hbar c}{8 \pi^{2} a^{4}}\left[\sum_{n=-\infty}^{\infty} \tilde{F}_{n}+\frac{1}{2} \ln (2 \pi)\right]
\end{align*}
$$

Where $\tilde{F}_{n}$ is the renormalized stress term.

$$
\begin{align*}
\tilde{F}_{n} & =\int_{0}^{\infty} \mathrm{d} \xi \xi^{3}\left(I_{n}^{2}{K_{n}^{\prime}}^{2}-K_{n}^{2} I_{n}^{\prime 2}\right)\left(\frac{1}{I_{n} K_{n}}+\frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\right)+n^{2} \int_{0}^{\infty} \mathrm{d} \xi \xi\left(I_{n}^{2} K_{n}^{\prime 2}-K_{n}^{2} I_{n}^{\prime 2}\right)\left(\frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\right)  \tag{10.8.24}\\
& +\frac{1}{2} \int_{0}^{\infty} \mathrm{d} y \frac{y^{5}\left(y^{2}-2\right)}{\left(1+y^{2}\right)^{4}}
\end{align*}
$$

For $n \neq 0$ we should change back to $y=\xi / n$ in the last added integral that results in

$$
\begin{align*}
& \tilde{F}_{n \neq 0}=\int_{0}^{\infty} \mathrm{d} \xi \xi^{3}\left(I_{n}^{2}{K_{n}^{\prime}}^{2}-K_{n}^{2} I_{n}^{\prime 2}\right)\left(\frac{1}{I_{n} K_{n}}+\frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\right)+n^{2} \int_{0}^{\infty} \mathrm{d} \xi \xi\left(I_{n}^{2} K_{n}^{\prime 2}-K_{n}^{2} I_{n}^{\prime 2}\right)\left(\frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\right) \\
& \quad+\frac{1}{2} \int_{0}^{\infty} \mathrm{d} \xi \frac{\xi^{5}\left(\xi^{2}-2 n^{2}\right)}{\left(n^{2}+\xi^{2}\right)^{4}} \\
& \tilde{F}_{n \neq 0}=\int_{0}^{\infty} \mathrm{d} \xi\left\{\xi\left(I_{n}^{2}{K_{n}^{\prime}}^{2}-K_{n}^{2}{I_{n}^{\prime}}^{2}\right)\left[\xi^{2}\left(\frac{1}{I_{n} K_{n}}+\frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\right)+n^{2}\left(\frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\right)\right]+\frac{\xi^{5}\left(\xi^{2}-2 n^{2}\right)}{2\left(n^{2}+\xi^{2}\right)^{4}}\right\} \tag{10.8.26}
\end{align*}
$$



Figure 10.6: Zeroth harmonic to the stress contribution


Figure 10.7: First four harmonic contribution to the stress

$$
\begin{equation*}
\tilde{F}_{n=0}=\int_{0}^{\infty} \mathrm{d} \xi\left\{\xi\left(I_{n}^{2}{K_{n}^{\prime}}^{2}-K_{n}^{2} I_{n}^{\prime 2}\right)\left[\xi^{2}\left(\frac{1}{I_{n} K_{n}}+\frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\right)+n^{2}\left(\frac{1}{I_{n}^{\prime} K_{n}^{\prime}}\right)\right]+\frac{\xi^{5}\left(\xi^{2}-2\right)}{2\left(1+\xi^{2}\right)^{4}}\right\} \tag{10.8.27}
\end{equation*}
$$

The total stress on the cylinder is

$$
\begin{equation*}
T_{\rho \rho}^{\mathrm{Net}}=\frac{\hbar c}{8 \pi^{2} a^{4}}\left[\tilde{F}_{0}+2 \sum_{n=1}^{\infty} \tilde{F}_{n}+\frac{1}{2} \ln (2 \pi)\right] \tag{10.8.28}
\end{equation*}
$$

Numerical integration gives

$$
\begin{aligned}
\tilde{F}_{0} & =8 \pi(-0.051857) \\
2 \sum_{n=1}^{\infty} \tilde{F}_{n} & =8 \pi(0.001744)
\end{aligned}
$$

Therefore, total stress would be

$$
\begin{equation*}
T_{\rho \rho}=\frac{\hbar c}{\pi a^{4}}\left(-0.051857+0.001744+\frac{1}{16 \pi} \ln (2 \pi)\right)=\frac{\hbar c}{\pi a^{4}}(-0.01355) \tag{10.8.29}
\end{equation*}
$$

which is the same as Milton's result [159, 168].

## Appendix A: Scalar Green's Function in Different Dimensions

For a 3 dimensional problem that involve the 3D wave equation operator, like determining the scalar potential $\phi(\bar{r})$ in terms of the given source function (charge density) of $S(\bar{r})$ that follows

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \phi(\bar{r})=-S(\bar{r}) \tag{.0.30}
\end{equation*}
$$

subject to radiation condition at infinity. In order to find the potential everywhere for an arbitrary source function, the Green's function $G_{3 \mathrm{D}}\left(\bar{r}, \bar{r}^{\prime}\right)$ of the wave equation operator $\left(\nabla^{2}+k^{2}\right)$ with unit source can be solved in spherical coordinate to yield the closed form solution of

$$
\begin{equation*}
G_{3 \mathrm{D}}\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{e^{i k\left|\bar{r}-\bar{r}^{\prime}\right|}}{4 \pi\left|\bar{r}-\bar{r}^{\prime}\right|} \tag{.0.31}
\end{equation*}
$$

and the solution of the scalar potential for given forcing function can be obtained as

$$
\begin{equation*}
\phi(\bar{r})=\int \mathrm{d}^{3} \bar{r}^{\prime} G_{3 \mathrm{D}}\left(\bar{r}, \bar{r}^{\prime}\right) S\left(\bar{r}^{\prime}\right) \tag{.0.32}
\end{equation*}
$$

The 3D scalar Green's function of (.0.31), represent a spherical wave emanating from the point source. Now, if we assume that the charge density $S(\bar{r})$ is uniform along a direction in space (say $z$ ) and depends only on $\bar{\rho}$, where $\bar{r}=(\bar{\rho}, z)$, then, the scalar potential can be written as

$$
\begin{equation*}
\phi(\bar{r})=\int \mathrm{d}^{2} \bar{\rho}^{\prime} S\left(\bar{\rho}^{\prime}\right)\left[\int_{-\infty}^{\infty} \mathrm{d} z^{\prime} G_{3 \mathrm{D}}\left(\bar{r}, \bar{r}^{\prime}\right)\right] \tag{.0.33}
\end{equation*}
$$

According to reciprocity, the Green's function is symmetric under $z \leftrightarrow z^{\prime}$ and the integration can be perform over $z$, equally. In order to evaluate the integration over $z$, introducing Fourier transform pair of

$$
\begin{align*}
G\left(z-z^{\prime} ; \bar{\rho}, \bar{\rho}^{\prime}\right) & =\int \frac{\mathrm{d} k_{z}}{2 \pi} G\left(k_{z} ; \bar{\rho}, \bar{\rho}^{\prime}\right) e^{i k_{z}\left(z-z^{\prime}\right)}  \tag{.0.34}\\
G\left(k_{z} ; \bar{\rho}, \bar{\rho}^{\prime}\right) & =\int \mathrm{d} z G\left(z-z^{\prime} ; \bar{\rho}, \bar{\rho}^{\prime}\right) e^{-i k_{z}\left(z-z^{\prime}\right)}
\end{align*}
$$

and substituting in the scalar wave equation for the Green's function, it yields

$$
\begin{equation*}
\left(\nabla_{\rho}^{2}+k_{\rho}^{2}\right) G\left(k_{z} ; \bar{\rho}, \bar{\rho}^{\prime}\right)=-\delta\left(\bar{\rho}-\bar{\rho}^{\prime}\right) \tag{.0.35}
\end{equation*}
$$

where $k_{\rho}^{2}=k^{2}-k_{z}^{2}$, and the differential equation can be solved directly in the cylindrical coordinate and accepts the solution of

$$
\begin{equation*}
G\left(k_{z} ; \bar{\rho}, \bar{\rho}^{\prime}\right)=\frac{i}{4} H_{0}^{(1)}\left(k_{\rho}\left|\bar{\rho}-\bar{\rho}^{\prime}\right|\right) \tag{.0.36}
\end{equation*}
$$

Which is the solution of 2D wave equation with unit source subject to the Sommerfeld radiation condition. Upon evaluating the Fourier transform of (.0.52) at $k_{z}=0$ it yields the expression of the desired integral. Therefore,

$$
\begin{equation*}
\frac{i}{4} H_{0}^{(1)}\left(k\left|\bar{\rho}-\bar{\rho}^{\prime}\right|\right):=G_{2 \mathrm{D}}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)=\int_{-\infty}^{\infty} \mathrm{d} z^{\prime} G_{3 \mathrm{D}}\left(\bar{r}, \bar{r}^{\prime}\right) \tag{.0.37}
\end{equation*}
$$

Therefore, the wave function associated with the source $S(\bar{\rho})$ that does not depend on $z$ can be written as

$$
\begin{equation*}
\phi(\bar{\rho})=\int \mathrm{d}^{2} \bar{\rho}^{\prime} G_{2 \mathrm{D}}\left(\bar{\rho}, \bar{\rho}^{\prime}\right) S\left(\bar{\rho}^{\prime}\right) \tag{.0.38}
\end{equation*}
$$

That also shows that the field does not depends on $z$ as well.This source function is description of a line charge along $z$ and the 2D Green's function describes a cylindrical wave emanating from the axis of the charge density. Now, if we assume that the source function is only function of one variable, say $x$, then the potential can be computed as

$$
\begin{equation*}
\phi(x)=\int_{-\infty}^{\infty} \mathrm{d} x^{\prime} S\left(x^{\prime}\right)\left[\int_{-\infty}^{\infty} \mathrm{d} y^{\prime} G_{2 \mathrm{D}}\left(\bar{\rho}, \bar{\rho}^{\prime}\right)\right] \tag{.0.39}
\end{equation*}
$$

Following the same procedure to compute the integral of the 2D Green's function with respect to $y^{\prime}$, the Fourier transform of the 2D Green's function with respect to $y, G_{2 \mathrm{D}}\left(k_{y} ; x, x^{\prime}\right)$ satisfies,

$$
\begin{equation*}
\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+k_{x}^{2}\right) G_{2 \mathrm{D}}\left(k_{y} ; x, x^{\prime}\right)=-\delta\left(x-x^{\prime}\right) \tag{.0.40}
\end{equation*}
$$

Subject to radiation condition and here, $k_{x}^{2}=k^{2}-k_{y}^{2}$. The solution can be obtained by solving the differential equation directly,

$$
\begin{equation*}
G_{2 \mathrm{D}}\left(k_{y} ; x, x^{\prime}\right)=\frac{i}{2 k_{x}} e^{i k_{x}\left|x-x^{\prime}\right|} \tag{.0.41}
\end{equation*}
$$

By taking $k_{y}=0$ in the Fourier transform the integral with respect to $y^{\prime}$ can be computed as

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} y^{\prime} G_{2 \mathrm{D}}\left(\bar{\rho}, \bar{\rho}^{\prime}\right):=G_{1 \mathrm{D}}\left(x, x^{\prime}\right)=\frac{i}{2 k} e^{i k\left|x-x^{\prime}\right|} \tag{.0.42}
\end{equation*}
$$

which is defined as one dimensional Green's function. The source that is independent of the $y, z$ describe a sheet of charge and (.0.42) simply predict its radiation as one dimensional upward and downward propagating Cartesian plane waves away from the sheet.

Putting everything together, we have the following identity between Green's functions in various dimensions,

$$
\begin{equation*}
\frac{i}{2 k} e^{i k\left|x-x^{\prime}\right|}=\int_{-\infty}^{\infty} \mathrm{d} y \frac{i}{4} H_{0}^{(1)}\left(k_{\rho}\left|\bar{\rho}-\bar{\rho}^{\prime}\right|\right)=\int_{-\infty}^{\infty} \mathrm{d} y \int_{-\infty}^{\infty} \mathrm{d} z \frac{e^{i k\left|\bar{r}-\bar{r}^{\prime}\right|}}{4 \pi\left|\bar{r}-\bar{r}^{\prime}\right|} \tag{.0.43}
\end{equation*}
$$

# Appendix B: Spectral Expansion of Dyadic Green's Function 

Plane Wave Expansion of the Scalar Free Green's Function

Let's first consider the free scalar Green's function $G\left(\bar{r}, \bar{r}^{\prime}\right)$ that satisfies the scalar wave equation, can be expanded as a sum of Cartesian plane wave by a 3D Fourier integral representation

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\int \frac{\mathrm{d}^{3} \bar{k}}{(2 \pi)^{3}} e^{i \bar{k} \cdot \bar{r}} G(\bar{k}) \tag{.0.44}
\end{equation*}
$$

Substituting this expansion into the wave equation $\left(\nabla^{2}+k_{0}^{2}\right) G\left(\bar{r}, \bar{r}^{\prime}\right)=-\delta\left(\bar{r}-\bar{r}^{\prime}\right)$ and using the completeness relation of plane waves as

$$
\begin{equation*}
\delta\left(\bar{r}-\bar{r}^{\prime}\right)=\int \frac{\mathrm{d}^{3} \bar{k}}{(2 \pi)^{3}} e^{i \bar{k} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \tag{.0.45}
\end{equation*}
$$

yields the spectral content of the Green's function as

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\int \frac{\mathrm{d}^{3} \bar{k}}{(2 \pi)^{3}} \frac{e^{i \bar{k} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}}{k^{2}-k_{0}^{2}} \tag{.0.46}
\end{equation*}
$$

Here, $k^{2}=\bar{k} \cdot \bar{k}$ and $\bar{k}$ is an arbitrary vector in the spectral space and therefore $e^{i \bar{k} \cdot \bar{r}}$ is not necessarily a plane wave propagating in space as it does not satisfy the dispersion relation of the free space $\bar{k} \cdot \bar{k}=\omega^{2} \mu \varepsilon$ in general. However, the poles in the integrand corresponds to a propagating mode with $k=k_{0}$. In general wave vector $\bar{k}$ has 3D degrees of freedom but in order to have a wave that is consistent with the Maxwell's equations, $\bar{k}$ should be on the dispersion sphere. This would reduce the degrees of freedom in a plane wave to 2 . By integration over one of dimensions, say $k_{z}$ which consists of the following integral

$$
\begin{equation*}
I=\int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{e^{i k_{z}\left(z-z^{\prime}\right)}}{k_{z}^{2}-k_{p}^{2}} \quad, k_{p}^{2}=k_{0}^{2}-k_{x}^{2}-k_{y}^{2} \tag{.0.47}
\end{equation*}
$$

the additional degree of freedom can be removed. The integral $I$ can be evaluated by complex integration over a contour that includes the real line in the complex $k_{z}$-plane. Noting that if $\operatorname{Im}\left(k_{z}\right)=0$ the integral is undefined over the real axis. So, In order to ensure the radiation condition, we assume that there is small amount of loss in medium for the purpose of integration (After integration we allow the medium be lossless). The radiation condition mandates that $\operatorname{Im}\left(k_{z}\right)>0$ in order to have finite field quantities as $z \rightarrow \infty$.

For $z>z^{\prime}$, proper contour of integration $\gamma_{u}$ is depicted in Fig. 8. The integrand over the semicircle in the upper half plane goes to zero when $z>z^{\prime}$ as the semicircle radius goes
to infinity. Choosing the proper contour make the integrand to be ready for application of the Jordan's lemma (The integral over the semi-circle at infinity is zero)


Figure 8: Proper contour of integration on complex $k_{z}$ plane. For $z>z^{\prime}\left(z<z^{\prime}\right)$ the integrand satisfies the radiation condition on $\gamma_{u}\left(\gamma_{l}\right)$.

The integrand has only one singular point at $k_{z}=k$ within the contour of integration. Using the Residue theorem, for $z>z^{\prime}$ we have [60],

$$
\begin{equation*}
I=\int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{e^{i k_{z}\left(z-z^{\prime}\right)}}{k_{z}^{2}-k_{p}^{2}}=\oint_{\gamma_{u}} \mathrm{~d} k_{z} \frac{e^{i k_{z}\left(z-z^{\prime}\right)}}{k_{z}^{2}-k_{p}^{2}}=2 \pi i \frac{e^{i k_{p}\left(z-z^{\prime}\right)}}{2 k_{p}} \tag{.0.48}
\end{equation*}
$$

Similarly, for $z<z^{\prime}$, the proper contour of integration is $\gamma_{l}$ that results in

$$
\begin{equation*}
I=\int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{e^{i k_{z}\left(z-z^{\prime}\right)}}{k_{z}^{2}-k_{p}^{2}}=\oint_{\gamma_{l}} \mathrm{~d} k_{z} \frac{e^{i k_{z}\left(z-z^{\prime}\right)}}{k_{z}^{2}-k_{p}^{2}}=2 \pi i \frac{e^{-i k_{p}\left(z-z^{\prime}\right)}}{-2 k_{p}} \times(-1)=2 \pi i \frac{e^{-i k_{p}\left(z-z^{\prime}\right)}}{2 k_{p}} \tag{.0.49}
\end{equation*}
$$

Recent results can be combined in a more compact form

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} k_{z} \frac{e^{i k_{z}\left(z-z^{\prime}\right)}}{k_{z}^{2}-k_{p}^{2}}=2 \pi i \frac{e^{i k_{p}\left|z-z^{\prime}\right|}}{2 k_{p}} \tag{.0.50}
\end{equation*}
$$

Note that $k_{z}$ is not an independent variable anymore. Replacing $k_{p}$ with $k_{z}$ and remembering that $k_{z}=\left(k_{0}^{2}-k_{x}^{2}-k_{y}^{2}\right)^{1 / 2}$,

$$
\begin{equation*}
G\left(\bar{r}, \bar{r}^{\prime}\right)=\frac{i}{2} \int \frac{\mathrm{~d}^{2} \bar{k}_{\perp}}{(2 \pi)^{2}} e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)} \frac{e^{i k_{z}\left|z-z^{\prime}\right|}}{k_{z}} \tag{.0.51}
\end{equation*}
$$

This is the plane wave expansion of the scalar Green's function in term of scalar plane waves with definite wave number along $z$ direction.

## Plane Wave Expansion of the Dyadic Green's Function

The dyadic Green's function in free space can be obtained from the scalar Green's function through,

$$
\begin{equation*}
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\left[\overline{\bar{I}}+\frac{\nabla \nabla}{k_{0}^{2}}\right] G\left(\bar{r}, \bar{r}^{\prime}\right) \tag{.0.52}
\end{equation*}
$$

Notice that the relation (.0.52) is only valid for determination of the free space dyadic Green's function from the scalar one. For bounded regions, although (.0.52) satisfies the vector wave equation, it may not satisfy the border conditions of the electric field. In order to obtain such representation for dyadic Green's function of free space, $\nabla \nabla=\hat{x_{i}} \hat{x}_{j} \partial_{i} \partial_{j}$ should operate on $G\left(\bar{r}-\bar{r}^{\prime}\right)$. However, due to the presence of $\left|z-z^{\prime}\right|$ function in the exponent of the integrand, which is not a differentiable function, there would be a discontinuity at $z=z^{\prime}$ (source point) in the first derivative of $G\left(\bar{r}-\bar{r}^{\prime}\right)$, i.e $\partial_{z} g(\bar{r}-\bar{r})$,

$$
\begin{equation*}
\frac{\partial}{\partial z} G(\bar{r}-\bar{r})=-\frac{1}{2} \operatorname{sgn}\left(z-z^{\prime}\right) \int \frac{\mathrm{d}^{2} \bar{k}_{\perp}}{(2 \pi)^{2}} e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)} e^{i k_{z}\left|z-z^{\prime}\right|} \tag{.0.53}
\end{equation*}
$$

where $\operatorname{sgn}(\cdot)$ is the sign function. This is always the case for the Green's function in the source region that the second derivative is singular. As a consequence, $\partial_{z}^{2} G\left(\bar{r}-\bar{r}^{\prime}\right)$ has a delta function singularity at $z=z^{\prime}$. Taking the second derivative gives with respect to $z$ yields

$$
\begin{aligned}
\frac{\partial^{2}}{\partial z^{2}} g\left(\bar{r}, \bar{r}^{\prime}\right) & =-\frac{1}{2}\left[\frac{\partial}{\partial z} \operatorname{sgn}\left(z-z^{\prime}\right)\right] \int \frac{\mathrm{d}^{2} \bar{k}_{\perp}}{(2 \pi)^{2}} e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)} e^{i k_{z}\left|z-z^{\prime}\right|} \\
& -\frac{i}{2} \operatorname{sgn}\left(z-z^{\prime}\right)^{2} \int \frac{\mathrm{~d}^{2} \bar{k}_{\perp}}{(2 \pi)^{2}} k_{z} e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)} e^{i k_{z}\left|z-z^{\prime}\right|}
\end{aligned}
$$

Here, $\operatorname{sgn}\left(z-z^{\prime}\right)^{2}=1$ and $\partial_{z} \operatorname{sgn}\left(z-z^{\prime}\right)=2 \delta\left(z-z^{\prime}\right)$. The second term is regular and the singular part of the dyadic Green's function is given by

$$
\begin{equation*}
\overline{\bar{G}}_{\text {Singular }}=\frac{\hat{z} \hat{z}}{k_{0}^{2}} \frac{\partial^{2} g\left(\bar{r}-\bar{r}^{\prime}\right)}{\partial z^{2}}=-\frac{\hat{z} \hat{z}}{k_{0}^{2}} \delta\left(z-z^{\prime}\right) \int \frac{\mathrm{d}^{2} \bar{k}_{\perp}}{(2 \pi)^{2}} e^{i \bar{k}_{\perp} \cdot\left(\bar{r}_{\perp}-\bar{r}_{\perp}^{\prime}\right)}=-\frac{\hat{z} \hat{z}}{k_{0}^{2}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{.0.54}
\end{equation*}
$$

The singular part of the dyadic Green's function found to be proportional to $\hat{z} \hat{z}$. This is the direct consequence of performing the $k_{z}$ spectral integral first that resulted in plane waves with definite wave number along $z$ direction. Now, the singularity is extracted and we can perform differentiation without being worried about singularity at the source point. Since the plane waves are eigenfunction of $\nabla$, operation of $\nabla$ on the eigenfunctions can be replaced by its eigenvalue $i \bar{k}$. Therefore,

$$
\begin{equation*}
\overline{\bar{G}}^{\gtrless}\left(\bar{r}, \bar{r}^{\prime}\right)=-\frac{\hat{z} \hat{z}}{k_{0}^{2}} \delta\left(\bar{r}-\bar{r}^{\prime}\right)+\frac{i}{2} \int \frac{\mathrm{~d}^{2} \bar{k}_{\perp}}{(2 \pi)^{2}} \frac{1}{k_{z}}\left[\overline{\bar{I}}-\hat{k}^{ \pm} \hat{k}^{ \pm}\right] e^{i \bar{k}^{ \pm} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)} \tag{.0.55}
\end{equation*}
$$

Where the upward/downward propagating wave vectors are defined as $\bar{k}^{ \pm}=k_{x} \hat{x}+k_{y} \hat{y} \pm$ $k_{z} \hat{z}$.

The Dirac delta function term is known as the singularity of the Green's function and and it is important in calculating the fields in the source region. It is closely related to the
hyper-singularity of the dyadic Green's function and principal value exclusion volume in the spatial domain. With a spectral expansion of the dyadic Green's function, the singular part comes out as according to the spectral expansion that is used. The dyad $\overline{\bar{I}}-\hat{k}^{ \pm} \hat{k}^{ \pm}$is a transverse dyad (with respect to propagation direction). We can define horizontal (TE) and vertical (TM) polarizations unit vector for specific propagation direction $\hat{k}$ as follows

$$
\begin{aligned}
& \hat{e}\left( \pm k_{z}\right)=\frac{\hat{k}^{ \pm} \times \hat{z}}{|\hat{k} \times \hat{z}|}=\frac{k_{y} \hat{x}-k_{x} \hat{y}}{\sqrt{k_{x}^{2}+k_{y}^{2}}}=\frac{1}{k_{\rho}}\left(k_{y} \hat{x}-k_{x} \hat{y}\right) \\
& \hat{h}\left( \pm k_{z}\right)=\hat{e}\left( \pm k_{z}\right) \times \hat{k}^{ \pm}=\mp \frac{k_{z}}{k k_{\rho}}\left(k_{y} \hat{x}+k_{y} \hat{y}\right)+\frac{k_{\rho}}{k} \hat{z}
\end{aligned}
$$

Note that $\hat{e}\left(k_{z}\right)$ does not depend on $k_{z}$, hence $\hat{e}\left(-k_{z}\right)=\hat{e}\left(k_{z}\right)$. These unit vectors are natural as if the electric field is polarized along $\hat{e}\left(k_{z}\right)$ and the wave is propagating along $\bar{k}^{+}$, then $\hat{h}\left(k_{z}\right)$ would show the direction of magnetic field. A complete set of orthonormal vectors ( $\hat{h}, \hat{e}, \hat{k}$ ), can be used to expand the unit dyad,

$$
\begin{equation*}
\overline{\bar{I}}-\hat{k}^{ \pm} \hat{k}^{ \pm}=\hat{h}\left( \pm k_{z}\right) \hat{h}\left( \pm k_{z}\right)+\hat{e}\left( \pm k_{z}\right) \hat{e}\left( \pm k_{z}\right) \tag{.0.56}
\end{equation*}
$$

Substitution recent representation into (.0.55) gives [60]

$$
\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=-\frac{\hat{z} \hat{z}}{k_{0}^{2}} \delta\left(\bar{r}-\bar{r}^{\prime}\right)+\frac{i}{2(2 \pi)^{2}} \int \mathrm{~d}^{2} \bar{k}_{\perp} \frac{1}{k_{z}} \begin{cases}{\left[\hat{h}\left(+k_{z}\right) \hat{h}\left(+k_{z}\right)+\hat{e}\left(+k_{z}\right) \hat{e}\left(+k_{z}\right)\right] e^{i \bar{k}^{+} \cdot\left(\vec{r}-\bar{r}^{\prime}\right)}} & z>z^{\prime}  \tag{.0.57}\\ {\left[\hat{h}\left(-k_{z}\right) \hat{h}\left(-k_{z}\right)+\hat{e}\left(-k_{z}\right) \hat{e}\left(-k_{z}\right)\right] e^{i \bar{k}^{-} \cdot\left(\bar{r}-\bar{r}^{\prime}\right)}} & z<z^{\prime}\end{cases}
$$

This is complete expansion of the free dyadic Green's function in terms of the polarized plane waves.

## Appendix C: Extinction Theorem

The Extinction theorem is the basis of the integral equation formalism for electromagnetic scattering and propagation in terms of equivalent surface fields. Assume a homogeneous scatterer with material properties of $\mu_{1}, \varepsilon_{1}$ that occupies region $V_{1}$ of space as depicted in Fig. 9. The scatterer is illuminated by a current element $\bar{J}(\bar{r})$ with support in the region $V$. Here, the entire space is decompose to $V_{1}$ and $V$ such that, $V_{1} \cup V=\mathbb{R}^{3}$.


Figure 9: The scatterer in the background medium which is illuminated by the current source $\bar{J}(\bar{r})$.

Assume that the solution of the Maxwell's equations in both regions are given by ( $\bar{E}, \bar{H}$ ) and ( $\bar{E}_{1}, \bar{H}_{1}$ ). Outside of the scatterer in region $V$, the electric field $\bar{E}(\bar{r})$ satisfies the vector wave equation with wavenumber $k$ as

$$
\begin{equation*}
\nabla \times \nabla \times \bar{E}(\bar{r})-k^{2} \bar{E}(\bar{r})=i \omega \mu \bar{J}(\bar{r}) \tag{.0.58}
\end{equation*}
$$

where $k^{2}=\omega^{2} \mu \varepsilon$. Free dyadic Green's function with wave number $k$ also satisfies the wave equation of the same kind,

$$
\begin{equation*}
\nabla \times \nabla \times \overline{\bar{G}}\left(\bar{r}, r^{\prime}\right)-k^{2} \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{.0.59}
\end{equation*}
$$

subject to the radiation condition at infinity. Multiplying Eq.(.0.58) by $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)$ from right hand side and Eq.(.0.59) by $\bar{E}(\bar{r})$ from left hand side and upon subtracting those and integrating the result over volume $V$ we arrive at,

$$
\begin{align*}
\int_{V} \mathrm{~d}^{3} \bar{r}\left[\nabla \times \nabla \times \bar{E}(\bar{r}) \cdot \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)\right. & \left.-\bar{E}(\bar{r}) \cdot \nabla \times \nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)\right]  \tag{.0.60}\\
& =i \omega \mu \int_{V} \mathrm{~d}^{3} \bar{r} \bar{J}(\bar{r}) \cdot \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)- \begin{cases}\bar{E}\left(\bar{r}^{\prime}\right) & \bar{r}^{\prime} \in V \\
\overline{0} & \bar{r}^{\prime} \notin V\end{cases}
\end{align*}
$$

The first term on the right hand side is the electric field radiated from the source $\bar{J}(\bar{r})$ in free space and is independent of the boundaries. Let's call it the incident field $\bar{E}_{\text {inc }}$,

$$
\begin{equation*}
\bar{E}_{\mathrm{inc}}\left(\bar{r}^{\prime}\right)=i \omega \mu \int_{V} \mathrm{~d}^{3} \bar{r} \bar{J}(\bar{r}) \cdot \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=i \omega \mu \int_{V} \mathrm{~d}^{3} \bar{r} \overline{\bar{G}}\left(\bar{r}^{\prime}, \bar{r}\right) \cdot \bar{J}(\bar{r}) \tag{.0.61}
\end{equation*}
$$

where the reciprocity relation of the free dyadic Green's function is used. If we perform integration by part on the second term in the bracket twice with the help of vector identity $\nabla \cdot(\bar{A} \times \bar{B})=\bar{B} \cdot \nabla \times \bar{A}-\bar{A} \cdot \nabla \times \bar{B},(.0 .60)$ can be written as

$$
\bar{E}_{\mathrm{inc}}\left(\bar{r}^{\prime}\right)-\oint_{\partial V} \mathrm{~d} S \hat{n} \cdot\left[\bar{E}(\bar{r}) \times \nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)+\nabla \times \bar{E}(\bar{r}) \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)\right]= \begin{cases}\bar{E}\left(\bar{r}^{\prime}\right) & \bar{r}^{\prime} \in V  \tag{.0.62}\\ \overline{0} & \bar{r}^{\prime} \notin V\end{cases}
$$

Here, $\hat{n}$ is the unit normal on the surface of volume $V$ that points out of $V$. Now, the closed boundary of $V$ contains two surfaces; one is $\partial V_{1}$ and the other surface is a surface at infinitely $S_{\infty}$ that entirely encompass $V$, as depicted in Fig. 9. Because all the sources are localized inside the volume $V$, the radiation condition mandates that fields decay faster than $1 / r$ as $r \rightarrow \infty$ and therefore,

$$
\begin{equation*}
\oint_{S_{\infty}} \mathrm{d} S \hat{n}_{\infty} \cdot\left[\bar{E}(\bar{r}) \times \nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)+\nabla \times \bar{E}(\bar{r}) \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)\right]=0 \tag{.0.63}
\end{equation*}
$$

(There is another way of incorporating the incident field by assuming that the source of incident field is infinitely far away, and starting with homogeneous wave equation for the electric field. In this case, by assuming the scatterer to disappear, the boundary integral over $C_{\infty}$ yields the incident field.) Therefore,

$$
\bar{E}_{\mathrm{inc}}\left(\bar{r}^{\prime}\right)+\oint_{\partial V_{1}} \mathrm{~d} S \hat{n} \cdot\left[\bar{E}(\bar{r}) \times \nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)+\nabla \times \bar{E}(\bar{r}) \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)\right]= \begin{cases}\bar{E}\left(\bar{r}^{\prime}\right) & \bar{r}^{\prime} \in V  \tag{.0.64}\\ \overline{0} & \bar{r}^{\prime} \notin V\end{cases}
$$

Here the normal $\hat{n}$ points out out of the scatterer (is opposite to the normal vector in the Gauss's theorem). Using the Maxwell's equations to insert in the magnetic field gives,

$$
\bar{E}_{\mathrm{inc}}\left(\bar{r}^{\prime}\right)+\oint_{\partial V_{1}} \mathrm{~d} S \hat{n} \cdot\left[\bar{E}(\bar{r}) \times \nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)+i \omega \mu \bar{H}(\bar{r}) \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)\right]= \begin{cases}\bar{E}\left(\bar{r}^{\prime}\right) & \bar{r}^{\prime} \in V  \tag{.0.65}\\ \overline{0} & \bar{r}^{\prime} \notin V\end{cases}
$$

Permutation of the triple products in the bracket reveal electric and magnetic surface current terms,

$$
\begin{align*}
& \hat{n} \cdot \bar{E}(\bar{r}) \times \nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=[\hat{n} \times \bar{E}(\bar{r})] \cdot \nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)  \tag{.0.66}\\
& \hat{n} \cdot \bar{H}(\bar{r}) \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=[\hat{n} \times \bar{H}(\bar{r})] \cdot \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)
\end{align*}
$$

Note that all the operations should be performed on the anterior part of the Green's function and it should always stay on the right hand side of the terms. Substituting the surface currents back to the integral equation of Eq. . 0.65 and interchanging the prin $=$ med and unprimed coordinates, we arrive at

$$
\begin{align*}
& \bar{E}_{\text {inc }}(\bar{r})+\oint_{\partial V_{1}} \mathrm{~d} S^{\prime}\left\{\left[\hat{n}^{\prime} \times \bar{E}\left(r^{\prime}\right)\right] \cdot \nabla^{\prime} \times \overline{\bar{G}}\left(\bar{r}^{\prime}, \bar{r}\right)\right.  \tag{.0.67}\\
& \left.\quad+i \omega \mu\left[\hat{n}^{\prime} \times \bar{H}\left(\bar{r}^{\prime}\right)\right] \cdot \overline{\bar{G}}\left(\bar{r}^{\prime}, \bar{r}\right)\right\}= \begin{cases}\bar{E}(\bar{r}) & \bar{r} \in V \\
\overline{0} & \bar{r} \notin V\end{cases}
\end{align*}
$$

Using the reciprocity of the free space Green's function $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{G}}^{\mathrm{T}}\left(\bar{r}^{\prime}, \bar{r}\right)$ and,

$$
\begin{equation*}
\nabla^{\prime} \times \overline{\bar{G}}\left(\bar{r}^{\prime}, \bar{r}\right)=\nabla^{\prime} g\left(\bar{r}^{\prime}, \bar{r}\right) \times \overline{\bar{I}}=-\nabla g\left(\bar{r}^{\prime}, \bar{r}\right) \times \overline{\bar{I}} \tag{.0.68}
\end{equation*}
$$

and also noting that any dyadic of the form $\bar{A} \times \overline{\bar{I}}$ is antisymmetric, we have

$$
\begin{equation*}
\left[\nabla^{\prime} \times \overline{\bar{G}}\left(\bar{r}^{\prime}, \bar{r}\right)\right]^{\mathrm{T}}=\nabla g\left(\bar{r}^{\prime}, \bar{r}\right) \times \overline{\bar{I}}=\nabla g\left(\bar{r}, \bar{r}^{\prime}\right) \times \overline{\bar{I}}=\nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \tag{.0.69}
\end{equation*}
$$

Utilizing these symmetry relations in the integral equation of Eq. (.0.67) yields

$$
\begin{align*}
& \bar{E}_{\mathrm{inc}}(\bar{r})+\oint_{\partial V_{1}} \mathrm{~d} S^{\prime}\left\{\nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{E}\left(\bar{r}^{\prime}\right)\right]\right.  \tag{.0.70}\\
&\left.+i \omega \mu \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{H}\left(\bar{r}^{\prime}\right)\right]\right\}= \begin{cases}\bar{E}(\bar{r}) & \bar{r} \in V \\
\overline{0} & \bar{r} \notin V\end{cases}
\end{align*}
$$

This is the statement of the Extinction theorem. The surface fields $\hat{n}^{\prime} \times \bar{E}\left(\bar{r}^{\prime}\right)$ and $\hat{n}^{\prime} \times \bar{H}\left(\bar{r}^{\prime}\right)$ on the surface of the scatterer are unknown, but extinction theorem provides an integral equation for the surface fields on the scatterer. If the surface fields on the scatterer are known (After solving the integral equation on the surface of the scatterer) upper relation of Eq. (.0.70) can be used to propagate the surface fields by the exterior region Green's function $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)$ to find the scattered field everywhere $\bar{r} \in V$. For $\bar{r} \in V$ the scattered field is

$$
\begin{equation*}
\bar{E}_{\mathrm{s}}(\bar{r})=\oint_{\partial V_{1}} \mathrm{~d} S^{\prime}\left\{\nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{E}\left(\bar{r}^{\prime}\right)\right]+i \omega \mu \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{H}\left(\bar{r}^{\prime}\right)\right]\right\} \tag{.0.71}
\end{equation*}
$$

where the total field in $V$ is written as $E(\bar{r})=\bar{E}_{\mathrm{inc}}(\bar{r})+\bar{E}_{\mathrm{s}}(\bar{r})$. However, If the Green's function of exterior medium $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)$ will be used to propagate the surface field on the object
to point $\bar{r} \in V_{1}$ inside of the scatterer, resulted field would exactly cancel the incident field or extincts the incident field. The integral equation Eq. (.0.70) is called the Extinction theorem based on this observation. Sometimes the lower relation of (.0.70) is called the Equivalence Principle or Huygens Principle [60, 175].

Although the total field inside the scatterer is not zero, the wave with number $k$ cannot be present in the scatterer with wavenumber $k_{1}$. This fact can be viewed from a different perspective; incident field with wave number $k$ will propagate with wave number $k$ in the scatterer. A scattered field with wave number $k$ will be excited inside the scatterer to exactly extinguish the presence of incident field. In order to get the correct field ( $\bar{E}_{1}, \bar{H}_{1}$ ) inside the scatterer, $\overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)$ should be used to propagate the surface fields.

Before moving forward, It is interesting to consider the case when there is no scatterer in the medium. In this case the medium is homogeneous everywhere. Imagine an arbitrary volume $V_{1}$ with closed surface $\partial V_{1}$ in space and apply the Extinction theorem. Herein, the total electric field everywhere is the incident field $\bar{E}_{\text {inc }}(\bar{r})$ and,

$$
\begin{align*}
& \oint_{\partial V_{1}} \mathrm{~d} S^{\prime}\left\{\nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{E}_{\mathrm{inc}}\left(\bar{r}^{\prime}\right)\right]\right.  \tag{.0.72}\\
& \left.\quad+i \omega \mu \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{H}_{\mathrm{inc}}\left(\bar{r}^{\prime}\right)\right]\right\}= \begin{cases}\overline{0} & \bar{r} \notin V_{1} \\
-\bar{E}_{\mathrm{inc}}(\bar{r}) & \bar{r} \in V_{1}\end{cases}
\end{align*}
$$

Propagation of the surface fields $\hat{n}^{\prime} \times \bar{E}_{\mathrm{inc}}\left(\bar{r}^{\prime}\right)$ and $\hat{n}^{\prime} \times \bar{H}_{\mathrm{inc}}\left(\bar{r}^{\prime}\right)$ over an arbitrary and imaginary closed surface in the homogeneous medium results zero field outside and $-\bar{E}_{\text {inc }}(\bar{r})$ inside the imaginary surface.

## Conclusion:

The Extinction theorem can be written for the scattered surface fields $\hat{n} \times \bar{E}_{s}(\bar{r})$ and $\hat{n} \times \bar{H}_{s}(\bar{r})$ instead of total fields as

$$
\oint_{\partial V_{1}} \mathrm{~d} S^{\prime}\left\{\nabla \times \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{E}_{s}\left(\bar{r}^{\prime}\right)\right]+i \omega \mu \overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{H}_{s}\left(\bar{r}^{\prime}\right)\right]\right\}= \begin{cases}\bar{E}_{s}(\bar{r}) & \bar{r} \in V  \tag{.0.73}\\ \overline{0} & \bar{r} \notin V\end{cases}
$$

Another version of the Extinction can be find by considering the fields inside the scatterer. The electric field $\bar{E}_{1}(\bar{r})$ inside the scatterer satisfies the homogeneous vector wave equation with wavenumber $k_{1}=\omega \sqrt{\mu_{1} \varepsilon_{1}}$

$$
\begin{equation*}
\nabla \times \nabla \times \bar{E}_{1}(\bar{r})-k_{1}^{2} \bar{E}_{1}(\bar{r})=0 \tag{.0.74}
\end{equation*}
$$

Here it is assumed that there is no impressed source of the electromagnetic fields inside the scatterer. Free dyadic Green's function inside the scatterer also satisfies the wave equation of the same kind with wavenumber $k_{1}$ and unit source,

$$
\begin{equation*}
\nabla \times \nabla \times \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)-k_{1}^{2} \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)=\overline{\bar{I}} \delta\left(\bar{r}-\bar{r}^{\prime}\right) \tag{.0.75}
\end{equation*}
$$

Following the same procedure as exterior region (but integrating over the volume of the scatterer) we will arrive at

$$
-\oint_{\partial V_{1}} \mathrm{~d} S^{\prime}\left\{\nabla \times \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{E}_{1}\left(\bar{r}^{\prime}\right)\right]+i \omega \mu \overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right) \cdot\left[\hat{n}^{\prime} \times \bar{H}_{1}\left(\bar{r}^{\prime}\right)\right]\right\}= \begin{cases}\bar{E}_{1}(\bar{r}) & \bar{r} \in V_{1}  \tag{.0.76}\\ \overline{0} & \bar{r} \notin V_{1}\end{cases}
$$

The minus sign appears here as the result of change in the direction of normal vector. The Extinction theorem applied to the volume of the scatterer reveals that propagation of the surface fields over the boundary with the scatterer's Green's function $\overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)$ into the scatterer, gives the field inside the scatterer $\bar{E}_{1}$. However, if the surface fields will be propagated outside of the scatterer with $\overline{\bar{G}}_{1}\left(\bar{r}, \bar{r}^{\prime}\right)$ the results is null, while if instead $\overline{\bar{G}}\left(\bar{r}, \bar{r}^{\prime}\right)$ will be used as a propagator, the result is the scattered field.
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