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ABSTRACT

This dissertation represents my work on three different subjects relating to quantum

gravity and the AdS/CFT correspondence.

First, we review a holographic computation of the one-loop corrections to the Weyl

anomaly on Ricci flat backgrounds in six dimensions. This allows us to determine the

correction to one linear combination of the anomaly coefficients. Then, we will show that

these corrections may be obtained from the six-dimensional superconformal index.

The second section will cover consistent truncations on the Lunin-Maldacena (LM) back-

ground [3]. We show how to restore minimal supersymmetry to the model of [3] by determin-

ing the reduction ansatz which includes the graviton and a gauge field, which comprise the

graviton multiplet of N = 2 supergravity in five dimensions. Then we discuss our attempt

to construct a truncation which includes a scalar field corresponding to the β-deformation

parameter of the dual field theory. We show that if such a solution exists, it must differ

somewhat drastically from the LM background.

Finally, we discuss higher-derivative corrections to black hole solutions and the weak

gravity conjecture in a few settings. We consider black holes which are charged under an

arbitrary number of U(1) gauge fields in four dimensional flat space. In this setting, we

compute the effect of higher-derivative corrections on the extremality bound, and we discuss

the constraints placed on the effective field theory coefficients by the requirements that near-

extremal black holes are unstable to decay to smaller black holes. Next we consider the shifts

to thermodynamic quantities due to higher-derivative corrections to charged black holes in

Anti-de Sitter space. We confirm and clarify a previously noted relationship between the

shift to the extremality bound and the shift to the Wald entropy. We also show that if the

x



shift in the Wald entropy is assumed to be positive, then the coefficient of the RµνρσR
µνρσ

term in the effective Lagrangian must be positive as well.

xi



CHAPTER I

Introduction

The story of theoretical physics in the last 100 years has been dominated by two main

characters: quantum field theory and gravity. Quantum field theory is, unsurprisingly, a the-

ory of fields. Fundamental particles are excitations of these fields– from the electromagnetic

fields to fields of electrons, protons, pions, the Higgs boson, and any other particle either

known or imagined. And it is a quantum theory. This means that nature is not just described

by a single possible history– the electron is spin up, or the photon went through slit A. In-

stead, different states can be added or subtracted, and interfere– the electron is spin up plus

spin down, the photon went through both slits. Symmetry acts as an organizing principle of

these quantum fields, allowing us to classify them by their quantum numbers like spin and

charge. The successes of quantum field theory are numerous; models have been written down

for almost every phenomenon in particle physics, and many beyond, including cosmological

processes like inflation, and condensed matter phenomena like superconductivity.

Among the most important successes of quantum field theory, and all of physics in the

20th century, is the Standard Model, which describes three of the four fundamental forces–

electromagnetism, the weak force, and strong forces– to extreme precision. One observable,

the anomalous magnetic dipole moment of the electron, has been measured and found to

match with the prediction of the Standard Model to within one part in one billion. That the

theory is so successful is actually remarkable– all known theories in physics have some range
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of validity outside of which a different or more fundamental theory is required. Newtonian

physics works fine unless you are moving too fast or gravity is too strong– in those cases,

special relativity or general relativity are required. Electromagnetism might be great for

describing energy and charge flowing through circuits, but if those circuits are too small

then the quantum mechanical nature of the electrons that make up the currents becomes

relevant. Chiral perturbation theory does a good job of describing pions and nucleons and

other bound states of quarks, but fails to describe the quarks’ interactions in regimes of high

energy or high density. All over physics, we have examples where our models break down

and are better described by other theories that are more fundamental or more useful.

But so far, we have not been able to push the Standard Model past its regime of validity.

And this success, the remarkable accuracy of the theory, is also a source of frustration. Prob-

ing whatever lies beyond it using colliders will require access to higher energy experiments

than we currently have access to. And we know that something must lie beyond it. There

are issues with the internal logic of the model, such as the hierarchy problem, which is that

the Higgs mass is so low (compared to its natural scale) that it appears to be fine-tuned.

And there is a variety of observed phenomena not explained by the Standard Model, includ-

ing the neutrino masses, the asymmetry of matter and anti-matter, and the nature of dark

matter. And of course, there is a giant hole, already suggested above where we said “three

of the four fundamental forces”.

The remaining force is gravity. Another major success story of theoretical physics is the

discovery and development of General Relativity. General Relativity gives a beautiful geo-

metric description of gravity. The presence of mass bends spacetime, and objects follow paths

of least distance (geodesics) in the curved geometry. This is encoded by the fundamental

relation of General Relativity, the Einstein equation:

Rµν −
1

2
Rgµν + Λ gµν = Tµν . (1.1)
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On the left-hand-side, we have the Ricci tensor Rµν , the Ricci scalar R, the metric gµν , and

the cosmological constant Λ. These variables describe the curvature of the spacetime at

any point inside it. On the right-hand-side, we have the stress tensor Tµν . This represents

the matter living inside the spacetime. Equation (1.1) says that the shape of spacetime is

determined by the matter we put in it, and at the same time, the motion of the matter is

determined by the shape of spacetime. The solutions of this equation describe a broad array

physical phenomena, from black holes mergers and expanding universes to the clockwork

motion of the planets revolving around the sun.

However, like the Standard Model, General Relativity cannot be the end of the story.

First of all, it is problematic to include quantum matter on the right-hand-side of equation

(1.1) but keep classical gravity on the left-hand-side. This can be argued by thought experi-

ments similar to Schrödinger’s cat, but instead of a random quantum decay deciding whether

to kill the cat, a random quantum decay decides whether to destroy the world. If the world

can be in a superposition of exploded and normal, then it seems the gravitational fields it

generates must be in superpositions as well.

Another hint at gravity beyond General Relativity comes from black holes. One of

the simplest solutions admitted by the Einstein equation is a single stationary, spherically

symmetric black hole. The metric of this solution is given by

ds2 = −
(

1− 2M

r

)
dt2 +

(
1− 2M

r

)−1

dr2 + r2dΩ2 (1.2)

This metric has issues at r = 0: it blows up to infinity! (It also has issues where r = 2M but

it turns out that that point is not a real problem because the curvature is finite there). So if

we want to describe what happens near r = 0, which is a point inside the black hole, we will

need a description beyond General Relativity, because General Relativity gives a nonsensical

answer.

This black hole solution gives another, subtler hint about quantum gravity. It was real-
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ized in the 1970s that black holes behave thermally. This means, basically, that they have

temperature and entropy, and that they behave according to the laws of thermodynamics.

The temperature T and entropy S are related to surface gravity κ and surface area S by

T =
κ

2π
, S =

A

4
. (1.3)

Here we are using “natural units,” which means that ~ = GN = c = 1. With these replace-

ments in mind, the laws of black hole thermodynamics state are the following:

0. The surface gravity κ is constant over its event horizon

1. The conservation of energy (including angular velocity Ω, angular momentum J , po-

tential Φ and charge Q) in the form

dM =
1

8π
κdA+ ΩdJ + ΦdQ

2. The surface area of a black hole can never decrease

3. The entropy of a black hole goes to a constant as the temperature goes to zero 1

It is, in many ways, shocking to find that the laws of thermodynamics apply to black holes.

And it begs a further question: if black holes have entropy, then what are their microstates?

After all, we have known since the 19th century that thermodynamics has a statistical

viewpoint, whereby macroscopic variables such as temperature, pressure, and volume emerge

from the interactions of the particles or phonons or whatever microscopic objects make up

the thermal system. According to this viewpoint, the entropy is given by

S = kb logW , (1.4)

1The stronger form of the third law, that the entropy goes to zero as temperature goes to zero, is not
true for black holes.
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where W is the number of microstates of the system (at given values of the other macroscopic

variables). So the thermodynamic description of black holes leads us to ask: what is their

micrscopic description? What underlying dynamics lead to the degeneracy of states implied

by their (potentially very large) surface areas?

It was not known at the outset, but the theory of quantized strings that was being de-

veloped in parallel to the theory of black hole thermodynamics addresses these questions.

String theory began as an attempt to describe the strong force, but these efforts were aban-

doned when quantum chromodynamics was recognized to give the correct description of the

strong force. It was realized in the 1970s, however, that the spectrum of the closed string

contained a massless spin-two excitation– the defining properties of a graviton, the quantum

particle carrying the gravitational interaction. String theory does give a microscopic descrip-

tion of the gravitational dynamics underlying black holes. In some cases, this is enough to

directly compute the black hole entropy by counting microstates– a major success in this

direction was [4], where the horizon area of a class of supersymmetric black holes in five

dimensions was shown to be the same as log of the number of supersymmetry-preserving

brane configurations.

Nonetheless, the project of understanding quantum gravity through string theory is

nowhere near complete. The low-energy dynamics are well understood in the form of super-

gravity, but very high-energy processes require an understanding of the role played by black

holes and other non-perturbative objects. We currently lack such an understanding.

1.1 AdS/CFT

A major breakthrough for both quantum gravity and quantum field theory came in 1997

with the discovery of the AdS/CFT correspondence [5]. On one side of the correspondence

lies Anti-de Sitter space (AdS), which is a spacetime– a solution of Einstein equations– with

constant negative curvature. On the other side is conformal field theory (CFT), which is

a subset of quantum field theories that contain extra symmetries, notably including scale
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invariance. AdS/CFT states that the dynamics of quantum gravity in AdS can be be exactly

described by a CFT living on the boundary of the spacetime. This discovery provided a

bridge between the ideas of quantum field theory and quantum gravity. It also gave a concrete

realization of the idea, inherent in the story about black hole entropy, that information

about a region of spacetime can be represented on the region’s boundary. A number of other

different strains of research also anticipated aspects of the correspondence. One such project

was the understanding of asymptotic symmetries in general relativity, which culminated in

the discovery [6] that the asymptotic symmetry group of AdS3 matches the symmetry group

of CFTs in two dimensions. Other work [7, 8] anticipated the philosophy that bulk dynamics

may be described by dynamics at the boundary, but did not have a specific demonstration

of this idea.

An important insight of [5] was a concrete realization of the holographic principle. Con-

sider N parallel D3 branes, which are 3 + 1-dimensional objects of IIB string theory in 9 + 1

dimensions. The degrees of freedom of this system include the fluctuations of the branes and

the stringy fluctuations in the space outside the branes (the “bulk”). At the low-energies, the

brane dynamics are described by N = 4 super-Yang Mills theory and the string dynamics

in the bulk are described by supergravity in flat space.

From another point of view, the D3 branes may be considered as massive charged sources

in 10-dimensional type IIB supergravity. A solution of type IIB supergravity describing these

branes was given in [9]. A key feature of this solution is that near the branes (the “near-

horizon region”), the spacetime looks like AdS5 × S5. Beyond this (infinitesimally small)

region, the supergravity dynamics is described by supergravity in flat space as well.

A key step of [5], which is essentially what allows the duality to work at all, is to take

the string tension to infinity at the same time as the distance between branes is taken to

zero. Then the mass of strings stretched between branes is kept fixed. On one hand, in this

limit, the brane degrees of freedom completely decouple from the bulk supergravity degrees

of freedom. From the other point of view, the excitations of the near-horizon geometry
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completely decouple from those of the flat-space region. The decoupling of the flat-space

supergravity in both pictures leads to the natural conjecture that, at low energies, the gauge

theory describing the brane dynamics is the same as supergravity in the AdS5 × S5 near-

horizon region. A further conjecture relates the full, UV-complete theories (rather than just

the low-energy limits): N = 4 super-Yang Mills is equivalent to type IIB string theory in

AdS5 × S5.

In the 23 years since [5], the correspondence has been found to go far beyond its initial

stringy realizations. Most of the details of this set-up seem to be dispensable. We do know a

few of the features that seem to be required for a CFT to have an AdS gravity dual. These

include large central charge, which essentially gives the CFT enough degrees of freedom to

make up for the fact that it has fewer dimensions, and a large gap in the conformal dimension

of single-trace operators with spin larger than two, which is required for bulk physics to be

local on scales below the AdS radius [10]. But the correspondence has been applied in

different numbers of dimensions and has succeeded in providing a dual descriptions of a vast

array of phenomena in quantum field theory and gravity, including black hole evaporation,

renormalization group flows, and models of superconductivity.

The AdS/CFT correspondence is one of our best and most important tools for studying

quantum gravity because it gives a precise formulation of how the theory is to be formulated

in one specific type of spacetime. It is also extremely useful in going in the other direction–

that is, in using gravity to study quantum field theory. This has been fruitful primarily

to study quantum field theories at strong coupling, because this is precisely the region of

parameter space where the bulk theory of gravity is described by the fairly well-understood

General Relativity in AdS. In this thesis, I will review how my work over the past four years

has addressed some of the major problems in quantum field theory and gravity, including

supersymmetry, supergravity, AdS/CFT, and the physics of black holes.
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1.2 Overview and Summary of the Publications Discussed in this

Dissertation

The rest of this dissertation will be divided into three parts, which will cover the three

main topics I have worked on during my PhD at the University of Michigan. A more extensive

introduction to these topics will be given in each chapter.

• The Weyl anomaly and the superconformal index

AdS/CFT is a duality at large N , where N is typically the rank of the gauge group or

another measure of the degrees of freedom. The difficulty in performing computations

beyond the leading order in N is currently a major obstacle to a more complete and

detailed understanding of the correspondence. In chapter II, we discuss our work on

a one-loop (subleading in N) calculation of the Weyl anomaly. Anomalies are impor-

tant objects in field theory because they are often unchanged under renormalization

group flows. The fact that they match at weak and strong coupling makes them useful

observables for studying the AdS/CFT correspondence. The Weyl anomaly, in partic-

ular, is of central importance because of its role in classifying the CFT and its degrees

of freedom. Our calculation provides an interesting example of a holographic one-loop

calculation, and allow us to compute corrections to the Weyl anomalies in cases where

they were previously unknown.

– In the paper listed [2], we use a previous conjecture for the one-loop corrections

to the holographic Weyl anomaly to compute the corrections for 6-dimensional

conformal field theories. The method applies to theories on Ricci-flat backgrounds

and for SUSY multiplets with a highest spin of two. (James T. Liu and Brian

McPeak. One-Loop Holographic Weyl Anomaly in Six Dimensions. JHEP, 01:149,

2018).

– In ref. [11], we use the above results for the one-loop correction to the anomaly to

derive a differential operator that gives the anomaly coefficients when acting on
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the superconformal index. (James T. Liu and Brian McPeak. The Weyl Anomaly

from the 6D Superconformal Index. 2018).

• Consistent truncations on the Lunin-Maldacena background

We only experience four spacetime dimensions, yet string theory is most naturally de-

fined in higher numbers of dimensions. Therefore in order to understand if string theory

describes our world, we must understand how higher-dimensional theories can appear

as lower-dimensional ones. Consistent truncation is one answer to this– it basically

amounts to the conditions under which the modes propagating in extra dimensions

may be removed from the theory. Currently, a full systematic treatment of allowed

consistent truncations does not exist. In chapter III, we describe our work on con-

structing truncations on a particular background of type IIB supergravity. We show

how this background can be upgraded to include supersymmetry, and we give some

evidence that it may also admit a new class of truncation. However, we are unable to

fully construct the latter.

– Ref. [12] gives a reduction ansatz for minimal gauged supergravity on the Lunin-

Maldacena background. This requires adding a gauge field to fill out the gravity

multiplet, and the specific form of the ansatz bears some similarity with con-

structions of gauged supergravity on Sasaki-Einstein manifolds. (James T. Liu

and Brian McPeak. Gauged Supergravity from the Lunin-Maldacena background.

JHEP, 01:177, 2020)

– In an unpublished effort with James Liu, we try to find a solution to type IIB

supergravity that includes an extra scalar field γ that is dual to one of the exactly

marginal deformation of N = 4 super-Yang Mills. Working perturbatively in the

field γ, we find the first order solution but found an obstruction at second order.

This indicates that the solution we are after either does not exist, or requires more

extensive modifications of the LM solution.
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• Higher-derivative corrections to black holes and the weak gravity conjec-

ture

Absent a full description of our universe using string theory, it would be nice to under-

stand if there are features that are expected in all possible models. One such feature

is the subject of the weak gravity conjecture. This posits that in theories of quan-

tum gravity with long-range forces, there must be particles that are self-repulsive. The

statement may be motivated by black hole decay and it appears to be true in all known

examples from string theory. However, so far it is unproven, and its relationship to a

number of other conjectures about quantum gravity remains mysterious. In chapter

IV, we study several new aspects of this statement, including theories with multiple

long-range forces, and theories in Anti-de Sitter space.

– Ref. [13] extended previous work on the black hole weak gravity conjecture to

theories with arbitrary numbers of electric and magnetic charges in four asymp-

totically flat dimensions. We find that requiring that all charged black holes

can decay places constraints on the signs of the EFT coefficients. (Callum R. T.

Jones and Brian McPeak. The Black Hole Weak Gravity Conjecture with Multiple

Charges. 2019)

– Ref. [14] considers the higher-derivative corrections to Reissner-Nordström black

holes in Anti-de Sitter space. We show that the four-derivative corrections to the

extremality bound are related to the corrections to the Wald entropy, verifying the

claim [15] for this specific case. We also show that if the entropy shift from higher-

derivative corrections is always positive, then the coefficient of RµνρσR
µνρσ must be

positive. (Sera Cremonini, Callum R. T. Jones, James T. Liu, and Brian McPeak.

Higher-Derivative Corrections to Entropy and the Weak Gravity Conjecture in

Anti-de Sitter Space. 2019)
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CHAPTER II

Holography and the Weyl Anomaly

2.1 Review: Superconformal Field Theories

Studying quantum field theories at strong coupling is one of the most challenging and

important problems in theoretical physics. Superconformal field theories are a restricted class

where we may obtain a number of answers that are not available for general quantum field

theories. This is because the rich symmetry structure of these theories allows for special tools

to study them. In particular, the AdS/CFT correspondence and supersymmetric localization

have led to a number of insights into the structure of these theories.

The basic symmetries of flat space are translations, generated by Pµ and Lorentz trans-

formations, generated by Mµν . For superconformal field theories, the group of spacetime

symmetries is enlarged by adding (1) scale transformations D and special conformal trans-

formations Kµ, which together generate the conformal group, (2) fermionic generators of

supersymmetry transformations Q and S, and (3) generators of R-symmetry T , which act

on the SUSY generators, and whose form depends on the amount of supersymmetry

2.1.1 Weyl Anomaly

Curved backgrounds usually break the spacetime symmetries of a theory. Nonetheless it

is often possible to discuss versions those symmetries. For conformal symmetry, we introduce

the notion of Weyl invariance, which means that the metric is unchanged by transformations
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of the form

gµν → e−2σ(x)gµν . (2.1)

This is different from a conformal transformation, which acts on the coordinates and the

metric. Weyl transformations are typically what we have in mind when we say that conformal

field theories are “the same at all scales”. Classically, the stress tensor encodes the changed

in the action due to a change in the metric

δS =

∫
T µνδgµν . (2.2)

Under an infinitesimal Weyl transformation, where δgµν = −2σ(x)gµν , then the change in

the action is

δS = −2

∫
Tµ

µσ(x) . (2.3)

Since this must hold for all functions σ(x), we conclude that conformal invariance requires

that Tµ
µ = 0, or that the stress tensor is traceless. Like all physical symmetries, Weyl invari-

ance may be broken by quantum corrections. This breaking is measured by the expectation

value of the trace of the stress tensor. In two dimensions, this takes the form

〈T 〉 = − c

12
R , (2.4)

where c is the central charge and R is the Ricci scalar of the background. In this way, the

Weyl anomaly is similar to a ‘t Hooft anomaly, in that it is only measurable when the theory

is coupled to a non-trivial background.

The central charge c of a CFT is an important number for describing the theory. In

two dimensions, Cardy’s formula [16] demonstrates that the central charge c is a reliable

12



measure of the degrees of freedom. Furthermore, its physical implication can be seen from

the Zamolodchikov c-theorem [17] which states that an effective c function can be defined

that is monotonically decreasing along renormalization group flows to the infrared. While

the picture is perhaps the clearest in two dimensions, recent work extending these results to

higher-dimensional CFTs has further emphasized the importance of Weyl anomalies in more

general situations.

2.1.2 Holographic Weyl Anomaly

The AdS/CFT correspondence provides an ideal framework for investigating various

anomalies, as they may often be reliably computed on both sides of the strong/weak coupling

duality. Such calculations can provide a test of the AdS/CFT correspondence and can also

provide additional insights on strongly coupled CFTs. The Weyl anomaly was first discussed

in the context of holography in [18]. The partition function of the boundary theory should

be the same as that of the gravitational bulk theory. Therefore the Weyl anomaly may

be measured “holographically” by looking at the effect on the bulk partition function of a

transformation that scales the boundary metric. In particular, for a partition function given

by

Z =

∫
Dφ exp (−S[φ]), (2.5)

we define the anomaly A = 〈T 〉 by

δ logZ = −
∫
ddx
√

det g δσA. (2.6)

From the holographic point of view, the leading order partition function may obtained from

on-shell action. The leading-order computation requires expanding the action in terms of an
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IR cutoff ε and functions of the curvature invariants a(i) in the following way:

S =

∫ √
deth

(
ε−d/2a(0) + ε−d/2+1a(2) + ...+ ε−1a(d−2) + log ε a(d) + Lfin

)
, (2.7)

Here h is the boundary metric. The entire action is invariant under δh = −2σh, δε = −2σε.

The negative powers of ε are all divergent before and after the transformation, so they are

irrelevant. However, the log-divergent term picks up a finite shift as ε→ ε− 2σε. This must

be cancelled since the entire action is invariant; therefore the finite piece of the Lagrangian

must be shifted by − log(1− 2σ)a(d).

The demanding part of the calculation is to compute the functions a(i), which may be

accomplished by expanding the bulk metric in powers of the radial coordinate r near the

boundary at r = 0. In the AdS5/CFT4 case, the anomaly takes the form

A =
1

16π2

(
aE(4) + c I(4)

)
, (2.8)

where the Euler density E(4) and the conformal invariant I(4) are made by contracting the

curvature invariants. In this case, the holographic computation of the Weyl anomaly gives

us the familiar result

c = a =
N2

4

π3

vol(Σ5)
, (2.9)

where IIB supergravity has been compactified on AdS5 × Σ5. Additional corrections to the

leading order expression may arise from higher derivative modifications to the supergravity

action as well as from quantum (i.e. loop) effects.

The Weyl anomaly goes beyond the leading order in the 1/N expansion. Holographically,

the log-divergent part of the one-loop effective action provides an O(1) correction to the

Weyl anomaly coefficients a and c. This was initially computed for the case of AdS5 × S5

in [19, 20, 21, 22, 23], where it was observed that the leading order result (2.9) is shifted

according to N2 → N2 − 1, in agreement with expectations for SU(N) gauge symmetry.
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More recently, the one-loop computation in AdS5 has been extended to holographic field

theories with reduced or even no supersymmetry [24, 25, 26, 27].

The one-loop holographic computation is essentially a sum over contributions from all

states in the spectrum of single-trace operators. Curiously, when arranged in terms of 4-

dimensional N = 1 superconformal multiplets, the contribution from long multiplets vanish

identically. As a result, only short representations contribute to the O(1) shift in a and c.

This allows for a close connection between the central charges and the superconformal index,

which also encodes knowledge of the shortened spectrum [28, 29] (see also [30]).

Weyl anomaly in Six Dimensions

6-dimensional superconformal field theories are noteworthy because six is the highest

possible dimension for superconformal invariance. Furthermore, such theories can be reduced

on Riemann surfaces to give a large class of theories in four dimensions. Of course, less is

known about 6-dimensional superconformal field theories, and moreover the present situation

is complicated by the fact that we have to consider four central charges, {a, c1, c2, c3}. In

general, the anomaly takes the following form

(4π)3A = −aE6 + (c1I1 + c2I2 + c3I3) +DµJ
µ, (2.10)

where the coefficients E6 and Ii are defined by the curvature of the background geometry:

E6 = εabcdefεghijklRabghRcdijRefkl

I1 = Ca
mn

bCm
pq
nCp

ab
q,

I2 = Cab
mnC

mn
pqC

pq
ab,

I3 = Cmnpq�Cmnpq + · · · .

(2.11)

Supersymmetry reduces the number of independent coefficients by imposing relations
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between them. For convenience, we will define

c =
c2 − c3

32
, c′ =

c1 − 4c2

192
, c′′ =

c1 − 2c2 + 6c3

192
. (2.12)

For all superconformal theories, the combination c′′ will vanish. Furthermore, for extended

N = (2, 0) supersymmtery, c′ vanishes as well, and we are left with only two coefficients.

We have defined c so that we may use the combination c− a, which is familiar from the

analogous combination that appears in four dimensions. This is demonstrated by Einstein

gravity on AdS7, where we find relations of the form [18, 31]

c1 = 4c2 = −12c3 = 96c = 96a ∼ O(N3), (2.13)

which is the 6-dimensional analog of (2.9). The relations between the ci coefficients given

above arise naturally in the holographic computation, and are consistent with 6-dimensional

(2, 0) superconformal invariance.

We would like to go beyond the leading order for the 6-dimensional SCFTs. The most

extensively studied (2, 0) theory of relevance is that of N coincident M5-branes, which is

dual to supergravity on AdS7 × S4. Here the conjectured expression for the central charges

are [32, 33, 1]

a = − 1

288
(4N3 − 9

4
N − 7

4
), c = − 1

288
(4N3 − 3N − 1). (2.14)

The O(N) terms arise from R4 corrections [32], while the O(1) terms arise at one-loop

[33, 1]. The O(1) shift δa = 7/1152 was computed in [1] by evaluating the one-loop partition

function on global (Euclidean) AdS7 with S6 boundary. However, the conjectured δc = 1/288

has not yet been directly computed, as the most straightforward computation of one-loop

determinants involve highly symmetric spaces with conformally flat boundaries. In such

cases, the Weyl invariants vanish, so no information is provided about the ci coefficients.
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An alternative approach to the computation of δa and δc was developed in [20, 21, 22, 23]

based on a functional Schrödinger approach. In this approach, the contribution of each state

to the O(1) shift in the Weyl anomaly takes the form

δA = −1

2

(
∆− d

2

)
bd, (2.15)

where ∆ is the conformal dimension and bd is the heat kernel coefficient for the correspond-

ing AdSd+1 field when restricted to the d-dimensional boundary. In principle, since the

6-dimensional b6 coefficient may be computed on a general curved background, this allows

for a full determination of not just the a coefficient but the ci’s as well.

It has been argued in [27], however, that the expression (2.15) cannot in general be

valid, as the contribution for a single field should have a more complicated dependence on

the conformal dimension ∆. This can be seen explicitly in comparison with the expression

for δa obtained directly from the one-loop determinant on global AdS. Curiously, however,

when (2.15) is summed over the states of a complete supermultiplet, the resulting expression

appears to be valid on Ricci-flat backgrounds as it passes all consistency checks and has the

expected connection to the index [27, 28].

Another line of reasoning has been developed to determine the anomaly coefficients di-

rectly from the appropriate conformal higher spin operators on the boundary [34, 35]. In

particular, it is argued that AdS fields with higher dimensions ∆ correspond to boundary

fields whose kinetic operators are greater than second order in derivatives. The factorization

of these operators on Ricci-flat backgrounds may serve as a justification of the functional

Schrödinger method presented in [20, 21, 22, 23].

2.1.3 Superconformal Index

Another important part of this chapter will be the superconformal index1. A supersym-

metric theory is one that has symmetry generators, which we shall call Q and Q†, that satisfy

1This brief introduction to the index largely follows that of [36] and [37]
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anti-commutation relations rather than commutation relations. In the simplest case, with

zero spatial dimensions,

{
Q , Q†

}
= H , Q2 = Q†2 = 0 (2.16)

The existence of such an operator implies that the states |s〉 must come in pairs that have

the same energy. To see this, consider a state |b〉 such that H|b〉 = E|b〉. Then define

|f〉 = (Q+Q†)|b〉. Then the commutation relation implies that H|f〉 = E|f〉:

H|f〉 = H(Q+Q†)|b〉 = (QQ†Q+Q†QQ†)|b〉 = (Q+Q†)H|b〉 = E|f〉 (2.17)

There is an exception to this argument: states with E = 0 do not need to be paired because

H|b〉 = 0 =⇒ (Q+Q†)|b〉 = 0. Recall that energies are always positive for supersymmetric

theories:

〈s|H|s〉 = 〈s|QQ†|s〉+ 〈s|Q†Q|s〉 = 2〈s|Q†Q|s〉 =
∣∣Q|s〉∣∣2 > 0 (2.18)

So in principle it is possible that supersymmetric theories have undpaired ground states.

These states may be counted by the Witten index:

I =
∑
s

(−1)F e−βEs = #b −#f (2.19)

Here F is the fermion number, which equals 1 for fermionic (f) states and 0 for bosonic (b)

states. This index essentially counts the difference in the number of bosonic and fermionic

states.

Now let us consider superconformal field theories in four dimensions. Then with minimal

N = 1 supersymmetry, we have four supercharges, {Q1, Q2, Q
†
1, Q

†
2}, (and a corresponding

set of conformal supercharges S). We need to pick a pair of charges to define the index. Let
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us choose Q1 and Q†1, which have commutation relations

{
Q1 , Q

†
1

}
= H − 2J3 −

3

2
R := δ (2.20)

where H is the Hamiltonian in radial quantization, J is angular momentum, and R is the

r-charge. We may construct an object analogous to the Witten index:

I =
∑
s

(−1)F e−βδ (2.21)

In this case, only the unpaired states that satisfy E − 2j3 − r = 0 contribute; such states

will be said to be part of short multiplets or short representations.

If we like, we may further refine the index by terms that commute with Q1. For example,

I(β0) =
∑
s

(−1)F e−β0(E−r/2)e−βδ (2.22)

includes an extra regulating factor that makes the index finite for a number of SCFTs. More

generally, we could include charges Ci and their fugacities, µi, which would give an index

I(µi) =
∑
s

(−1)F
∏
i

µCii e
−βδ (2.23)

The expressions (2.22) and (2.23) are typically called the superconformal index [38, 39].

The superconformal index counts the short representations of the superconformal group.

As we shall see below, the O(1) corrections to the Weyl anomaly are also zero for long

representations. This allows for a rich interplay between the anomaly and the superconformal

index.
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2.1.4 Overview

In this chapter, we will study the one-loop contribution to δ(c− a) using holography and

the superconformal index.

In the first section, we use (2.15) to compute the O(1) contribution to the holographic

Weyl anomaly of N = (1, 0) theories from maximum spin-2 multiplets in the bulk. Since we

consider Ricci-flat backgrounds, we only obtain information on δ(c − a), and are unable to

probe c′, which may be non-zero in the case of N = (1, 0) supersymmetry. This is similar to

the AdS5/CFT4 case, where b4 ∼ δ(c− a)R2
µνρσ on Ricci-flat backgrounds. As a consistency

check, we find that δ(c− a) vanishes for long representations of N = (1, 0) supersymmetry,

as expected.

In the second section, we extend the relation of holographic central charges to the super-

conformal index in the case of AdS7/CFT6. Using the results for δa and δ(c − a) for (1, 0)

theories, we demonstrate below how they may be obtained from the large-N single-trace

index. In particular, we construct differential operators that extract δa and δ(c − a) from

the index in the high-temperature limit. The expression for δa is fully constrained, while

that for δ(c − a) has one undetermined coefficient related to our lack of knowledge of the

O(1) holographic Weyl anomaly beyond spin two.

2.2 The O(1) contribution to the holographic Weyl anomaly

As indicated above, the anomaly is given by the central charges and the curvature in-

variants in the following form:

(4π)3A = −aE6 + (c1I1 + c2I2 + c3I3) +DµJ
µ, (2.24)

The procedure we use to obtain the O(1) shift in the anomaly for N = (1, 0) theories is

to sum the expression (2.15) over complete representations of the corresponding OSp(8∗|2)

supergroup. However, we first start with states in the bosonic subgroupOSp(8∗|2) ⊃ SO(2)×
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SU(4)×SU(2)R labeled by D(∆, j1, j2, j3) along with R-symmetry representation r. We thus

have

δA(rep) = −1

2

∑
rep

(∆− 3)b6(j1, j2, j3). (2.25)

In the following, we first work out the heat kernel coefficients b6(j1, j2, j3) on a Ricci-flat

background, and then perform the sum over complete supermultiplets with maximum spin

two.

2.2.1 Heat kernel coefficients

For an operator ∆ = −∇2−E where E is some endomorphism, the 6-dimensional Seeley-

DeWitt coefficient b6(∆) takes the form [40, 31]

b6(∆) =
1

(4π)37!
Tr

[
18A1 + 17A2 − 2A3 − 4A4 + 9A5 + 28A6 − 8A7 + 24A8 + 12A9

+
35

9
A10 −

14

3
A11 +

14

3
A12 −

206

9
A13 +

64

3
A14 −

16

3
A15 +

44

9
A16 +

80

9
A17

+ 14
(

8V1 + 2V2 + 12V3 − 12V4 + 6V5 − 4V6 + 5V7 + 6V8 + 60V9 + 30V10

+ 60V11 + 30V12 + 10V13 + 4V14 + 12V15 + 30V16 + 12V17 + 5V18 − 2V19 + 2V20

)]
.

(2.26)

Here the Aa’s form a basis of curvature invariants [41, 31], and the Va’s are built from the

endomorphism E and the curvature Fij of the connection [31]. In particular, while the

coefficients of the Aa’s are universal, the Va terms are specific to the representation.

We follow the conventions spelled out in Appendix A of [31], which also give explicit

expressions for the Aa’s and Va’s. However, we are concerned with only the combinations

that are non-vanishing on Ricci-flat backgrounds. These are

A5 = (∇iRabcd)
2, A9 = Rabcd∇2Rabcd, A16 = Rab

cdRcd
efRef

ab, A17 = RaibjR
manbRi

m
j
n.

(2.27)
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The full list of Aa’s, and expressions for the Va’s are given in Appendix A.

The invariants E6 and I1, I2, and I3 may be written in terms of the basis Aa functions.

On a Ricci-flat background, they become

E6 = 32A16 − 64A17, I1 = −A17, I2 = A16, I3 = 3A5 + 6A9 + 2A16 + 8A17. (2.28)

As these quantities are not all independent, we will be unable to determine the individual

central charges {a, ci} using only a Ricci-flat background. Note that we may construct two

combinations that are total derivatives

D1 = ∇a(Rmnij∇aRmnij) = A5 + A9,

D2 = 2∇a(Rmnij∇mRanij) = −A5 + A16 + 4A17. (2.29)

This allows us to rewrite (2.28) in terms of the two invariants A16 and A17

E6 = 32A16 − 64A17, I1 = −A17, I2 = A16, I3 = −A16 − 4A17 + 6D1 − 3D2. (2.30)

On a Ricci-flat background, we have the relations E6 = 32(2I1 + I2) and I3 = 4I1 − I2 up to

a total derivative. As a result, the 6-dimensional anomaly, (2.24), takes the form

(4π)3A = 32(c− a)A16 − 64(c− a+ 3c′′)A17 +DµJ
µ, (2.31)

on Ricci-flat backgrounds. The implication of this expression is that we will only be able

to obtain information on the O(1) contribution to c − a and to c′′. Since the latter must

vanish for superconformal theories, it will serve as a consistency check of our approach. This

leaves us with a holographic determination of δ(c − a), which may be combined with the

result of [1] for the δa coefficient to extract both δc and δa. This, in principle, provides a

complete determination of the O(1) shift in the holographic Weyl anomaly of N = (2, 0)
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Field SU(4) Rep c5 c9 c16 c17 γ16 γ17

φ (0, 0, 0) = 1 9 12 44/9 80/9 17/9 −28/9
ψ (1, 0, 0) = 4 −20 −36 −202/9 −436/9 −58/9 140/9
Aµ (0, 1, 0) = 6 −58 −96 −164/3 −344/3 −50/3 112/3
C+
µνρ (2, 0, 0) = 10 174 456 −5608/9 26504/9 −8146/9 16352/9

Ψµ (1, 1, 0) = 20 292 828 3526/9 22012/9 −1298/9 2716/9
Bµν (1, 0, 1) = 15 107 348 2992/3 −1616/3 2269/3 −4508/3
Gµν (0, 2, 0) = 20′ 544 1416 −1388/9 49984/9 −9236/9 18592/9

Table 2.1: Heat kernel coefficients (4π)37!b6 = c5A5 + c9A9 + c16A16 + c17A17 for fields of
spins up to two on a Ricci-flat background. In the last two columns, we tabulate
γ16 and γ17, where (4π)37!b6 = γ16A16 + γ17A17 +DµJ

µ.

theories. Unfortunately the additional anomaly coefficient δc′ for N = (1, 0) theories cannot

be determined in this manner on Ricci-flat backgrounds.

Ideally, we would like to have an expression for the heat kernel coefficient b6(∆) for fields

transforming in an arbitrary (j1, j2, j3) representation of the 6-dimensional SU(4) Euclidean

rotation group. However, this requires understanding of arbitrary higher-spin Laplacians,

which currently eludes us. There is also some potential ambiguity in relating ‘on-shell’ states

in AdS7 to their corresponding boundary Laplacians in the functional Schrodinger approach

of [20]. We thus restrict to spins up to two. The relevant b6 coefficients evaluated on a

Ricci-flat background are summarized in Table 2.1. The coefficients for φ, ψ, Aµ and Bµν

were computed in [31], while the remaining ones are worked out in Appendix B.

2.2.2 N = (1, 0) Theory

We now turn to the superconformal theories, starting with the N = (1, 0) theory. We ex-

pect that the anomaly vanishes when summed over long representations, and we will see that

this is indeed the case. The N = (1, 0) superconformal algebra is OSp(8∗|2), with bosonic

subgroup SO(2, 6)× SU(2)R. Here SO(2, 6) is either the isometry group of AdS7 or the 6-

dimensional conformal group. We label representations of OSp(8∗|2) ⊃ SO(2, 6)×SU(2)R ⊃

SO(2) × SU(4) × SU(2)R by conformal dimension ∆, SU(4) Dynkin labels (j1, j2, j3) and
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D[0, 0, 0; k] C[0, 0, 0; k] B[0, 0, 0; k] A[0, 0, 0; k] L[0, 0, 0; k]
Level SU(4) ∆ = 2k ∆ = 2k + 2 ∆ = 2k + 4 ∆ = 2k + 6 ∆ > 2k + 6
∆ 1 k k k k k

∆ + 1
2

4 k−1 k−1,k+1 k−1,k+1 k−1,k+1 k−1,k+1

∆ + 1 10 k k k k

6 k−2 k−2,k k−2,k,k+2 k−2,k,k+2 k−2,k,k+2

∆ + 3
2

20 k−1 k−1,k+1 k−1,k+1 k−1,k+1

4 k−3 k−3,k−1 k−3,k−1,k+1 k−3,k−1,k+1,k+3 k−3,k−1,k+1,k+3

∆ + 2 20′ k k k

15 k−2 k−2,k k−2,k,k+2 k−2,k,k+2

1 k−4 k−4,k−2 k−4,k−2,k k−4,k−2,k,k+2 k−4,k−2,k,k+2,k+4

∆ + 5
2

20 k−1 k−1,k+1 k−1,k+1

4 k−3 k−3,k−1 k−3,k−1,k+1 k−3,k−1,k+1,k+3

∆ + 3 10 k k

6 k−2 k−2,k k−2,k,k+2

∆ + 7
2

4 k−1 k−1,k+1

∆ + 4 1 k

Anomaly 25 · 6!δ(c− a) 1 57 + 180k 303 + 180k −1 0
δc′′ 0 0 0 0 0

Table 2.2: The N = (1, 0) multiplets with maximum spin two, and corresponding holo-
graphic Weyl anomaly coefficients δ(c−a) and δc′′. Here k is the SU(2)R Dynkin
label (with spin = k/2). The shortening conditions correspond to those of (2.32),
while the last column is the maximum spin-two long representation.

SU(2)R Dynkin label k (so that SU(2) ‘spin’ is given by k/2).

Unitary irreducible representations of the N = (1, 0) theory have been studied and

explicitly constructed in [42, 43, 44, 45, 46]. The theory has one regular and three isolated

short representations, given generically by

A[j1, j2, j3; k]: ∆ = 1
2
(j1 + 2j2 + 3j3) + 2k + 6,

B[j1, j2, 0; k]: ∆ = 1
2
(j1 + 2j2) + 2k + 4,

C[j1, 0, 0; k]: ∆ = 1
2
j1 + 2k + 2,

D[0, 0, 0; k]: ∆ = 2k.

(2.32)

For maximum spin two, however, we must restrict to j1 = j2 = j3 = 0. In this case, it is a

simple exercise to perform the sum (2.25) over the multiplet using the values of γ16 and γ17

given in Table 2.1. Comparison with (2.31) then allows us to extract δ(c− a) and δc′′. The

results are summarized in Table 2.2.
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Multiplet ∆ 25 · 6!δa 25 · 6!δ(c− a)
L[0, 0, 0; k] > 2k + 6 0 0
A[0, 0, 0; k] 2k + 6 10∆2(∆2 − 2) + 11

3
−1

B[0, 0, 0; k] 2k + 4 −10(∆− 2
3
)2(3(∆− 2

3
)2 − 14)− 530

9
(∆− 2

3
)− 419

9
90(∆− 2

3
) + 3

C[0, 0, 0; k] 2k + 2 10(∆− 4
3
)2(3(∆− 4

3
)2 − 14)− 530

9
(∆− 4

3
) + 419

9
90(∆− 4

3
)− 3

D[0, 0, 0; k] 2k −10(∆− 2)2((∆− 2)2 − 2)− 11
3

1

Table 2.3: Contribution to the Weyl anomaly coefficients δa and δc from maximum spin
two multiplets for the N = (1, 0) theory. Here c is related to the conventional
anomaly coefficients ci according to (2.12). The δa coefficient is computed using
the results of [1].

As a consistency check, we note that the anomaly coefficient c′′ vanishes identically after

summation over a complete multiplet. This is a requirement of supersymmetry, but is not

manifest from the individual b6 coefficients in Table 2.1. We also see that the anomaly

vanishes for the long representation, which agrees with expectations from the AdS5 case

[24, 27]. As for the non-vanishing contributions, note that δ(c − a) for the A and D type

multiplets are equal and opposite. This must be the case, as A[0, 0, 0; k] and D[0, 0, 0; k+ 2]

are “mirror shorts” that sum to become a long multiplet.

Finally, recall that the N = (1, 0) theory admits three independent anomaly coefficients,

which we have parametrized as a, c and c′. Since we only consider Ricci-flat backgrounds,

we have only been able to determine the difference δ(c − a). This may be combined with

the holographic δa coefficient obtained in [1] to separate out the contributions to δa and δc.

These results are presented in Table 2.3. However, we are unable to determine δc′ unless we

can move away from Ricci-flat backgrounds.

2.2.3 N = (2, 0) Theory

We may perform the same computation for the N = (2, 0) theory, noting however that

only the 1/2-BPS multiplets have spins less than or equal to two. In this case, the supercon-

formal algebra decomposes as OSp(8∗|4) ⊃ SO(2, 6)× Sp(4)R ⊃ SO(2)× SU(4)× Sp(4)R.

The shortening conditions follow the same pattern as (2.32), however with extended R-
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∆ SU(4) D[0, 0, 0; 0, 2] D[0, 0, 0; 0, 3] D[0, 0, 0; 0, k ≥ 4]

2k 1 (0, 2) (0, 3) (0, k)
2k + 1

2
4 (1, 1) (1, 2) (1, k − 1)

2k + 1 6 (2, 0) (2, 1) (2, k − 2)
10 (0, 1) (0, 2) (0, k − 1)

2k + 3
2

20 (1, 0) (1, 1) (1, k − 2)
4 (3, 0) (3, k − 3)

2k + 2 20′ (0, 0) (0, 1) (0, k − 2)
15 (2, 0) (2, k − 3)
1 (4, k − 4)

2k + 5
2

20 (1, 0) (1, k − 3)
4 (3, k − 4)

2k + 3 10 (0, 0) (0, k − 3)
6 (2, k − 4)

2k + 7
2

4 (1, k − 4)
2k + 4 1 (0, k − 4)

Anomaly 384δ(c− a) 13 37 6k(k − 1) + 1
δc′′ 0 0 0

Table 2.4: The N = (2, 0) 1/2-BPS (maximum spin two) representation D[0, 0, 0; 0, k] and
corresponding holographic Weyl anomaly coefficients δ(c − a) and δc′′. Entries
are Sp(4)R representations specified by Dynkin labels (k1, k2).

symmetry [42, 43, 44, 45, 46]

A[j1, j2, j3; k1, k2]: ∆ = 1
2
(j1 + 2j2 + 3j3) + 2(k1 + k2) + 6,

B[j1, j2, 0; k1, k2]: ∆ = 1
2
(j1 + 2j2) + 2(k1 + k2) + 4,

C[j1, 0, 0; k1, k2]: ∆ = 1
2
j1 + 2(k1 + k2) + 2,

D[0, 0, 0; k1, k2]: ∆ = 2(k1 + k2).

(2.33)

Here (k1, k2) are Dynkin labels for Sp(4), with (1, 0) denoting the 4 and (0, 1) denoting the

5. For maximum spin two, we restrict to the 1/2-BPS multiplets D[0, 0, 0; 0, k] with ∆ = 2k.

(The case k = 1 is the free tensor multiplet, while k = 2 is the stress tensor multiplet.)

The holographic computation of δ(c − a) and δc′′ for the D[0, 0, 0; 0, k] multiplets are

shown in Table 2.4. The case k ≥ 4 is generic, and we do not include k = 1, which is a

supersingleton and would not appear in a holographic computation. The special case k = 3

fits into the generic pattern. In fact so does k = 2, although it requires separate treatment
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because of the presence of massless modes. For k = 2, the states in D[0, 0, 0; 0, 2] are

D(4; 0, 0, 0)14 +D(41
2
; 1, 0, 0)16 +D(5; 0, 1, 0)10

+D(5; 2, 0, 0)5 +D(51
2
; 1, 1, 0)4 +D(6; 0, 2, 0)1, (2.34)

where D(∆; j1, j2, j3) labels the SO(2, 6) representation and the subscript labels the Sp(4)R

representation. The massless vector, gravitino and graviton representations can be obtained

from the corresponding massive representations by subtracting out null states according to

D(5; 0, 1, 0) = D(5 + ε; 0, 1, 0)−D(6; 0, 0, 0),

D(51
2
; 1, 1, 0) = D(51

2
+ ε; 1, 1, 0)−D(61

2
; 1, 0, 0),

D(6; 0, 2, 0) = D(6 + ε; 0, 2, 0)−D(7; 0, 1, 0). (2.35)

(Note that the three-form, D(5; 2, 0, 0), is massive, so no subtraction is required.) Taking

these null states into account then gives the result δ(c − a) = 13/384 for k = 2 shown in

Table 2.4.

Although k = 2 and k = 3 are special cases, the holographic anomaly coefficient δ(c−a) =

(1/384)(6k(k−1)+1) is in fact universal. Combining this with δa = −(7/1152)(6k(k−1)+1)

obtained in [1] then allows us to separate out the individual coefficients

D[0, 0, 0; 0, k ≥ 2] : δa = − 1

288
· 7

4
(6k(k − 1) + 1) , δc = − 1

288
(6k(k − 1) + 1) .

(2.36)

As an application, consider theN = (2, 0) theory obtained by compactifying 11-dimensional

supergravity on AdS7 × S4. The Kaluza-Klein spectrum is simply

⊕k≥2D[0, 0, 0; 0, k], (2.37)

where k = 2 corresponds to the ‘massless’ supergravity sector. The anomaly coefficients δa

27



and δc may be computed by summing over the Kaluza-Klein levels

δa = − 1

288
· 7

4

∞∑
k=2

(6k(k − 1) + 1), δc = − 1

288

∞∑
k=2

(6k(k − 1) + 1). (2.38)

Following [1], we regulate the sums using a hard cutoff. This amounts to setting
∑∞

k=1 k
n = 0

for any n ≥ 0. This implies
∑∞

k=2 f(k) = −f(1), where f(k) is polynomial in k. As a result,

the regulated anomaly for AdS7 × S4 is

δa =
1

288
· 7

4
, δc =

1

288
. (2.39)

This is equal and opposite to the result for the conformal anomaly of the free tensor multiplet

computed in [32], and agrees with the O(1) contributions in (2.14).

2.3 Central Charges from the The Superconformal Index

We now turn to the second major theme of this chapter, which is how to obtain these

corrections using differential operators acting on the superconformal index.

2.3.1 The Superconformal Index for the (1, 0) Theory

The 4-dimensional superconformal index was introduced in [39, 38] and generalized

to additional dimensions in [44]. Before discussing the index, we first briefly review the

N = (1, 0) theory. Six dimensions is the highest dimension that admits superconformal

symmetry, and (1, 0) supersymmetry is minimal. The superconformal algebra decomposes

as OSp(8∗|2) ⊃ SO(2, 6) × SU(2)R ⊃ U(1)∆ × SU(4) × SU(2)R. Unitary representations

may be labeled by conformal dimension ∆, SU(4) Dynkin labels (j1, j2, j3) and the SU(2)R

label k (with ‘spin’ k/2).

Long representations of (1, 0) have ∆ > 1
2
(j1 + 2j2 + 3j3) + 2k + 6, while short represen-

tations fall into four categories, comprising one regular and three isolated short multiplets.
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The shortening conditions are given by [44, 45, 46]

A[j1, j2, j3; k] : ∆ = 1
2
(j1 + 2j2 + 3j3) + 2k + 6,

B[j1, j2, 0; k] : ∆ = 1
2
(j1 + 2j2) + 2k + 4,

C[j1, 0, 0; k] : ∆ = 1
2
j1 + 2k + 2,

D[0, 0, 0; k] : ∆ = 2k. (2.40)

Long representations are generated by the action of all 16 real supercharges and have states

with dimensions ranging from ∆ to ∆ + 4, while the successive shortened representations

generically have dimensions going up to ∆ + 7/2, ∆ + 3, ∆ + 5/2 and ∆ + 2, respectively.

The latter D multiplets are generated by eight supercharges and are half-BPS.

We now turn to the 6-dimensional (1, 0) index, which was introduced in [44] as

I(p, q, s) = TrH(−1)j1+j3e−βδq∆− 1
2
ksj1pj2 , (2.41)

where δ = ∆− 2k − 1
2
(j1 + 2j2 + 3j3). Recall here that (j1, j2, j3) labels the SU(4) Lorentz

representation, and that j1 + j+3 represents the fermion number. In particular, the index is

a Witten index refined by fugacities q, s and p associated with the charges ∆−k/2, j1 and j2

that commute with the supercharge Q used to define the index. While the trace is a priori

over all states in the spectrum, only those satisfying δ = 0 will contribute. Thus the index

is actually independent of β, and only receives contributions from shortened multiplets.

Since we are motivated by the holographic dual, our main interest is on the single-trace

index, which corresponds to the single particle spectrum. In this case, the expression (2.41)

has a particularly simple form. To see this, we first note that the charges j1 and j2 in (2.41)

are SU(3) weights corresponding to the breaking of SU(4) by the defining supercharge Q.

As a result, the index can be decomposed as a sum over SU(3) characters χ(j1,j2)(s, p) given
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Multiplet Shortening Condition D(p, q, s)IR(p, q, s)

A[j1, j2, j3; k] ∆ = 1
2
(j1 + 2j2 + 3j3) + 2k + 6 (−1)j1+j3+1 q∆− 1

2
k χ(j1,j2)(s, p)

B[j1, j2, 0; k] ∆ = 1
2
(j1 + 2j2) + 2k + 4 (−1)j1 q∆− 1

2
k χ(j1,j2+1)(s, p)

C[j1, 0, 0; k] ∆ = 1
2
j1 + 2k + 2 (−1)j1+1 q∆− 1

2
k χ(j1+1,0)(s, p)

D[0, 0, 0; k] ∆ = 2k q∆− 1
2
k χ(0,0)(s, p)

Table 2.5: Contribution to the single-trace index for (1, 0) short multiplets with Dynkin
labels (j1, j2, j3), conformal weight ∆, and R-charge k. Here we are taking generic
values for j1, j2, j3 and k; some special cases arise at small values of the quantum
numbers.

by the Weyl character formula:

χ(j1,j2)(s, p) =

sj1+1pj2+1 − s−j2−1p−j1−1 + sj2+1p−j1−j2−2 − sj1+j2+2p−j2−1

+s−j1−j2−2pj1+1 − s−j1−1pj1+j2+2


(
√
sp− 1

√
sp

)(
s
√
p
−
√
p

s

)(
p√
s
−
√
s

p

) (2.42)

Moreover, for a given representation, the index receives contributions from both supercon-

formal primaries and their descendants. The contributions from the latter are captured by

the denominator factor

1

D(p, q, s)
=

1

(1− qs−1)(1− qp)(1− qs/p)
= 1 + qχ(0,1)(s, p) + q2χ(0,2)(s, p) + · · · . (2.43)

As a result, the single-trace index for a given short representation takes the form

I(p, q, s) ∼ q∆− k
2
χ(s, p)

D(p, q, s)
, (2.44)

for some appropriate SU(3) character χ(s, p). The indices were worked out on a representa-

tion by representation basis in [45], and we summarize the results in Table 2.5.
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2.3.2 Central Charges from the Index

For (1, 0) theories with a large-N dual, we generally expect the central charges to scale

as O(N3). Holographically, the leading contribution comes from the tree-level bulk action

[18]. Sub-leading terms of O(N) arise from α′3R4 corrections and terms of O(1) from the

one-loop determinant. It is the latter terms that we focus on.

A Differential Operator for δa

We first examine the O(1) contribution δa to the a central charge. This was evaluated in

[1] for an arbitrary representation of the SO(2, 6) conformal group labeled by D(∆, j1, j2, j3)

by computing the heat kernel group theoretically on global AdS7. The result can be expressed

as

δa(∆, j1, j2, j3) =
(−1)j1+j3(∆− 3)

25 · 6!

[
1

21
(∆− 3)6d(j1, j2, j3)

− (∆− 3)4

(
I2(j1, j2, j3) +

1

3
d(j1, j2, j3)

)
+ (∆− 3)2

(
70

51
I4(j1, j2, j3) +

75

17

I2(j1, j2, j3)2

d(j1, j2, j3)
+

50

17
I2(j1, j2, j3)

+
4

9
d(j1, j2, j3)

)
− 75

4

I3(j1, j2, j3)

d(j1, j2, j3)

]
, (2.45)

where the sign factor (−1)F = (−1)j1+j3 distinguishes between bosons and fermions. Here

we have rewritten the expression of [1] in terms of SU(4) invariants where

d(j1, j2, j3) =
1

12
(j1 + 1)(j2 + 1)(j3 + 1)(j1 + j2 + 2)(j2 + j3 + 2)(j1 + j2 + j3 + 3), (2.46)
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is the dimension of the representation and the Ia’s are indices

I2(j1, j2, j3) =
1

60
d(j1, j2, j3)[3j2

1 + 12j1 + 4j1j2 + 2j1j3 + 4j2
2 + 4j2j3 + 16j2 + 3j2

3 + 12j3],

I3(j1, j2, j3) =
1

60
d(j1, j2, j3)(j1 − j3)(j1 + j3 + 2)(j1 + 2j2 + j3 + 4),

I4(j1, j2, j3) =
1

420
d(j1, j2, j3)[3j4

1 + 8j3
1j2 + 2j2

1j
2
2 − 12j1j

3
2 − 6j4

2 + 4j3
1j3 + 2j2

1j2j3

− 18j1j
2
2j3 − 12j3

2j3 − 4j2
1j

2
3 + 2j1j2j

2
3 + 2j2

2j
2
3 + 4j1j

3
3 + 8j2j

3
3 + 3j4

3

+ 24j3
1 + 30j2

1j2 − 50j1j
2
2 − 48j3

2 + 6j2
1j3 − 28j1j2j3 − 50j2

2j3 + 6j1j
2
3

+ 30j2j
2
3 + 24j3

3 + 54j2
1 − 34j1j2 − 122j2

2 − 2j1j3 − 34j2j3 + 54j2
3

+ 24j1 − 104j2 + 24j3], (2.47)

normalized to unity for the fundamental (1, 0, 0) representation.

For the (1, 0) superconformal case, we compute the shift δa for each supermultiplet by

summing (2.45) over the individual states comprising the representation. The multiplet

structure has been worked out explicitly in [45, 46], and using those results, we may obtain

δa for each type of shortened multiplet given in (2.40):

δa =



(−1)j1+j3+1A(j1, j2,∆− 1
2
k), A[j1, j2, j3; k];

(−1)j1A(j1, j2 + 1,∆− 1
2
k), B[j1, j2, 0; k];

(−1)j1+1A(j1 + 1, 0,∆− 1
2
k), C[j1, 0, 0; k];

A(0, 0,∆− 1
2
k), D[0, 0, 0; k].

Here A(j1, j2, ∆̂) has the universal form

25 · 6!A(j1, j2, ∆̂) = −10

(
4

3
∆̂− 2

)4

d(j1, j2) + 20

(
4

3
∆̂− 2

)2

[4I2(j1, j2) + d(j1, j2)]

+
530

9

(
4

3
∆̂− 2

)
I3(j1, j2)− 80

9
[I2,2(j1, j2) + 3I2(j1, j2)]− 11

3
d(j1, j2),

(2.48)
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where

d(j1, j2) = 1
2
(j1 + 1)(j2 + 1)(j1 + j2 + 2), (2.49)

is the dimension of the SU(3) representation and the Ia’s are indices

I2(j1, j2) =
1

12
d(j1, j2)[j2

1 + 3j1 + j1j2 + j2
2 + 3j2],

I3(j1, j2) =
1

60
d(j1, j2)(j1 − j2)(j1 + 2j2 + 3)(2j1 + j2 + 3),

I2,2(j1, j2) =
3

5
I2(j1, j2)

(
8
I2(j1, j2)

d(j1, j2)
− 1

)
, (2.50)

normalized to unity for the fundamental (1, 0) representation. Since SU(3) has rank two, it

only has two independent Casimir invariants, with corresponding indices I2 and I3. Therefore

the fourth order index I2,2 is not independent, but can be decomposed in terms of I2 as

indicated above.

It is now apparent that the structure of the holographic δa in (2.48) closely resembles

that of the single-trace index as shown in Table 2.5. This connection can be made precise by

associating the factor q∆− 1
2
kχ(j1,j2)(s, p) in the index with the anomaly function A(j1, j2,∆−

1
2
). This is easily done once we realize that the indices can be obtained from the SU(3)

character χ(j1,j2)(s, p). The relation is not unique, but one possibility is to take

d(j1, j2) = χ(j1,j2)(s, p)
∣∣
s=p=1

,

I2(j1, j2) = 1
2
(s∂s)

2χ(j1,j2)(s, p)
∣∣
s=p=1

,

I3(j1, j2) = (p∂p)(s∂s)
2χ(j1,j2)(s, p)

∣∣
s=p=1

,

I2,2(j1, j2) = 1
2
(s∂s)

4χ(j1,j2)(s, p)
∣∣
s=p=1

. (2.51)

The reason we have left I2,2 in the δa expression (2.48) is now apparent, as it can be obtained

directly from the character as opposed to the square of I2.

Combining the above observations, we are now led to the final expression relating δa to
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Multiplet Shortening Condition D(p, q, s)IR(p, q, s) 25 · 6!δ(c− a)

A[0, 0, 0; k] ∆ = 2k + 6 −q∆̂ χ(0,0)(s, p) −1

B[0, 0, 0; k] ∆ = 2k + 4 q∆̂ χ(0,1)(s, p) 3 + 90(4
3
∆̂− 2)

C[0, 0, 0; k] ∆ = 2k + 2 −q∆̂ χ(1,0)(s, p) −3 + 90(4
3
∆̂− 2)

D[0, 0, 0; k] ∆ = 2k q∆̂ χ(0,0)(s, p) 1

Table 2.6: The single-trace index and holographic δ(c−a) for maximum spin-two (1, 0) short
multiplets. The δ(c− a) results are taken from [2], but are given here in terms of
∆̂ ≡ ∆− 1

2
k.

the single-trace index

δa =
1

25 · 6!

[
−10

(
4

3
q∂q − 2

)4

+ 20

(
4

3
q∂q − 2

)2

(4Î2 + 1) +
530

9

(
4

3
q∂q − 2

)
Î3

− 80

9
(Î2,2 + 3Î2)− 11

3

]
D(p, q, s)I(p, q, s)

∣∣∣∣
p=q=s=1

. (2.52)

Here the Îa’s correspond to the differential operators used in (2.51) to obtain the indices

from the group character.

A Differential Operator for δ(c− a)

We now turn to consideration of holographic δ(c−a). So far, this has only been worked out

for maximum spin-two multiplets, so the information is necessarily incomplete. Nevertheless,

there is still a useful connection to be made, and the data is shown in Table 2.6. Noting

that the relevant SU(3) representations are the singlet, triplet and anti-triplet, and that the

indices, (2.50), are normalized to unity for the triplet, we obtain the expression

δ(c− a) =
1

25 · 6!

[
−90

(
4

3
q∂q − 2

)
Î3 + 1 + λ(Î2,2 − Î2)

]
D(p, q, s)I(p, q, s)

∣∣∣∣
p=q=s=1

, (2.53)

where λ is an undetermined constant. This ambiguity arises because the combination I2,2−I2

vanishes for the singlet and (anti-)triplet representations.

34



2.4 Remarks

In this chapter, we have computed the one-loop correction to (c−a), and we have shown

how to obtain this quantity and the corrections to a from the superconformal index. A few

comments are now in order.

2.4.1 Applicability of our Prescription

We have used the functional Schrödinger method of [20, 21, 22, 23]. It is reasonable to

question whether the use of (2.15) is valid, as it disagrees with the direct computation of δa

performed in [1, 27]. A quick way to see this is to note that δa in Table 2.3 is a fourth order

polynomial in ∆, while the result of summing (2.15) over a supermultiplet can be at most

quadratic in ∆. (One power comes directly from (2.15), while another can arise from the

dimension of the shortened representation.) If δ(c − a) was expected to be cubic or higher

in ∆, then our result, as shown in the last column of Table 2.3, cannot possibly be correct.

However, c− a can be at most linear in ∆, which is consistent with application of (2.15).

To see this, recall that, in superconformal field theories, the stress tensor is contained in a

multiplet of currents, so that there is a corresponding multiplet of anomalies. For N = (1, 0)

theory, the ‘t Hooft anomalies are characterized by the anomaly polynomial

I8 =
1

4!
[αc2(R)2 + βc2(R)p1(T ) + γp1(T )2 + δp2(T )], (2.54)

and the relation to the Weyl anomaly coefficients has recently been worked out [47, 48, 49, 34]

a = − 1

72
(α− β + γ + 3

8
δ), c− a = − δ

192
, c′ =

1

432
(β − 2γ + 1

2
δ). (2.55)

Since α is the coefficient of the [SU(2)R]4 anomaly, it can be at most fifth power in ∆, where

the extra power comes from the dimension of the representation. Similarly, β can be at most

cubic in ∆, while γ and δ can be at most linear in ∆. This in turn demonstrates that a will
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be at most fifth power in ∆, c′ will be at most cubic and c− a will be at most linear. Thus

the functional Schrödinger method is indeed compatible with δ(c− a). However, we also see

this approach cannot be used to compute either δa alone or δc′.

2.4.2 Possibility of Higher Spin

While we have focused on short multiplets with spins ≤ 2, it would be desirable to work

more generally with higher-spin multiplets. To do so, we would need knowledge of the b6

coefficients for arbitrary spin fields. This in turn depends on the form of the higher-spin

Laplacian. In general, this depends on the bulk dynamics of the higher-spin field and the

further restriction to the boundary following from the procedure of [20, 21, 22, 23]. For

higher-spin bosons, it is natural to take a bulk Laplacian of the form ∆ = −�−E with the

endomorphism E = ΣabR
abcdΣcd, where Σab are SU(4) generators in the appropriate bosonic

higher-spin representation. However, the situation is less clear for fermions. The natural

generalization would be to simply take Σab to be in a fermionic higher-spin representation.

However, this does not agree with the square of the Dirac operator for ordinary spin-1/2

fermions. Nevertheless, it is possible that the use of a universal endomorphism term for

bosons and fermions would be appropriate when tracing over supermultiplets. Along these

lines, we have computed the b6 coefficient for general higher-spin representations in Ap-

pendix B.

2.4.3 High Temperature Limit of the Index

In holographic 6d SCFTs, the leading order behavior of the central charges scales as

N3, and the first subleading corrections arise at O(N). So in practice the O(1) terms that

we have identified from the single-trace index are rather small corrections. Nevertheless,

their structure can provide a hint at a more complete relationship between the full index

and central charges. The full index, of course, differs from the single-trace index, but can be

related through the plethystic exponential. As in the AdS5/CFT4 case considered previously
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[28, 29], we expect that the connection of δa and δ(c−a) to the single-trace index generalizes

in terms of the high-temperature structure of the full index [30, 50, 51, 52, 53].

What we mean here by the high-temperature limit comes from the connection between

the superconformal index and the supersymmetric partition function on Sn × S1 [54, 51]:

I(β) = eβEsusyZSn×S1
β
, (2.56)

where Esusy is the supersymmetric Casimir energy and the inverse temperature β is associated

with the radius of S1. As highlighted in [30, 55, 50], the 4-dimensional index has a high-

temperature expansion of the form

log I(β) ∼ 16π2(c− a)′

3β
− 4(2a− c) log

(
β

2π

)
+

4(3c+ a)β

27
+ · · · , (2.57)

where the prime denotes a possible shift related to the displacement of the minimum of the

effective potential away from the origin [52, 53]. The linear term in β is the 4-dimensional

supersymmetric Casimir energy, and when generalized to the squashed sphere is connected

to the holographic one-loop computation of δa and δc [50].

In six dimensions, the high-temperature expansion of the index instead takes the form

[30]

log I(β) ∼ 8π4

9β3
C0 +

π2

6β
C1 + · · ·+ βEsusy + . . . , (2.58)

where it was suggested that the factors C0 and C1 are related to the ’t Hooft anomaly

coefficients

I8 =
1

4!
[αc2(R)2 + βc2(R)p1(T ) + γp1(T )2 + δp2(T )], (2.59)

by

C0 = γ + 1
4
δ, C1 = 9

2
β − 8γ + δ. (2.60)

While the holographic δa and δ(c − a) are related to Esusy, and therefore do not constrain
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C0 and C1, one may hope that aspects of the holographic dual can nevertheless refine our

understanding of these terms. In any case, we note that, while C0 receives non-vanishing

contributions from free (1, 0) scalar and tensor multiplets [56, 57, 58], it nevertheless vanishes

in the (2, 0) theory [44, 59, 60, 30, 61]. This leaves us with the question of whether any

additional meaning can be attributed to C0. One way to distinguish (1, 0) from (2, 0) theories

is the vanishing of the c′ central charge in the latter. However, the relation [47, 48, 49, 34]

a = − 1

72
(α− β + γ + 3

8
δ), c− a = − δ

192
, c′ =

1

432
(β − 2γ + 1

2
δ), (2.61)

demonstrates that this cannot be the complete story. Likewise, the relation between C1 and

the central charges is not clear either. These issues merit further study, as their resolution

will lead to a deeper understanding of 6-dimensional SCFTs.
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CHAPTER III

Consistent Truncations on the Lunin-Maldacena

Background

3.1 Review: Type IIB Supergravity

So far in this dissertation, we have studied quantum field theory on fixed backgrounds,

and we have considered supersymmetry to be a global transformation. If we allow for lo-

cal supersymmetry transformations, then we are forced to allow the background manifold

to fluctuate– essentially, this gives a theory of gravity. This is roughly because the com-

mutation relations of supersymmetry transformation include spacetime symmetries, so local

supersymmetry forces the spacetime symmetries to be local as well. Invariance under local

spacetime symmetries requires that the metric transform as a fluctuating gauge field just as

invariance under a local U(1) symmetry requires a field Aµ. For these reasons, the theories

with local supersymmetry transformations are called theories of supergravity.

3.1.1 Type IIB Supergravity

There are a number of supergravity theories, depending on the number of dimensions

and supersymmetries, and the type of matter fields that are included. Here we will review

one example that is particularly relevant due to its role in the AdS/CFT correspondence:

type IIB supergravity. This 10-dimensional theory has two chiral supercharges (unlike its
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partner type IIA, which has a left-handed and a right-handed supercharge). The minimal

spinor representations in 9+1 dimensions are 16-dimensional, so type IIB supergravity is a

theory with maximal supersymmetry– that is, it has 32 supercharges.

The theory can be obtained as the low-energy limit of type IIB string theory. The

fermionic part includes two gravitinos and two dilatinos. The bosonic matter content is

broken into two sectors based on the periodicity of fields defining them in the string theory.

The NS-NS fields are the metric gµν , a two-form Bµν and the dilaton φ. The R-R fields are

the axion χ ≡ C0, another two-form C2 and a four-form C4 with a self-dual field strength.

The field strengths obtained from these potentials are defined by:

F1 = dχ, H3 = dB2, F3 = dC2 − χH3,

F5 = dC4 −
1

2
(C2 ∧ H3 −B2 ∧ dC2 ), (3.1)

where F5 = ∗F5. The Bianchi identities then follow:

dF1 = 0, dF3 −H3 ∧ F1 = 0,

dH3 = 0, dF5 −H3 ∧ F3 = 0 (3.2)

The type IIB supergravity equations of motion cannot be derived from a covariant action

because the self-duality of F5 means that its kinetic term vanishes. However, the equations

are known. The form-field equations are

d(e2φ ∗ F1) = −eφH3 ∧ ∗F3,

d ∗ dφ = e2φF1 ∧ ∗F1 − 1
2
e−φH3 ∧ ∗H3 + 1

2
eφF3 ∧ ∗F3,

d(e−φ ∗H3) = eφF1 ∧ ∗F3 + F3 ∧ F5,

d(eφ ∗ F3) = −H3 ∧ F5, (3.3)
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and the Einstein equation in Ricci form is

Rµν =
1

2
∂µφ∂νφ+

1

2
e2φ∂µχ∂νχ+

1

4
e−φ

(
HµρσHν

ρσ − 1

12
gµνHλρσH

λρσ

)
+

1

4
eφ
(
FµρσFν

ρσ − 1

12
gµνFλρσF

λρσ

)
+

1

4 · 4!
FµλρστFν

λρστ . (3.4)

Note that we did not include the equations of motion for the fermions. This is because for

our purposes (and almost all purposes) the equations of motion are of interest because we

are interested in their solutions. These solutions make up the classical backgrounds of the

theory. Classical backgrounds always have vanishing fermionic fields.

3.1.2 Kalua-Klein Reduction and Consistent Truncations

Type IIB string theory (and thus, at low energies, supergravity) is dual to N = 4 SYM

in four dimensions. But AdS/CFT is often cited as a duality between gravitational theories

in d + 1 dimensions and conformal field theories in d dimensions. The resolution to this

apparent tension lies in KK-reduction, whereby a field on a non-compact times a compact

manifold are represented as an infinite tower of fields on only the non-compact manifold. For

the simplest example of this, consider a massless scalar field in 5 dimensions, {x0, ..., x4}.

Φ = Φ(x0, x1, x2, x3, x4) (3.5)

But now imagine that we compactify the last dimension, which we will now call y, on a circle

of radius R. Then the dependence of the function in the y-direction becomes periodic, and

we express it as a Fourier series:

Φ =
∑
n=0

φn(x0, x1, x2, x3) e2πiny/R (3.6)
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We have now replaced the 5-dimensional field Φ with an infinite number of four-dimensional

fields φn. The 5-dimensional Klein-Gordon equation reads

�5Φ = (�4 + ∂y∂
y)
∑
n

φn(x0, x1, x2, x3) e2πiny/R = 0

=⇒
∑
n

(
�4 − (2πn/R)2

)
φn(x0, x1, x2, x3) e2πiny/R = 0

(3.7)

Since these Fourier modes are all independent, this implies that all of these terms are sepa-

rately zero, so we get a Klein-Gordon equation for each mode:

(
�4 − (2πn/R)2

)
φn = 0 (3.8)

From the equations of motion of our tower of fields, we find that our 5-dimensional field Φ

has broken down into a single massless scalar plus an infinite number of scalars with mass

m = 2πn/R. This is the idea of Kaluza-Klein (KK) analysis. The same may be performed

on other compact manifolds– however, the Fourier analysis part may be very difficult, as

the spectrum of the Laplacian is required. For higher-dimensional spheres, however, the

generalization is fairly straight forward, and the internal part of the KK modes are the

spherical harmonics.

Now we will introduce a few more terms. Consistent truncation refers to throwing out

fields from a field theory in such a way that the remaining fields do not source the removed

fields. For an extremely elementary example, consider a theory with two massless fields

L = −(∂a)2 − (∂b)2 + a2b (3.9)

The equations of motion are

�a = 2ab (3.10)

�b = a2 (3.11)
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In this example, we can consistently truncate a because if we set it to zero, then a has no

source. But we can not consistently truncate b because it is sourced by a. This is equivalent

to saying: if we set a = 0 from the outset, it will stay off, because it will have no source.

But b will not stay equal to zero as long as a remains.

Finally, we introduce the idea of dimensional reduction. This is when we consistently

truncate all but the massless mode in the KK analysis. Getting rid of the higher modes

might be well justified if we are working at energies far beneath the energy of the first

excited mode. This goes like 1/R in our analysis, and generally is inversely proportional to

the size of the compact manifold. Keeping only the massless mode truly does reduce the

number of dimensions: from the (3.6), it is easy to see that, because n = 0, the massless

mode does not include any dependence on y. Only the higher modes fluctuate in the y-

direction. Dimensional reductions are a subset of consistent truncations, which may or may

not reduce the number of dimensions.

In practice, dimensional reductions are constructed using a reduction ansatz, which is a

solution for the higher-dimensional fields in terms of the lower-dimensional ones. Consistency

is checked by ensuring that the lower-dimensional equations of motion imply to the higher-

dimensional ones. In our simple example above, we could say that the reduction ansatz is

a = 0, b = b′, where b′ is a massless scalar. Then it is clear that any solution of �b′ = 0

is also a solution of the untruncated equations. Doing the same for a = a′, b = 0 does not

result in a solution to the original equations.

3.1.3 β-deformations and the Lunin-Maldacena background

Let us now turn to the dual theory of IIB string theory / supergravity: N = 4 super

Yang-Mills. As we have mentioned before, N = 4 SYM is a conformal field theory. One

natural question about conformal field theories is whether they come in continuous families

(perhaps parameterized by continuous parameters) or if they are isolated points in the space

of theories. For some conformal theories, the continuous families of theories are described
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by extra operators that can be added to the Lagrangian. Such operators are called marginal

deformations, and the their couplings parameterize the space of conformal theories.

Recall that for the class of N = 1 theories (of which N = 4 SYM is a member), the inter-

actions can be organized using the superpotential W , which is a function of the superfields

Φ:

L ⊃
∫

dθ2W (Φ) , (3.12)

where θ are the superspace coordinates. Now, N = 4 supersymmetry is a very strong

constraint. In fact, there is only one superpotential that preserves this much supersymmetry:

WN=4 = hTr (Φ1Φ2Φ3 − Φ1Φ3Φ2) (3.13)

It was shown in [62] that N = 4 SYM has two marginal deformations that preserve

N = 1 supersymmetry. The marginal deformations of [62], also called the β-deformations,

enter in the Lagrangian through Tr (Φ1Φ2Φ3 + Φ1Φ3Φ2) and Tr (Φ3
1 + Φ3

2 + Φ3
3) terms in the

superpotential.

A longstanding puzzle of the AdS/CFT correspondence is to determine the bulk duals of

these theories. On general grounds, the duals of the β-deformed theories are expected to be

type IIB string theory on AdS5 ×X5, where X5 is a 5-dimensional manifold that should be

able to be continuously deformed to a sphere. An answer was given for the first deformation

[3] using a solution-generating technique designed to preserve the correct symmetries. This

method makes use of the fact that the first deformation has an additional pair of U(1)

symmetries acting on the superfields Φi. The gravity dual of the second deformation is still

unknown beyond the second-order result of [63].
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3.1.4 Overview

The Lunin-Maldacena (LM) background [3] preserves N = 2 supersymmetry in five

dimensions, so it is natural to expect that it can be extended to a full consistent truncation

of IIB supergravity on AdS5 times a deformed S5. The result is 5-dimensional N = 2 gauged

supergravity. This would be in accord with the conjecture that any supersymmetric vacuum

solution of KK form can be extended to a full non-linear KK reduction with the full set of

corresponding supergravity fields [64, 65].

The goal of this chapter is the construct the truncation from type IIB supergravity to

N = 2 supergravity in 5 dimensions. This requires that we consistently turn on an N = 2

graviphoton in this background. At the linearized level, there is an obvious procedure for

doing so by gauging the U(1)R isometry of the metric. However, the non-linear reduction is

not as straightforward. Guided by the consistent truncation of IIB supergravity on a Sasaki-

Einstein manifold [66, 67], we construct a full non-linear KK reduction to gauged N = 2

supergravity in the Lunin-Maldacena background. While the Gauntlett-Varela conjecture

[65] has been verified for general AdS5 solutions of M-theory [68, 69], the present construction

yields a non-trivial example starting directly from a IIB supergravity point of view. This

will comprise the first section of the chapter.

We are particularly interested in the Lunin-Maldacena case because its starting point

can be viewed as AdS5 × S5 deformed by turning on a field in the ‘massive’ KK tower.

Although the β deformation is non-dynamical here, its presence nevertheless creates some

tension between having non-trivial excitations in the KK tower and a consistent truncation

that aims to remove such fields. In the second chapter, we will present our progress in

constructing a full non-linear reduction ansatz that includes the deformation parameter γ as

a dynamical field. We find that the most naive extensions of the LM background retaining

such a scalar are not consistent, and we comment on what such a solution, if it exists, might

look like.
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3.2 Reduction to N = 2 gauged supergravity

We begin with the Lunin-Maldacena background, which, following the notation of [3],

takes the form

ds2 = G−1/4

[
ds2

AdS5
+
∑
i

(dµ2
i +Gµ2

i dφ
2
i ) + 9(γ2 + σ2)Gµ2

1µ
2
2µ

2
3dψ

2

]
,

e−φ = G−1/2H−1, χ = γσg0,EH
−1,

B2 = γGw2 − 12σw1 ∧ dψ, C2 = −σGw2 − 12γw1 ∧ dψ,

F5 = 4(1 + ∗)ωAdS5 = 4(ωAdS5 +Gdw1 ∧ dφ1 ∧ dφ2 ∧ dφ3), (3.14)

where

G−1 = 1 + (γ2 + σ2)g0,E, H = 1 + σ2g0,E, g0,E = µ2
1µ

2
2 + µ2

2µ
2
3 + µ2

3µ
2
1,

dw1 = µ1µ2µ3 ∗2 1, w2 = µ2
1µ

2
2dφ1 ∧ dφ2 + µ2

2µ
2
3dφ2 ∧ dφ3 + µ2

3µ
2
1dφ3 ∧ dφ1. (3.15)

Here, we have written the five-sphere as a T 3 fibration over S2, with {φi} as the torus

coordinates and {µi} the ‘direction cosines’ satisfying
∑

i µ
2
i = 1. In addition, ψ = (φ1 +

φ2 + φ3)/3 is the diagonal combination that defines the isometry direction dual to U(1)R.

This solution is parametrized by two real constants, γ and σ, which can be combined into

a complex deformation parameter β = γ − iσ. At linearized order, this deformation turns

on the two-form potentials B2 and C2, which then backreact on the other fields in a manner

that is consistent with [63]. Note that here we have chosen the initial IIB axi-dilaton to be

τ = i prior to the β deformation.

The one-form w1 was introduced in [3] as a potential, and is implicitly defined by its

exterior derivative dw1, where ∗21 is the volume form on S2. In particular, for constant γ

and σ, only dw1 shows up in the field strengthsH3 and F3. However, if the β deformation were

to be made spacetime dependent, then either w1 would enter directly in the field strengths
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or some modification would be needed. Although we do not pursue this approach here, we

will nevertheless demonstrate below that including a dynamical graviphoton is sufficient to

make a particular choice of w1 physical.

3.2.1 The reduction ansatz

Although there is as yet no fully systematic treatment of consistent truncations, the

starting point is clear as we can gain much insight from the linearized KK spectrum. Since

the deformed background in (3.14) preserves N = 2 supersymmetry, our aim is to obtain

a truncation to the bosonic sector of N = 2 supergravity. In particular, this involves the

generalization of the AdS5 background to an arbitrary 5-dimensional space with metric gµν

along with the addition of a graviphoton A with field strength F = dA.

To do this we will take advantage of the natural Sasaki-Einstein structure of S5. Recall

that Sasaki-Einstein manifolds are those that are both Sasaki and Einstein, and that a

Riemannian manifold S is Sasaki if and only if its metric cone (C = R>0 × S, ds2(C) =

dr2 + r2ds2(S)) is Kähler. The simplest example in five dimensions (and the one that is

relevant for us) is the sphere, which has metric cone C3\{0}. We will write the solution

AdS5 × S5 as a general Sasaki-Einstein compactification that retains the graviphoton, and

then we will transform to the β-deformed theory.

Sasakian manifolds admit a Killing vector field known as the Reeb vector. When these

orbits close, as is the case for the sphere, they define a foliation of SE5. Then SE5 may be

written as a circle bundled over a 4-dimensional Kähler base as:

ds2(SE5) = ds2(B) + η2, (3.16)

with dη = 2J where J is the Kähler form on the base. In the case where SE5 = S5, the

Kähler base is CP 2.

Since the graviphoton gauges the U(1)R isometry generated by ∂/∂ψ, the metric ansatz
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is obtained by the replacement dφi → dφi + A. However, this is not yet complete, as the

five-form field strength also gains graviphoton contributions in a Freund-Rubin setup. In the

absence of the β deformation, a consistent Sasaki-Einstein truncation takes the form [66, 67]

ds2 = gµνdx
µdxν + ds2(B) + (η + A)2,

F5 = (1 + ∗)(4 ∗5 1− ∗5F ∧ J)

= 4 ∗5 1 + 2J ∧ J ∧ (η + A)− ∗5F ∧ J + F ∧ J ∧ (η + A), (3.17)

where ∗5 is the Hodge dual with respect to the 5-dimensional metric gµν .

With (3.17) as a starting point, we can turn on the Lunin-Maldacena deformation, which

also brings the IIB axi-dilaton and two-form potentials into play. The resulting ansatz takes

the form

ds2 = G−1/4

[
gµνdx

µdxν +
∑
i

(dµ2
i +Gµ2

i (dφi + A)2) + 9(γ2 + σ2)Gµ2
1µ

2
2µ

2
3(dψ + A)2

]
,

e−φ = G−1/2H−1, χ = γσg0,EH
−1,

B2 = γGw2 − 12σw1 ∧ (dψ + A) , C2 = −σGw2 − 12γw1 ∧ (dψ + A) ,

F5 = 4 ∗5 1 + 4Gdw1 ∧ (dφ1 + A) ∧ (dφ2 + A) ∧ (dφ3 + A)

− ∗5F ∧ J + F ∧ J ∧ (η + A) + 12G
(
γ2 + σ2

)
F ∧ w1 ∧ w2. (3.18)

The scalar functions G, H and g0,E are unchanged from (3.15), while w2 now takes the form

w2 = µ2
1µ

2
2(dφ1+A)∧(dφ2+A)+µ2

2µ
2
3(dφ2+A)∧(dφ3+A)+µ2

3µ
2
1(dφ3+A)∧(dφ1+A). (3.19)

In addition, the forms pertaining to the Sasaki-Einstein structure can be expressed in terms
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of the S5 quantities as

η + A =
∑
i

µ2
i (dφi + A) = A+

∑
i

µ2
i dφi,

2J =
∑
i

dµ2
i ∧ (dφi + A) =

∑
i

dµ2
i ∧ dφi. (3.20)

Here we have made use of the constraint
∑

i µ
2
i = 1.

Note that the final term in the five-form ansatz in (3.18) is required by self-duality, as it

is obtained by expanding out the 10-dimensional self-dual expression F5 = (1 + ∗)(4 ∗5 1 −

∗5F ∧J) in the Lunin-Maldacena background. It is interesting that the one-form w1 appears

directly, and not as a potential, in this term. This is also the case for the three-form field

strengths

H3 = γ Gdw2 − 12σ dw1 ∧ (dψ + A) + 12σF ∧ w1 − γ
(
γ2 + σ2

)
G2 dg0,E ∧ w2,

F3 = −σH−1 dw2 − 12γ H−1 dw1 ∧ (dψ + A) + 12γ H−1F ∧ w1

+ σ
(
γ2 + σ2

)
GH−1 dg0,E ∧ w2. (3.21)

As a result, turning on the graviphoton selects a preferred w1 given as

w1 = − 1

12

[
(µ2

2 − µ2
3)µ1dµ1 + (µ2

3 − µ2
1)µ2dµ2 + (µ2

1 − µ2
2)µ3dµ3

]
. (3.22)

It follows that

dw1 =
1

3
[µ1µ2dµ1 ∧ dµ2 + µ2µ3dµ2 ∧ dµ3 + µ3µ1dµ3 ∧ dµ1]

= µ1µ2µ3 ∗2 1, (3.23)

where we have chosen an orientation such that

∗2dµi = εijkµjdµk, dµi ∧ dµj = εijkµk ∗2 1. (3.24)
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From this point of view, w1 is in fact physical, and can be expressed more compactly as

w1 =
1

12
∗2 d(µ1µ2µ3). (3.25)

3.2.2 Verification of the ansatz

We have verified that the above ansatz satisfies the IIB axi-dilaton and form field equa-

tions of motion. Although we did not fully verify the IIB Einstein equation, we expect it

to work as well. The IIB equations of motion are satisfied provided the metric gµν and

graviphoton Aµ obey the corresponding equations obtained from the bosonic Lagrangian of

5-dimensional N = 2 gauged supergravity

e−1L5 = R ∗5 1 + 12 ∗5 1− 3

2
F ∧ ∗5F + F ∧ F ∧ A. (3.26)

The graviphoton kinetic term can be made canonical by the rescaling A→ A/
√

3.

In order to verify the ansatz, we had to compute the 10-dimensional Hodge dual of the

field strengths. This was done by splitting the 10-dimensional space into a warped product

of 5-dimensional spacetime, the S2 base and the T 3 fiber

ds2 = G−1/4

[
gµνdx

µdxν +
∑
i

dµ2
i +G

(∑
i

e2
i + (γ2 + σ2)µ2

1µ
2
2µ

2
3

(∑
i

ei
µi

)2
)]

, (3.27)

where ei = µi(dφi + A). We use ∗5, ∗2 and ∗3 to denote the Hodge duals within these three

subspaces, respectively (without the overall G−1/4 factor), and ∗ without subscript to denote

the Hodge dual taken in the full 10-dimensional IIB metric (including G−1/4). In this case,
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we have the useful identities

∗31 = Ge1 ∧ e2 ∧ e3,

∗3e1 = e2 ∧ e3 −G(γ2 + σ2)µ2µ3w2,

∗3(e1 ∧ e2) = e3 + (γ2 + σ2)µ2
1µ

2
2µ3

∑
i

ei
µi
,

∗3(e1 ∧ e2 ∧ e3) = G−1, (3.28)

along with cyclic permutations. From these, we can obtain

∗3

(∑
i

ei
µi

)
=

G

µ1µ2µ3

w2, ∗3w2 = µ1µ2µ3G
−1
∑
i

ei
µi
. (3.29)

Verification of the form field equations of motion is straightforward although somewhat

tedious. Here we present some of the expressions that were useful in performing this check.

The IIB dilaton and RR scalar are naturally combined into the complex axi-dilaton

τ = χ+ ie−φ = (γσg0,E + iG−1/2)H−1, (3.30)

with corresponding one-form field strength

dτ = −1
2
i(σ + iγG1/2)2H−2G−1/2dg0,E. (3.31)

The three-form field strengths were given above in (3.21), and can be combined into the

complex three-form

G3 = F3 − ie−φH3 = (σ + iγG1/2)H−1
[
−dw2 + 4iG1/2 ∗2 1 ∧ ∗3w2 − 12iG−1/2F ∧ w1

+ (γ2 + σ2)Gdg0,E ∧ w2

]
, (3.32)

51



with 10-dimensional Hodge dual

∗G3 = (σ + iγG1/2)H−1
[
−G−1/2 ∗10 dw2 + 4i ∗5 1 ∧ w2 + 12i ∗5 F ∧ ∗2w1 ∧ e1 ∧ e2 ∧ e3

− (γ2 + σ2)G1/2 ∗5 1 ∧ ∗2dg0,E ∧ ∗3w2

]
. (3.33)

The axi-dilaton equation is then satisfied identically, while the three-form and five-form equa-

tions of motion are satisfied so long as the graviphoton satisfies the 5-dimensional equation

of motion d ∗5 F = F ∧ F originating from (3.26).

3.3 Further Truncations

Above we have extended the Lunin-Maldacena solution into a full consistent truncation

of IIB supergravity to the bosonic sector of pure 5-dimensional N = 2 gauged supergravity.

It is of course interesting to ask if further consistent truncations generalizing the Lunin-

Maldacena solution are possible.

One interesting place to explore this idea is in the scalars that are dual to the exactly

marginal deformations. The deformations are given by operators with ∆ = 4 on the bound-

ary, so their duals should be the exactly massless dynamical fields in the bulk. As an example,

first consider the N = 4-preserving deformation– this corresponds to the operator that is

equal to the Lagrangian itself. Moving around in the space of N = 4-preserving conformal

field theories amounts to changing the coupling of the theory, τYM = θ/2π + 4πi/g2
YM . The

dual of this deformation is the axidilaton τs.

We find that it is possible to retain a dynamical 5-dimensional axi-dilaton τs = τ1s + iτ2s

in the Lunin-Maldacena solution. In fact, it can be shown that the solution of [3] remains

valid without modification, even for a dynamical τs. To demonstrate this, it is convenient to
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express the fields as

ds2 = G−1/4

[
gµνdx

µdxν +
∑
i

(dµ2
i +Gµ2

i dφ
2
i ) + 9

|β|2

τ2s

Gµ2
1µ

2
2µ

2
3dψ

2

]
,

e−φ = τ2sG
−1/2H−1, χ = τ1s − β1β2g0,EH

−1,

B2 =
β1

τ2s

Gw2 − 12σw1 ∧ dψ, C2 =

(
β2 +

τ1s

τ2s

β1

)
Gw2 − 12γw1 ∧ dψ,

F5 = 4(∗51 +Gdw1 ∧ dφ1 ∧ dφ2 ∧ dφ3), (3.34)

where

G−1 = 1 +
|β|2

τ2s

g0,E, H = 1 +
β2

2

τ2s

g0,E, (3.35)

and we have introduced the shifted β-deformation parameter

β = β1 + iβ2 = γ − τsσ. (3.36)

A dynamical τs modifies the 10-dimensional one-form field strength

dτ =
i

2
(β1 + iβ2G

−1/2)2G1/2H−2dg0,E

+

(
1 +

iβ1β2

τ2s

g0,EG
1/2

)
H−1

(
dτ1s + iG−1/2H−1dτ2s

)
+
i

2

β2
2 − β2

1

τ2s

g0,EG
1/2H−1dτ2s,

(3.37)

as well as the complex three-form field strength

G3 =
β1 + iβ2G

−1/2

H

[
−iG1/2dw2 − 4G ∗2 1 ∧ ∗3w2 + i

|β2|
τ2s

G3/2dg0,E ∧ w2

+
G

τ2s

(
(dτ1s − iG1/2dτ2s) + 2i

G1/2H

β1 + iβ2G−1/2
(β1dτ2s − β2dτ1s)

)
∧ w2

]
.

(3.38)
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The resulting equations of motion are then consistent with the 5-dimensional Lagrangian

e−1L5 = R ∗5 1 + 12 ∗5 1− 1

2τ 2
2s

dτs ∧ ∗dτ̄s. (3.39)

Although we have not included the graviphoton here, we expect that a full consistent trun-

cation can be obtained that retains the complete set of fields of the generic squashed Sasaki-

Einstein reduction.

3.3.1 Fluctuating γ(x)

For a much less trivial example than τs, we can consider the fields dual to the N = 1-

preserving deformation. Since γ and σ of the LM solution are the bulk parameters that

characterize the strength of the deformation, they are the fields dual to the boundary de-

formation. So we would like to know if they may be consistently made dynamical. There

is a crucial difference between this and dynamical τs, in that γ and σ are part of the first

excited KK level and moreover carry non-trivial dependence on the internal coordinates.

Stated differently, while it is always possible to obtain a consistent truncation by restricting

to singlets under an internal symmetry group, in this case there is no such obvious subgroup

that will retain γ and σ while removing the rest of the KK tower.

At the same time, however, the Lunin-Maldacena solution itself allows us to move con-

tinuously along the exactly marginal deformation parametrized by γ and σ. This raises the

possibility that they may couple to higher states in the KK tower in a controlled manner.

After all, the truncation is consistent when these fields are set to constants, corresponding

to turning on constant sources for the dual operators. Additional motivation for a possible

consistent truncation arises by noting that the shifted deformation parameter β in (3.36) can

be spatially varying when τs is made dynamical. This hints that an independent dynamical

β may be obtained using the dynamical τs solution as a starting point. Nonetheless, we have

found that a straightforward promotion of β to an independently varying field does not lead
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to a consistent solution of the IIB equations of motion, so further study of the system will

be required to see if such a truncation is possible.

The most obvious thing to is to simply make the γ that appears in the potentials a

function of spacetime. Then the equations of motion acquire terms proportional to ∂γ and

(∂γ)2 (and ∂2γ terms, but these are set to zero according to the equation of motion for γ,

which is massless). It is straightforward to check that this does not yield a solution to the

10-dimensional equations of motion. So if there is a solution, modifications must be made

to the reduction ansatz.

Zeroth- and First-Order Solution

In the absence of an inspired guess at the solution, we take a systematic approach of

determining the solution order-by-order in the deformation γ1. The zeroth order solution is

the LM solution with no γ or σ, which reduces to the Freund-Rubin solution:

ds2 = ds2
AdS5

+
∑
i

(dµ2
i +Gµ2

i dφ
2
i ) ,

φ = φ0, F5 = 4(1 + ?0)wAdS5 , (3.40)

where φ0 is a constant and ?0 is the 10-dimensional Hodge star using the uncorrected metric.

A first-order solution requires modification of the three-forms field strengths. It is perhaps

rather surprising, but the solution given in (3.14) does not work at first order. The linear

KK reduction ansatz for a number of the low-lying fields were worked out long ago [70], and

we find that a modification is needed of C2 to satisfy the IIB equations of motion to even

1We set σ = 0 for simplicity. In the case of a constant γ and σ, the solution exists even if one of them
is turned off– we have no reason to expect that this not to be the case for fluctuating γ and σ. In fact,
the 5-dimensional action of the γ and σ are given in (3.30) of [3], and we can check explicitly that they are
decoupled.
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leading order. The resulting three-forms are

H(3) = γdw2 + dγ ∧ w2 , F (3) = −4γ ?2 1 ∧ ?3w2 +
dγ ∧ ?5dw2

4
(3.41)

The ?5, ?2, and ?3 are the Hodge stars within the spacetime coordinates xµ, the (α, θ)

coordinates on the two-sphere, and the three-torus coordinates (φ1, φ2, φ3), respectively. The

modification makes the C2 much more complicated, but actually simplifies the expression for

F3 and makes it more symmetric with H3. This modification differs from the original LM

solution by a term that is pure gauge if γ is non-dynamical.

One might ask if this is the unique form for the first-order solution. Computing the

spherical harmonics on S5 shows that these are the only harmonics. We have assumed that

the solution follows a pattern where φ, F5, and g contain even powers in γ, and H3 and F3

contain odd powers. This seems likely, especially given that it is the patterned followed by

the LM solution for constant γ.

Second-Order Solution: Dilaton

We have attempted to find a second-order solution as well, which requires modification

of φ, F5, and g. Consider first the dilaton, whose equation of motion is:

∆φ+
1

2
e−φ|H(3)|2 − 1

2
eφ|F (3)|2 = 0 (3.42)

The second-order modifications to the dilaton decouple from the modifications to F5 and g.

It is straightforward to solve this: the dilaton modifications are sourced by the first-order

modifications to H3 and F3. We first compute these terms:

1

2
e−φ|H(3)|2 − 1

2
eφ|F (3)|2 = γ24G2 µ1µ2µ3 (−1 + 4g0E)wAdS ∧ ?21 ∧ dφ1dφ2dφ3 (3.43)

1

4
G2 µ1µ2µ3 (−1 + 4g0E) dγ ∧ ?dγ ∧ ?21 ∧ dφ1dφ2dφ3 (3.44)
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Now we can solve this by taking its integral, and setting that equal to ?10dφ. The solution

to this requires the following modification of φ:

e−2φ = 1 + γ2g0E → 1 + γ2

(
−1

4
+ g0E

)
. (3.45)

This seemingly random change may be understood by taking a full truncation including both

γ(x) and τ2(x). In that case, we have

e−2φ = τ 2
2 + τ2γ

2g0E (3.46)

The equation of motion is consistent if you require the equations of motion that arise from the

action in (3.30) of [3]. Alternative, this may be viewed as a modification τ2 → 1 + γ2/8 + ...,

where the ellipses stand for terms higher order in γ. This is simply the solution of the τ2

EOM in terms of γ.

Second-Order Solution: Five-Form

Next we consider the five-form. This is trickier because second-order change in the metric

can show up in the five-form equation of motion through the Hodge star. The EOM is:

dF (5) = H(3) ∧ F (3) (3.47)

This equation is solved by adding a term to F (5) (which is the term proportional to dγ) and

then modifying the metric so that the entire five-form is self dual. Basically this amounts to

finding a term that is an integral of the left-over pieces of the original equation. These are

given by:

dF
(5)
LM −H

(3) ∧ F (3) = 2µ1µ2µ3 (1− 4g0E) γ dγ ∧ ?21 ∧ dφ1dφ2dφ3 (3.48)
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The integral of this term is the additional piece:

dF
(5)
LM −H

(3) ∧ F (3) = −dδF (5) = d

(
−1

4
µ1µ2µ3 γ dγ ∧ ?2dg0E ∧ dφ1dφ2dφ3

)
(3.49)

Therefore the term in parentheses on the RHS is modification needed for the five form. The

integral is not unique, but we have chosen it to be proportional to dγ so that the LM solution

is restored when dγ → 0. Another modification of F5 is needed to ensure that the five-form

is self dual. This is just the Hodge star of δF5:

δF5 = −1

4
µ1µ2µ3 γ dγ ∧ ?2 dg0E ∧ dφ1dφ2dφ3 (3.50)

?10 δF5 =
1

4
γ (?5 dγ) ∧ dg0E (3.51)

Instead of adding a ?10δF5 term, we could instead try to modify the metric so that F5 + δF5

is self-dual. This approach works as well, but neither one allows the Einstein equation to be

solved.

Second-Order Solution: Einstein Equation

We find an obstruction to a second-order solution in the Einstein equation. Recall the

Einstein equation takes the form

Rµν =
1

2
∂µφ∂νφ+

1

2
e2φ∂µχ∂νχ+

1

4
e−φ

(
HµρσHν

ρσ − 1

12
gµνHλρσH

λρσ

)
+

1

4
eφ
(
FµρσFν

ρσ − 1

12
gµνFλρσF

λρσ

)
+

1

4 · 4!
FµλρστFν

λρστ . (3.52)

Note that the dilaton does not contribute to the right-hand side because the leading-order is

constant and the first correction is second-order in γ, so the first correction to the RHS goes

like γ4. We assume that χ does not contribute either, because it has no part that is constant

in γ. It is not clear how to contract the index on the derivative if it were first-order in ∂µγ,

and if it is second order, then its contribution to the Einstein equation will be fourth order,
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like that of φ.

So we are left with the three-forms and the five-form on the RHS. We have computed

the LHS − RHS of this equation in Mathematica. The Ricci-tensor was computed with the

unmodified part of the Einstein equation, so the LHS − RHS must be cancelled out with

modifications to the metric or further modifications to the five-form. The result is

Rµν =

A 0

0 B

 . (3.53)

The spacetime part A is given by



γ20
4

+ (∂γ)2

16
(4g0E − 1) γ0γ1

4
γ0γ2

4
γ0γ3

4
γ0γ4

4

γ1γ0
4

γ21
4

+ (∂γ)2

16
(4g0E − 1) γ1γ2

4
γ1γ3

4
γ1γ4

4

γ2γ0
4

γ2γ1
4

γ22
4

+ (∂γ)2

16
(4g0E − 1) γ2γ3

4
γ2γ4

4

γ3γ0
4

γ3γ1
4

γ3γ2
4

γ23
4

+ (∂γ)2

16
(4g0E − 1) γ3γ4

4

γ4γ0
4

γ4γ1
4

γ4γ2
4

γ4γ3
4

γ24
4

+ (∂γ)2

16
(4g0E − 1)


(3.54)

where we have used the shorthand γµ = ∂µγ. This block is okay: many of these terms reduce

to the 5-dimensional stress tensor

Tµν = ∂µγ ∂νγ −
1

2
gµν(∂γ)2 (3.55)

The diagonal parts may be cancelled by various modifications to the metric or further mod-

ifications to F5. The problematic part is the internal block B, which is given by



(∂γ)2

16

(
1 + 4g0E − 8µ22µ

2
3

µ22+µ23

)
(∂γ)2

4

µ1µ2µ3(µ23−µ22)√
µ22+µ23

0 0 0

(∂γ)2

4

µ1µ2µ3(µ23−µ22)√
µ22+µ23

(∂γ)2

16
((µ2

2 + µ2
3)(1− 4g0E) + 8µ2

2µ
2
3) 0 0 0

0 0 − (∂γ)2

16
µ2

1 (4g0E + 2µ2
1 − 1) (∂γ)2

8
µ2

1µ
2
2

(∂γ)2

8
µ2

1µ
2
3

0 0 (∂γ)2

8
µ2

1µ
2
2 − (∂γ)2

16
µ2

2 (4g0E + 2µ2
2 − 1) (∂γ)2

8
µ2

2µ
2
3

0 0 (∂γ)2

8
µ2

1µ
2
3

(∂γ)2

8
µ2

2µ
2
3 − (∂γ)2

16
µ2

3 (4g0E + 2µ2
3 − 1)


(3.56)
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This block is where the problem arises. The issue is that off-diagonal components on the

lower-right. There is no way to cancel out the (3, 4), (3, 5), and (4, 5) components. The

five-form can only contribute to the diagonal components (this is not obvious, but it is

because the zeroth order solution is the antisymmetric tensor). And the metric can either

(a) be proportional to γ2, which breaks the Lunin-Maldacena solution at leading order, or

(b) be proportional to (∂γ)2, in which case the Ricci tensor gets uncancelled terms with four

derivatives, like ∂µ∂νγ ∂
µ∂νγ.

Given the assumptions we have made, it is not possible to solve the Einstein equation at

second order. The primary assumptions are that the fields are split into even and odd powers

of γ, and that the fields have no explicit dependence on the internal dimensions φ1, φ2, and φ3.

Removing this constraint, in particular, allows for much more general solutions. However,

it is reasonable to guess that the U(1) isometries along the φ-directions are maintained, as

these were required for the technique that generated the LM solution in the first place. It

may be that there exists a solution to the Einstein equation that relaxes these assumptions,

but we have been unable to guess it.
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CHAPTER IV

The Weak Gravity Conjecture and Black Hole Entropy

4.1 Review: The Weak Gravity Conjecture

As we have mentioned, string theory is widely believed to provide a UV complete descrip-

tion of quantum gravity. There is a problem though: the theory allows for an astronomical

number of vacua, which manifest at low energies as effective field theory (EFT)s. This set of

consistent string vacua is known as the Landscape. Due to the large number of low-energy

descriptions, it may be difficult or impossible to find a vacuum that describes our world.

Recently a different approach has proven useful: rather than searching through vacua, we

should study the general conditions under which an EFT admits a UV completion that

includes quantum gravity. Theories that admit no such completion are said to be in the

Swampland [71]. A number of Swampland criteria have been put forward (for a review of

the program, see [72, 73]).

One candidate for a general principle constraining consistent string vacua is the weak

gravity conjecture (WGC) [74]. Various forms of the conjecture have been proposed, but

roughly it states that EFTs that arise as low energy descriptions of theories of quantum

gravity must have a state with a greater charge than mass– i.e. for which “gravity is the

weakest” force. Were this not the case, extremal or near-extremal black holes would unable

to decay because emitting a sub-extremal state would cause the left-over black hole to be

superextremal, violating cosmic censorship. This, in turn is problematic because it leads
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to the existence of an arbitrarily large number of stable states, which is believed to be

pathological [71]. We now review these arguments in more detail.

4.1.1 WGC in Flat Space

The original WGC was formulated as a Swampland criterion [74]: in a UV complete

model of quantum gravity, there should not exist an infinite tower of exactly stable states in

a fixed direction in charge space. Such an infinite tower might lead to a species problem or

remnant issues [75, 76]. No proof of this statement has been given, but it is consistent with

all known explicit examples of string compactifications and is conceptually consistent with

a number of other conjectures about quantum gravity, such as the finiteness principle and

the absence of global symmetries [71].

The conjecture can be interpreted as a statement about the (in-)stability of nearly ex-

tremal black holes. Consider the context of a single gauge field in 4-dimensional flat space1.

The low energy description is Einstein-Maxwell theory, whose action is

S =

∫
d4x
√
−g
[
M2

Pl

4
R− 1

4
FµνF

µν

]
, (4.1)

The spectrum of large black holes of this theory corresponds to the familiar Kerr-Newman

solutions, which are characterized by their mass, angular momentum, and charge under the

gauge field Fµν . There do not exist black holes for just any combination of these parameters

however; the extremality bound for black holes gives a lower bound on the mass given the

charge and angular momentum. Violation of the extremality bound results in existence of a

naked singularity in the spacetime.

From here on, we will restrict to zero angular momentum2. In this case, the extremality

1Keep in mind that many of the considerations here will change when we consider AdS.
2One might wonder if there is a version of the weak gravity conjecture for angular momentum– that might

constrain the ratio of mass to spin. However, rotating black holes can decrease their angular momentum
by emitting scalar particles with orbital angular momentum, which is an important difference between the
spinning and charged black holes.
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bound for the Einstein-Maxwell theory becomes the requirement

Q2 < M2/M2
Pl (4.2)

If it is forbidden to have an infinite tower of stable states, then near-extremal (Q ∼ M)

black holes above some critical charge must be able to decay. Whether this is kinematically

possible (i.e. consistent with conservation of mass and charge) depends on the spectrum of

charged states with masses lighter than the black hole. It is easy to see from the inequality

(4.2): if a black holes with Q ∼M emits a state with a mass larger than its charge, than the

leftover black hole will have violate charge larger than its mass– in violation of the extremal-

ity bound. Therefore for these black holes, which have charge very near their mass, to decay,

the theory must contain a state that is self-repulsive, meaning q2
i ≥ m2

i /M
2
Pl (regardless of

whether we include higher-derivative corrections). If there are no self-repulsive states then

such a decay is impossible and an infinite tower of extremal black holes are exactly stable,

violating the Swampland criterion. This leads to the common formulation of the WGC:

Weak Gravity Conjecture (Single Charge): In a UV complete model of quantum

gravity there must exist some state with Q2 ≥M2/M2
Pl.

In the context of a specific model, to show that the WGC is violated requires complete

knowledge of the spectrum of charged states. To show that it is satisfied however, requires

only the existence of a single self-repulsive state. It is useful to separate charged states into

three regimes according to their masses:

1. Particle regime (M � MPl): States in this regime are well-described by ordinary

quantum field theory on a fixed spacetime background.

2. Stringy regime (M .MPl): States in this regime are intrinsically related to the UV

completion. They can usually only be calculated from a detailed understanding of the
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UV physics such as an explicit string compactification.

3. Black hole regime (M �MPl): States in this regime are well-described by classical

black hole solutions in the relevant low-energy model of gravity.

4.1.2 The Black Hole WGC

One interesting proposal is that the self-repulsive states required by the WGC are the

black holes [77]. Naively, it would seem impossible for a charged black hole to be self-

repulsive since this would violate the extremality bound. However, a theory of quantum

gravity may not exactly be Einstein-Maxwell theory at low energies; it may have other

states at higher energies. These states will manifest at lower energies as higher-derivative

corrections, and these corrections will shift the extremality bound. For large black holes,

with Q2 � 1, these corrections can be calculated perturbatively in 1/Q2, with the leading

corrections corresponding to four-derivative effective operators. The authors of [77] analyzed

electrically charged solutions to the following effective action

S =

∫
d4x
√
−g
[
M2

Pl

4
R− 1

4
FµνF

µν + α (FµνF
µν)2 + β

(
FµνF̃

µν
)2

+ γFµνFρσW
µνρσ

]
,

(4.3)

where W µνρσ is the Weyl tensor. To leading-order, the corrected extremality bound is

M2
PlQ

2

M2
≤ 1 +

4

5Q2
(2α− γ) +O

(
1

Q4

)
. (4.4)

The O (1/Q4) contributions correspond to next-to-leading-order in the four-derivative op-

erators and leading-order in six-derivative operators. If the corrected extremality bound is

positive

2α− γ > 0, (4.5)
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then extremal black holes with finite charge are self-repulsive and the WGC is satisfied in

the black hole regime. Conversely, if the corrected extremality bound is negative

2α− γ < 0, (4.6)

then the decay of asymptotically large extremal black holes into extremal black holes with

large but finite charge is kinematically impossible. This does not necessarily mean that the

WGC is violated, but rather that if it is valid then there must exist a self-repulsive state in

either the stringy or particle regimes.

Various arguments have been given that (4.5) should always be true, even from a low-

energy perspective. These include arguments from unitarity, causality [78], positivity of the

S-matrix [79], shifts to entropy bounds [80], and renormalization group running [81].

4.1.3 The Entropy-Extremality Relation

One intriguing proof of the WGC in flat space relates the extremality shift to the shift in

the Wald entropy. The entropy for black holes in higher-derivative theories is given by the

Wald entropy [82]:

S = −2π

∫
Σ

δL
δRµνρσ

εµνερσ . (4.7)

This integral is performed over the horizon Σ. L is the Lagrangian for the effective theory.

The higher-derivative corrections will shift Wald entropy by their appearence in the La-

grangian, and by shifting the location of the horizon that is integrated over. For the theory

describe by (4.3), the corrections to the Wald entropy in the near-extremal limit are [80]

∆S|Q,M = − 2

5T0

(2α− γ) , (4.8)
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where T0 refers to the unshifted black hole temperature. The same combination (2α − γ)

appears in the shifted extremality bound (4.5) so the black hole WGC will be satisfied as

long as the entropy shift is positive. The authors of [80] present an argument that the

higher-derivative corrections should increase the entropy, thereby proving the Black Hole

WGC. This motivates the definition of the following conjecture:

Entropy Shift Conjecture: The higher-derivative corrections to the Wald entropy for

a solution at fixed charge and mass are always positive in theories with a UV completions

that include quantum gravity

The argument for the entropy shift positivity is not expected to be fully general; it

applies to higher-derivative corrections that arise from integrating out massive particles at

tree-level. However it is not clear if there is a counterexample for UV complete theories (see

the appendix of [78] for a theory with a negative entropy shift), so the status of the entropy

shift conjecture is unknown. The relation between the entropy shift and extremality, however,

appears to be very robust. A purely thermodynamic proof in [15], where no assumptions

were made about the particulars of the background. Another derivation, which prevents an

infinite black hole entropy for very-near-extremal black holes, was given in [78].

4.1.4 Overview

This chapter will review work on two main subjects. The first on generalizing the discus-

sion of the black hole WGC to theories that consist of a graviton plus N U(1) gauge fields.

We consider black hole solutions with general electric and magnetic charges.

The two-derivative approximation to the EFT has many accidental symmetries, including

an O(N) global flavor symmetry, parity and U(N) electromagnetic duality symmetry. We

do not assume that any of these symmetries, and instead analyze the most general possible
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set of three and four-derivative operators. This leads to the Lagrangian

S =

∫
d4x
√
−g
[M2

Pl

4
R− 1

4
F i
µνF

i µν + aijkF
i
µνF

jνρF k
ρ

µ
+ bijkF

i
µνF

jνρF̃ k
ρ
µ

+ αijkl F
i
µνF

j µνF k
ρσF

l ρσ + βijkl F
i
µνF̃

j µνF k
ρσF̃

l ρσ

+ γij F
i
µνF

j
σρW

µνσρ + χijkl F̃
i
µνF

j µνF k
ρσF

l ρσ + ωij F
i
µνF̃

j
σρW

µνσρ
]
.

(4.9)

In section 4.2, we calculate the leading-order corrections to dyonic, non-rotating, extremal

black hole solutions corresponding to the effective action (4.9); various technical details are

given in appendices D and E. The corrected extremality bound is inferred by demanding

the existence of a horizon (4.28) and is found to depend on all five of the four-derivative

operators, including parity-violating operators when magnetic charges are present. It is

shown that the three-derivative operators do not give corrections to spherically symmetric

solutions at any order in the perturbative expansion.

Next we would like to analyze the decay of these black holes. [83] discussed the neces-

sary condition on the particle spectrum for a black hole with multiple charges to decay. The

spectrum of light states is assumed to consist of a set of particles with masses mi and electric

and magnetic charges ~qi and ~pi. Then the condition that the decay of asymptotically large

extremal black holes be allowed is given by the convex hull condition[83]:

Weak Gravity Conjecture (Multiple Charges): In a UV complete model of quantum

gravity, the convex hull of the set of charge-to-mass vectors

~zi ≡
MPl

mi

~qi
~pi

 , (4.10)

for every charged state in the spectrum, with mass m, electric charges ~q = (q1, q2...) and

magnetic charges ~p = (p1, p2, ...), must enclose the unit ball |~z|2 ≤ 1.
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In section 4.3, we analyze the necessary kinematic conditions under which multiply-

charged black holes can decay into smaller charge black holes. First we describe the natural

generalization of the convex hull condition to the black hole regime, and then we argue (with

a proof relegated to appendix F) that in the large black hole regime, when the perturbative

expansion in 1/Q2 is justified, the extremality surface is always convex. The black hole WGC

is then shown to reduce to the condition that a quartic form (4.31) is everywhere positive.

This amounts to a conditions on the Wilson coefficients {aijk, bijk, αijkl, βijkl, γij, χijkl, ωij}

under which the convex hull condition is satisfied by contributions from the black hole regime.

The condition is analyzed in detail in two examples; first we consider the black hole that is

charged under two electric charges q1 and q2, and second we consider the black hole that has

both an electric charge q and a magnetic charge p under a single U(1) gauge field.

The second half of this chapter will be devoted to a similar set of calculations in AdS in

a general number of dimensions, and we will restrict the low energy spectrum to a graviton

and a single vector field. As we will see, many parts of the WGC story do not apply in AdS

for an obvious reason: the relationship between mass and charge of an extremal black holes

in AdS is already non-linear at the two-derivative level

3. Therefore it is not at all clear what is gained by studying the higher-derivative correc-

tions to the extremal mass-to-charge ratio4. Furthermore, massive particles emitted from a

black hole cannot fly off to infinity in AdS as they can in flat space, so if the WGC allows for

the instability of black holes in AdS, it must be through a completely different mechanism.

Regardless, the entropy-extremality relationship is expected to hold in AdS as it does

in flat space (and indeed, an example in AdS4 was given in [15]). The remainder of this

chapter is devoted to analyzing the entropy shift. In section 4.4.2, we compute the first

order corrections to the Anti-de Sitter Riessner-Nordström (AdS-RN) black hole solutions,

and we use the solution to compute the shifts to extremality and the Wald entropy. We

verify that the relationship [80, 15] between the shift to mass and shift to entropy is valid

3By “extremal,” we mean that the temperature is zero. This is not the same as the BPS limit in AdS.
4Other aspects of the WGC have been discussed in AdS. See e.g. [84, 85, 86, 87].
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for AdS-RN black holes and discuss a slight extension whereby these quantities are both

proportional to the charge shift as well.

In section 4.5, we reproduce these results from a thermodynamic point of view. It was

shown [88] that the first-order corrections to the solutions are not needed to compute the

first order corrections to thermodynamic quantities. In this section, we verify that this is

the case for AdS-RN backgrounds by computing the four-derivative corrections to the renor-

malized on-shell action. From this we compute the free energy and other thermodynamic

quantities. We find that the results of this calculation match the results from section III

in even dimensions, while in odd dimensions the free energy and associated thermodynamic

quantities are renormalization-scheme dependent, and agree with the geometric calculation

in a physically motivated zero Casimir scheme.

In section 4.6, we review the argument [80] for the positivity of the entropy shift, and

comment on a potential issue with applying it to AdS. The positivity of the entropy shift

requires that the black hole solutions are local minima of the path integral, so we compute

the specific heat and electrical permittivity to determine the regions of parameter space

where the black holes will be stable. Finally, we determine the constraints placed on the

EFT coefficients by assuming that the entropy shift is positive for all stable black holes. The

constraints include the requirement that the coefficient of Riemann-squared is positive. As

this coefficient is proportional to the difference c− a between the central charges of the dual

CFT, we conclude that the positivity of the entropy shift will be violated in theories where

c − a < 0. Some of the details about. We relegate to appendix G the specific form of the

entropy shifts and bounds on the EFT coefficients for AdS5 through AdS7.

4.2 Extremality Shift with multiple U(1)s

In this section we will determine the effect of higher-derivative operators on the extremal-

ity bound using the method developed in [77]. In the case of multiple charges, this amounts

to delineating the space of allowed charge combinations Q =
√
q2

1 + p2
1 + ... for a given mass

69



m. We use the presence of a naked singularity, or absence of an event horizon, to rule out

charge configurations at a given mass; such combinations of charge and mass will be called

superextremal.

In pure Einstein-Maxwell theory, the superextremal black holes have Q/m > 1. We

refer to such an inequality as the extremality bound. This requirement derives from the

positivity of the discriminant of the function 1/grr, which itself comes from the requirement

that that function should have a zero (i.e. the event horizon). We will see that the higher-

derivative corrections have the effect of shifting the right-hand side of this bound by factors

proportional to the Wilson coefficients and suppressed by factors of 1/Q. Generically, n-

derivative operators will contribute a term in the extremality bound that is proportional to

1/Qn−2.

This approach is necessarily first-order in the EFT coefficients; if we were to compute the

shift to second-order in the four-derivative coefficients, we would need also to consider the

first-order effect of six-derivative operators, as these contribute at the same order in 1/Q.

This means that at each step we eliminate all terms that are beyond leading-order in the

four-derivative coefficients.

4.2.1 No Correction from Three-Derivative Operators

When N ≥ 3 the leading effective interactions are given by three-derivative operators:

S3 =

∫
d4x
√
−g
[
M2

Pl

4
R− 1

4
F i
µνF

i µν + aijkF
i
µνF

jνρF k
ρ

µ
+ bijkF

i
µνF

jνρF̃ k
ρ
µ

]
, (4.11)

where the dual field strength tensor is defined as

F̃ iµν =
1

2
εµνρσF i

ρσ . (4.12)

From the index structure of the three-derivative operators (alternatively from the structure

of the corresponding local matrix elements given in appendix C) one can show that both aijk
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and bijk are totally antisymmetric.

We analyze solutions to the equations of motion:

∇µF
iµν = −6aijk∇µ

(
F jνρF k

ρ

µ)− 6bijk∇µ

(
F j
α

ν
F̃ kµα

)
,

Rµν −
1

2
Rgµν =

2

M2
Pl

[
F i
µρF

i
ν

ρ − 1

4
gµνF

i
ρσF

iρσ

+ 2 aijk

[
F i
αµF

jρ
ν F

kα
ρ −

1

2
gµνF

i
ρσF

jσαF kρ
α

]
+ 2bijkF

i
µρF

j
νσF̃

kρσ

]
. (4.13)

By an elementary spurion analysis it is clear that there can be no modification of the ex-

tremality bound at O(a, b). Promoting aijk and bijk to background fields transforming as

totally anti-symmetric tensors of the (explicitly broken) flavor symmetry group O(N), at

leading order the extremality shift can depend only on invariants of the form aijkq
iqjqk or

aijkq
iqjpk, which vanish. At next-to-leading order there could be contributions of the form

aijkaklmq
ipjqlpm, which do not obviously vanish for similarly trivial reasons. If present such

contributions would appear at the same order, O (1/Q2) as the leading-order contributions

from the four-derivative operators.

Interestingly these O(a2, ab, b2) corrections also vanish. To show this, we evaluate the

right-hand-side of (4.13) on a spherically symmetric ansatz,

ds2 = gtt(r) dt
2 + grr(r) r

2dr2 + dΩ2, F i tr(r), F i θφ(r), (4.14)

with the remaining components of the field strength tensors set to zero. The higher-derivative

terms are seen to vanish due to the structure of the index contractions. The equations of

motion for the non-zero components gtt, grr, F
itr, F iθφ are identical to the equations of

motion of two-derivative Einstein-Maxwell. The Reissner–Nordström black hole remains the

unique spherically symmetric solution to the higher-derivative equations of motion with a

given charge and mass.

It is interesting to note that the above argument fails if the solution is only axisym-
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metric, as in the general Kerr-Newman solution. For spinning, dyonic black holes, the

three-derivative operators might give O (1/Q2) corrections to the extremality bounds. We

leave the analysis of this case to future work.

4.2.2 Four-Derivative Operators

The three-derivative operators have no contribution on spherically symmetric backgrounds.

Thus, the leading shift to the extremality bound comes from four-derivative operators. We

consider the action

S4 =

∫
d4x
√
−g
(R

4
− 1

4
F i
µνF

i µν + αijkl F
i
µνF

j µνF k
ρσF

l ρσ + βijkl F
i
µνF̃

j µνF k
ρσF̃

l ρσ

+ γij F
i
µνF

j
σρW

µνσρ + χijkl F̃
i
µνF

j µνF k
ρσF

l ρσ + ωij F
i
µνF̃

j
σρW

µνσρ
)
.

(4.15)

Here the Latin indices run from 1 to the number of gauge fields N . This is the most general

possible set of four-derivative operators for Einstein-Maxwell theory in 4 dimensions. For a

thorough discussion on how these operators comprise a complete basis, see appendix C. We

will see that the parity-odd operators can contribute if we allow for magnetic charges. Our

calculation is identical to the one performed in [77] if we set N → 1 and turn on only electric

charges. We have chosen units with MPl = 1 for convenience, though they may be restored

via dimensional analysis.

Black Hole Background

First consider the uncorrected theory, which is gravity with N U(1) gauge fields. This

theory admits solutions that are black holes with up to N electric and magnetic charges.

These solutions take the form:

ds2 = gtt dt
2 + grr dr

2 + r2dΩ2, F i tr =
qi

r2
, F i θφ =

pi

r4 sin θ
,

− gtt = grr = 1− 2M

r
+
Q2

r2
.

(4.16)
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Here Q2 = qiqi + pipi. These backgrounds are spherically symmetric, so we will impose this

as a requirement on the shifted background5. In the case of spherical symmetry, one may

rearrange the Einstein equation and integrate to find [77]

grr = 1− 2M

r
− 2

r

∞∫
r

drr2Tt
t . (4.17)

For the uncorrected theory, the stress tensor is

Tµν = F i
µαF

i
ν
α − 1

4
F i
αβF

iαβgµν . (4.18)

In this case, it is easy to see that the effect of the stress tensor is to add the q2+p2

r2
term to

grr.

Corrections to the Background

Now consider the effect of the four-derivative terms. To compute their effect on the

geometry, we must compute their contributions to the stress tensor. We will expand the

stress tensor as a power series in the Wilson coefficients as

T = T (0) + T
(1)
Max + T

(1)
Lag + ... (4.19)

Here we have written two terms that are proportional to the first power of the Wilson

coefficients (αijkl, βijkl, ...), because there are two different sources of first-order corrections.

The first change T
(1)
Max comes from the effect of these operators on solutions to the Maxwell

equations, which changes the values of F i
µαF

i
ν
α− 1

4
F i
αβF

iαβgµν . Thus, T
(1)
Max essentially comes

from evaluating the zeroth-order stress tensor on the first-order solution of the F i equations

of motion.

5Spherical symmetry ensures that 1/grr = grr, even for the corrected solutions. However, gtt and 1/grr
will generally receive different corrections, which is why we do not denote these functions with one symbol
such as f(r).
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The second change T
(1)
Lag derives from varying the higher-derivative operators with respect

to the metric. Thus, this term is essentially the first-order stress tensor, and we will evaluate

it on the zeroth-order solutions to the Einstein and Maxwell equations. The remainder of

this section will be devoted to computing each of these contributions.

Maxwell Corrections

The first source of corrections to the stress tensor derives from including the corrections

to the value of F . The corrected gauge field equation of motion is

∇µF
iµν =∇µ

(
8αijklF

jµνF k
αβF

lαβ + 8 βijklF̃
jµνF k

αβF̃
lαβ + 4 γijF

j
αβW

µναβ

+ 4
(
χijklF̃

jµνF k
αβF

lαβ + χklijF
jµνF̃ k

αβF
lαβ
)

+ 4ωijF̃
j
αβW

µναβ
)
.

(4.20)

We denote the right-hand side of this equation by ∇µG
µν . The first-order solution to the

Maxwell equation leads to corrections that equal (see appendix D)

(T
(1)
Max)t

t = −
[√
−gGitr

](1) [√−gF itr
](0)

/(gθθgφφ) . (4.21)

By plugging in the zeroth-order values of the fields into this expression, we compute the

corrections to the stress tensor through the Maxwell equation:

(T
(1)
Max)t

t =
8

r8

(
2αijkl q

iqj(qkql − pkpl) + 4 βijkl q
ipjqkpl + 2γij q

iqj (Q2 −Mr)

+ χijkl
(
qipj(qkql − pkpl) + 2qiqjqkpl

)
+ 2ωij q

ipj (Q2 −Mr)
)
.

(4.22)

The details of this derivation may be found in appendix D, but we should comment on a

few interesting points. First, note the only Gitr arises in the result. This is due to the

Bianchi identity, which does not allow Giθφ to contribute. The Bianchi identity requires that

∂rFθφ = 0, so in fact F i
θφ can get no corrections at any order.

A subtlety arises from the fact that the metric appears in the expression for the stress

tensor. Therefore, it might appear that the first-order corrections to Tt
t involve contributions
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from the first-order value of F and the first-order value of g. This would be problematic

because the first-order value of g is what we use the stress tensor to compute in the first

place. In fact, this is not an issue; only the zeroth-order metric shows up in (4.21). This

decoupling relies on cancellation between various factors of metric components, as well as

spherical symmetry. Without this, the perturbative procedure we use to compute the shift

to the metric would not work. We do not expect this decoupling between corrections to the

stress tensor and corrections to the metric to happen for general backgrounds. It would be

interesting to study the general circumstances under which it occurs.

Lagrangian Corrections

The second source of corrections is comparatively straightforward and comes from con-

sidering the higher-derivative terms in the Lagrangian as “matter” and varying them with

respect to the metric. The variations of each term are given in appendix E. The result is

(T
(1)
Lag)t

t =
1

r8

(
4αijkl (p

ipjpkpl + 2qiqjpkpl − 3qiqjqkql)− 4 βijkl q
ipjqkpl

− 4

3
γij
(
qiqj(6Q2 − 2Mr − 3r2) + pipj(6Q2 − 10Mr − 3r2)

)
− 16χijkl q

ipjqkql − 8

3
ωijq

ipj(4Mr − 3r2)
)
.

(4.23)

In both cases, we have simplified the expressions by using the symmetries of the tensor

appearing in the higher-derivative terms (e.g. αijkl = αjikl = αklij).

4.2.3 Leading Shift to Extremality Bound

By adding together both sources of corrections and computing the integral in (4.17), we

compute the shift to the radial function grr defined as,

grr = 1− 2M

r
+
q2 + p2

r2
+ ∆grr. (4.24)
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Then the shift is given by

∆grr = − 4

15r6

(
6αijkl (q

iqj − pipj)(qkql − pkpl) + 24βijklq
ipjqkpl

+ γij
(
qiqj − pipj

) (
12Q2 − 25Mr + 10r2

)
+ 12χijkl q

ipj
(
qkql − pkpl

)
+ 2ωij q

ipj
(
12Q2 − 25Mr + 10r2

) )
.

(4.25)

To find the shift to extremality that results from this, we examine when the new radial

function grr(r,M,Q) has zeros 6. This equation is sixth order in r, but we are only interested

in the first-order shift to the solution. We Taylor-expand near the extremal solution where

r = M and Q = M , and keep only terms that are first-order in Wilson coefficients:

grr(r,M,Q) = grr(M,M,M) + (Q−M) ∂Qg
rr|(M,M,M) + (r −M) ∂rg

rr|(M,M,M)

= ∆grr(M,M,M) + (Q−M) ∂Qg
rr|(M,M,M).

(4.26)

We have kept M fixed. In going from the first to the second line, we have used that the

uncorrected metric vanishes at (M,M,M) so grr(M,M,M) = ∆grr(M,M,M). We also

used that the uncorrected metric also has vanishing r−derivative at (M,M,M), so the last

term on the first line may be removed because it is second-order in Wilson coefficients. The

requirement that grr leads to the condition:

grr(r,M,Q) = 0 =⇒ Q−M = − ∆grr(M,M,M)

∂Qgrr(M,M,M)
. (4.27)

Now we evaluate this expression and divide by m to find the result for the extremality bound

6Equivalently we could examine the zeros of gtt. This must give identical results since the consistency of
the metric signature requires that gtt and grr have the same set of zeros.
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|~z|2 = Q2/M2

|~z| ≤ 1 +
2

5(Q2)3

(
2αijkl (q

iqj − pipj)(qkql − pkpl) + 8βijklq
ipjqkpl − γij

(
qiqj − pipj

)
Q2

+ 4χijkl q
ipj
(
qkql − pkpl

)
− 2ωij q

ipjQ2
)

+O
(

1

(Q2)2

)
.

(4.28)

This is the main technical result of [13]. In the next section, we comment on the constraints

that black hole decay might place on these coefficients, and we analyze this expression for

the case of black holes with two electric charges, and the case of black holes with a single

electric and single magnetic charge.

4.3 Black Hole Decay with multiple U(1)s

As described by [83] and reviewed in section 4.1.1, a state with charge-to-mass vector

~z and total charge Q2 ≡
∑

i((q
i)2 + (pi)2) is kinematically allowed to decay to a general

multiparticle state only if ~z lies in the convex hull of the light charged states. In the case of

asymptotically large extremal black holes decaying to finite charge black holes, the spectrum

of light states corresponds to the region compatible with the extremality bound. This bound

describes a surface in z-space of the form

|~z| = 1 + T (~z,Q2), (4.29)

where T → 0 as Q2 →∞. The convex hull condition [83] has a natural generalization to the

sector of extremal black hole states:

Black Hole Convex Hull Condition: It is kinematically possible for asymptotically

large extremal black holes to decay into smaller finite Q2 black holes only if the convex hull

of the extremality surface encloses the unit ball |~z| ≤ 1.
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Figure 4.1: (Left): an extremality curve that naively violates the WGC as it does not enclose
the unit circle. (Right): the convex completion of the extremality curve does
enclose the unit circle, hence the WGC is satisfied. For this to be possible the
extremality surface must be somewhere locally non-convex, which is shown in
appendix F to be impossible in the perturbative regime.

This means that to determine if the decay of a large black hole is kinematically allowed,

we must first determine the convex hull of a complicated surface, a task that may only be

tractable numerically. As illustrated in figure 4.1, it is possible for the convex hull of the ex-

tremality surface to enclose the unit ball even if the surface itself does not. Furthermore, the

extremality surface may be non-convex even if the magnitude of the corrections is arbitrarily

small.

The condition simplifies somewhat in the Q2 � 1 regime, where the corrections to the

unit circle derive from the four-derivative terms and are small as a result. In appendix F

we prove that if T (~z,Q2) is a quartic form, as it is in the explicit result (4.28), then the

smallness of the deviation does imply convexity. In this regime, the convex hull condition

is simplified in the sense that the extremality surface always bounds a convex region. At a
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given Q2 � 1, and ~z, the black hole extremality bound describes a surface in z-space of the

form

|~z| = 1 +
1

(Q2)3
Tijklz

izjzkzl +O
(

1

(Q2)2

)
. (4.30)

The condition for the multi-charge weak gravity conjecture to be satisfied in the perturbative

regime degenerates to the more tractable condition:

(Perturbative) Black Hole Weak Gravity Conjecture: It is kinematically possible

for asymptotically large extremal black holes to decay into smaller finite Q2 extremal black

holes if the quartic extremality form

T (qi, pi) = Tijklz
izjzkzl, (4.31)

is everywhere non-negative. Using the parametrization of the effective action (4.9), this

bound takes the form

T (qi, pi) = 2αijkl(q
iqj − pipj)(qkql − pkpl) + 8βijklq

ipjqkpl − γij Q2
(
qiqj − pipj

)
+ 4χijkl q

ipj
(
qkql − pkpl

)
− 2ωij Q

2qipj ≥ 0 , (4.32)

which follows directly from (4.28).

4.3.1 Examples

According to the previous section, we can determine whether black holes are stable by

checking if the extremality form is anywhere negative. In this section we demonstrate this

with a few basic examples.
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Black Hole With Two Electric Charges

A black hole that is electrically charged under two U(1) groups provides one simple

example. In this case, the extremality bound simplifies to

(2αijkl − γijδkl)qiqjqkql > 0. (4.33)

As the q factors project to the completely symmetric part of this tensor, it is convenient to

define Tijkl = 2α{ijkl} − γ{ijδkl}, where we have symmetrized the indices with weight one.

Expanding the constraint in components leads to

T1111 q
4
1 + T1112 q

3
1 q2 + T1122 q

2
1 q

2
2 + T1222 q1 q

3
2 + T2222 q

4
2 > 0. (4.34)

This polynomial must be positive for all possible combinations of q1 and q2. We use the

fact that the polynomial in (4.34) is homogenous, and divide by (q2)4. Redefining q1/q2 = x

simplifies the left-hand-side of the inequality to a polynomial of one variable:

T1111 x
4 + T1112 x

3 + T1122 x
2 + T1222 x+ T2222 > 0. (4.35)

This polynomial is quartic so one may solve this by studying the explicit expressions for the

roots and demanding that they are not real. However the positivity conditions for fourth

order polynomials are much simpler and lead to a set of relations among the components of

Tijkl (see, for instance, [89]). This allows the problem to be solved entirely in the case of two

charges; for N > 2 one must analyze multivariate polynomials.

For an example of a theory that may be in the Swampland, consider the following four-

derivative terms:

L4 = α1111 F
1
µνF

1µνF 1
ρσF

1 ρσ + α1122 F
1
µνF

1µνF 2
ρσF

2 ρσ + α2222 F
2
µνF

2µνF 2
ρσF

2 ρσ, (4.36)
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where α1111 = 2, α1122 = −8, and α2222 = 3. Then the extremality shift becomes

2 q4
1 − 8 q2

1 q
2
2 + 3 q4

2 > 0. (4.37)

The inequality is satisfied when q1 = 0 or q2 = 0, but at q1 = q2, the extremality shift is

negative. Therefore, a black hole with q1 = q2 in this theory would not be able to decay to

smaller black holes. This model requires the existence of self-repulsive states in the spectrum

in either the particle or stringy regimes to evade the Swampland.

Dyonic Black Hole

Another simple case occurs when there is only a single gauge field but the black hole has

both electric and magnetic charge. Then the extremality bound is obtained by removing all

indices from (4.28):

2α (q2 − p2)2 + 8β q2p2 − γ (q2 − p2)(q2 + p2) + 4χ qp(q2 − p2)− 2ω qp(q2 + p2) > 0.

(4.38)

We recover the results of [77] when the magnetic charge is set to zero. A single electric

charge shifts the extremality as

|zq| = 1 +
2

5|Q|2
(2α− γ). (4.39)

However, a single magnetic charge has the opposite sign for γ:

|zp| = 1 +
2

5|Q|2
(2α + γ). (4.40)
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Requiring that both types of black holes be able to decay places a stronger constraint on α

and γ:

2α > |γ|. (4.41)

If we assume that both p and q are non-zero, we can again divide by p4 as we did in the

previous section, and again find a polynomial of a single variable:

(2α− γ) y4 + (4χ− 2ω) y3 + (−4α + 8β) y2 + (−4χ− 2ω) y + (2α + γ) > 0. (4.42)

The generalized bound (4.42) coincides exactly with the (regularized forward-limit) scat-

tering positivity bounds derived in [79] for arbitrary linear combinations of external states. It

is interesting that the requirement that dyonic black holes are unstable gives a new physical

motivation for these generalized scattering bounds.

For the case of a single gauge field, a very physical example comes to mind: the Euler-

Heisenberg Lagrangian [90], in which integrating out electron loops induces a four-point

interaction among the gauge fields.7 This model has four derivative terms given by

L4 = α(FµνF
µν)2 + β(FµνF̃

µν)2, (4.43)

with α = 4, β = 7 (up to overall constants that do not effect the problem). The inequality

that must be satisfied is the following:

4y4 + 40y2 + 8 > 0. (4.44)

Clearly this holds for all values of y. Thus, we have found that the Euler-Heisenberg theory

is not in the Swampland. This does not require that we know anything about the spectrum,

7The electron should also contribute to the WFF -type operators as well, but this contribution is sup-
pressed by a factor of 1/z. The electron is extraordinarily superextremal (z = 2 × 1021) so we can safely
ignore these terms for our example.
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or that the higher-derivative operators came from integrating out a particle at all. Only the

four-derivative couplings are needed to learn that this theory allows nearly extremal black

holes to decay.

The condition (4.38) exhibits an interesting simplification when α = β and the remaining

coefficients are set to zero. In this case, the condition on the quartic form then reads

α(q2 + p2)2 > 0. (4.45)

In this special case the extremality surface becomes invariant under orthogonal rotations in

charge-space. In fact, it is simple to verify that this is the only choice of coefficients with this

feature. The enhanced symmetry is a consequence of the electromagnetic duality invariance

of the equations of motion for this choice of coefficients. In the effective action, the necessary

condition for duality invariance is the Noether-Gaillard-Zumino condition [91]

FµνF̃
µν +GµνG̃

µν = 0, where G̃µν ≡ 2
δS

δF µν
. (4.46)

One can verify that this is satisfied if we α = β, γ = χ = ω = 0 as above, at least to

fourth order in derivatives. To make this equation hold to sixth order would require the

addition of sixth-derivative operators to the Lagrangian, and so on. For a general analysis

of electric-magnetic duality invariant theories, see [92].

4.3.2 Unitarity and Causality

Infrared consistency conditions on the low energy effective theory have been used to

bound the coefficients of higher-derivative operators. Such constraints were first considered

in the context of the weak gravity conjecture in [93], and were extended to the case of

multiple gauge fields in [94]. Further arguments based on unitarity and causality were given

in [78]. Here we review these arguments and present a few generalizations.
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Figure 4.2: (Left): the corrections to the extremality curve are everywhere positive, hence
the WGC is satisfied. (Right): the corrections to the extremality curve are not
everywhere positive; large extremal black holes cannot always decay to interme-
diate mass black holes, whether or not the WGC is satisfied cannot be decided
in the low-energy EFT.
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Integrating Out Massive Particles

One source of higher derivative corrections derives from integrating out states in the

particle regime. By this we mean states that are well described by ordinary QFT on a fixed

spacetime background. Such states necessarily have masses smaller than some cutoff scale

ΛQFT , which is the string scale or whatever scale new physics invalidates the QFT description.

We have already seen a simple example of this in the Euler-Heisenberg Lagrangian above.

At tree-level, only neutral particles contribute to the four-point interactions. Consider,

for example, a dilaton that couples to the field strengths. The Lagrangian for the scalar

theory is

L =
R

4
− 1

2
(∂φ)2 −

m2
φ

2
φ2 − 1

4
F i
µνF

i µν + µijφF
i
µνF

j µν . (4.47)

We integrate out the scalar to find the effective four-derivative coupling by matching to the

low-energy EFT at the scale ΛUV . mφ

L4 ⊃
M4

Pl

m2
φ

(µijµkl + µikµjl + µilµjk)F
i
µνF

j µνF k
ρσF

l ρσ. (4.48)

Therefore, in this simple setup, the coefficient αijkl takes the form

αijkl =
1

m2
φ

(µijµkl + µikµjl + µilµjk). (4.49)

For a single gauge field α = 3µ2

m2
φ

. Unitarity requires that µ is real, which implies that α

is positive [78]. It is easy to see that this is still the case when there are more gauge fields.

The extremality form for this theory is

αijklq
iqjqkql =

3

m2
φ

(µijq
iqj)2, (4.50)
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which must be positive.8 The same reasoning shows that integrating out an axion, which

couples to F iF̃ j, generates βijlk, and that its contribution to the extremality form is also

positive.

Light charged particles cannot contribute at tree-level so their leading contributions are

at loop-level. The diagrams that contribute in this case are:

γi

γj

γl

γk

(a)

γi

γj

γl

γk

(b)

γi

γj

γl

γk

(c)

γi

γj

h

(d)

These contribute at the same order except they have relative factors of zφ, the particle’s

charge-to-mass ratio, coming from counting couplings and propagators. Diagram (a) goes

like z4
φ, (b) like z2

φ, (c) like z0
φ; diagram (d) contributes at order z2

φ. The field-strength four-

point interaction is generated by the first three diagrams. In the limit where zφ � 1, diagram

(a) dominates all the others (as we noted above in the Euler-Heisenberg example) and the

8Note that unlike the case of single gauge field, unitarity does not bound all the coefficients separately.
For instance, in the two charge case, µ11 = 1, µ22 = −1, and µ12 = 0 would lead to α1122 = −1/m2

φ.
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extremality form becomes

Tijlkq
iqjqkql = αijklq

iqjqkql = (ziφq
i)4, (4.51)

Again, we find a manifestly positive contribution. For zφ near or less than one, both αijkl

and γij are generated by diagrams that are order z0
φ. In that case this scaling argument does

not apply, and the order one constants need to be included in the analysis. These arguments

are schematic and largely review what was already considered in [94].

One might wonder whether this analysis is relevant to the parity-odd operators. Inter-

estingly, [95] has shown how to generalize the Euler-Heisenberg Lagrangian by integrating

out a monopole or dyonic charge. The effective Lagrangian was derived in that paper (and

earlier in [96]) to be

L4 =
(
4(q̂2 − p̂2)2 + 28q̂2p̂2

)
(F 2)2 +

(
7(q̂2 − p̂2)2 + 16q̂2p̂2

)
(FF̃ )2 − 12q̂p̂(q̂2 − p̂2)F 2(FF̃ ).

(4.52)

where the q̂ and p̂ refer to the electric and magnetic charges of the dyon that is integrated out

(not the charges of the black hole). This procedure generates the parity-violating four-photon

coupling as well as the two parity-even ones. This is not surprising given that magnetic

charges violate parity in their interactions with the gauge field. What is more interesting is

that this term is not a square, unlike every other term appearing in the effective Lagrangian.

The sign of the generated term depends on the sign of the product of the electric and

magnetic charges of the particle. In terms of the polynomial derived in (4.42), the condition

that must be met to satisfy the WGC is:

(
q̂4 + 5q̂2p̂2 + p̂4

)
x4 + 3

(
q̂3p̂− q̂p̂3

)
x3 +

(
5q̂4 − 8q̂2p̂2 + 5p̂4

)
x2

+ 3
(
q̂3p̂− q̂p̂3

)
x +

(
q̂4 + 5q̂2p̂2 + p̂4

)
> 0.

(4.53)

This polynomial is always positive, so the Lagrangian given in (4.52) does not allow for
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stable black holes and satisfies the WGC.

Causality Constraints

Another set of arguments for bounds on the EFT coefficients rely on causality. These

were first considered in [93] and generalized to multiple gauge fields in [78]. Two methods

were used, and they were shown to give the same result. The first is to consider the propa-

gation of photons on a photon gas background. Requiring that photons travel do not travel

superluminally constrains the four-photon interaction. The second method uses analyticity

and unitarity to relate the EFT coefficients to an integral over the imaginary part of the

amplitude, which is manifestly positive. The bounds obtained this way for multiple gauge

fields are

∑
ij

(
α{ij}{kl} + β{ij}{kl}

)
uivjukvl ≥ 0. (4.54)

This inequality must hold for any vectors ~u and ~v. This bound is independent from the

bounds that we have derived in (4.32), so it is not enough to imply the WGC on its own.

So far these arguments have only bounded the four-photon interactions. Another causality-

based argument was made in [78] that bounds the photon-photon-graviton interaction pa-

rameterized by γ. They argued that the addition of this four-derivative term introduces

causality violation at a scale E ∼ MPl/γ
1/2 (a fact noticed in [97]). Therefore new physics

must arise at scale ΛQFT . MPl/γ
1/2, which means γ . (MPl/ΛQFT )2. This argument

suggests that perhaps the WFF four-derivative terms are generically bounded by causality

to be much smaller than a number of possible contributions to the F 4 terms. It would be

interesting to extend the analysis of [97] to the more general set of operators used here, but

this is beyond the scope of this dissertaion.
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4.3.3 Renormalization of Four-Derivative Operators

The Wilson coefficients that appear in the extremality shift (4.28) are determined by

UV degrees-of-freedom integrated out of the low-energy effective field theory. In section 4.3

we gave explicit examples of contributions to the Wilson coefficients from integrating out

massive particle states, both at tree- and loop-level. To consistently calculate the correction

to the extremality bound for a black hole with total charge Q2, we must first calculate the

renormalization group evolution from the matching scale µ2 ∼ Λ2
UV to the horizon scale

µ2 ∼ M2
Pl/Q

2. For black holes with Q2 � 1 these scales can be arbitrarily separated and

the effects of the logarithmic running of the Wilson coefficients can be dramatic.

In the single U(1) case it was recently argued [81] that as we RG flow towards the deep

IR, Q2 → ∞, the logarithmic running of a particular combination of Wilson coefficients

dominates the extremality shift, independent of the values of the coefficients at the matching

scale. Explicitly, the extremality bound takes the form

Q2

M2
≤ 1 +

4

5Q2

(
c

16π2
log

(
Λ2

UVQ
2

M2
Pl

)
+ 2αUV − γUV

)
. (4.55)

If c > 0 then at some finite value of the charge Q2 extremal black holes must be self-repulsive.

This was shown to be the case in [81] for various explicit theories, including the single U(1)

model (4.3). Since the renormalization group coefficient c depends only on the massless

degrees of freedom, this analysis depends only on the universality class of the model. For

those classes in which this conclusion holds, the WGC is always satisfied independently of

the details of the UV completion, and in that sense is no longer a useful Swampland criterion.

This argument generalizes to an arbitrary number of U(1) gauge fields. Since there are

many more four-derivative operators, we must make use of a non-renormalization theorem

that arises as a consequence of the accidental U(N) electromagnetic duality symmetry of

the two-derivative approximation. The theorem we require is
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Non-Renormalization of Duality Violating Operators: In Einstein-Maxwell with

N U(1) gauge fields, a four-derivative operator Oi is renormalized at one-loop only if it gen-

erates an on-shell local matrix element that is an invariant tensor of the maximal compact

electromagnetic duality group U(N).

This result was first noted long-ago following a detailed calculation of the UV divergence

[98, 99], and recently generalized (including massless scalars) to the full non-compact duality

group Sp(2N) in [100]. A novel proof using on-shell methods was given in [13]. This proof

does not require a detailed calculation; only an analysis of the possible divergences is needed.

By simple dimensional analysis we know that the counter-terms to one-loop divergences

in Einstein-Maxwell are four-derivative operators. In [13] we give a complete classification of

local matrix elements corresponding to four-derivative operators, so together with the above

non-renormalization theorem, we know that most general local UV divergence is given by

[
A1-loop

4

(
1+
γ,i, 2

+
γ,j, 3

−,k
γ , 4−,lγ

)]
UV

=
c

16π2ε

(
δi
kδj

l + δi
lδj

k
)

[12]2〈34〉2. (4.56)

At one-loop, the divergence fixes the dependence of the scattering amplitude on the

renormalization group scale µ2. After adding a counterterm with coefficient α(µ) to remove

the UV divergence, the physical scattering amplitude should be independent of µ2

A1-loop
4

(
1+
γ,i, 2

+
γ,j, 3

−,k
γ , 4−,lγ

)
=
[
α(µ2) +

c

8π2
log(µ2)

] (
δi
kδj

l + δi
lδj

k
)

[12]2〈34〉2 +O
(
ε0
)
,

(4.57)

which gives the logarithmic running of the Wilson coefficient

α(µ2) = − c

8π2
log

(
µ2

Λ2
UV

)
, (4.58)

where ΛUV is some UV matching scale, assumed to be arbitrarily larger than the horizon

scale. The ultraviolet divergence in Einstein-Maxwell coupled to N U(1) gauge fields was
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first calculated long-ago [98, 99], and then recalculated using unitarity methods [101, 102]

[
A1-loop

4

(
1+
γ,i, 2

+
γ,j, 3

−,k
γ , 4−,lγ

)]
UV

=
1

16π2ε

(
137

120
+
N − 1

20

)(
δi
kδj

l + δi
lδj

k
)

[12]2〈34〉2. (4.59)

This gives the RG coefficient in (4.56) as

c =
137

120
+
N − 1

20
. (4.60)

From this matrix element we can reverse engineer the corresponding four-derivative operator

S ⊃ α(µ2) (δikδjl + δilδjk)

∫
d4x
√
−g
[(
F i
µνF

j µνF k
ρσF

l ρσ + F i
µνF̃

j µνF k
ρσF̃

l ρσ
)]
. (4.61)

Note that we have lost manifest duality invariance when passing from on-shell scattering

amplitudes to the effective action and so have made the replacement δi
j → δij. As an

important cross-check, the effect of such an operator on the perturbed metric at leading

order in α is given by (4.25) to be

∆grr = −24α(µ2)

15r6

N∑
i=1

(
q2
i + p2

i

)
, (4.62)

which manifests the expected electromagnetic duality symmetry, further enhanced to O(2N).

When evaluating the extremality form, µ should be taken to be the horizon scale µ2 ∼

M4
Pl/M

2 ∼ M2
Pl/Q

2. Since c > 0, as Q2 → ∞ the logarithmic term becomes large and

positive. With the logarithmic running included the extremality form at the horizon scale is

given by

T (qi, pi) =
1

8π2

(
137

120
+
N − 1

20

)
(Q2)2 log

(
Λ2

UVQ
2

M2
Pl

)
+ αUV

ijkl (q
iqj − pipj)(qkql − pkpl)

+ 8βUV
ijklq

ipjqkpl − γUV
ij

(
qiqj − pipj

)
Q2 + 4χUV

ijkl q
ipj
(
qkql − pkpl

)
− 2ωUV

ij qipjQ2, (4.63)
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where Q2 =
∑

i(q
2
i + p2

i ). In this expression αUV, βUV, γUV, χUV, and ωUV refers to the

values of the Wilson coefficients at the matching scale ΛUV. Importantly, the logarithmic

term is O(2N) invariant and therefore gives an isotropic contribution to the extremality form.

This contribution scales like Q4 logQ, while the rest of the terms scale like Q4. Therefore

it dominates over all other contributions. We conclude that for sufficiently large Q2, the

extremality form is positive, independent of the values of the Wilson coefficients at the

matching scale ΛUV, and consequently the multi-charge WGC is always satisfied in the black

hole regime.

Here the full U(N) duality invariance of the UV divergence (enhanced to O(2N) in the

quartic form) was essential to the argument. It would not have been enough that some

Wilson coefficients had a positive logarithmic running, to prove the multi-charge WGC we

require positivity in all directions, which as we have shown follows from a generalized non-

renormalization theorem as a consequence of tree-level U(N) duality symmetry of Einstein-

Maxwell.

It is interesting to note that we can almost reach this same conclusion without knowing

the explicit form of the UV divergence (4.59). In [78] the causality bound (4.54) was applied

to the Wilson coefficients at the UV matching scale ΛUV and consequently to constrain the

properties of the states integrated out. But this bound must remain valid even deeper in

the IR where, as we have seen, the logarithmic running dominates. If the RG coefficient c

had been negative, then the bound (4.54) is eventually violated, indicating the presence of

superluminal propagation at very low energies. Since we expect that Einstein-Maxwell is

not inconsistent in the deep IR, it must be the case that c ≥ 0 even without doing a detailed

one-loop calculation. This argument has nothing to say about the possibility that c = 0.

Only an explicit calculation is sufficient to demonstrate the existence of a non-vanishing

one-loop divergence.
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4.3.4 Potential for Future Work

The argument we have given above requires that electromagnetic duality invariance is

not broken at two-derivative order. It would be interesting to study generalizations where

the duality is broken at leading order, such as when a dilaton couples to the field strength.

Moreover, this argument depends in an essential way on a symmetry of Einstein-Maxwell

that is only present in four-dimensions. In d 6= 4 there is no reason to expect that such

a non-renormalization theorem should be valid and so it is not clear if the weak gravity

conjecture is similarly trivialized by non-trivial RG running.

Considering scalar fields might also offer the opportunity to check whether the condi-

tions on the EFT coefficients are satisfied in specific models. One such example is the

4-dimensional STU model [103], which retains four Abelian gauge fields and three dila-

tonic scalar fields. More generally, the photon and graviton are often accompanied by light

scalar moduli in UV complete models from string compactifications. This means that a full

understand of the relationship between the weak gravity conjecture and higher-derivative

corrections requires studying the role played by scalar fields. We leave these and other

generalizations to future work.

4.4 Corrections to the AdS-RN Geometry

We wil now change gear and focus our attention on Anti-de Sitter space. Consider

Einstein-Maxwell theory in the presence of a negative cosmological constant in a (d + 1)-

dimensional AdS spacetime of size l. The first non-trivial terms in the derivative expansion

of the effective action arise at the four-derivative level, and by appropriate field redefinitions
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we may choose a complete basis of dimension-independent operators:

I = − 1

16π

∫
dd+1x

√
−g

[
d(d− 1)

l2
+R− 1

4
F 2

+ l2ε
(
c1RabcdR

abcd + c2RabcdF
abF cd + c3(F 2)2 + c4F

4
)]
.

(4.64)

Note that additional CP-odd terms can arise in specific dimensions, but will not contribute

to the static, stationary spherically symmetric black holes that we are considering here. This

basis parallels that of [104], which used the same set of dimensionless Wilson coefficients, but

focused on the (4 + 1)-dimensional case. Depending on the origin of the AdS length scale l,

one may expect these coefficients to be parametrically small, of the form ci ∼ (Λl)−2, where

Λ denotes the scale at which the EFT breaks down. In particular, this will be the case in

order for the action (4.64) to be under perturbative control. We have also introduced the

small bookkeeping parameter ε, which will allow us to keep track of which terms are first

order in the ci coefficients.

4.4.1 The Zeroth Order Solution

At the two-derivative level, this action admits a family of AdS-RN black holes parametrized

by uncorrected mass m and charge q,

ds2 =− f(r)dt2 + g(r)−1dr2 + r2dΩ2
d−1,k , f(r) = g(r) = k − m

rd−2
+

q2

4r2d−4
+
r2

l2
,

A =

(
−1

c

q

rd−2
+ Φ

)
dt, c =

√
2(d− 2)

(d− 1)
, Φ =

1

c

q

rd−2
h

.

(4.65)

Here rh is the outer horizon radius, and the parameter k = 0,±1 specifies the horizon

geometry, with k = 1 corresponding to the unit sphere. The constant Φ is chosen so that

the At component of the gauge field vanishes on the horizon, and represents the potential

difference between the asymptotic boundary and the horizon.
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Typically, we will consider lower case letters (m, q, ...) to be parameters in the theory,

while upper case letters (M,Q, S, T, ...) will denote physical quantities that may or may

not receive corrections. We will add a subscript zero (e.g. M0) to denote the uncorrected

contribution to quantities that do receive order ci corrections. The shifts, which are equal

to the corrected quantities minus the uncorrected ones, will be denoted by the ε derivative.

However, we will sometimes use ∆ when it is convenient, with subscripts indicating quantities

held fixed, for example, we have

(∆M)T ≡ lim
ε→0

(M(T, ε)−M0(T )) ≡ lim
ε→0

(
∂M

∂ε

)
T

. (4.66)

Finally, in sections IV and V we will use dimensionless quantities (ν, ξ) for convenience.

These are defined by ν = (rh)0/l and Q = (1− ξ)Qext.

4.4.2 The First Order Solution

We now turn to the first order solution in terms of the Wilson coefficients ci. We follow

the procedure outlined in Ref. [77], but work in an AdSd+1 background. While general

(d + 1)-dimensional results may be worked out analytically, we took a shortcut of working

with explicit dimensions four through eight and then fitting the coefficients to extract results

for arbitrary dimension. Since the four-derivative terms are built from tensors with eight

indices and hence four metric contractions, the resulting expressions will scale at most as d4.

The coefficients are hence fully determined by working in five different dimensions.

Following [77], we start with the effective stress tensor, where corrections come from two

sources. The first is from substituting in the corrected Maxwell field to the zeroth order

electromagnetic stress tensor, and the second is from the explicit four-derivative corrections

to the stress tensor evaluated on the zeroth order solution. The result of computing both of
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these contributions to the time-time component of the stress tensor is

Tt
t = −(d− 1)(d− 2) q2

4 r2d−2
+
d(d− 1)

l2

+ c1

(
(d− 2)(8d3 − 24d2 + 15d+ 3) q4l2

8r4d−4
− (d− 1)(d− 2)(4d2 − 9d+ 3)mq2l2

r3d−2

+ k
4d(d− 1)(d− 2)2 l2q2

r2d
− d(d− 1)(d− 2)(d− 3) l2m2

r2d

+
(d− 2)(2d− 3)(2d2 − 5d+ 1) q2

r2d−2
+

2d(d− 3)

l2

)

+ c2

(
(d− 1)3(d− 2) q4l2

r4d−4
− (d− 1)2(3d2 − 8d+ 4) q2ml2

r3d−2
+ k

2d(d− 1)2(d− 2) q2l2

r2d

+
2(d− 1)3(d− 2) q2

r2d−2

)
+ (2c3 + c4)

(
(d− 1)2(d− 2)2q4l2

2 r4d−4

)
.

(4.67)

The shift to the geometry may be obtained from the corrections to the stress tensor [77],

∆g =
1

(d− 1)rd−2

∫
dr rd−1∆Tt

t , (4.68)

and after integrating the O(ci) terms in (4.67), we find

∆g(r) = c1

(
− (d− 2)(8d3 − 24d2 + 15d+ 3) q4l2

8(d− 1)(3d− 4)r4d−6
+

(d− 2)(4d2 − 9d+ 3)mq2l2

2(d− 1)r3d−4

− k4(d− 2)2 l2q2

r2d−2
+

(d− 2)(d− 3) l2m2

r2d−2

− (2d− 3)(2d2 − 5d+ 1) q2

(d− 1)r2d−4
+

2(d− 3)r2

(d− 1)l2

)

+ c2

(
− (d− 1)2(d− 2) q4l2

(3d− 4)r4d−6
+

(3d2 − 8d+ 4) q2ml2

2r3d−4

− k2(d− 1)(d− 2) q2l2

r2d−2
− 2(d− 1)2 q2

r2d−4

)

+ (2c3 + c4)

(
− (d− 1)(d− 2)2q4l2

(6d− 8)r4d−6

)
.

(4.69)
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The time component of the metric can then be obtained using the relation [77]

f(r) = (1 + γ(r))g(r), (4.70)

where γ(r) is defined by9

γ(r) = − 1

(d− 2)

∫
drr

(
Tt
t − Trr

)
. (4.71)

For our particular case we find:

γ(r) =

(
c1

(d− 2)(2d2 − 5d+ 1)

(d− 1)
+ c2d(d− 2)

)
q2l2

r2d−2
. (4.72)

Finally, we have

Ftr =

√
(d− 2)(d− 1)

2

[
(1− 8c2)

q

rd−1
+ 4c2(d− 1)(d− 2)

qml2

r2d−1

+

(
c1

2

(2d2 − 5d+ 1)

(d− 1)
− c2

2
(7d− 12)− 4 (2c3 + c4) (d− 1)

)
(d− 2)

q3l2

r3d−3

]
,

(4.73)

which we note is independent of the geometry parameter k, as was the case in [105].

Asymptotic Conditions and Conserved Quantities

The first order solution can be summarized as

ds2 = − (1 + γ(r)) g(r)dt2 + g(r)−1dr2 + r2dΩ2
d−1,k , (4.74)

where

g(r) = k − m

rd−2
+

q2

4r2d−4
+
r2

l2
+ ∆g. (4.75)

9We note that the definition of γ implies that it is positive provided that the null energy condition holds.
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The corrected metric functions, ∆g and γ(r), are given in (4.69) and (4.71), respectively. In

addition, the full electric field is given in (4.73). For a given zeroth order AdS radius l, this

solution is specified by two parameters, m and q, which correspond to the mass and charge

of the uncorrected black hole. At the same time, the corrected solution includes a number of

integration constants, two of which we have implicitly set to zero in the integral expressions

for ∆g and γ(r). The constant related to ∆g can be absorbed by a shift in m, and a third

constant from the corrected Maxwell equation can be absorbed by a shift in q. The constant

related to γ(r) can be absorbed at the linearized level by a rescaling of the time coordinate,

and hence can be thought of as a redshift factor.

In order to make the correspondence between the parameters of the solution, m and q,

and the physical mass and charge of the black hole more precise, consider the part of ∆g

that is leading in r. We can see that there is a term that goes like c1
r2

l2
that dominates over

all other terms in the correction. Therefore, for large values of r, the solution takes the form

f(r) ≈ g(r) = k − m

rd−2
+

(
1 + c1

2(d− 3)

d− 1

)
r2

l2
+ · · · ,

Ftr =

√
(d− 2)(d− 1)

2
(1− 8c2)

q

rd−1
+ · · · . (4.76)

Our first observation is that the AdS radius gets modified because the Riemann-squared

term is non-vanishing on the original uncorrected background. This suggests that we define

an effective AdS radius

l2 = λ2l2eff, λ2 =

(
1 + c1

2(d− 3)

(d− 1)

)
. (4.77)

This shift by λ is unavoidable when turning on the c1 Wilson coefficient. However, in principle

we still have a choice of whether we hold l or leff fixed when turning on the four-derivative

corrections.

In what follows, we always choose to keep l fixed. Then, since the effective AdS radius is
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shifted, the asymptotic form of the metric is necessarily modified as well. From a holographic

point of view, this leads to a modification of the boundary metric

ds2 ∼ r2

(
dt2

l2
+ dΩ2

d−1,k

)
−→ ds2 ∼ r2

(
dt2

l2eff

+ dΩ2
d−1,k

)
. (4.78)

This is generally undesirable, as we would like to compare thermodynamic quantities in a

framework where we hold the boundary metric fixed while turning on the Wilson coefficients.

One way to avoid this shift in the boundary metric is to introduce a ‘redshift’ factor

t = t̄/λ, (4.79)

to compensate for the shift in leff. In terms of the time t̄, the solution now takes the form

ds2 = −f̄(r) dt̄2 + g(r)−1dr2 + r2dΩ2
d−1,k,

Ft̄r = λ−1Ftr =

√
(d− 2)(d− 1)

2
(1− 8c2)

q/λ

rd−1
+ · · · , (4.80)

where

f̄(r) = λ−2(1 + γ(r))g(r) = k/λ2 − m/λ2

rd−2
+
r2

l2
+ · · · ,

g(r) = k − m

rd−2
+
r2

l2eff

+ · · · . (4.81)

We now turn to the charge and mass of the solution measured with respect to the red-

shifted t̄ time. For the charge Q, we take the conserved Noether charge

Q =
1

16π

∫
Σd−1

∗F , (4.82)
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where F is the effective electric field

Fµν = Fµν + l2
(
−4c2RµνρσF

ρσ − 8c3Fµν(F
2)− 8c4FνρF

ρσFσµ
)
. (4.83)

The result is

Q =
1 + 8c2

16π
ωd−1λr

d−1Ft̄r

∣∣∣∣
r→∞

=

√
(d− 2)(d− 1)

2

ωd−1

16π
q, (4.84)

where ωd−1 is the volume of the unit Sd−1. The 1/16π factor arises from the prefactor in the

action (4.64) where we have set Newton’s constant G = 1.

Unlike in the asymptotically Minkowski case, some care needs to be taken in obtaining

the mass of the black hole. With an eye towards holography, we choose to define the mass

from the boundary stress tensor [106]. The standard approach to holographic renormaliza-

tion involves the addition of appropriate local boundary counterterms so as to render the

action finite. This was performed in [105] for R2-corrected bulk actions, and since only the

c1RabcdR
abcd term in (4.64) leads to an additional divergence, we can directly use the result

of [105]. The result is

M =
ωd−1

16π
(1 + 4c1(d− 3))

(d− 1)m

λ
, (4.85)

where we have taken into account the scaling of the mass by the redshift factor λ. Substi-

tuting in λ from (4.77) then gives

M =
ωd−1

16π
(d− 1)(1 + ρ)m, (4.86)

where

ρ = c1
(d− 3)(4d− 5)

d− 1
. (4.87)

Note that we are taking the mass here to exclude the Casimir energy that is normally part of

the boundary stress tensor. This will be important when comparing with the thermodynamic
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quantities extracted from the regulated on-shell action in section IV. Working in the setup

of holographic renormalization ensures that the mass M and charge Q defined in (4.86) and

(4.84), respectively, yield a consistent framework for black hole thermodynamics.

4.4.3 Mass, Charge, and Entropy from the AdS-RN Geometry Shift

Given the first-order solution, we can calculate shifts to the mass, ∆M , and entropy,

∆S, of the black hole induced by the four-derivative corrections. In these computations it is

important to keep in mind what is being held fixed as we turn on the Wilson coefficients ci.

The main parameters we consider here are the mass M and charge Q, which are related to

the two parameters, m and q, of the solution by (4.86) and (4.84), respectively. In addition

we consider the thermodynamic quantities T (temperature) and S (entropy), although they

are not all independent. Note that we always consider the AdS radius l to be fixed, although

interesting results have been obtained by mapping it to thermodynamic pressure.

Singly-charged, non-rotating black holes may be described by any two of mass M , charge

Q and the horizon radius rh. Of course, any number of other parameters may be used as

well, such as the temperature T or an extremality parameter, such as was used in [80]. If we

further impose the extremality condition T = 0 on the solution, then only a single parameter

is needed. Clearly this is only true for non-rotating black holes with a single gauge field, as

more general solutions may have additional charges or angular momenta. It is important to

keep in mind what is being held fixed when we turn on the higher-derivative corrections, as

the results will depend on this choice. For example, we will see below that the shift to M/Q

depends on whether the mass, charge or horizon radius is held fixed when comparing the

corrected with uncorrected quantities.

Recall that, in our first-order solution, the geometry is essentially given by the radial

function

grr = g(r) = k − m

rd−2
+

q2

4r2d−4
+
r2

l2
+ ∆g , (4.88)
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where ∆g denotes the contributions of the higher-derivative corrections to the geometry, and

ε is a small parameter we use to keep track of where O(ci) corrections come in. Using the

fact that both g(rh) and g′(rh) vanish at extremality, we may express the extremal mass and

charge as a function of the horizon radius,

Mext = 2V (d− 1)rd−2
h

((
k +

d− 1

d− 2

r2
h

l2

)
(1 + ερ) + ε∆g +

rh
2(d− 2)

ε∆g′
)
,

Q2
ext = 2V 2(d− 1)(d− 2)r

2(d−2)
h

(
k +

d

d− 2

r2
h

l2
+ ε∆g +

rh
d− 2

ε∆g′
)
,

(4.89)

where M and Q are the asymptotic quantities defined in (4.86) and (4.84), and we have

defined V = ωd−1/16π. Though we have expressed M and Q as functions of rh, these

expressions are valid regardless of which of the three quantities is being held fixed. For

example, if we work at fixed charge, then Q gets no O(ε) corrections, in which case M and

rh will both receive corrections.

Extremality at Leading Order

Before discussing the extremality and entropy shifts, we consider the leading order rela-

tions between M0, Q0 and (rh)0 for extremal black holes. We will repress the 0 subscripts in

this subsection, but we mean the uncorrected quantities. Setting ε = 0 in (4.89) immediately

gives the relations

Mext = 2V (d− 1)rd−2
h

(
k +

d− 1

d− 2

r2
h

l2

)
,

Q2
ext = 2V 2(d− 1)(d− 2)r

2(d−2)
h

(
k +

d

d− 2

r2
h

l2

)
.

(4.90)

In principle, we can eliminate rh from these equations to obtain the relation between mass

and charge for extremal AdS black holes. However, for general dimension d, there is no

simple expression that directly encodes this relation. Nevertheless, we can consider the limit

of small and large black holes.
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For small black holes (rh � l), we take k = 1 (ie a spherical horizon) and find

Mext ∼ Qext ∼ rd−2
h , (4.91)

so one recovers the simple M ∼ Q scaling that appears in flat space. (Note that asymp-

totically Minkowski black holes necessarily have spherical horizons.) For large black holes

(rh � l), on the other hand, the scaling is very different from that of flat space,

Mext ∼ rdh , Qext ∼ rd−1
h ⇒ Mext ∼ (Qext)

d
d−1 . (4.92)

In fact, this is precisely the scaling behavior expected based on the relationship between

minimal scaling dimension and charge for boundary operators with large global charges

[107].

Mass Shift at Fixed Charge

Now we consider the effect of four-derivative corrections. If we hold the charge fixed,

then the shift to extremality is entirely due to the change in the mass. This may computed

from the expression (4.89) for the mass by taking a derivative with respect to ε, which

parametrizes the higher-derivative corrections, leading to

(
∂M

∂ε

)
Q,T=0

= V (d− 1)rd−2
h

(
2∆g +

1

d− 2
rh∆g

′

+ 2ρ

(
k +

d− 1

d− 2

r2
h

l2

)
+

2

(d− 2)rh

(
(d− 2)2k + d(d− 1)

r2
h

l2

)(
∂rh
∂ε

))
,

(4.93)

where we have taken into account the fact that when the charge is fixed, we must allow

the horizon radius rh to vary with ε. To compute the shift ∂rh/∂ε, we use the fact that

we are holding Q fixed. Then we use the expression for Qext in (4.89) and demand that

(∂Q/∂ε)T=0 = 0 to obtain an equation for ∂rh/∂ε. This procedure leads to the rather simple
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result

(
∂M

∂ε

)
Q,T=0

= V (d− 1)rd−2
h

(
∆g + 2ρ

(
k +

d− 1

d− 2

r2
h

l2

))
. (4.94)

Note that the dependence on ∆g′ has vanished. From the geometric point of view, this

non-trivial cancellation is crucial for the extremality-entropy relation to hold.

Charge Shift at Fixed Mass

If we instead hold the mass fixed, the entire shift in the extremality is due to the shift in

charge. Following the same procedure as in the fixed charge case, but this time demanding

∂Mext/∂ε = 0, we find the relation:

(
∂Q2

∂ε

)
M,T=0

= −2V 2(d− 1)(d− 2)r2d−4
h

(
∆g + 2ρ

(
k +

d− 1

d− 2

r2
h

l2

))
. (4.95)

Here we also find a cancellation of all ∆g′ terms. Moreover, this shift is proportional to the

mass shift at fixed charge

(
∂Q2

∂ε

)
M,T=0

= −2V (d− 2)rd−2
h

(
dM

dε

)
Q,T=0

. (4.96)

This relationship more clear when we write this as the shift of Q rather than Q2. Using

∆Q2 = 2Q∆Q, we find

Q

(
∂Q

∂ε

)
M,T=0

= −V (d− 2)rd−2
h

(
∂M

∂ε

)
Q,T=0

. (4.97)

Finally, we use Φ = Q/(d− 2)V rd−2 to write:

(
∂M

∂ε

)
Q,T=0

= −Φ

(
∂Q

∂ε

)
M,T=0

. (4.98)
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So we see that the mass shift is related to the charge shift times the potential. In Appendix

A, we derive this statement for a general thermodynamic system and show that it holds for

any extensive charge and its conjugate.

One physical consequence of this fact is that the entropy-extremality relationship (with

a different proportionality factor) will hold regardless of whether the mass or charge is held

fixed. As far as we know, this has not been noticed before in the literature.

Summary of Extremality Shifts

The shifts to extremality may be obtained from these mass and charge shifts. For com-

pleteness, we also present calculation at fixed horizon radius, as this extremality shift has

previously been considered in the literature as well [104, 105],

(
M

Q

)
Q,T=0

=

(
M

Q

)
0

1 + ρ+ ∆g
1

2
(
k + d−1

d−2

r2h
l2

)
 ,

(
M

Q

)
M,T=0

=

(
M

Q

)
0

1 + ρ
k + d−1

d−2

r2h
l2

k + d
d−2

r2h
l2

+ ∆g
1

2
(
k + d

d−2

r2h
l2

)
 ,

(
M

Q

)
rh,T=0

=

(
M

Q

)
0

1 + ρ+
∆g
(
k + d+1

d−2

r2h
l2

)
+ rh∆g

′ 1
(d−2)2

r2h
l2

2
(
k + d−1

d−2

r2h
l2

)(
k + d

d−2

r2h
l2

)
 ,

(4.99)

where the corrections are encoded in ρ and ∆g given in (4.87) and (4.69), respectively (and

∆g′ as well for the fixed rh case). For these final results, we have set ε = 1. However, the

expressions are only valid to first order in the Wilson coefficients ci. Here the uncorrected

charge to mass ratio may be obtained from (4.90), and takes the form

(
M

Q

)
0

=

√
2(d− 1)

d− 2

k + d−1
d−2

r2h
l2√

k + d
d−2

r2h
l2

. (4.100)

Note that, in (4.99), the horizon radius rh may be taken to be the uncorrected radius, and

can be obtained from either M or Q using the leading order expressions (4.90). In (4.100),
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the leading order expression for rh should be used. Finally, note that ∆g depends on the

parameters m and q as well as the radius r. The m and q parameters are directly obtained

from M and Q using (4.86) and (4.84), and again the leading order horizon radius can be

used in ∆g.

4.4.4 Wald Entropy

We now compare the shift in mass at fixed charge and temperature to the shift in entropy

at fixed mass and charge. The entropy for black holes in higher-derivative theories is given

by the Wald entropy [82]:

S = −2π

∫
Σ

δL
δRµνρσ

εµνερσ . (4.101)

For spherically symmetric backgrounds, the integral over the horizon Σ gives a factor of

the area A. The two-derivative contribution to the entropy is simply S(2) = A/4, while the

four-derivative terms yield

S(4) = −2πA
δ∆L
δRµνρσ

εµνεµν

∣∣∣∣
∂4

= −A
4
l2(4c1Rtrtr + 2c2FtrFtr) . (4.102)

The total entropy is the sum of these terms,

S =
A

4

(
1− ε

(
4c1l

2Rtrtr + 2c2l
2FtrFtr

))∣∣∣∣
rh

, (4.103)

where we once again introduced ε to parametrize the expansion. Here the horizon area is

given by A = ωd−1r
d−1
h , where rh is the corrected horizon radius. On the other hand, the

Rtrtr and FtrFtr terms need only be computed on the zeroth-order background,

Rtrtr =
1

l2
+

(2d− 3)(Q/V )2

2(d− 1)r2d−2
− (d− 2)M/V

2rd
,

FtrFtr =
(Q/V )2

r2d−2
.

(4.104)

106



It does not matter whether we use the corrected or uncorrected quantities here because they

already show up in a term that is order ε. Note also that, while the expression for the Wald

entropy (4.103) is given in terms of M , Q and rh of the fully corrected solution, only two of

these quantities are independent.

We now examine the entropy shift for a given solution at fixed mass M and charge Q.

For the moment, we work at arbitrary M and Q, and not necessarily at extremality. The

general expression for the entropy shift is then

(
∂S

∂ε

)
Q,M

=
A

4

(
(d− 1)

(
1

rh

∂rh
∂ε

)
Q,M

−
(
4c1l

2Rtrtr + 2c2l
2FtrFtr

))
, (4.105)

where the first term was obtained by

1

A

∂A

∂ε
= (d− 1)

1

rh

∂rh
∂ε

. (4.106)

Here it is important to note that the horizon radius rh receives a correction when working at

fixed M and Q. If, on the other hand, we were to keep the horizon radius fixed (as is done

in [104]), we would find only the second (interaction) term in (4.105), and the entropy shift

would be independent of c3 and c4.

To compute ∂rh/∂ε, we start with the horizon condition g(rh) = 0 where g(r) is given

by (4.88) with m and q rewritten in terms of M and Q. Taking a derivative and solving for

∂rh/∂ε then gives

1

rh

∂rh
∂ε

= −ρM + V (d− 1)rd−2
h ∆g

(d− 2)(M − (Mext)0)
. (4.107)

where (Mext)0 is the leading order extremal mass given in (4.90). As we can see, this

expression diverges if the leading order solution is extremal. This is in fact not a surprise, as

leading order extremality implies a double root at the horizon. The higher order corrections

will lift this double root and hence cannot be parametrized as a linear shift in ε.
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In order to avoid the divergence, we can instead consider a leading order solution taken

slightly away from extremality. As long as we are sufficiently close to extremality, the first

term in (4.105) will dominate the entropy shift. Noting further that, at extremality, the

numerator of (4.107) becomes proportional to the mass shift (4.94) at fixed charge, we can

rewrite (4.105) as

(
∂S

∂ε

)
Q,M

= −A
4

(
d− 1

(d− 2)(M − (Mext)0)

(
∂M

∂ε

)
Q,T=0

+
d− 1

d− 2
ρ+ 4c1l

2Rtrtr + 2c2l
2FtrFtr

)
.

(4.108)

The deviation away from extremality can be written in terms of the leading order tempera-

ture,

4πT0 = |g′((rh)0)|ε=0 =
(d− 2)(M − (Mext)0)

V (d− 1)(rh)
d−1
0

. (4.109)

The total shift to the entropy is then given by

(
∂S

∂ε

)
Q,M

= − 1

T0

(
∂M

∂ε

)
Q,T=0

− A

4

(
d− 1

d− 2
ρ+ 4c1l

2Rtrtr + 2c2l
2FtrFtr

)
. (4.110)

Finally, as T0 → 0 we reproduce the relation [80, 15]

(
∂M

∂ε

)
Q,T=0

= −T0

(
∂S

∂ε

)
Q,M

. (4.111)

Note that this relation was obtained using only the general feature that the corrected ge-

ometry may be written in terms of a shift ∆g to the radial function g(r). In particular, we

never had to use the explicit form of ∆g given in (4.69).

4.4.5 Explicit Results for the Entropy Shifts

In order to compare with the next section, we include some explicit results for the mass

shifts. In section V, we will see what constraints may be placed on the EFT coefficients by
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imposing that entropy shift is positive. We will use the mass shift here, to remove the factor

of T0. The entropy shift is positive when the mass shift at constant charge is negative. It is

easy to see that the shifts here are positive when all the coefficients are positive.

For AdS4, we find:

T0∆S =
1

5rhl2

(
4c1(l2 + 3r2

h)
2 + 2c2(l2 + 3r2

h)(l
2 + 18r2

h) + 8(2c3 + c4)(l2 + 3r2
h)

2
)
. (4.112)

For AdS5, we get:

T0∆S =
π

16l2

(
c1(31l4 + 128l2r2

h + 138r4
h)

+ c224(l2 + 2r2
h)(l

2 + 6r2
h) + (2c3 + c4)72(l2 + 2r2

h)
2
)
.

(4.113)

AdS6:

T0∆S =
2π

99l2

(
c1rh(369l4 + 1263l2r2

h + 1124r4
h)

+ c24rh(3l
2 + 5r2

h)(27l2 + 100r2
h) + (2c3 + c4)96rh(3l

2 + 5r2
h)

2
)
.

(4.114)

AdS7:

T0∆S =
π2

224l2

(
c1 (1384l4r2

h + 4236l2r4
h + 3345r6

h)

+ c2 40(2l2 + 3r2
h)(16l2 + 45r2

h) + (2c3 + c4) 800(2l2 + 3r2
h)

2
)
.

(4.115)

4.5 Thermodynamics from the On-Shell Euclidean Action

The ultimate goal of our analysis is to determine the leading higher-derivative correc-

tions to relations between certain global properties of black hole solutions. These relations

are of a thermodynamic nature, and arise by taking various derivatives of the free-energy

corresponding to the appropriate ensemble. As is well-known [108], the classical free-energy

of a black hole can be calculated using the saddle-point approximation of the Euclidean path
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integral with appropriate boundary conditions. In the Gibbs or grand canonical ensemble,

the appropriate quantity is the Gibbs free-energy, which may be calculated from the on-shell

Euclidean action

βG(T,Φ) = IE[gEµν (T,Φ) , AEµ (T,Φ)], (4.116)

where β = T−1, and gEµν (T,Φ) and AEµ (T,Φ) are Euclideanized solutions to the classical

equations of motion with temperature T and potential Φ. Similarly in the canonical ensemble

the corresponding quantity is the Helmholtz free-energy, given by

βF (T,Q) = IE[gEµν (T,Q) , AEµ (T,Q)], (4.117)

where gEµν (T,Q) and AEµ (T,Q) are Euclideanized solutions with temperature T and electric

charge Q. In both expressions, IE is the renormalized Euclidean on-shell action.

The Euclidean action with cosmological constant is IR divergent when evaluated on a

solution. However, it may be given a satisfactory finite definition by first regularizing the

integral with a radial cutoff R. To render the variation principle well-defined on a spacetime

with boundary we must add an appropriate set of Gibbons-Hawking-York (GHY) [109, 110]

(in the case of the canonical ensemble, also Hawking-Ross [111]) terms in addition to a set

of boundary counterterms. The complete on-shell action then consists of three contributions

IE = Ibulk + IGHY + ICT. (4.118)

If the counterterms are chosen correctly, they will cancel the divergence of the bulk and

Gibbons-Hawking-York terms, rendering the results finite as R → ∞. In AdS there is a

systematic approach to generating such counterterms via the method of holographic renor-

malization [18, 106, 112]; since the logic of this approach is well-described in detail elsewhere

(see e.g. [113]) we will not review it further, but simply make use of known results. Explicit

expressions for the needed GHY and counterterms (including the four-derivative corrections
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used in this dissertation) valid in AdSd, d = 4, 5, 6 can be found in [114, 105].

Once the free-energy is calculated, the remaining thermodynamic quantities can be de-

termined straightforwardly by using the definitions of the free-energies and the first-law of

black hole thermodynamics

F = E − TS, G = E − TS − ΦQ, dE = TdS + ΦdQ. (4.119)

The expressions calculated using these Euclidean methods should agree with the Lorentzian

or geometric calculations in the previous section. Note, however, that there is a bit of a

subtlety with the notion of black hole mass here, as the thermodynamic relations are for

the energy E of the system. In holographic renormalization, there is always an ambiguity in

the addition of finite counterterms that shift the value of the on-shell action. The standard

approach is to fix the ambiguity by demanding that even-dimensional global AdS has zero

vacuum energy while odd-dimensional global AdS has non-zero vacuum energy that is inter-

preted as a Casimir energy in the dual field theory. In this case the thermodynamic energy

is the sum of the black hole mass and the Casimir energy

E = M + Ec, (4.120)

and the mass M of the black hole is only obtained after subtracting out the Casimir energy

contribution, as we did in section II.

The purpose of introducing this alternative approach is not just to give a cross-check on

the results of the previous section, but also to verify a recent general claim by Reall and

Santos [88]. The O(ε) corrections we are considering can be calculated by first evaluating

the free-energy or on-shell action at the same order. Naively, this would require evaluating
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three contributions

IE[gEµν , A
E
µ ] = I

(2)
E [g(2)E

µν , A(2)E
µ ] + ε

(
∂

∂ε
I

(2)
E [g(2)E

µν + εg(4)E
µν , A(2)E

µ + εA(4)E
µ ]

)∣∣∣∣
ε=0

+ εI
(4)
E [g(2)E

µν , A(2)E
µ ] +O

(
ε2
)
, (4.121)

where (2) and (4) denote two and four derivative terms in the action and their corresponding

perturbative contributions to the solution. The central claim in [88] is that the first term

at O(ε) is actually zero, and that therefore we do not need to explicitly calculate the O(ε)

corrections to the equations of motion. For black hole solutions of the type considered in

this chapter, we can evaluate the leading corrections without much difficulty, but for more

general situations with less symmetry this may not be possible. In such a case the Euclidean

method is more powerful, as has recently been demonstrated with calculation of corrections

involving angular momentum [115] or dilaton couplings [116].

Although the result of [88] was demonstrated in the grand canonical ensemble, it is

straightforward to see that it implies an identical claim about the leading corrections in the

canonical ensemble. While the quantities of interest can be extracted from either, the explicit

expressions encountered in the latter are usually far simpler and therefore more convenient.

Recall that we can change ensemble by a Legendre transform of the free-energy

F (T,Q) = G(T,Φ(Q)) + Φ(Q)Q, Q = −
(
∂G

∂Φ

)
T

, (4.122)

where the right-hand-side is defined in terms of the implicit inverse function Φ(Q). At fixed

T and Q, the potential Φ receives corrections from the higher-derivative interactions, and

so, expanding the right-hand-side to O(ε), we have

F (T,Q) = G(2)(T,Φ(2)(Q)) + ε

(
∂

∂ε
G(2)(T,Φ(2)(Q) + εΦ(4)(Q))

)∣∣∣∣
ε=0

+ εG(4)(T,Φ(2)(Q)) + Φ(2)(Q)Q+ εΦ(4)(Q)Q+O
(
ε2
)
. (4.123)
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Recognizing that

(
∂

∂ε
G(2)(T,Φ(2)(Q) + εΦ(4)(Q))

)∣∣∣∣
ε=0

= Φ(4)(Q)

(
∂G(2)

∂Φ

)
T

∣∣∣∣
Φ=Φ(2)(Q)

= −Φ(4)(Q)Q,

(4.124)

we see that the leading correction to the Helmholtz free energy is simply given by

F (T,Q) = F (2)(T,Q) + εG(4)(T,Φ(2)(Q)) +O
(
ε2
)
. (4.125)

In terms of the on-shell Euclidean action, using the result of Reall and Santos, this is then

equivalent to

F (4)(T,Q) =
1

β
I

(4)
E

(
g(2)E
µν (T,Q) , A(2)E

µ (T,Q)
)
, (4.126)

where here I
(4)
E denotes the contribution of the four-derivative terms to the renormalized on-

shell action. Note that this includes potential four-derivative Gibbons-Hawking-York terms,

but as this argument makes clear, will not include any additional Hawking-Ross terms.

This expression is the analogue of the Reall-Santos result, but in the canonical ensemble.

It says that the leading correction to the Helmholtz free-energy is given by evaluating the

four-derivative part of the renormalized on-shell action on a solution to the two-derivative

equations of motion with temperature T and charge Q.

Below we will give a brief review of the well-known thermodynamic relations at two-

derivative order, and then using the above result we will calculate the leading corrections

and verify explicitly that they agree with the results of the previous section.
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4.5.1 Two-Derivative Thermodynamics

As described above, the regularized on-shell action has a bulk as well as various boundary

contributions. At two-derivative order and in d-dimensions these have the explicit form

I
(2)
bulk = − 1

16π

∫
dd+1x

√
g
(d(d− 1)

l2
+R− 1

4
F 2
)
,

I
(2)
GHY = − 1

8π

∫
ddx
√
hK,

I
(2)
CT =

1

8π

∫
ddx
√
h

(
d− 1

l
+

l

2(d− 2)
R
)
, (4.127)

where hab and Rab are the metric and Ricci tensor of the induced geometry on the boundary

at r = R. Note that in I
(2)
CT we have included the minimal set of counterterms necessary to

cancel the IR divergence in d = 3 and d = 4. For d > 4, additional counterterms beginning at

quadratic order in the boundary Riemann tensor are necessary to cancel further divergences.

The regularized bulk action has a well-defined variational principle provided that δAa = 0

at r = R. This amounts to holding Φ fixed, and thus it corresponds to boundary conditions

compatible with the grand canonical ensemble. For many applications, we will want to hold

the charge fixed. From a thermodynamic point of view, we want to use the extensive quantity

Q instead of the intensive Φ, so we must compute the Helmholtz free energy instead of the

Gibbs free energy. Holding Q fixed requires different boundary conditions, and in particular

the further addition of a Hawking-Ross boundary term [111]

I
(2)
HR =

1

16π

∫
ddx
√
hnµF

µbAb , (4.128)

where nµ is the normal vector on the boundary and Aa is the pull-back of the gauge potential.

To summarize, the total two-derivative on-shell action

I
(2)
E = I

(2)
bulk + I

(2)
GHY + I

(2)
HR + I

(2)
CT, (4.129)
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evaluated on the Euclideanized solution to the two-derivative equations of motion

ds2
E =f(r)dτ 2 + g(r)−1dr2 + r2dΩ2

d−1 , f(r) = g(r) = 1− m

rd−2
+

q2

4r2d−4
+
r2

l2
,

AE = i

(
−1

c

q

rd−2
+ Φ

)
dτ, c =

√
2(d− 2)

(d− 1)
, Φ =

1

c

q

ld−2νd−2
,

(4.130)

is equal to βF (2)(T,Q), where F (2) is the two-derivative contribution to the Helmholtz free-

energy. In the above we have introduced the dimensionless variable ν ≡ (rh)0/l, where (rh)0

is the location of the outer-horizon of the two-derivative solution with temperature T and

charge Q. Note also that here, and for the remainder of this section, we will consider only

spherical k = 1 black holes. Since ν satisfies f(ν) = 0, we can solve for the parameter m as

m = νd−2 +
q2

4νd−2
+
νd

l2
. (4.131)

In the Euclidean approach to calculating the leading corrections to the thermodynamics, it

will prove natural to continue to use ν and q to parametrize the space of black hole solutions,

even when the four-derivative corrections are included. This means that it is also natural

to write all thermodynamic quantities in these variables, which requires the use of standard

thermodynamic derivative identities to rewrite derivatives. Recall that the parameter q and

the physical charge Q are not the same, but are related by an overall constant given in (4.84).

Therefore holding Q fixed is the same as holding q fixed. Explicitly, the two-derivative free-

energy calculated in this way in AdS4 is given by

F
(2)
d=3(q, ν) = − lν

3

4
+
lν

4
+

3q2

16lν
, (4.132)

and in AdS5 by

F
(2)
d=4(q, ν) = −1

8
πl2ν4 +

1

8
πl2ν2 +

5πq2

32l2ν2
+

3πl2

32
. (4.133)
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Once the free-energy is calculated, the entropy and energy are given by

S = −
(
∂F

∂T

)
Q

, E = F + TS. (4.134)

In terms of our natural variables, we can reexpress the entropy as

S(q, ν) =

(
∂F

∂ν

)
q

[(
∂T

∂ν

)
q

]−1

, (4.135)

where the temperature is given by

T (q, ν) =
(d− 2)q2l1−dν1−d

4π
+

(d− 1)ν2 + d− 2

4πl
. (4.136)

Note that this expression is exact, meaning it does not receive corrections when we include

the four-derivative interactions. It is therefore useful to introduce the function

q2
ext(ν) = −2 (dν2 + d− ν2 − 2) (lν)d−2

(d− 2)
, (4.137)

such that taking the limit q2 → q2
ext(ν) is equivalent to taking the extremal limit T → 0.

If we extract the energy E = F + TS from the expressions (4.132) and (4.133), we find

that it agrees with the mass, (4.86), for AdS4 but not AdS5. This is not surprising as the

thermodynamic energy E and mass M of the black hole in AdS5 differ by a Casimir en-

ergy contribution that is independent of q and ν. We can, of course remove the Casimir

energy by the addition of finite boundary counterterms, or equivalently by a change in holo-

graphic renormalization scheme. The expression (4.133) is calculated in a minimal subtrac-

tion scheme, in which the possible finite counterterms are zero and the Casimir energy is

present.

Physically, it is useful work in a scheme in which the energy E coincides with the mass

M of the black hole, without a Casimir contribution. In such a zero Casimir scheme, the
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energy of pure AdS5 is defined to be zero. Calculating the free-energy from the on-shell

action of pure AdS5 with generically parametrized four-derivative counterterms we find that

this scheme requires the following modification from the minimal subtraction counterterms

I
(2)
CT −→ I

(2)
CT +

1

8π

∫
d4x
√
h

(
− l

3

96

)
R2. (4.138)

The free energy calculated with this modified on-shell action agrees exactly with the expec-

tation using (4.86). Note that the entropy, since it is given by a derivative of the free-energy,

is independent of the choice of scheme. The zero Casimir scheme is a physically motivated

choice, but certainly not unique.

4.5.2 Four-Derivative Corrections to Thermodynamics

To evaluate the four-derivative corrections we make use of the result (4.126). As in the

two-derivative contribution, the on-shell action is properly defined by a regularization and

renormalization procedure. For the operators in (4.64) with Wilson coefficients c2, c3 and c4

the required I
(4)
bulk contribution is actually finite, while for the term in (4.64) proportional to

c1, we must again regularize and renormalize by adding infinite boundary counterterms. The

required explicit expressions, as well as the complete set of four-derivative GHY terms, can be

found in [114, 105]. The calculation is otherwise identical to the two-derivative contribution

described above, and in AdS4 we find

F
(4)
d=3(q, ν) =c1

(
−(20l4ν4 − 5l2ν2q2 + q4)

20l5ν5
− 3ν

l

)
+
c2q

2 (l2 (20l2ν2 − 7q2)− 60l4ν4)

80l7ν5

− c3q
4

5l5ν5
− c4q

4

10l5ν5
. (4.139)

The complete free-energy, up to O(ε2) contributions, is then given by

Fd=3(q, ν) = F
(2)
d=3(q, ν) + εF

(4)
d=3(q, ν) +O(ε2). (4.140)
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From this explicit expression we can then calculate the entropy

Sd=3 = πl2ν2 − 4πc1ε (4l4ν4 (1− 3ν2)− 3l2ν2q2 + q4)

4l2 (3ν2 − 1) ν4 + 3ν2q2
− πc2q

2ε (12l2ν2 (ν2 − 1) + 7q2)

4l2 (3ν2 − 1) ν4 + 3ν2q2

− 16πc3q
4ε

4l2 (3ν2 − 1) ν4 + 3ν2q2
− 8πc4q

4ε

4l2 (3ν2 − 1) ν4 + 3ν2q2
+O(ε2), (4.141)

and mass (which coincides with the thermal energy)

Md=3 =
1

2
l
(
ν3 + ν

)
+

q2

8lν
+
c1q

4ε (q2 − 4l2ν2 (9ν2 + 2))

40l5 (3ν2 − 1) ν7 + 30l3ν5q2

+
c2q

2ε (80l4ν4 (−9ν4 + 6ν2 + 1)− 8l2ν2 (39ν2 + 7) q2 + 7q4)

40l3ν5 (4l2ν2 (3ν2 − 1) + 3q2)

+
2c3q

4ε (q2 − 4l2ν2 (9ν2 + 2))

5l3ν5 (4l2ν2 (3ν2 − 1) + 3q2)
+

c4q
4ε (q2 − 4l2ν2 (9ν2 + 2))

5l3ν5 (4l2ν2 (3ν2 − 1) + 3q2)
+O(ε2). (4.142)

Taking the extremal limit we find the following expression for the mass shift

(∆Md=3)Q,T=0 =− 4c1l (3ν
2 + 1)

2

5ν
− 2c2l(3ν

2 + 1)(18ν2 + 1)

5ν

− 16c3l (3ν
2 + 1)

2

5ν
− 8c4l (3ν

2 + 1)
2

5ν
, (4.143)

which agrees exactly with the results we have derived using the shifted solution. Strictly, the

two expressions are parameterized in terms of different variables (ν the uncorrected horizon

vs. rh the corrected horizon), but these differ by O(ε), and so when we take ε→ 0 the two

functions are the same.

Similarly we can calculate the shift in the microcanonical entropy, which will be important

in the subsequent section for analyzing conjectured bounds on the Wilson coefficients. The

actual expression is given in (4.159), and can be calculated straightforwardly using standard

thermodynamic derivative identities

(∆S)Q,E = lim
ε→0

[(
∂S

∂ε

)
q,ν

−
(
∂E

∂ε

)
q,ν

(
∂S
∂ν

)
q(

∂E
∂ν

)
q

]
. (4.144)
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The calculation for AdS5 is similar, but in this case we have to be cautious about the Casimir

energy. We calculate the free-energy in the physically motivated zero Casimir scheme. To

do so, we again fix the finite counterterms by evaluating the four-derivative on-shell action

on pure AdS5. Requiring the Casimir energy to vanish requires the following modification

from the minimal subtraction counterterm action

I
(4)
CT −→ I

(4)
CT +

1

8π

∫
d4x
√
h

(
−5c1l

3

48

)
R2. (4.145)

Using this we calculate the four-derivative contribution to the renormalized free-energy

F
(4)
d=4 =

1

256
πc1

(
−43q4

l8ν8
+

24 (5ν2 + 8) q2

l4ν4
− 32

(
13ν4 + 41ν2 + 18

))
+

3πc2 (8l4ν4q2 − 3q4)

32l8ν8
− 9πc3q

4

16l8ν8
− 9πc4q

4

32l8ν8
. (4.146)

We also obtain the entropy

Sd=4 =
1

2
π2l3ν3 +

π2c1ε (8l8 (26ν2 + 41) ν10 + 6l4 (5ν2 + 16) ν4q2 − 43q4)

4l3ν3 (4l4 (2ν2 − 1) ν4 + 5q2)

+
6π2c2ε (4l4ν4q2 − 3q4)

l7 (8ν9 − 4ν7) + 5l3ν3q2
− 36π2c3q

4ε

l7 (8ν9 − 4ν7) + 5l3ν3q2

− 18π2c4q
4ε

l7 (8ν9 − 4ν7) + 5l3ν3q2
+O

(
ε2
)
, (4.147)
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and mass

Md=4 =
3π (4l4 (ν2 + 1) ν4 + q2)

32l2ν2

+ c1

[
πε (384l12 (ν2 + 1) (26ν4 + 23ν2 + 6) ν12 − 32l8 (27ν4 + 32ν2 + 18) ν8q2)

256l8ν8 (4l4 (2ν2 − 1) ν4 + 5q2)

+
πε (−4l4 (684ν2 + 253) ν4q4 + 129q6)

256l8ν8 (4l4 (2ν2 − 1) ν4 + 5q2)

]
+

3πc2q
2ε (32l8 (10ν2 + 3) ν8 − 4l4 (54ν2 + 19) ν4q2 + 9q4)

32l8ν8 (4l4 (2ν2 − 1) ν4 + 5q2)

+
9πc3q

4ε (3q2 − 4l4ν4 (18ν2 + 7))

16l8ν8 (4l4 (2ν2 − 1) ν4 + 5q2)

+
9πc4q

4ε (3q2 − 4l4ν4 (18ν2 + 7))

32l8ν8 (4l4 (2ν2 − 1) ν4 + 5q2)
+O

(
ε2
)
. (4.148)

The extremal mass shift is given by

(∆Md=4)Q,T=0 =− 1

16
πc1

(
138ν4 + 128ν2 + 31

)
− 3

2
πc2

(
2ν2 + 1

) (
6ν2 + 1

)
− 9πc3

(
2ν2 + 1

)2 − 9

2
πc4

(
2ν2 + 1

)2
, (4.149)

which agrees exactly with the result (4.113). Likewise we can calculate the correction to the

microcanonical entropy using (4.144), the explicit expression is given in (G.2).

4.6 Constraints From Positivity of the Entropy Shift

Having derived the general entropy shift at fixed mass, we may now determine what

constraints on the EFT coefficients are implied by the assumption that it is positive. Recall

that the argument of [80] for the positivity of the entropy shift assumes the existence of a

number of quantum fields φ with mass mφ, heavy enough so that they can be safely integrated

out. In particular, such fields are assumed to couple to the graviton and photon in such a way

that, after being integrated out, they generate at tree-level the higher-dimension operators

we are considering (with the corresponding operator coefficients scaling as ci ∼ 1/mφ).
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This assumption is essential to the proof; it may be that the entropy shift is universally

positive (see [115] for a number of examples), but proving such a statement for non-tree-

level completions would require a different argument from the one laid out here.

We revisit the logic of [80] in the context of flat space, before discussing how it may be

extended to AdS asymptotics, and denote the Euclidean on-shell action of the theory that

includes the heavy scalars φ by IUV[g, A, φ]. First, note that when the scalars are set to zero

and are non-dynamical, the action reduces to that of the pure Einstein-Maxwell theory,

IUV[g, A, 0] = I(2)[g, A] . (4.150)

This is a statement relating the value of the functionals IUV and I(2) (the two-derivative

action) when we pick particular configurations for the fields. These fields may or may not be

solutions to the equations of motion. Next, consider the corrected action, IC = I(2) + I(4),

and note that it obeys

IC [g + ∆g, A+ ∆A] ' IUV[g, A, φ] . (4.151)

Here we have in mind that the fields are valid solutions of the respective theories, i.e. [g, A, φ]

is a solution of the UV theory and [g + ∆g, A+ ∆A] is a solution to the four-derivative cor-

rected theory. The UV theory and that with an infinite series of higher-derivative corrections

should have exactly the same partition function; therefore, this expression is an equality up

to quantum corrections and corrections that are O(ε2). Finally, let us choose [g, A, φ] to

be solutions of the UV theory with charge Q and temperature T , and [g0, A0] to be field

configurations in the pure Einstein-Maxwell theory with the same charge and temperature as

those of the UV theory. One then finds the following inequality,

IC [g + ∆g, A+ ∆A]T,Q ' IUV[g, A, φ]T,Q < IUV[g0, A0, 0]T,Q = I(2)[g0, A0]T,Q . (4.152)
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Since [g, A, φ] is a solution of the UV theory, it extremizes the action. To ensure the inequality

that appears in (4.152), one must further require that this solution is a minimum of the

action. The inequality then follows because [g0, A0, 0] is not a solution to the equations of

motion, for the same charge and temperature. Finally, as long as one works in the same

ensemble, the boundary terms will be the same for both actions and thus do not affect the

argument.

In general, different theories will have different relationships between mass, charge, and

temperature. We are interested in the entropy shift at fixed mass and charge. Therefore

we must compare the two action functionals at different temperatures. For simplicity, we

use T4/T2 for the temperature that corresponds to mass M and charge Q for the theory

with/without higher-derivative corrections, respectively. Then we have:

FC(Q, T4) < F2(Q, T4),

FC(Q, T4) < F2(Q, T2) + (T4 − T2)∂TF2(Q, T2),

FC(Q, T4) < F2(Q, T2)− (T4 − T2)S2,

M − S4T4 < M − S2T2 − (T4 − T2)S2,

−S4T4 < −T4S2,

∆S > 0,

(4.153)

at fixed M and Q (and in the zero Casimir energy scheme).

Now that we have outlined the argument in flat space, we can ask whether it can be

immediately extended to AdS. One subtle point in the derivation outlined above is that the

free-energy is only finite after the subtraction of the free-energy of a reference background.

In the flat space context, the contributions of such terms to the two actions are identical

because the asymptotic charges are the same. Thus, this issue does not affect the validity of

the argument.

In AdS, the story is a little different– the free-energy is computed using holographic
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renormalization. Different counterterms are required to render the two-derivative action

I(2) and the corrected action IC finite. Moreover, IUV may also require a different set of

counterterms involving contributions from the scalar, and unlike the bulk contribution, there

is no reason to expect that their on-shell values are less than their off-shell values. This is

a potential hole in the positivity argument in AdS. Apart from this issue, the rest of the

argument can be immediately applied to AdS.

4.6.1 Thermodynamic Stability

As we have seen, the above proof requires that the uncorrected backgrounds are minima of

the action. Thermodynamically, this amounts to the condition that the black holes are stable

under thermal and electrical fluctuations. This translates to the following requirements on

the free-energies,

(
∂2F

∂T 2

)
Q

≤ 0,

(
∂2G

∂T 2

)
Φ

≤ 0, εT =

(
∂2F

∂Q2

)
T

≥ 0 . (4.154)

These conditions may be rewritten in terms of the specific heat and permittivity of the

black hole, which can be used to determine, respectively, the thermal stability and electrical

stability of the black hole [117, 118]. We will ignore the specific heat at constant Φ now, as

we are interested in the stability in the canonical ensemble, and consider

CQ = T

(
∂S

∂T

)
Q

≥ 0, εT =

(
∂Q

∂Φ

)
T

≥ 0 . (4.155)

Positivity of the specific heat is equivalent to the statement that larger black holes should

heat up and radiate more, while smaller ones should become colder and radiate less. When

the quantity εT is negative the black hole is unstable to electrical fluctuations, meaning that

when more charge is placed into it, its chemical potential decreases. We expect that it should

instead increase, to make it more difficult to move a charge from outside to inside the black

hole – thus making it harder to move away from equilibrium [118]. We may compute these
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quantities using the results of the previous section. For AdS4, we find

CQ =
2πl2ν2(1 + 3ν2)(2− ξ)ξ

2− 6ξ + 3ξ2 + 3ν2(4− 6ξ + 3ξ2)
, εT =

(ξ − 2)ξ + 3ν2(2− 2ξ + ξ2)

νl (2− 6ξ + 3ξ2 + 3ν2(4− 6ξ + 3ξ2))
,

(4.156)

where we recall that ν = rh/l and Q = (1 − ξ)Qext. These results have been obtained

previously e.g. in [119]. We find that both of these coefficients are positive when either

ν < ν∗ =
1√
3
, ξ < ξ∗ = 1−

√
1− 3ν2

1 + 3ν2
, (4.157)

holds, or when

ν > ν∗ =
1√
3
, 0 < ξ < 1 , (4.158)

is satisfied.

Thus, for small black holes stability requires that the extremality parameter be less than

some function of the radius, ξ < ξ∗. In particular, extremal black holes, for which ξ → 0,

are stable while neutral black holes, which correspond to ξ → 1, are not. The implication

of (4.158) is that above a certain radius (rh > l/
√

3) all black holes are thermodynamically

stable. This behavior is visible from Fig. 4.3, where we have plotted the allowed parameter

space based on the CQ and εT conditions separately. This raises an interesting point in

making contact with the flat space limit: if we require both parameters to be positive, there

are no stable black holes at ν = 0. Note that in [80] only CQ was considered. However,

in applications involving AdS/CFT, we believe that both the specific heat and electrical

permittivity should be taken into account.

Here we have only considered the leading-order stability. The higher-derivative correc-

tions will shift the point where the specific heat crosses from positive to negative. However,

in proving the extremality-entropy relation, we are only interested in the extremal limit,

which is not affected by this consideration. In principal we could compute the order ε shifts
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Figure 4.3: Blue represents the regions of parameter space where each quantity is positive.

to the stability conditions to obtain small corrections to the entropy bounds.

4.6.2 Constraints on the EFT Coefficients

The entropy shift in AdS4 for a black hole with an arbitrary size and charge takes the

following form,

(
∂S

∂ε

)
Q,M

=
l(1 + 3ν2)

5νT

(
c1

(
4− 6ξ + 19ξ2 − 16ξ3 + 4ξ4 + 12ν2(ξ − 1)4

)
+ c2(ξ − 1)2

(
2− 14ξ + 7ξ2 + 3ν2(12− 14ξ + 7ξ2)

)
+ 8(2c3 + c4)(1 + 3ν2)(ξ − 1)4

)
,

(4.159)

where the temperature is given by the expression

T (rh, ξ) = −(1 + 3ν2)(ξ − 2)ξ

4πνl
.

We can see from the ξ dependence of the latter that in the ξ → 0 limit the shift to the

entropy blows up. If we examine the leading part in 1/ξ, we find that it is proportional to
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the mass shifts we have computed above. Thus, in the extremal limit we have

(
∂S

∂ε

)
ξ→0

=
l2

5rhT

(
4c1(1 + 3ν2)2 + 2c2(1 + 3ν2)(1 + 18ν2) + 8(2c3 + c4)(1 + 3ν2)2

)
.

(4.160)

It is also interesting to note that in the chargeless limit ξ → 1 the dependence of (4.159) on

c2, c3 and c4 drops out entirely, and we are left with an entropy shift of the simple form

(
∂S

∂ε

)
ξ→1

=
l

νT
c1

(
1 + 3ν2

)
. (4.161)

Our results above show that the large black holes are stable in the chargeless limit, which

implies that the c1 coefficient must be positive.

In Fig. 4.4, we have graphed the constraints on the coefficients that arise from demanding

that the entropy shift is positive. We have included both the constraints from the extremal

entropy shift and from considering the shift of all stable black holes. Considering only

extremal black holes may be interesting because it is equivalent to the condition that the

extremality shift, ∆(M/Q), is negative. Thus we may look at the constraints implied by

positive entropy shift and by negative extremality shift independently. Note that we have

divided by c1, which we have already proven to be positive. We may write out the all the

constraints obtained:

c1 ≥ 0,

c2 ≥ 0,

c3 ≥ −
1

8
c1(2 + c2).

(4.162)

We have computed the corresponding bounds for AdS5 through AdS7. The results may be

found in Appendix B. We would, however, like to comment on AdS5, where the positivity of

the coefficient of the Riemann-squared term is of particular interest. The stability analysis
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yields results that are qualitatively similar to (4.157) and (4.158), but with the following

definitions

ξ∗ = 1−
√

1− 2ν2

1 + 2ν2
, ν∗ =

1√
2
. (4.163)

Once again, we see that large black holes are stable for all values of the charge.

When we examine the entropy shift in the neutral limit, we find

πl2

32T
c1

(
87 + 164ν2 + 52ν4

)
, (4.164)

whose overall sign is completely determined by that of c1. This means that there are stable

black holes where the sign of the entropy shift is the same as the sign of the coefficient of

R2
abcd. Thus, a positive entropy shift for stable black holes implies that c1 is positive. In fact,

a positive value of c1 was the necessary ingredient in [120] for obtaining the violation of the

KSS bound10. It is also interesting to note that in d > 3, this sign constraint was shown

to follow from the assumption of a unitary tree-level UV completion [121]. The entropy

constraints given in this chapter are then strictly stronger since they also apply in d = 3.

In closing, we stress that we are not claiming that the entropy shift should be universally

positive; the proof outlined above only applies when the higher-derivative corrections are

generated by integrating out massive fields at tree-level (and relies on assuming that the

corresponding solutions minimize the effective action). However, it is interesting that the

conjecture that the entropy shift is universally positive appears to suggest that violations of

the KSS bound are required to occur. Our results extend and make more precise the earlier

claim by some of us [105] of a link between the WGC and the violation of the KSS bound.

We will come back to this point in the discussion section.

10We have checked the calculation with a different basis, choosing to use Gauss-Bonnet instead of Riemann
squared. As expected, we find that the coefficient of the Gauss-Bonnet term is positive.
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Figure 4.4: Blue regions are allowed after imposing that the entropy shift is positive. (Left):
Allowed region after imposing that extremal black holes have positive entropy
shift (Right): Allowed region after imposing that all stable black holes have
positive entropy shift

4.6.3 Flat Space Limit

As we have pointed out above, we can not compare the results we have given above to

the flat space limit. This is because if we impose both CQ > 0 and εT > 0, we find that

there are no stable black holes in the flat space limit ν → 0 (as suggested by figure 4.3). In

AdS/CFT, we expect that both conditions are necessary to ensure thermodynamic stability;

nonethless, we may remove the condition εT > 0 in order to compare with the flat space

limit. In this case, we find that stability requires

ξ∗ = 1− 1√
3

√
1− 3ν2

1 + 3ν2
, ν∗ =

1√
3
, (4.165)

for the AdS4 black holes, and

ξ∗ = 1− 1√
2

√
1− 2ν2

1 + 2ν2
, ν∗ =

1√
2
, (4.166)
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Figure 4.5: The blue regions are allowed in flat space and the orange in AdS– note that the
AdS regions are a subset of those from flat space.

for the AdS5 black holes. This allows for a more direct comparison between the two cases.

In figure 4.5, we contrast the bounds obtained in AdS and flat space. The bounds in AdS

are stronger, as they should be given that there is an extra parameter’s worth of stable black

holes. Note also that c1 > 0 is implied by positivity in AdS, but not in flat space, because

in flat space there are no stable neutral black holes.

4.7 Remarks

We conclude this chapter with a few remarks on the results of the previous section.

4.7.1 c− a from the Entropy Shift

As we have seen, for neutral black holes, the entropy shift is dominated by c1, which is

the coefficient of the Riemann squared term, so the positivity of the entropy shift implies the

positivity of this coefficient. In AdS5, this coefficient may be related to the central charges
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of the dual field theory [18, 122, 123] by

c1 =
1

8

c− a
c

. (4.167)

Thus, the positivity of the entropy shift appears to be violated in theories where c− a < 0.

In [124], a number of superconformal field theories were examined, and all were found to

satisfy c− a > 0. It is worth noting there are non-interacting theories where c− a < 0; for

example, a
c

= 31
18

for a free theory of only vector fields [125]. However, such theories do not

have weakly curved gravity duals. If there are any bulk theories where c1 < 0, we are not

aware of them. The question of whether holographic theories necessarily correspond to c−a

non-negative is interesting for a number of reasons – both from a fundamental point of view

and for phenomenological applications.

In particular, recall that the range of the Wilson coefficients and the sign of c−a played an

important role in the physics of the shear viscosity to entropy ratio η/s and how it deviates

from its universal 1/4π result [126, 127], as discussed extensively in the literature (see [128]

for a review of the status of the shear viscosity to entropy bound). Indeed, it is interesting

to compare our results to the higher-derivative corrections to η/s, which (for the AdS5 case

of interest to us here) were shown [104] to be given by

η

s
=

1

4π

(
1− 8c1 + 4(c1 + c2)

q2

r6
0

)
, (4.168)

where r0 is a parameter of the solution defined in [104]; the factor q2/r6
0 goes from 0 (for

neutral black holes) to 2 (at extremality). Our bounds on c1 imply that neutral black holes

will necessarily have a negative viscosity shift, violating the KSS bound. Models where this

is realized are known to exist—the first UV complete counter-example to the KSS bound

was given in [77]. For extremal black holes, the dependence on c1 drops out and only the

sign of c2 matters, η/s = 1
4π

(1 + 8c2). For AdS5, the c2 coefficient may have both positive

and negative values. However, imposing the null energy condition implies an additional
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constraint on the range of c2, which in AdS5 takes the form

13

12
c1 + c2 > 0 . (4.169)

This may be seen by first noticing that the definition of the parameter γ in equation (4.71)

implies γ > 0 as long as the null energy condition holds. Then the bound in (4.169) may

be derived from the specific form of γ given in (4.72). This alone is sufficient to bound c2

from below, when c1 is non-negative. Thus, one can see that utilizing such constraints it is

at least in principle possible to bound η/s from below, in specific cases. To what extent this

can be done generically is still an open question.

It might be interesting to try to relate the extremality bounds to the transport coefficients

of the boundary theory in a more concrete way. As the corrections to η/s depend only on c1

and c2 in five dimensions, it is clear that the shift to extremality is not captured by the physics

that controls η/s alone. One might wonder, however, if some other linear combination of

transport coefficients, such as the conductivity or susceptibility11, might be related to the

extremality shift. From a purely CFT point of view, this is certainly not that strange; the

philosophy of conformal hydrodynamics is that scaling symmetry ties together ultraviolet

quantities (a, c) that characterize the CFT to the transport coefficients, which characterize

the IR, long-wavelength behavior of the theory. If we believe that EFT coefficients in the bulk

are related to these UV quantities (as is known in the case of c1), then a correspondence

between higher-derivatives and hydrodynamics is very natural. The question is to what

extent this can be used to efficiently constrain IR quantities. Finally, we should note that

extending our analysis to holographic theories that couple gravity to scalars would be useful

to make contact with the efforts to generate non-trivial temperature dependence for η/s (see

e.g. the discussion in [130, 131]), which is expected to play a key role in understanding the

dynamics of the strongly coupled quark gluon plasma.

11These have been considered in [129], which already in 2008 had an interesting comment about a possible
relation to the WGC.
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Our results also have potential to make contact with the work on CFTs at large global

charge [132]. As we have seen above, the extremality curve for AdS-RN black holes is non-

linear even at the two-derivative level. In an analysis of the minimum scaling dimension for

highly charged 3D CFTs states of a given charge, it was found [107] that ∆ ∼ q3/2. This is

in striking agreement with the extremality relationship m ∼ q3/2 that holds for large black

holes. The large charge OPE may be powerful because it offers an expansion parameter,

1/q, which may be used even for CFTs which are strongly coupled. In principle, it should be

possible to match our higher-derivative corrections to the extremality bound with corrections

to the minimum scaling dimension that are subleading in 1/q. This might allow one to use

the large charge OPE to compute the EFT coefficients of the bulk dual of specific theories

where the minimum scaling dimensions are known.

4.7.2 Weak Gravity Conjecture in AdS

One of the motivations for this work is to address to question of to what extent the WGC

is constraining in AdS space. It is not obvious that it should be. In flat space, one looks

for higher-derivative corrections to shift the extremality bound m(q) to have a slope that is

greater than one. In that case, a single nearly extremal black holes is (kinematically) allowed

to decay to two smaller black holes, which can fly apart off to infinity and decay further if

they wish.

In AdS, the extremality bound m(q) has a slope that is greater than one at the two-

derivative level. Therefore one might expect that large black holes are already able to decay

without any new particles or higher-derivative corrections. This picture may be too naive,

however; the AdS radius introduces a long range potential that is proportional to r2

l2
. This

causes all massive states emitted from the black hole to fall back in, contrary to the situation

in flat space.

A different decay path is provide by the dynamical instability [133, 134, 135, 136], whereby

charged black branes are unstable to formation of a scalar condensate. This occurs only if
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the theory also has a scalar with charge q and dimension ∆ that satisfies

(mφl)
2 ≤ 1

2
(qφgMPll)

2 − 3

2
. (4.170)

Note that, even in the limit of large AdS-radius l, this does not approach the bound we have

for small black holes, which is m ≤ q. Numerical work in [134] suggests that the endpoint

of the instability is a state where all the charge is carried by the scalar condensate. Similar

requirements appear for the superradiant instability of small black holes [137, 138]. For a

more thorough review, see [84]. In either case, it is curious that in AdS, a condition similar to

the flat space WGC allows for black holes to decay through an entirely different mechanism.

Another remarkable hint of the WGC comes from its connection to cosmic censorship.

In [139, 140], it is shown that a class of solutions of Einstein-Maxwell theory in AdS4 that

appear to violate cosmic censorship [141] are removed if the theory is modified to include a

scalar whose charge is great enough to satisfy the weak gravity bound12.

It may be possible to study these solutions in the presence of higher-derivative corrections.

One might ask whether there is a choice of higher-derivative terms such that the singular

solutions are removed. It would be interesting to check if this occurs when the higher-

derivative terms are those that are obtained by integrating out a scalar of sufficient charge.

It would also be interesting to compare constraints obtained by requiring cosmic censorship

with constraints due to positivity of the entropy shift.

A more general proof of the WGC in AdS was given in [87]. In that paper, it was shown

that, under mild assumptions, entanglement entropy for the boundary dual of an extremal

black brane should go like the surface area of the entangling subregion, which is in tension

with the volume law scaling predicted by the Ryu-Takayanagi formula. The contradiction is

removed when one introduces a WGC-satisfying state. This violates one of the assumptions

that imply the area law for the entropy– that is, the assumption that correlations decay

exponentially with distance.

12The bound they consider is the bound for superradiance of small black holes, which requires ∆ ≤ ql.
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This form of the WGC in particularly interesting to us because it makes no reference

to whether or not the WGC-satisfying state is a particle, or a non-perturbative object like

a black hole. Therefore, the contradiction pointed out in that paper may be lifted if the

higher-derivative corrections allow for black holes with charge greater than mass. Heavy

black holes in AdS have masses far greater than their charge– therefore we expect that

the WGC-satisfying states might be provided by small black holes whose higher-derivative

corrections shift the extremality bound to allow slightly more charge.
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APPENDIX A

Heat kernel for spins up to two

The Seeley-DeWitt coefficients bn(∆) depend on the field and the form of the second

order operator ∆. In four dimensions, the appropriate operators for irreducible fields up to

spin two are listed in [142]. Here we write down the analogous operators in six dimensions

and compute the contribution of each to the anomaly.

We start with the basis of curvature invariants [41, 31]

A1 = �2R, A2 = (∇aR)2 , A3 = (∇aRmn)2 , A4 = ∇aRbm∇bRam, A5 = (∇aRmnij)
2 ,

A6 = R�R, A7 = Rab�R
ab, A8 = Rab∇m∇bRam, A9 = Rabmn�R

abmn, A10 = R3

A11 = RR2
ab, A12 = RR2

abmn, A13 = R m
a R i

mR
a
i , A14 = RabRmnR

ambn,

A15 = RabR
amnlRb

mnl, A16 = Rab
cdRcd

efRef
ab, A17 = RaibjR

manbRi
m
j
n. (A.1)
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The b6 coefficient may be computed from the expression (2.26), where the Va’s are given by

V1 = ∇kFij∇kF ij, V2 = ∇jFij∇kF ik, V3 = Fij�F
ij, V4 = FijF

jkFk
i,

V5 = RmnijF
mnF ij, V6 = RjkF

jnF k
n, V7 = RFijF

ij, V8 = �2E, V9 = E�E,

V10 = ∇kE∇kE, V11 = E3, V12 = EF 2
ij, V13 = R�E, V14 = Rij∇i∇jE,

V15 = ∇kR∇kE, V16 = E2R, V17 = E�R, V18 = ER2,

V19 = ER2
ij, V20 = ER2

ijkl. (A.2)

Here ∆ = −∇2 − E and Fij is the curvature of the connection, [∇i,∇i] = Fij. Below we

present the V -terms for each field after tracing over the representation.

A.1 Conformally Coupled Scalar

The conformally coupled scalar has E = −1
5
R and Fij = 0, so the V -terms are:

V1 V2 V3 V4 V5 V6 V7 V8 V9 V10

0 0 0 0 0 0 0 −1
5
A1

1
25
A6

1
25
A2

V11 V12 V13 V14 V15 V16 V17 V18 V19 V20

− 1
125
A10 0 −1

5
A6

2
5
(−A8 + A13 − A14) −1

5
A2

1
25
A10 −1

5
A6 −1

5
A10 −1

5
A11 −1

5
A12

The b6 coefficient is

b6(O) =
1

(4π)37!

[
6

5
A1 +

1

5
A2 − 2A3 − 4A4 + 9A5 − 8A7 +

8

5
A8 + 12A9

− 7

225
A10 +

14

15
A11 −

14

15
A12 −

32

45
A13 −

16

15
A14 −

16

3
A15 +

44

9
A16 +

80

9
A17

]
. (A.3)
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A.2 Weyl Fermion

The appropriate second order operator for the Dirac fermion may be obtained as the

square of the Dirac operator:

Oψ = −�ψ +
1

4
Rψ. (A.4)

The endomorphism and curvature of the connection coincide with the result obtained in [31].

E = −1

4
R, Fij =

1

4
Rijabγ

ab. (A.5)

Then the V -terms contributing to the anomaly are (after tracing):

V1 V2 V3 V4 V5 V6 V7 V8 V9 V10

−1
2
A5 A4 − A3 −1

2
A9

1
2
A17 −1

2
A16 −1

2
A15 −1

2
A12 −A1

1
4
A6

1
4
A2

V11 V12 V13 V14 V15 V16 V17 V18 V19 V20

− 1
16
A10

1
8
A12 −A6 −2(A8 − A13 + A14) −A2

1
4
A10 −A6 −A10 −A11 −A12

The b6 coefficient is

b6(O) =
4

(4π)37!

[
− 3A1 +

5

4
A2 − 9A3 + 3A4 − 5A5 +

7

2
A6 − 8A7 − 4A8 − 9A9

− 35

72
A10 +

7

3
A11 +

49

24
A12 +

44

9
A13 −

20

3
A14 +

5

3
A15 −

101

18
A16 −

109

9
A17

]
. (A.6)

A.3 Vector

The (0, 1, 0) vector representation of SU(4) is a one form, so the correct Laplacian may

be obtained by computing the Hodge-deRham operator dδ + δd. We get

OAµ = −�Aµ +Rν
µAν . (A.7)
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The endomorphism and curvature of the connection here are:

Ea
b = −Ra

b, (Fij)
a
b = Ra

bij, (A.8)

so that (after tracing)

V1 V2 V3 V4 V5 V6 V7 V8 V9 V10

−A5 2(A4 − A3) −A9 A17 −A16 −A15 −A12 −A1 A7 A3

V11 V12 V13 V14 V15 V16 V17 V18 V19 V20

−A13 A15 −A6 −2(A8 − A13 + A14) −A2 A11 −A6 −A10 −A11 −A12

and

b6(O) =
1

(4π)37!

[
24A1 − 66A2 + 3529A3 + 32A4 − 58A5 − 140A6 + 792A7 − 32A8 − 96A9

− 140

3
A10 + 420A11 − 70A12 −

2600

3
A13 + 16A14 + 444A15 −

164

3
A16 −

344

3
A17

]
.

(A.9)

A.4 Self-Dual Three-Form

The field which transforms under the (2, 0, 0) representation is the 10-component self-

dual three-form. A three-index antisymmetric tensor has 20 components and the self-duality

condition removes half of these. The operator acting on this field is

OCµνρ = −�Cµνρ +Rµ
λCλνρ +Rν

λCµλρ +Rρ
λCµνλ

−Rµν
λσCλσρ −Rνρ

λσCµλσ −Rρµ
λσCλνσ. (A.10)

This means that the endomorphism and connection curvature are given by

E def
abc = −3R

[d
[a δ

e
b δ

f ]
c] + 3R[ab

[de δ
f ]
c] , (Fij)abc

def = −3Rij[a
[dδebδ

f ]
c] . (A.11)
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Then we can compute the relevant terms:

V1 V2 V3 V4 V5

−6A5 12(A4 − A3) −6A9 6A17 −6A16

V6 V7 V8 V9 V10

−6A15 −6A12 −6A1 2A6 − 2A7 + 2A9 2A2 − 2A3 + 2A5

V11 V12 V13 V14 V15

∗ 2A12 − 2A15 + 2A16 −6A6 −12(A8 − A13 + A14) −6A2

V16 V17 V18 V19 V20

2(A10 − A11 + A12) −6A6 −6A10 −6A11 −6A12

where V11 = −A10 + 6A11− 3A12− 6A13− 12A14 + 12A15− 2A16 + 8A17. (Again, all V -terms

are given after tracing over the representation.) So the b6 coefficient is given by

b6(O) =
1

(4π)37!

[
− 144A1 + 172A2 − 1216A3 + 256A4 + 348A5 + 392A6 − 1840A7

− 192A8 + 912A9 +
3080

9
A10 +

12824

3
A11 −

4004

3
A12 −

43472

9
A13

− 30976

3
A14 +

28408

3
A15 −

11216

9
A16 +

53008

9
A17

]
. (A.12)

The self-duality condition reduces each of these terms by a factor of two, reproducing the

A16 and A17 terms found in table 2.1.

A.5 Gravitino

The gravitino with the gauge condition γµψµ = 0 corresponds to the (1, 1, 0) representa-

tion. In this case the operator O is the square of the Rarita-Schwinger operator:

Oψµ = −�ψµ +
1

4
Rψµ −

1

2
γργσRρσµνψ

ν . (A.13)
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The endomorphism and connection curvature are given by

Eb
a = −1

4
Rδab +

1

2
Rcdb

aγcd, (Fij)
a

b =
1

4
Rijcdγ

cdδab +Rijb
a, (A.14)

so (after tracing)

V1 V2 V3 V4 V5

−7A15 −7A12 −6A1
3
2
A6 + 2A9

3
2
A2 + 2A5

V6 V7 V8 V9 V10

−7A5 14(A4 − A3) −7A9 7A17 −7A16

V11 V12 V13 V14 V15

−3
8
A10 − 3

2
A12 + 4A17

7
4
A12 + 2A16 −6A6 −12(A8 − A13 + A14) −6A2

V16 V17 V18 V19 V20

3
2
A10 + 2A12 −6A6 −6A10 −6A11 −6A12

and

b6(O) =
1

(4π)37!

[
− 60A1 + 25A2 − 404A3 + 284A4 + 292A5 + 70A6 − 160A7

− 80A8 + 828A9 −
175

18
A10 +

140

3
A11 −

1435

6
A12 −

880

9
A13

− 400

3
A14 +

772

3
A15 +

3526

9
A16 +

22012

9
A17

]
. (A.15)

A.6 Two-Form

The adjoint representation (1, 0, 1) corresponds to the two-form computed in [31].

OBµν = −�Bµν +Rλ
µBλν −Rλ

νBλµ −R ρσ
µν Bρσ. (A.16)
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This means that the endomorphism and connection curvature are given by

Eab
cd = −2R

[c
[aδ

d]
b] +Rab

cd, (Fij)ab
cd = 2Rij[a

[cδ
d]
b] , (A.17)

so (after tracicng)

V1 V2 V3 V4 V5

−4A5 8(A4 − A3) −4A9 4A17 −4A16

V6 V7 V8 V9 V10

−4A15 −4A12 −4A1 A6 + A9 A2 + A5

V11 V12 V13 V14 V15

−3A11 + 4A13 + 6A14 − 6A15 + A16 A12 + A16 −4A6 −8(A8 − A13 + A14) −4A2

V16 V17 V18 V19 V20

A10 + A12 −4A6 −4A10 −4A11 −4A12

and

b6(O) =
1

(4π)37!

[
− 66A1 + 3A2 − 254A3 + 164A4 + 107A5 + 28A6 − 120A7 − 88A8 + 348A9

+
595

3
A10 − 2478A11 + 518A12 +

10384

3
A13 − 4912A14 − 4896A15 +

2992

3
A16 −

1616

3
A17

]
.

(A.18)

A.7 Graviton

The symmetric spin-two field is the (0, 2, 0) representation. The appropriate kinetic

operator is the Lichnerowicz operator [143]:

Ohµν = −�hµν +Rµ
λhλν +Rν

λhλµ − 2Rµρνσh
ρσ. (A.19)
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The endomorphism and connection are given by

Eρσ
µν = −2R

{ρ
{µ δ

σ}
ν} +R ρ σ

µ ν +R σ ρ
µ ν , (Fab)

ρσ
µν = 2R

{ρ
ab{µ δ

σ}
ν} . (A.20)

Then we can compute the relevant terms:

V1 V2 V3 V4 V5

−8A5 16(A4 − A3) −8A9 8A17 −8A16

V6 V7 V8 V9 V10

−8A15 −8A12 −8A1 A6 + 12A7 + 3A9 A2 + 12A3 + 3A5

V11 V12 V13 V14 V15

∗ A12 + 12A15 + 3A16 −8A6 −16(A8 − A13 + A14) −8A2

V16 V17 V18 V19 V20

A10 + 12A11 + 3A12 −8A6 −8A10 −8A11 −8A12

where V11 = −3A11 − 16A13 − 6A14 − 18A15 − A16 + 8A17, and these terms are given after

tracing over the representation. The b6 coefficient is

b6(O) =
1

(4π)37!

[
− 312A1 − 584A2 − 4552A3 + 368A4 + 544A5 − 1064A6 + 9920A7

− 416A8 + 1416A9 −
560

9
A10 +

7952

3
A11 +

2968

3
A12 −

117056

9
A13

− 16528

3
A14 −

29216

3
A15 −

1388

9
A16 +

49984

9
A17

]
. (A.21)
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APPENDIX B

Heat kernel for general spins

We are interested in a general formula to compute the heat kernel coefficients for spins

higher than two, analogous to the algorithm [142] in four dimensions. We consider fields

transforming in an irreducible representation of the spacetime symmetry group that are acted

on by a generalized second-order operator ∆ = −� − E. In four dimensions, the method

of computing the heat kernels for general representations assumes that the endomorphism

term E for fields transforming as (A,B) of SO(4) ' SU(2)L × SU(2)R is given by:

E = ΣabR
abcdΣcd or E =

1

A
ΣabR

abcd
+ Σcd, (B.1)

for bosonic (A + B = integer) or fermionic (A + B = half-integer, A > B) representations,

respectively. Here Rabcd
+ = 1

2
(Rabcd + R∗ abcd). This prescription is shown to be valid for

fields up to spin two in four dimensions, and is conjectured to be the appropriate operator

for general spins. In six dimensions, it appears that this prescription is reasonable for

bosonic representations, but straightforward generalizations for fermions fail to reproduce

the conventional endomorphism terms for the Weyl fermion and gravitino. So it remains

unclear what endomorphism term is appropriate for general fermions. Below we use this

method for bosonic representations to compute all the V terms, which are built out of the

endomorphism E and the connection Fij.
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B.1 Tracing Over Generators

Computing the heat kernel using this method requires computing the trace of a number

of generators; the most we will need is six, as E3 ∼ Σ6. We perform these traces using the

algorithm presented in [144], which requires expanding the trace into a sum of symmetric

traces, and then writing each symmetric trace in a basis of orthogonal tensors and higher or-

der Dynkin indices. For example, the trace of two generators of an irreducible representation

is

Tr[TAR T
B
R ] = I2(R)gAB. (B.2)

Here R refers to the representation, and the capital Roman letters A,B, . . . = 1, 2, . . . , 15

label the generators of SU(4). Each SU(4) index is interchangeable with a pair of antisym-

metrized six-dimensional spacetime indices {µ, ν}.

If the number of generators is greater than two, we will first need to break the trace into

a sum of symmetrized traces. For a trace of n generators, this is accomplished by writing

out each of the n! terms in the symmetrized trace, and then using commutation relations to

return each term to the original order, plus a number of traces of lower numbers of generators.

For example, we may look at the trace of six generators. First consider the symmetrized

trace

STr[TATBTCTDTETF ]

=
1

6!
(Tr[TATBTCTDTETF ] + Tr[TBTATCTDTETF ] + 718 more terms) . (B.3)

Using the fact that TBTA = [TB, TA] + TATB and the algebra, we may rewrite this trace as

STr[TATBTCTDTETF ] =
1

6!
(Tr[TATBTCTDTETF ]

+ Tr[TATBTCTDTETF ] + Tr[fBAXT
XTCTDTETF ] + 718 more terms). (B.4)
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This gives two factors of the non-symmetrized trace plus a term which has a trace over only

five generators. Each of the other 718 terms may be dealt with in the same way: commute

the generators to put them in the order (ABCDEF ) and keep track of all of the traces over

five generators which are picked up along the way. This adds 5 ·5! terms with five generators.

Using this and rearranging the trace and symmetric trace, we get the schematic relation

Tr[TATBTCTDTETF ] = STr[TATBTCTDTETF ]− 1

6!
· 600 Tr[TTTTT ]. (B.5)

Each of these five-generator traces may be treated the same way– they each yield a symmetric

trace with five generators plus 4 · 4! terms with a trace over four generators. Schematically,

the trace may be expanded as

Tr[TATBTCTDTETF ]

= STr[TATBTCTDTETF ]− 1

6!

(
600
(

STr[TTTTT ]− 1

5!
· 96 Tr[TTTT ]

))
,

(B.6)

and so on, until the result is a sum of symmetric traces of 2, 3, 4, 5, and 6 generators. Clearly

this computation is not tractable by hand. Using the XACT package for Mathematica, we

calculated all the necessary terms. The symmetric traces over an odd number of generators

cancel each other out (which appears to be a sort of generalization of Furry’s theorem). The

result of this procedure includes a symmetric trace over six generators and a large number

of symmetric traces over four generators and two generators.
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B.2 Orthogonal Tensors

The symmetrized traces may be expanded in a set of orthogonal symmetric tensors. The

two needed for this calculation are

STr[TATBTCTD] =I4(R)dABCD⊥ + I2,2(R)(δABδCD + δACδBD + δADδBC)/3, (B.7)

and

STr[TATBTCTDTET F ] = I6(R)dABCDEF⊥ + I4,2(R)(dABCD⊥ δEF + dABCE⊥ δDF + · · · )/15

+ I3,3(R)(dABC⊥ dDEF⊥ + dABD⊥ dCEF⊥ + · · · )/10 + I2,2,2(R)(δABδCDδEF + · · · )/15.

(B.8)

Note that I6 = 0 for all representations of SU(4). The tensors dABCD⊥ and dABC⊥ are fixed

by the condition of orthogonality; dABC⊥ is the six-dimensional epsilon tensor (recalling that

A = {µ1ν1}, etc.) The fourth order dABCD⊥ may be expressed in terms of the six-dimensional

metric — its terms include gµ1ν4gµ2ν3gµ3ν2gµ4ν1 and the other 47 ways of arranging the indices.

The indices I4,2, I3,3, and I2,2,2 are not unique; imposing orthogonality and other group-

theoretic relations yields the system of equations (158)–(160) in [144]. Solving these allows

I4,2, I3,3, and I2,2,2 to be expressed in terms of the Dynkin indices I4, I3, and I2.

B.3 Dynkin Indices

A representation R with Dynkin labels (a, b, c) has dimension

DimR(a, b, c) =
1

12
(a+ 1)(b+ 1)(c+ 1)(a+ b+ 2)(b+ c+ 2)(a+ b+ c+ 3). (B.9)
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The Weyl character formula may be used to show that

I2(a, b, c) =
DimR

60

(
3a2 + 2a(2b+ c+ 6) + 4b2 + 4b(c+ 4) + 3c(c+ 4)

)
. (B.10)

The third and fourth order generalization to this index were computed in [145], which finds

I3(a, b, c) =
DimR

120
(a− c)(a+ c+ 2)(a+ 2b+ c+ 4)

I4(a, b, c) =
DimR

3360

(
3a4 + 8a3b+ 4a3c+ 24a3 + 2a2b2 + 2a2bc+ 30a2b

− 4a2c2 + 6a2c+ 54a2 − 12ab3 − 18ab2c− 50ab2 + 2abc2 − 28abc

− 34ab+ 4ac3 + 6ac2 − 2ac+ 24a− 6b4 − 12b3c− 48b3 + 2b2c2

− 50b2c− 122b2 + 8bc3 + 30bc2 − 34bc− 104b+ 3c4 + 24c3 + 54c2 + 24c
)
.

(B.11)

B.4 Results

As the trace of each of the Va coefficients may be reduced to a trace of generators variously

contracted with the Riemann tensor, this method will allow each of them to be computed.
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The entire list of traced coefficients is presented here:

V1 = −A5

2
I2, V2 = (A4 − A3)I2, V3 = −A9

2
I2, V4 =

A17

2
I2

V5 = −A16

2
I2, V6 = −A15

2
I2, V7 = −A12

2
I2, V8 = −A1

2
I2,

V9 =

(
−A6

51
+
A7

6
− 25A9

204

)
I2 +

(
15A6

68
+

15A9

34

)
I2

2

DimR

+

(
11A6

51
− 4A7

3
+

5A9

51

)
I4,

V10 =

(
−A2

51
+
A3

6
− 25A5

204

)
I2 +

(
15A2

68
+

15A5

34

)
I2

2

DimR

+

(
11A2

51
− 4A3

3
+

5A5

51

)
I4,

V11 =

(
A10

612
− 11A11

357
− 3A12

238
− 55A13

2142
+

151A14

714
+

3A15

34
− 383A16

4284
− 338A17

1071

)
I2

+

(
5A10

136
− 375A11

952
+

1095A12

3808
+

115A13

476
+

345A14

952
− 165A15

136
+

325A16

476
+

725A17

952

)
I2

2

DimR

+

(
10A10

153
− 41A11

51
+

6A12

17
+

280A13

153
+

38A14

51
− 42A15

17
+

43A16

153
− 8A17

153

)
I4

+

(
−5A10

68
− 165A11

952
− 1845A12

3808
+

115A13

476
+

345A14

952
− 45A15

136
− 305A16

476
− 115A17

952

)
I3

2

Dim2
R

+

(
−7A10

24
+

209A11

56
− 183A12

224
− 437A13

84
− 437A14

56
+

57A15

8
− 101A16

84
+

437A17

168

)
I2

3

DimR

+

(
−13A10

102
+

4A11

17
− 12A12

17
+

76A13

51
+

38A14

17
+

54A15

17
− 2A16

51
− 38A17

51

)
I2I4

DimR

,

V12 =

(
−A12

51
+
A15

6
− 25A16

204

)
I2 +

(
15A12

68
+

15A16

34

)
I2

2

DimR

+

(
11A12

51
− 4A15

3
+

5A16

51

)
I4,

V13 = −A6

2
I2, V14 = − (A8 − A13 + A14) I2, V15 = −A2

2
I2,

V16 =

(
−A10

51
+
A11

6
− 25A12

204

)
I2 +

(
15A10

68
+

15A12

34

)
I2

2

DimR

+

(
11A10

51
− 4A11

3
+

5A12

51

)
I4,

V17 = −A6

2
I2, V18 = −A10

2
I2, V19 = −A11

2
I2, V20 = −A12

2
I2. (B.12)

Since these expressions pertain to an endomorphism of the form E = ΣabR
abcdΣcd, where

Σab are SU(4) generators in an arbitrary representation specified by Dynkin labels (a, b, c),

we refer to this as the “group theory method” for determining the heat kernel coefficients.

Now that the Va’s are known, we may compute the b6 coefficient using the group theory
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method. We present the coefficient for a representation R on Ricci-flat backgrounds:

b6(R)
∣∣∣
Rab=0

=
1

(4π)37!

[
A5

(
3150I2

2

17DimR

+ 9DimR −
1827I2

17
+

700I4

17

)
+ A9

(
6300I2

2

17DimR

+ 12DimR −
3178I2

17
+

1400I4

17

)
+ A16

(
− 9150I3

2

17Dim2
R

+
12900I2

2

17DimR

− 560I2I4

17DimR

− 1010I2
3

DimR

+
44DimR

9
− 8597I2

51
+

14140I4

51

)
+ A17

(
− 1725I3

2

17Dim2
R

+
10875I2

2

17DimR

− 10640I2I4

17DimR

+
2185I2

3

DimR

+
80DimR

9
− 17804I2

51
− 2240I4

51

)]
.

(B.13)

In general, the full b6 coefficients obtained by the group theory method do not match the

expressions (A.6) and (A.15), for the fermion and gravitino, respectively, as the group theory

method does not correspond to the square of the Dirac operator when acting on fermions.

This indicates that some modification may be necessary for fermionic representations, as was

already noted in the four-dimensional case [142]. Curiously, however, this mismatch disap-

pears when restricted to Ricci-flat backgrounds. This suggests that (B.13) may potentially

be valid for fermions as well as bosons. If this were true, we could then derive a general

expression for δ(c− a) for arbitrary higher spin supermultiplets.

Finally, we find that the expression δA in (2.25) vanishes on arbitrary (ie not just Ricci-

flat) backgrounds for long multiplets using the group theory method for the heat kernel.

This is in contrast to the conventional method where the fermions are treated by squaring

the Dirac operator. There, δA for long multiplets only vanished on Ricci-flat backgrounds,

but was otherwise non-vanishing on more general backgrounds. This complete vanishing of

δA for long multiplets is consistent with expectations from AdS5/CFT4 [24, 27], and lends

credibility to the idea that the group theory method may yield the correct expression for δA

for general spins.
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APPENDIX C

EFT Basis and On-Shell Matrix Elements

Operator redundancies in EFTs arise due to the field reparametrization invariance of

physical observables [146]. For example, in Einstein-Maxwell we consider redefinitions of the

metric of the form

g′µν ≡ gµν + c1Rµν + c2Rgµν + c3FµρF
ρ
ν + ... (C.1)

where ci are independent coefficients. In the complete effective action (including all possible

terms of all mass dimensions consistent with the assumed symmetries) the effect of such

a field redefinition is to shift the Wilson coefficients. By choosing ci in a particular way,

certain operators can be removed from the effective action entirely; these are the so-called

redundant operators. One approach to constructing a non-redundant basis of operators is

to first enumerate all local operators, then use the most general field reparametrization to

remove redundant operators. In this appendix we describe an alternative approach that

makes use of on-shell scattering amplitudes methods.

The S-matrix corresponding to the effective action is likewise a physical observable, and

independent of the choice of field parametrization. In the tree approximation, gauge invariant

effective operators generate Lorentz invariant on-shell matrix elements without kinematic

singularities. The on-shell method begins with the observation that there is a one-to-one

correspondence between non-redundant gauge invariant local operators and Lorentz invariant

151



local matrix elements [147]. By making use of the spinor-helicity formalism for massless on-

shell states [148], it is sometimes more efficient to construct an independent set of the latter.

Below we use this correspondence to construct a complete basis for operators coupling gravity

to N U(1) gauge fields with up to four derivatives.

The on-shell matrix elements we construct are in the helicity basis. Lorentz invariance is

encoded in the requirement that the expressions we construct are rational functions of spinor

brackets

〈ij〉 = εα̇β̇λ̃iα̇λ̃jβ̇, [ij] = εαβλ
α
i λ

β
j . (C.2)

On-shell matrix elements corresponding to gauge invariant local operators are given by poly-

nomials of spinor brackets; we first construct a basis of monomials satisfying certain physical

conditions. The first condition we impose is consistency with the action of the massless

little group. Such monomials must scale homogeneously with the correct little group weight

determined by the helicities hi of each of the external states

M
(
tλi, t

−1λ̃i

)
= t2hiM

(
λi, λ̃i

)
. (C.3)

Here we are scaling the spinors of particle i separately, leaving the remaining spinors un-

changed. Since the expressions we are constructing are simply strings of λ̃s and λs, this

constraint is equivalent to the following

2hi = (# of λi)− (# of λ̃i). (C.4)

This constraint places a lower bound on the mass dimension of the monomial. The minimal

dimension monomial we could construct with the correct little group weight for each state

contains no anti-holomorphic spinors (λ̃) for positive helicity states, no holomorphic spinors

(λ) for negative helicity states and no spinors of either chirality for helicity zero states. As
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an example, the schematic form of such a minimal dimension monomial

M4

(
1+2, 2+1, 3−2, 40

)
∼ λ4

1λ
2
2λ̃

4
3. (C.5)

As described above, we need to contract the implicit spinor indices in all inequivalent ways

to form a basis of such monomials. The mass dimension of such a string is given simply

by [λ] = [λ̃] = 1/2. In this example the minimal dimension is 5. Non-minimal monomials

may be generated by introducing further pairs of spinors λiλ̃i ∼ pi, which have zero little

group weight. In general, for a monomial with k photon states and m graviton states the

dimension of the monomial is bounded below as:

[Mn] ≥ k + 2m. (C.6)

To connect this to the EFT basis, such a monomial must correspond to the Feynman vertex

rule derived from a gauge invariant local operator. Since polarization vectors for Bosonic

states are dimensionless, [ε] = 0, the mass dimension of the monomial can only arise from

powers of momenta generated from derivative interactions. For a local operator with D

derivatives the matrix element of k photons and m gravitons has the schematic form

Mn ({ε, p}) ∼ εkγε
m
h p

D, (C.7)

and so the dimension of the monomial is simply

[Mn] = D. (C.8)

Putting these results together we find that the number of photons and gravitons in a local

matrix element is bounded above by the number of derivatives in the corresponding local
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operator

D ≥ k + 2m. (C.9)

This also bounds the total number of states n = k+m (since both k and m are non-negative)

as D ≥ n. Our task is now to enumerate all inequivalent monomials for photon and gravitons

with D = 3 and D = 4 and identify the corresponding local operators. Here inequivalent

means constructing a basis of monomials that are not related to each other by momentum

conservation
n∑
j=1

〈ij〉[jk] = 0, (C.10)

or Schouten identities

〈ij〉〈kl〉+ 〈ik〉〈lj〉+ 〈il〉〈jk〉 = 0, [ij][kl] + [ik][lj] + [il][jk] = 0. (C.11)

A straightforward (though certainly not optimal) approach to this is to first generate a

complete basis of monomials, and then numerically evaluate on sets of randomly generated

spinors to find a linearly independent subset.

To construct local operators corresponding to the monomials we can make use of the

following replacement rules, for photons:

λαλβ → F+
αβ ≡ σµναβFµν , λ̃α̇λ̃β̇ → F−

α̇β̇
≡ σµν

α̇β̇
Fµν , (C.12)

and for gravitons1:

λαλβλγλδ → W+
αβγδ ≡ σµναβσ

ρσ
γδWµνρσ, λ̃α̇λ̃β̇λ̃γ̇λ̃δ̇ → W−

α̇β̇γ̇δ̇
≡ σµν

α̇β̇
σρσ
γ̇δ̇
Wµνρσ, (C.13)

where F± and W± are the (anti-)self-dual field strength and Weyl tensors respectively. For

1Here we are defining σµναβ ≡
i
4ε
α̇β̇
(
σµαα̇σ

ν
ββ̇
− σναα̇σ

µ

ββ̇

)
and σµν

α̇β̇
≡ i

4ε
αβ
(
σµαα̇σ

ν
ββ̇
− σναα̇σ

µ

ββ̇

)
. Using

standard trace identities, we can rewrite the local operators we construct in the more familiar (though less
compact) Lorentz vector notation.
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non-minimal operators there are additional helicity spinors; these must come in pairs with

zero net little group weight and so we can replace:

λiαλ̃
i
α̇ → σµαα̇∇µ , (C.14)

where the derivative acts on the local operator creating state i. As an illustrative example,

consider the following matrix element

M4

(
1+1, 2+1, 3−1, 4−2

)
= [12]3〈34〉2〈14〉〈24〉

= (λα1
1 λ

α2
1 )(λ2α1λ2α2)(λ̃3α̇1λ̃3α̇2)(λ̃

α̇1
4 λ̃

α̇2
4 λ̃

α̇3
4 λ̃

α̇4
4 )(λ̃1α̇3λ

α3
1 )(λ̃2α̇4λ2α3) . (C.15)

Using the replacement rules given above, this can be generated from the following local

operator

[12]3〈34〉2〈14〉〈24〉 → εα̇3α̇4σµα3α̇3
σνα4α̇4

(∇µF
1+α1α2)(∇νF

2+
α1α2

)F 3−
α̇1α̇2

W−α̇1α̇2α̇3α̇4 (C.16)

Here we have used a superscript F i to indicate that the spin-1 states correspond to distinct

U(1) gauge groups. If two or more states with the same helicity correspond to the same

U(1) factor, then we must Bose symmetrize over the particle labels in the matrix elements

before applying the replacement rules. This generically reduces the number of independent

local operators at a given order in the derivative expansion.

Finally we must discuss the constraints of parity conservation. In the spinor-helicity for-

malism, parity P acts by interchanging the chirality of the spinors λiα ↔ λ̃iα̇, or equivalently

interchanging angle and square spinor brackets2. A local operator is called parity conserving

2This definition of parity makes sense only if we write the entire matrix element in terms of spinor
brackets. For example, to see that local matrix elements containing a single instance of the Levi-Civita
symbol are parity odd we must use the identity εµνρσp1µp2νp3ρp4σ ∝ [12]〈23〉[34]〈41〉 − 〈12〉[23]〈34〉[41].

155



if it generates local matrix elements that satisfy

P ·Mn

(
1h1 , 2h2 , ..., nhn

)
= Mn

(
1−h1 , 2−h2 , ..., n−hn

)
. (C.17)

This means that when constructing a basis of local operators using the method described

above, in a parity conserving model the matrix elementsMn

(
1h1 , 2h2 , ..., nhn

)
andMn

(
1−h1 , 2−h2 , ..., n−hn

)
should not be counted separately, while in a parity non-conserving model they should be.

C.1 Three-Derivative Operators

In accord with the constraint (C.9) the possible, non-redundant, three-derivative opera-

tors that generate on-shell matrix elements with k-photons and m-gravitons have

(k,m) ∈ {(3, 0)}. (C.18)

The list of possible matrix elements modulo Schouten and momentum conservation, and the

corresponding local operators is:

(+1,+1,+1) :

[12][23][31]→ F 1+
αβ F

2+βγF 3+
γ
α
. (C.19)

(−1,−1,−1) :

〈12〉〈23〉〈31〉 → F 1−
α̇β̇
F 2−β̇γ̇F 3−

γ̇
α̇
. (C.20)

There are two independent, three-derivative local operators. Imposing parity conservation

there is only a single independent local operator. Such operators vanish unless all field

strength tensors are from distinct U(1) factors. To preserve Bose symmetry of the matrix

element we see that the associated Wilson coefficients must be totally antisymmetric in flavor
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indices.

An equivalent form of the three-derivative effective Lagrangian is

L(3) = aijkF
i
µνF

jνρF k
ρ

µ
+ bijkF

i
µνF

jνρF̃ kµ
ρ , (C.21)

where both aijk and bijk are totally antisymmetric. The first operator (a) is parity even while

the second (b) is parity odd.

C.2 Four-Derivative Operators

The possible, non-redundant, four-derivative operators generate on-shell matrix elements

with k-photons and m-gravitons with

(k,m) ∈ {(2, 1), (4, 0)}. (C.22)

The list of possible matrix elements modulo Schouten and momentum conservation, and the

corresponding local operators is :

(+1,+1,+2) :

[13]2[23]2 → F 1+
α1α2

F 2+
α3α4

W+α1α2α3α4 . (C.23)

(−1,−1,−2) :

〈13〉2〈23〉2 → F 1−
α̇1α̇2

F 2−
α̇3α̇4

W−α̇1α̇2α̇3α̇4 . (C.24)
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(+1,+1,+1,+1) :

[13]2[24]2 → F 1+
α1α2

F 3+α1α2F 2+
α3α4

F 4+α3α4

[12][23][34][41]→ F 1+
α1α2

F 2+α2α3F 3+
α3α4

F 4+α4α1

[12]2[34]2 → F 1+
α1α2

F 2+α1α2F 3+
α3α4

F 4+α3α4 . (C.25)

(−1,−1,−1,−1) :

〈13〉2〈24〉2 → F 1−
α̇1α̇2

F 3−α̇1α̇2F 2−
α̇3α̇4

F 4−α̇3α̇4

〈12〉〈23〉〈34〉〈41〉 → F 1−
α̇1α̇2

F 2−α̇2α̇3F 3−
α̇3α̇4

F 4−α̇4α̇1

〈12〉2〈34〉2 → F 1−
α̇1α̇2

F 2−α̇1α̇2F 3−
α̇3α̇4

F 4−α̇3α̇4 . (C.26)

(+1,+1,−1,−1) :

[12]2〈34〉2 → F 1+
α1α2

F 2+α1α2F 3−
α̇1α̇2

F 4−α̇1α̇2 . (C.27)

There are five independent, four-derivative local operators. Imposing parity conservation

there are only three independent local operators. An equivalent form of the four-derivative

effective Lagrangian is

L(4) = αijklF
i
µνF

jµνF k
ρσF

lρσ + βijklF
i
µνF̃

jµνF k
ρσF̃

lρσ + γijF
i
µνF

j
ρσW

µνρσ

+ χijklF
i
µνF

jµνF k
ρσF̃

lρσ + ωijF
i
µνF̃

j
ρσW

µνρσ. (C.28)

The first three operators (α, β and γ) are parity even, while the remaining two (χ and ω)

are parity odd.
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APPENDIX D

Corrections to the Maxwell equation

In this appendix we shall review the derivation of (4.22). Recall the corrected equation

of motion for the gauge field:

∇µF
iµν =∇µ

(
8αijklF

jµνF k
αβF

lαβ + 8 βijklF̃
jµνF k

αβF̃
lαβ + 4 γijF

j
αβW

µναβ

+ 4
(
χijklF̃

jµνF k
αβF

lαβ + χklijF
jµνF̃ k

αβF
lαβ
)

+ 4ωijF̃
j
αβW

µναβ
)
.

(D.1)

For simplicity we label the term in the parentheses on the right-hand side of (4.20) by Gi µν .

First note that the anti-symmetry of F µν allows us to rewrite the equation of motion as

1√
−g

∂µ
[√
−g F iµν

]
=

1√
−g

∂µ
[√
−g Gi µν

]
. (D.2)

We expand this equation in power of the coefficients α, ... ω. The zeroth- and first-order

equations are:

∂µ
[√
−g F iµν

](0)
= 0 (D.3a)

∂µ
[√
−g F iµν

](1)
= ∂µ

[√
−g Gi µν

](1)
. (D.3b)

The solution to the zeroth-order equation is the uncorrected Reissner-Nordström solution.
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We are interested in obtaining the first-order part, which represents the corrections to the

background. The derivative may be removed from (D.3b) because an additive constant has

the same fall-off in r as the solution to (D.3a), so we may absorb it into the definition of

integration constant in the zeroth-order solution, which is q. As a result, we have

[√
−g F iµν

](1)
=
[√
−g Gi µν

](1)
. (D.4)

Note that Gµν depends explicitly on (α, ..., ω ), so (Gµν)(1), which is first-order in the coeffi-

cients, depends only on the zeroth-order value of the fields F µν and W µνρσ.

In addition to the Maxwell equation, the gauge fields must satisfy the Bianchi identity

∂µF
i
νρ + ∂νF

i
ρµ + ∂ρF

i
µν = 0. (D.5)

Together with the assumed spherically symmetry, which imposes that only F i
tr and F i

θφ are

non-zero, this gives the following constraint on the magnetic component of the gauge field

∂rF
i
θφ = 0. (D.6)

Since the leading order magnetic field (4.16) is the unique spherically symmetric field with

magnetic monopole moment pi, and by (D.6) there can be no subleading 1/r corrections, it

remains the exact solution even with the addition of higher-derivative interactions. Therefore

we are only interested in the corrections to the electric fields F
(i)
tr . Using that g0

tt = −g0
rr, we

have

[√
−gF i tr

](1)
=
√
−g(0) (

8αijklF
(0)j

trF
(0)k

trF
(0)l

tr + ...
)
. (D.7)

Now we may use this to compute the first contribution to the stress tensor corrections. This

relies on the non-trivial fact that this combination of
√
−g and F is the only combination
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that appears in the corrections to the stress tensor. To see this consider the stress tensor for

a Maxwell field,

Tµν = F i
µαF

i
ν
α − 1

4
F i
αβF

iαβgµν . (D.8)

We are interested only in the corrections to

Tt
t = F i

tαF
itα − 1

4
F i

αβF
iαβδt

t . (D.9)

We use the fact that only Ftr and Fθφ are non-zero, and only the former is corrected, to write

Tt
t =

1

2
F i

trF
itr − 1

2
F i

θφF
iθφ

= (T (0))t
t −
[√
−gF itr

](1) [√−gF itr
](0)

/(gθθgφφ) +O
[
(α, ...)2

]
.

(D.10)

So we have found that

(T
(1)
Max)t

t =−
[√
−gF itr

](1) [√−gF itr
](0)

/(gθθgφφ)

=−
√
−g(0) (

8αijklF
(0)j

trF
(0)k

trF
(0)l

tr + ...
)√
−g(0)

F itr(0)/(gθθgφφ)

=
(
8αijklF

(0)j
trF

(0)k
trF

(0)l
tr + ...

)
F i

tr
(0) .

(D.11)

Evaluating this expression gives the result obtained in (4.22).
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APPENDIX E

Variations of Four-Derivative Operators with respect

to the Metric

In chapter II, we computed the shift to the geometry by first computing the shift to the

stress tensor due to the presence of higher-derivative operators. One source of stress tensor

corrections comes from varying the four-derivative operators with respect to the metric. The
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variations of each of these terms are recorded here for reference.

(F iF j)(F kF l) : gαβ(F iF j)(F k · F l)− 4
(
F i
µαF

jµ
β(F kF l) + (F iF j)F k

µαF
lµ
β

)
(F iF̃ j)(F kF̃ l) : − gαβ(F iF̃ j)(F kF̃ l)

WF iF j : gαβWF iF j − 3Rµ
αρσ(F i

µβF
jρσ + F iρσF j

µβ) + 4Rαµ(F i
βνF

jµν + F iµνF j
βν)

+ 4RµνF
iµ
αF

jν
β −

4

3
RF i

αµF
j
β
µ − 2

3
Rαβ(F iF j)

− 4∇µ∇ν(F
iµ
αF

jν
β)− 4∇µ∇α(F iµ

νF
j
β
ν) + 2gαβ∇µ∇ν(F

iµ
ρF

jνρ)

+ 2�(F i
αµF

j
β
µ) +

2

3
∇α∇β(F iF j)− 2

3
gαβ�(F iF j)

(F iF̃ j)(F kF l) : − 4(F iF̃ j)F k
µαF

lµ
β

WF iF̃ j : − 2Rµ
αρσF

i
µβF̃

jρσ + 4RαµF
i
βνF̃

jµν − 2

3
Rαβ(F iF̃ j)

− 4∇µ∇ν(F
iµ
αF̃

jν
β)− 4∇µ∇α(F iµ

νF̃
j
β
ν) + 2gαβ∇µ∇ν(F

iµ
ρF̃

jνρ)

+ 2�(F i
αµF̃

j
β
µ) +

2

3
∇α∇β(F iF̃ j)− 2

3
gαβ�(F iF̃ j)

(E.1)

Each of the terms on the left-hand side are multiplied by
√
−g in the action. Note that we

use the shorthand (F iF j) to denote F i
µνF

jµν , and WAB to denote WµνρσA
µνBρσ.
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APPENDIX F

Proof of Convexity of the Extremality Surface

In this appendix we give a short proof of the claim made in section 4.3, that in the

perturbative regime, Q2 � 1, the extremality surface bounds a convex region. Though

convexity is a global property, we can reduce the problem to a local one through the Tietze-

Nakajima theorem [149]: if X ⊂ Rn is closed, connected and locally convex, then X is convex.

Here local convexity means that for each x ∈ X, for some δ > 0 the set Bδ(x)∩X is convex.

Since the requirements of closure and connectedness are trivial for the kinds of regions

we are considering, it remains to show that the extremality surface is the boundary of a

locally convex set. The key idea of the argument is to show that on a sufficiently small

neighborhood of any point, the surface is well approximated by an inverted paraboloid up

to O(1/Q2) corrections. Local convexity is then a consequence of the convexity of the

paraboloid hypograph.

Consider a general co-dimension-1 hypersurface X embedded in Rn, defined by an equa-

tion of the form
n∑
i=1

x2
i = 1 + T (xi), (F.1)

where T (xi) is small in the sense that

∣∣∣∣ n∑
i=1

x2
i − 1

∣∣∣∣ < ε, (F.2)
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for all points xi ∈ X, for some arbitrarily small ε > 0. Since this condition is preserved

under orthogonal rotations, every point on X can be mapped to xi = 0 for i > 1 up to a

redefinition of the function T (xi). Without loss of generality then we will study the local

neighbourhood of such a point. We use the fact that we are interested in functions of the

form

T (xi) =
∑
ijkl

Tijklxixjxkxl . (F.3)

Here the smallness condition (F.2) is equivalent to the statement that |Tijkl| ∼ ε. To begin

with we can rewrite the equation (F.1) in a useful form

x2
1 = 1−

∑
i 6=1

x2
i + T1111x

4
1 + 4x3

1

∑
i

T111ixi + 6x2
1

∑
ij 6=1

T11ijxixj

+ 4x1

∑
ijk 6=1

T1ijkxixjxk +
∑
ijkl 6=1

Tijklxixjxkxl. (F.4)

At xi = 0, i > 1, for small ε there is a single value of x1 > 0 on X. Since we are interested

in the surface on an arbitrarily small convex neighbourhood D of xi = 0, i > 1, we can

construct a local parametrization of the surface as a function x1 : D → R

x1(x2, ..., xn) = 1− 1

2

∑
i 6=1

x2
i +

1

2
T1111 +

1

2
T1111

∑
i 6=1

x2
i + 3

∑
i

T111ixi + 3
∑
i,j 6=1

T11ijxixj +O(x3
i ).

(F.5)

It is an elementary theorem that the hypograph of a function f : D → R, with D a convex

set in Rn−1, is a convex set in Rn if the Hessian of f is negative definite on the interior of D.

From (F.5) we can read off the eigenvalues of the Hessian matrix at this point as −1 +O(ε).

Since the eigenvalues of the Hessian are continuous on X they must all be negative on some

neighbourhood of this point. This completes the proof that X is locally convex.
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APPENDIX G

Entropy Shifts from the On-Shell Action

In chapter IV, we computed the constraints on the coefficients in AdS4. Here we will present

the results of this calculation for AdS5 through AdS7 using the entropy shifts, which corre-

sponds to working in the zero Casimir energy scheme. For completeness, we also present the

Casimir energies for AdS5 and AdS7.

G.1 AdS5

In AdS5 we find that the stability condition obtained by demanding positive specific heat

and permittivity is given by ξ < ξ∗ for ν < ν∗, with

ξ∗ = 1−
√

1− 2ν2

1 + 2ν2
, ν∗ =

1√
2
, (G.1)

and that all black holes with ν > ν∗ are stable for all values of the charge. The full entropy

shift is simpler to express as a function of charge q than extremality parameter ξ. We find

(
∂S

∂ε

)
M,Q

=
π

256l6ν8T

(
c1

(
43q4 − 24l4q2ν4(8 + 5ν2) + 32l8ν8(18 + 41ν2 + 13ν4)

)
+ 24c2q

2
(
3q2 − 8l4ν4

)
+ 72(2c3 + c4)q4

)
.

(G.2)
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Note that holographic renormalization in AdS5 with a Riemann-squared correction yields a

Casimir energy

Ec =
ω3

16π

(
3

4
l2 − 15

4
c1l

2

)
, (G.3)

where ω3 = 2π2. This Casimir energy must be removed from the thermodynamic energy in

order to obtain the mass M of the black hole. Alternatively, it can be cancelled right from

the beginning by adding an appropriate finite counterterm to the action, in which case the

thermodynamic energy would then correspond directly to the mass. If the Casimir energy

is not removed, then the thermodynamic energy shift becomes a combination of mass shift

and Casimir energy shift since Ec depends explicitly on the c1 Wilson coefficient.

We find the following expression for the extremal limit,

(
∂S

∂ε

)
M,Q

=
πl2

16T

(
c1(31 + 128ν2 + 138ν4) + 24c2(1 + 2ν2)(1 + 6ν2) + 72(2c3 + c4)(1 + 2ν2)2

)
,

(G.4)

while in the neutral limit we have

(
∂S

∂ε

)
M,Q

=
πl2

16T
c1

(
18 + 41ν2 + 13ν4

)
. (G.5)

Once again, the entropy shift is proportional to c1 in this limit. It is interesting that we do

not find a positivity constraint on c2, as we did in AdS4. There is a lower bound on c3/c1 of

about −0.5339. The general constraints obtained by the Reduce function of Mathematica

are extremely complicated and probably of little interest.
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Figure G.1: Allowed regions for AdS5 EFT coefficients.

G.2 AdS6

In AdS6 the stability condition obtained by demanding positive specific heat and permittivity

is of the same general structure as in AdS5, but with the following identifications:

ξ∗ = 1−
√

3− 5ν2

3 + 5ν2
, ν∗ =

√
3

5
. (G.6)

The entropy shift is given by:

(
∂S

∂ε

)
M,Q

=
π

264l9ν11T

(
c1

(
189q4 − 22l6q2ν6(36 + 29ν2) + 264l12ν12(8 + 17ν2 + 7ν4)

)
+ 2c2q

2
(
153q2 − 44l6ν6(9 + 5ν2)

)
+ 288(2c3 + c4)q4

)
,

(G.7)
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and in the extremal limit takes the form:

(
∂S

∂ε

)
M,Q

=
2νπl3

99T

(
c1(369 + 1263ν2 + 1124ν4) + 4c2(3 + 5ν2)(27 + 100ν2) + 96(2c3 + c4)(3 + 5ν2)2

)
.

(G.8)

Finally, in the neutral limit we find

(
∂S

∂ε

)
M,Q

=
νπl3

T
c1

(
8 + 17ν2 + 7ν4

)
. (G.9)

Note that no Casimir energy subtraction is needed in AdS6. We again find that c1 is positive.

The other bounds are displayed in figure G.2. In AdS6 and AdS7, the Reduce function of

Mathematica was not able to find the general constraints over all stable values of ξ and

ν. However, we believe that the strongest constraints will come from the boundaries of the

region of stable black holes. Specifically, we imposed positivity at the neutral ξ → 1 limit,

the extremal ξ → 0 limit, the planar limit ν → ∞ limit, and at ξ = ξ∗. We believe this

method should give the same answer, and we have checked explicitly that it does in the case

for AdS4 and AdS5.

G.3 AdS7

In AdS7 the stability window is determined by

ξ∗ = 1−
√

2− 3ν2

2 + 3ν2
, ν∗ =

√
2

3
, (G.10)
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Figure G.2: Allowed regions for AdS6 EFT coefficients.

and the entropy shift is:

(
∂S

∂ε

)
M,Q

=
π2

896l12ν14T

(
c1

(
556q4 − 14q2l8ν8(160 + 141ν2) + 56l16ν16(100 + 207ν2 + 8ν4)

)
+ 80c2q

2
(
11q2 − 7l8ν8(4 + 3ν2)

)
+ 800(2c3 + c4)q4

)
.

The Casimir energy that must be removed from the thermodynamic energy in AdS7 is

Ec =
ω5

16π

(
−5

8
l4 +

35

8
c1l

4

)
, (G.11)

where ω5 = π3.

We find the following expression for the extremal limit,

(
∂S

∂ε

)
M,Q

=
π2ν2l4

224T

(
c1

(
1384 + 4236ν2 + 3345ν4

)
+ 40c2(2 + 3ν2)(16 + 45ν2) + 800(2c3 + c4)(2 + 3ν2)2

)
,

(G.12)
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Figure G.3: Allowed regions for AdS7 EFT coefficients.

while in the neutral limit we find

(
∂S

∂ε

)
M,Q

=
π2l2ν2

16T
c1

(
100 + 207ν2 + 93ν4

)
. (G.13)

Once again, c1 is positive. The other bounds are displayed in figure G.3. Again, we used the

method of extremizing over the boundaries of the space of stable black holes.
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