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Abstract 27 

Auroral particle precipitation is the main source of ionization on the nightside, making it a 28 

critical factor in geospace physics. This magnetosphere-ionosphere linkage directly contributes 29 

to, even controls, the nonlinear feedback within this coupled system. One study has dominated 30 

our understanding of this connection, presenting a pair of equations relating auroral particle 31 

precipitation to ionospheric Pedersen and Hall conductance, the famous Robinson formulas. This 32 

Commentary examines the history of the development and usage of the Robinson formulas and 33 

the recent studies exploring corrections and expansions to it. The conclusion is that more work 34 

needs to be done; the space physics research community should take up the task to develop 35 

improvements and enhancements to better quantify the connection of auroral precipitation to 36 

ionospheric conductance. 37 

 38 

 39 

1. Introduction 40 

Electron precipitation into the upper atmosphere ionizes the neutrals and enhances 41 

electric conductivity in the auroral zone. This conductivity, or more specifically its height-42 

integrated version, conductance, is critical to the closure of field-aligned currents by horizontal 43 

Pedersen currents in the ionosphere. Over the decades, relationships between downflowing 44 

electron fluxes and ionospheric conductance have been derived, most notably by Robinson et al. 45 

(1987). This study has been widely used across space physics, garnering over 400 citations 46 

according to Google Scholar and roughly 300 according to CrossRef, yielding a dominant 47 

influence on our understanding of the precipitation-conductance relationship. 48 

One aspect of the Robinson et al. (1987) study that makes it so ubiquitously adopted is its 49 

simplicity, relating the ionospheric Pedersen and Hall conductances, P and H, respectively, to 50 

two values of the downflowing electrons, called herein the Robinson formulas: 51 

Σ𝑃 =
40𝐸̅

16 + 𝐸̅2
Φ𝐸
1 2⁄

 

  (1) 52 

Σ𝐻
Σ𝑃

= 0.45𝐸̅0.85 

  (2) 53 

Here, E is the energy flux of the downward precipitating electrons and 𝐸̅ is the average 54 

energy of those precipitating electrons. These are straightforward to include in data analysis and 55 

modeling studies, allowing an easy relationship that helps advance our understanding of the 56 

geospace system. 57 

There are some key studies among those that have adopted the Robinson formulas. For 58 

instance, Fedder et al. (1995) was the first usage of the Robinson formulas in a global 59 

magnetohydrodynamic (MHD) model. Using the plasma moments from MHD at the inner 60 

boundary of that code’s simulation domain, the Robinson formulas, along with a discrete auroral 61 
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correction due to field-aligned potential drops between the inner MHD simulation boundary and 62 

the ionosphere, were used to obtain a two-dimensional distribution of conductance. This allowed 63 

for Ohm’s law to be used to calculate the ionospheric electric potential, which was mapped to the 64 

inner boundary of the MHD domain and used to set perpendicular velocity there. This causal 65 

connection between the magnetosphere and ionosphere is critical for understanding the nonlinear 66 

feedback within the geospace system. One famous usage of this code for physical insight is the 67 

Brambles et al. (2011) study obtaining periodic tail reconfigurations resembling sawtooth 68 

oscillations, a feature that could not be reproduced by the MHD model without causally related 69 

conductance and outflow settings. 70 

Other MHD calculations adopted a different approach. For example, Ridley et al. (2004) 71 

used a month of output from the assimilative mapping of ionospheric electrodynamics (AMIE) 72 

model to relate field-aligned currents (FACs) to ionospheric Pedersen and Hall conductance. The 73 

Robinson formulas were included in this model to convert these conductances to electron 74 

precipitation values for use in ionosphere-thermosphere models connected to this ionospheric 75 

potential solver. This relationship was applied to the kinetic drift physics model of Liemohn et 76 

al. (2005), showing plasmapause differences of up to 2 Earth radii and factors of several in the 77 

hot ion flux between the conductance settings.  78 

The initial uses of the Robinson formulas with global models assumed that the MHD 79 

plasma parameters directly related to the precipitating electron characteristics. Several 80 

corrections to this have been applied in recent years. One of these is the work of Zhang et al. 81 

(2015), who updated the electron precipitation model for conductance from the Fedder et al. 82 

(1995) usage. Similarly, the Ridley et al. (2004) conductances were updated using plasma 83 

parameters and calculated electron distributions in this model by Yu et al. (2016). Perlongo et al. 84 

(2017), Chen et al. (2019), and Khazanov et al. (2019) each adopted the Robinson formulas with 85 

the electron precipitation calculations in their kinetic drift physics models. A recent summary of 86 

the magnetosphere-ionosphere coupling relationship and the conductance settings in various 87 

numerical models can be found in the review by Wiltberger et al. (2017), noting the 88 

overwhelming dominance of the Robinson formulas in such codes. 89 

For all of its benefits to the field of space physics, the Robinson formulas have issues. 90 

This report details those issues and puts forward a call to action for the research community to 91 

develop a new and more robust version of the Robinson formulas. 92 

2. History of the Robinson formulas 93 

To understand the limitations of the Robinson conductance formulas, it is useful to 94 

explore the history of their development. They derived their formulas from the conductance-95 

precipitation values of Vickerey et al. (1981). In fact, the former is a direct follow-on paper to 96 

the latter, using a slightly different functional form and also rewriting the conductance 97 

relationships in terms of average energy rather than Maxwellian distribution characteristic 98 

energy.  99 

The Vickerey et al. (1981) study used three days of incoherent scatter radar observations 100 

from Chatanika, Alaska, which they describe as quiet winter, active winter, and equinoctal 101 

conditions. Specifically, these days are 13 November 1976, 17 December 1976, and 6 April 102 

1977. The figure from Vickerey et al. (1981) of the activity levels during these days is 103 

reproduced here in Figure 1, presenting the H component magnetic perturbations observed at the 104 
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nearby College 105 

magnetometer 106 

station. From these 107 

values, local K 108 

indices were 109 

calculated, ranging 110 

from 0 to 7. The 111 

global-scale Dst and 112 

Kp indices during 113 

these three days had 114 

peak values of -105 115 

nT and 7, 116 

respectively, 117 

occurring late on 6 118 

April 1977. 119 

Unfortunately, the 120 

Chatanika radar was 121 

on the dayside 122 

during this time. The 123 

peak Dst and Kp 124 

values while the 125 

radar was observing a dark ionosphere were -43 nT and 5, respectively. While the auroral zone 126 

ranged from quiet to active during these three days, the extent of geomagnetic activity rose only 127 

up to the weak storm category (cf., Gonzalez et al., 1994) 128 

The radar measurements provide the local electron density and temperature values along 129 

the beam path, from which a height-integrated conductance can be computed. Vickerey et al. 130 

(1981) then iteratively used the electron transport model of Rees (1963) to fit each observed 131 

density and temperature altitude profile with a modeled profile, thus yielding the primary beam 132 

characteristics of energy flux and average energy.  133 

The Rees (1963) model assumes a precipitating beam of energetic electrons and performs 134 

the field-aligned transport and loss calculations for these particles. The resulting ionization 135 

values are then converted to density and temperature assuming local equilibrium chemical 136 

balance. The energetic electron transport component of the calculation is based on laboratory 137 

experiments of electron beam interactions with rarefied air, determining an ionization rate as a 138 

function of normalized "atmospheric depth." That is, it is essentially a stopping-power 139 

relationship for the primary electron precipitation beam, but because it is based on measurements 140 

from laboratory experiments, any ionization due to the production of secondary or tertiary 141 

electrons is also included in this relationship. Vondrak and Robinson (1985) validated the use of 142 

the Rees (1963) model for this purpose by using three passes of Atmospheric Explorer C (AE-C) 143 

electron precipitation measurements above the Chatanika radar observations, showing excellent 144 

agreement between the observed and derived electron densities.  145 

The resulting relationship of both Pedersen conductance and the Pedersen-to-Hall 146 

conductance ratio are shown in Figure 2 (from Robinson et al., 1987). The figure shows a 147 

comparison of the Robinson formulas with those from Vickerey et al. (1981), based on the same 148 

data but with a slightly different functional form, and two other studies of this relationship. Spiro 149 

 

Figure 1. H component magnetograms for the three days of study 

from Vickerey et al. (1981). The local time of the measurements are 

indicated by the midnight and noon designations in the lower panel. 
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et al. (1982) conducted a large-scale statistical 150 

compilation of energetic electron precipitation 151 

from AE-C data and then used the Vondrak and 152 

Baron (1976) numerical model to convert these 153 

values into ionization rates and eventually 154 

ionospheric conductance values. The other 155 

values in Figure 2 are from Wallis and 156 

Budzinski (1981), who did a similar procedure 157 

with a statistical compilation of electron 158 

precipitation data from Isis 2, then using the 159 

Rees (1963) model to obtain conductances. 160 

While all values are within a factor of three for 161 

any given average energy, that translates into a 162 

significant difference in terms of ionospheric 163 

response to magnetospheric driving. In addition, 164 

no error bars are given to understand the 165 

uncertainty surrounding these values. 166 

The technique section of both the 167 

Vickerey et al. (1981) and Robinson et al. 168 

(1987) papers are quite short. Neither paper 169 

provides much detail about the numerical 170 

calculations, relying on the cited literature. 171 

More importantly, neither paper provides any 172 

information about the fitting routine used to 173 

obtain the final functional forms and 174 

coefficients, or any metrics assessment in 175 

creating these formulas.  176 

To distill this somewhat convoluted path to the Robinson conductance formulas, they are 177 

derived from three days of radar measurements during relatively quiet to moderate activity, with 178 

the precipitating flux values coming not from satellite observations but from a simple ionization 179 

model based on laboratory electron beam experiments, with no discussion of how the iterative 180 

fitting method was conducted. While a side study showed that the ionization values from this 181 

model are very good, that also was based on a very limited data set of only three satellite passes 182 

over the radar station. As Welling et al. (2017) have argued, this limited activity level and data 183 

set inclusion leading to the Robinson formulas limits the applicability of these formulas. Many 184 

studies examine storm times well beyond the range of inputs used to create the Robinson 185 

formulas, which means those newer studies are extrapolating the usage of the Robinson formulas 186 

beyond their range of validity. 187 

3. Alternatives to the Robinson formulas 188 

Since the publication of Robinson et al. (1987), there has been significant effort towards 189 

improving our understanding of the precipitation-conductance relationship. This has come in the 190 

form of new statistical compilations of precipitation and ionospheric data as well as new 191 

numerical approaches to energetic electron transport. Below are a few highlights of these 192 

developments. 193 

 

Figure 2. Relationships of conductance to 

average energy from Robinson et al. 

(1987). The top panel shows Pedersen 

conductance and the lower panel shows the 

Pedersen to Hall ratio. Values from several 

other studies are also shown. 
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Several studies have created conductance parameterizations with new observational 194 

analysis. For example, ionospheric conductance has been related to field-aligned currents, as was 195 

done by Ridley & Liemohn (2002) and Ridley et al. (2004), using ground-based magnetometer 196 

data from January 1997 in the AMIE model. Cosgrove et al. (2009) examined Sondrestrom 197 

incoherent scatter radar data for a 40 hour interval in 1997, one that included a moderate storm. 198 

They then used the AMIE procedure to obtain gridded conductance values from these 199 

measurements. They found that spatial resolution is critical when determining Joule heating from 200 

ionospheric electrodynamics results; there are sub-grid electric field features as well as an 201 

overestimation of Joule heating if the large-scale electric field is too large. Cousins et al. (2015) 202 

created a conductance model of empirical orthogonal functions (EOFs) by combining 203 

observations from the Super Dual Auroral Radar Network (SuperDARN) and the Active 204 

Magnetosphere and Planetary Electrodynamics Response Experiment (AMPERE) satellite 205 

constellation. They included two different settings of a background offset value for the 206 

conductance, in addition to the FAC-driven conductance settings, a technique similar to Ridley et 207 

al. (2004). In a direct follow-on to Ridley et al. (2004), Mukhopadhyay et al. (2020) modified the 208 

methodology and expanded the data set to a full year of AMIE results – all of 2003, which 209 

included several superstorms – to create a model of the FAC-conductance relationship applicable 210 

to extreme event conditions. Another relationship between FACs and conductance has been 211 

created by Robinson et al. (2020), who used 9 storm days of Poker Flat Incoherent Scatter Radar 212 

(PFISR) observations with AMPERE derived FACs. 213 

Kaeppler et al. (2015) followed the same methodology as that behind the Robinson 214 

formulas, producing a corrected version of them. They used incoherent scatter rader data from 215 

three substorm intervals of ~3 h each to obtain a compilation of conductance values and then 216 

iteratively used the Global Airglow (GLOW) two-stream electron transport model to obtain 217 

electron precipitation characteristics. They provide an excellent description of their 218 

methodology, including the iterative fitting procedure and present an initial usage of these new 219 

relationships. The study suffers from the same issue as the original Robinson formulas, though, 220 

in that it is based on a very limited data set of only a few active-time intervals. 221 

McGranaghan et al. (2016) produced an EOF mapping of ionospheric conductance 222 

similar to Cousins et al. (2015), this time based on Defense Meteorological Satellite Program 223 

(DMSP) electron precipitation measurements instead of FACs. They used many years of DMSP 224 

electron flux data, then running the GLOW model to obtain ionospheric parameters for a 225 

calculation of conductance. They separated the influence of discrete and diffuse precipitation 226 

and, like others, included a background offset value. While this study provides high-latitude 227 

maps of conductance as a function of driving conditions, it was obtained without the use of direct 228 

measurements of ionospheric parameters. 229 

Another study to mention is that of Knight et al. (2018), who combined ultraviolet images 230 

of the aurora from the Thermosphere-Ionosphere-Mesosphere Energetics and Dynamics 231 

(TIMED) spacecraft with ground-based ionosonde measurements to examine E-region dynamics. 232 

While not explicitly calculating height-integrated conductance, the findings of this study have 233 

implications for conductance relationships. In particular, their newly-obtained scaling 234 

associations between ionogram data and ionospheric density could help with the incorporation of 235 

such observations into precipitation-conductance relationships. 236 

There have also been many numerical models of electron auroral zone transport since the 237 

creation of the Robinson formulas, any one of which could be used to rederive the precipitation-238 
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conductance relationship. One of the more famous models developed in this timeframe is the 239 

GLOW model of Solomon et al. (1988), a two-stream transport code with the added features of 240 

airglow and auroral emission calculation for many electronic transitions. Similarly, the well-241 

known field-line interhemispheric plasma (FLIP) model came into existence around this time 242 

(Newberry et al., 1989), a code that merged a two-stream energetic electron transport model with 243 

the chemistry and transport of the thermal plasma properties. Other codes focused solely on the 244 

energetic electrons, such as the Lummerzheim et al. (1992) multistream electron precipitation 245 

model and the Feautrier method code of Link (1992). The Khazanov & Liemohn (1995) model 246 

was also a multistream model and was one of the first to introduce a non-uniform magnetic field 247 

into the calculation, allowing for studies of the scattering from the pitch angle domain trapped 248 

zone to the loss cone.  249 

A few studies have explored the relationship of precipitation to altitude-dependent 250 

ionization rates. Frahm et al. (1997) used the Link model to develop such profiles, and Fang et 251 

al. (2010) used the Lummerzheim model for a similar purpose. One study, Khazanov et al. 252 

(2018), went further than this, using the Khazanov & Liemohn model to compute Pedersen and 253 

Hall conductances and relate these to the Robinson formulas. Yu et al. (2018) used the GLOW 254 

model instead of the Robinson formulas within a coupled global geospace simulation, 255 

demonstrating that the Robinson formulas are perhaps not even needed for large-scale modeling 256 

efforts.  257 

4. A possible numerical fix to the Robinson formulas 258 

Khazanov et al. (2018) argued that numerical models that use the Robinson formulas with 259 

model-derived precipitation fluxes are underestimating the true conductance because the 260 

modeled precipitation does not take into account secondary electron production or transport of 261 

either the primary or secondary electrons out of the ionosphere back into the magnetosphere. 262 

They further postulated that these upflowing electrons would, for the most part, traverse the 263 

magnetospheric portion of the field line and augment the primary precipitation in the conjugate 264 

hemisphere. They continued the reasoning that electrons should leave the conjugate ionosphere, 265 

fly through the magnetosphere along the field line, and join the original primary precipitation 266 

into the first ionosphere. This should continue until the solution converges, creating a 267 

multiplicative effect on the originally precipitating electron spectrum. Khazanov et al. (2018) 268 

show calculated augmentation factors of ~3 near the peak of the primary precipitation energy 269 

spectrum and up to ~100 in the lower energy portion of the primary spectrum. It also mentioned 270 

an atmospheric backscatter rate of 15-40% for electrons in the primary precipitation energy 271 

range. From these larger, converged (after multiple reflections) electron flux values, they 272 

calculated ionization rates and eventually conductance values, resulting in a correction factor for 273 

the Robinson formulas. These correction factors are between 1.3 to 2.3, increasing with the 274 

characteristic energy of the initially precipitating electrons. Building on the Chen et al. (2019) 275 

modeling results, these correction factors have been used by Khazanov et al. (2019) within a 276 

kinetic drift physics approach, showing enhanced injection into the inner magnetosphere due to 277 

the higher conductance in the mid-latitude nightside region. 278 

While the Khazanov et al. (2018) correction to the Robinson formulas appears to be a 279 

reasonable approach, there are several problems with the calculation. The main issue is an 280 

inconsistency between the backscatter rates and the eventual converged flux values. With each 281 

successive reflection of the electrons, the flux increases, not only the downward flux but also the 282 
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upward flux, each in an infinite series, which is convergent when r < 1, which is the case for 283 

reflected fluxes: 284 

𝜙𝑑𝑜𝑤𝑛 = 𝜙𝑖∑𝑟−𝑖
∞

𝑖=0

=
𝜙𝑖
1 − 𝑟

 

  (3) 285 

𝜙𝑢𝑝 = 𝑟𝜙𝑖∑𝑟−𝑖
∞

𝑖=0

=
𝑟𝜙𝑖
1 − 𝑟

 

  (4) 286 

Here i is the initial downward flux at some energy before any reflection and r is the 287 

reflection coefficient, 𝜙𝑢𝑝 = 𝑟𝜙𝑑𝑜𝑤𝑛, assuming identical reflection in each hemisphere.  288 

Note that the relationship between the converged downward and upward fluxes in (3) and 289 

(4) shows that 𝜙𝑑𝑜𝑤𝑛 − 𝜙𝑢𝑝 = 𝜙𝑖 and that the ratio of downward to upward converged flux is 290 

1/r. 291 

To achieve a converged downward flux that is three times higher than the initial 292 

downward flux, the lower bound of flux increase due to multiple reflection as found by 293 

Khazanov et al. (2018), r must be 0.67. The converged upward flux should then be only 33% 294 

smaller than the converged downward flux. To achieve a converged flux 100 times larger than 295 

the initial primary precipitation, r needs to be 0.99 and the converged upward flux will be nearly 296 

identical to the converged downward flux. This is inconsistent with the backscatter ratios stated 297 

in Khazanov et al. (2018) of 15-40%. These r values yield converged downward fluxes of only 298 

1.2 to 1.7 times the initial precipitating flux without reflection. These two sets of numbers, the 299 

low backscatter rates and the large flux increase from multiple reflection, are incompatible. 300 

The parity of the fluxes should be observable by both low-Earth-orbit spacecraft as well 301 

as satellites near the magnetic equatorial region. At low altitudes, The Fast Auroral SnapshoT 302 

(FAST) spacecraft provides an excellent data set for considering this question. For example, the 303 

study of Dombeck et al. (2018) directly addresses this issue with the case studies they present. 304 

Figure 3a is a reproduction of their Figure 6, showing an illustrative example of the velocity 305 

space distribution of electron energy flux for nightside auroral-zone non-accelerated precipitation 306 

(i.e., the diffuse aurora). Figure 3b is their Figure 5, showing the field-aligned differential energy 307 

flux in the upward and downward directions, along with the ratio between these two quantities.  308 

Figure 3 reveals a truth from the Khazanov et al. (2018) study: there are indeed upward-309 

flowing electrons at all energies within the diffuse aurora. In fact, the plots show that the upward 310 

secondary electrons below 100 eV have a larger flux than the downward flux at these energies, 311 

consistent with the modeling of Khazanov et al. (2018), and much older modeling results, such 312 

as Evans (1974). At higher energies, in particular above the 500 eV cutoff used by Khazanov et 313 

al. (2018) to define the primary precipitation beam, the upward flux is quite depleted relative to 314 

the downward flux.  315 
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The ratio, between 2 and 10 in the cyan 316 

dots of Figure 3b, is fairly consistent with the 317 

15% - 40% backscatter rate of the primary 318 

beam mentioned in Khazanov et al. (2018). 319 

That is, electrons are indeed leaving the upper 320 

atmosphere and the observed ratio between the 321 

incoming and outgoing fluxes are consistent 322 

with modeling. Again, this is fully consistent 323 

with the modeling work of Evans (1974), who 324 

also found that the primary beam electrons had 325 

a 40% or lower backscatter rate. To be clear: 326 

these observations are consistent with the 327 

backscatter rates but not the flux multiplication 328 

factors from Khazanov et al. (2018).  329 

In the plasma sheet, where strong pitch 330 

angle scattering can be assumed to dominate 331 

(e.g., Chen & Schulz, 2001; Thorne et al., 332 

2010), the loss cone is filled by wave-particle 333 

interactions on time scales faster than a bounce 334 

period. Any secondary or backscattered 335 

population coming out of the ionosphere will 336 

experience this same pitch angle scattering at 337 

the same fast rate as the primary particle 338 

population. That is, regardless of the upgoing 339 

flux, if the loss cone is being filled due to 340 

scattering in the plasma sheet, then the upgoing 341 

flux of reflected and backscattered particles 342 

should isotropize with the trapped 343 

magnetospheric population due to that same 344 

scattering process. Data clearly supports a 345 

single backscatter but refutes multiple 346 

reflection.. 347 

How can it be that Khazanov et al 348 

(2018) compute backscatter values consistent 349 

with observations but inconsistent downward-350 

to-upward flux ratios? The explanation could 351 

be in the implementation of precipitation 352 

within the code. In the modeling study of 353 

Khazanov et al. (2018), it could be that the 354 

initial primary electron flux (at energies above 355 

500 eV) is continuously added to the electron distribution in the loss cone, perhaps at the top of 356 

the ionosphere at 800 km altitude. Following a particular packet of particles through a full 357 

bounce period, it would then gain the initial distribution every half-bounce period (as the packet 358 

crosses the 800 km altitude region in the downward direction in each hemisphere). The flux can 359 

then build up with each successive bounce. Without collisions and loss, it would build up to an 360 

infinite value, but the particles experience these processes along the field line, especially below 361 

(a) Velocity space distribution of wave-

scattered precipitation 

 

 
 

(b) Differential energy flux along the 

upward and downward field-aligned 

directions 

 

 

Figure 3. Reproduced from Dombeck et al. 

(2018), (a) a plot of the diffuse auroral 

electron energy flux velocity space 

distribution. The population marked "photo 

e-" are spacecraft photoelectrons, and the 

"Up" and "Down" regions within the dashed 

lines denote the pitch angles connected to 

the thermosphere. (b) The upward and 

downward fluxes for that same time, and the 

ratio between them in pink and cyan, along 

the bottom and using the scale on the right.  
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800 km in the upper atmosphere and ionosphere. The fluxes in these model calculations would 362 

then build up until equilibrium is reached; when the scattering and loss along half a bounce is 363 

equal to the initial spectrum flux values being added to the solution on that cadence. This could 364 

be what is leading to an erroneously high flux in the multiple-reflection scenario (by a factor of 3 365 

to 100) discussed by Khazanov et al. (2018). 366 

5. Conclusions and a Call to Action 367 

The Robinson formulas have been a tremendous asset to the space physics community. 368 

The availability of a straightforward relationship between precipitating electron parameters and 369 

the resulting ionospheric Pedersen and Hall conductances has been highly valuable for advancing 370 

knowledge of geospace. Its inclusion in regional and global modeling studies has allowed 371 

scholars to assess the nonlinear dynamics of the magnetosphere-ionosphere system, proving to 372 

be a simple yet powerful tool for new understanding. 373 

For all of their ubiquitous usage across space physics, however, the Robinson formulas 374 

are in need of an update. They are based on a small data set using a simplistic model without 375 

much detail on the iterative process used to obtain the fit. They do not represent the state of the 376 

art in scientific methodology, and more robust relationships could be devised. It is suggested as 377 

an action item to the community to develop a next-generation precipitation-to-conductance 378 

relationship. 379 

Perhaps the biggest concern with the Robinson formulas is that they are based on only 380 

three days of incoherent radar data of moderate activity, which means that any usage of them for 381 

intense storm times is an extrapolation of their range of validity. Welling et al. (2017) argued that 382 

this small activity ranges in underlying and embedded codes within global modeling frameworks 383 

bring into question the usage of the coupled global model for intense storm intervals. This is a 384 

big problem for advancing space physics knowledge as well as for advancing space weather 385 

forecasting capabilities (e.g., Opgenoorth et al., 2019; Morley, 2020). 386 

With the advent of the advanced modular incoherent scatter radar facilities, ground based 387 

measurements of the ionospheric parameters in the conductivity equations are widely available. 388 

Furthermore, the continued availability of energetic particle precipitation data, such as from 389 

FAST, the newly calibrated values from DMSP (Redmon et al., 2017), and several other low-390 

Earth-orbiting spacecraft, are critically important for this task. Some studies have also started 391 

performing these statistical compilations. It is proposed that a valuable step forward is a 392 

combination of the Kaeppler et al. (2015) and McGranaghan et al. (2016) approaches, using a 393 

large database of simultaneously measured electron precipitation flux and ionospheric 394 

characteristics. The direct linkage of these two data sets removes the need for an electron 395 

transport calculation to provide one or the other of these quantities. 396 

Better modeling relationships between electron precipitation and ionization profiles exist, 397 

but we need to incorporate and assess these models against observations within local, regional, 398 

and global modeling scenarios. The general approach of the Khazanov et al. (2018) study, using 399 

a sophisticated numerical model to create a better relationship between precipitation and 400 

conductance, is highly appropriate for making progress on this topic. We should not only correct 401 

the Robinson formulas, but conduct the relational study again, with the large observational sets 402 

providing a counterweight to the many numerical approaches available for such a leap forward. 403 

Combining data and modeling with robust metrics applications, as discussed recently by Morley 404 

This article is protected by copyright. All rights reserved.



Confidential manuscript submitted to the Journal of Geophysical Research Space Physics 

 11 

et al. (2018), Liemohn et al. (2018), and Zheng et al. (2019), for example, will allow a full 405 

assessment of the strengths and limitations of such a model. 406 

Others in the community have already been making the call for new studies on 407 

ionospheric conductance. Several reports of community effort have included this request to 408 

improve our understanding of conductance. For example, Yu et al. (2019) stated that “it is 409 

necessary to capture the mutually consistent electric field and magnetospheric configuration.” 410 

The magnitude and spatial pattern of the ionospheric conductance is a vital component of this 411 

mutual dependence. Robinson et al. (2019) discussed the impact of ionospheric conductance on 412 

various space weather phenomena as well as metrics requirements for a robust data-model 413 

comparison of this quantity. Very recently, Öztürk et al. (2020) listed the main components of 414 

the ongoing Ionospheric Conductance Challenge across the research community. The three 415 

pillars of this effort include quantifying the uncertainties within existing conductance models, 416 

performing simulations of available global models with identical inputs to assess the influence of 417 

conductance on the geospace system, and the creation of better conductance models. The call to 418 

action from this Commentary is more specific, focusing attention on one critical link in the 419 

conductance calculation – its relationship to energetic electron precipitation.  420 
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