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Abstract: The authors construct the piecewise vibrational resonance (VR) method by introducing the piecewise idea and
combine the re-scaled and twice sampling methods for the linear frequency modulated (LFM) signal. Importantly, they put
forward a new spectral amplification factor to quantify the VR. The new spectral amplification factor has some advantages as
compared with the cross-correlated coefficient, which can also be used to quantify the aperiodic VR. The top value of the
spectrum amplification factor is the necessary and sufficient condition for the occurrence of the optimal VR phenomenon. Here,
they discuss the effects of different parameters on VR by using some numerical examples. The method described in this study
provides an effective way to improve the LFM signal, and even other kinds of frequency modulated signals.

1 Introduction
The vibrational resonance (VR) is a resonance phenomenon first
proposed by Landa and McClintock [1]. VR is similar in some
sense to the well-known stochastic resonance (SR) phenomenon
[2]. In the VR mechanism, the system is excited by two signals.
One of them varies slowly with time, while the other signal varies
faster with time. The slow varying signal is usually weak. By
adjusting the amplitude of the faster varying signal, the weak slow
varying signal can be amplified when VR occurs. In fact, according
to the nonlinear dynamics theory, the fast varying signal plays a
crucial role in the system parameters [3]. It can soften the stiffness
of the nonlinear system. In other words, the parameters of the
equivalent system depend on the fast varying signal. By adjusting
the amplitude of the fast varying signal, the equilibrium(s) of the
equivalent system will be changed. Then, the resonance may occur
in the slowly varying signal, leading to the amplification of the
weak slow varying signal. If the two excited signals are in
harmonic form, the analytical results of the VR can be obtained by
the method of direct separation of fast and slow motions [4, 5]. To
our knowledge, VR has been investigated or applied in delayed
systems [6–8], fractional systems [9–11], laser systems [12, 13],
neuron systems [14–18], plant ecosystems [19], plasma systems
[20], ferroelectric liquid crystals [21] etc. Besides investigations on
abundant dynamical behaviours, VR can also be applied in the
engineering field. For example, VR has been successfully applied
in fault feature extraction in mechanical bearing systems [22]. VR
is very similar but much simpler than SR. As we know, the SR is
applied in various engineering fields. Hence, we predict that the
VR has potential engineering applications in many fields.

In most investigations on VR, the excitations are usually
constituted by a low-frequency harmonic signal and a high-
frequency harmonic signal. Besides, the excitations can also be
constituted by an aperiodic signal and a harmonic signal. The
aperiodic VR, when the aperiodic signal appears in an aperiodic
binary signal form, has been investigated in [23]. However, besides
the aperiodic binary signal form, there are many aperiodic signals

in other forms, which are also very important. Thus, we believe
that it is very necessary to investigate VR when the excitations
contain other kinds of aperiodic signals. Among the aperiodic
signals, the frequency modulated signal is widely used in various
research fields such as in radar signal processing [24–27],
ultrasonics [28, 29], communications [30] etc. The linear frequency
modulated (LFM) signal is a typical frequency modulated signal.
Lin et al. make the SR occur in the LFM signal excited system
based on the fractional Fourier transformation technology [31–33].
However, the fractional Fourier transformation is not a simple
method. Moreover, comparing SR with the VR, the noise in SR is
replaced by another determined auxiliary signal. It leads to the
conclusion that VR is much easier to control and analyse. Thus, we
believe that it is very necessary to investigate VR on the LFM
signal improvement problem. Since the frequency of the LFM
signal varies with time, it is difficult to make VR appear by using
the traditional method. Hence, developing a new VR method to
improve the LFM signal is our main motivation in this study.

The rest of this paper is outlined as follows. In Section 2, the
piecewise idea and re-scaled transformation are introduced. We
propose the new spectrum amplification factor in this section.
Then, the VR can be realised by the piecewise re-scaled method. In
Section 3, the piecewise twice sampling VR method is briefly
presented. In Section 4, the main conclusions of the paper are
given.

2 Piecewise re-scaled VR
We apply a classic bistable system to process the LFM signal

dx(t)
dt

= ax(t) − bx
3(t) + u(t) + F(t), (1)

where a > 0 and b > 0 are the system parameters. We consider the
bistable system as a signal processor. x(t) is the system variable.
u(t) is the LFM signal. F(t) is the auxiliary signal which is used to
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induce the VR phenomenon. Specifically, the LFM signal is given
by

u(t) = Acos(πγt
2 + 2π f t + ϕ), (2)

where A, γ, f and ϕ are the amplitude, the chirp rate, the starting
frequency and the initial phase, respectively. For simplification, we
let ϕ = 0 all throughout the paper. It should be pointed out that the
transient vibration frequency f in(t) of the LFM signal is

f in(t) = f + γt . (3)

F(t) can take different forms. Here, we construct the auxiliary
signal in the following form:

F(t) = Bcos(πkγt
2 + 2kπ f t), (4)

where B is the amplitude of the signal and k > 0 is a positive
constant.

To understand the LFM signal further, the time series and the
corresponding spectrum are shown in Fig. 1. In Fig. 1b, the
continuous spectrum of the LFM signal is clearly observed. It is
clear that the spectrum of the LFM signal is different from that of
the harmonic signal distinctly. 

In a two harmonic signal excited system, the VR phenomenon
can be quantified by the response amplitude which is calculated by
the Fourier coefficients. With regard to the LFM signal-excited
system, such as (1), the response amplitude is invalid. This is
because the LFM signal does not have the discrete spectrum. To
solve this problem, we propose here a new index, which is named
as the spectrum amplification factor of the LFM signal.
Specifically, we use η to label it and let

η =

1
f final − f initial

∫
f initial

f final

Sx( f in) d f in

1
f final − f initial

∫
f inital

f final

Su( f in) d f in

=
∑i = 1

n
Sx(i)

∑i = 1
n

Su(i)
,

(5)

where Sx( ∙ ) and Su( ∙ ) are the discrete spectrum of the system
output and the input LFM signal, respectively. The subscript i
means the ith point in the discrete spectrum. There are n points in

total in the discrete spectrum. The integration variable f in is the
transient vibration frequency which is defined in (3). Here, f initial

and f final mean the transient vibration frequency at the start time
and the end time of the time series. Substituting t = tinital and
t = tfinal into (3), they can be obtained directly. By the indicator in
(5), the amplification of the signal by the cooperation of the
nonlinear system and the auxiliary signal is described explicitly.
The spectrum amplification factor gives amplification degree of the
LFM signal from an average viewpoint. When η > 1 the LFM
signal is amplified by the VR method. Furthermore, we will have
much more excellent amplification if we have a larger value of η.
The indicator in (5) is different from the former indicators such as
the response amplitude or the cross-correlation coefficient used to
quantify the VR or aperiodic VR phenomenon. In fact, as to the
LFM signal, we can also use the cross-correlation coefficient to
quantify the VR phenomenon. To show the superiority of our
spectrum amplification indicator, we also use the cross-correlation
coefficient as a comparison. The cross-correlation coefficient Cux

between the input LFM signal and the output can be calculated by
using the following formula:

Cux =
∑ j = 1

m

[
u( j) − ū][x( j) − x̄]

∑ j = 1
m

[u( j) − ū]

2

∑ j = 1
m

[x( j) − x̄]

2
, (6)

where ū and x̄ are the average of the input LFM signal and the
output, respectively.

To achieve a good match between the LFM signal and the
system parameters, the re-scaled method is used here. This method
has been used in the harmonic signal excited system successfully
[10, 34, 35]. Moreover, due to the modulation of the frequency of
the LFM signal, we introduce the piecewise idea to get a better
matching. As to the considered signal, we divided it into several
segmentations equally according to the total time of the signal. We
use the same value of B to obtain the output induced by each
segmentation, respectively. Then, we join all segmentations in turn
and calculate the quantitative indicator. Corresponding to each
segmentation, we adopt a certain re-scaled parameter β.
Specifically, β is defined by

β = β0( f + γtei), (7)

where β0 is a constant and tei is the end time of the considered
segmentation. The process of the piecewise re-scaled method is as
follows.

We let

τ = βt, x(t) = z(τ) . (8)

Then, (1) turns to

dz(τ)
dτ

=
a

β
z(τ) −

b

β
z

3(τ)

+
1
β

u
τ

β
+

1
β

F
τ

β
.

(9)

Letting

a1 =
a

β
, b1 =

b

β
, (10)

then, (9) changes to

dz(τ)
dτ

= a1z(τ) − b1z
3(τ)

+
1
β

u
τ

β
+

1
β

F
τ

β
.

(11)

Recovering the signal to the original amplitude, we have

Fig. 1  The input LFM signal
(a) Time series of the LFM signal, (b) Spectrum of the LFM signal. The signal
parameters are A = 0.1, γ = 1 and f = 1
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dz(τ)
dτ

= a1z(τ) − b1z
3(τ)

+u
τ

β
+ F

τ

β
.

(12)

As a result, the VR can be achieved by the following equation:

dz(t)
dt

= a1βz(t) − b1βz
3(t)

+βu(t) + βF(t) .
(13)

To observe the VR phenomenon, in Fig. 2, we adopt the spectrum
amplification factor and the cross-correlated coefficient to get the
optimal VR effect, respectively. In Fig. 2a, the optimal VR is
achieved at the top value of η, i.e. the resonance peak of the curve.
The critical value of B corresponding to the peak is B = 0.42. In
Fig. 2b, the optimal VR is achieved at the resonance peak of the
curve, herein, B = 0.46. However, it is not the top value of Cux at
the resonance peak in Fig. 2b. In other words, when the cross-
correlated coefficient achieves a large value, the VR phenomenon
may not occur. In fact, the cross-correlated coefficient only labels
the similarity between two different time series. The top value of
the cross-correlated coefficient is the necessary but not the
sufficient condition for the VR phenomenon. However, the top
value of the spectrum amplification factor is the sufficient and
necessary condition for the VR phenomenon. Actually, the
spectrum amplification factor is superior to the cross-correlated
coefficient. For example, if we adopt an optimisation algorithm to
achieve the optimal VR effect, the spectrum amplification factor is
a better objective function than the cross-correlated coefficient due
to the optimal VR occurring as the sole top value of the spectrum
amplification factor. 

To show the VR phenomenon explicitly, in Fig. 3, we give the
time series when B makes η achieve the peak in Fig. 2a.
Apparently, the main components of the frequency are kept and
their amplitudes are amplified. As a result, by our piecewise VR
method, the LFM signal is improved excellently. 

The frequency of the auxiliary signal influences the VR effect,
as shown in Fig. 4. With the increase of k, the transient frequency
of the auxiliary signal also increases. It leads to the decrease of the
spectrum amplification factor. Certainly, according to the VR
theory, the transient frequency of the auxiliary signal must be far
larger than the corresponding transient frequency of the LFM
signal, i.e. k ≫ 1. 

In Fig. 5a, the effect of the constant β0 on the spectral
amplification factor is shown. With the increase of β0, the top value
of η becomes larger. This is because β0 determines the re-scaled
parameter β. Furthermore, a larger β value makes the excitation to
have a lower transient frequency in the equivalent system, (12).
According to the nonlinear dynamics theory, an excitation with a
lower frequency is easy to induce a stronger response. As a result,
we have the result shown in Fig. 5a. To demonstrate the validity of
the method, in Fig. 5b, we have chosen different parameters of the
LFM signal. Apparently, VR occurs in all cases. This indicates that
the validity of the method is independent of the signal parameters. 

In all aforementioned figures, all calculations are based on the
piecewise idea. The amplitude of the auxiliary signal used in
different segmentations has the same value. We collect all outputs
induced by different input segmentations as the whole output to
calculate the quantified indicators η and Cux. When the considered
indicator achieves the resonance peak, the whole output achieves
the optimal VR effect. However, based on this idea, every
segmentation of the output may not have achieved the optimal VR.
This is because we may need different values of B to induce the
optimal VR in different segmentations. To clarify this confusion,
we have Fig. 6, in which the η − B curve is obtained separately for
each segmentation. We find that different segmentations achieve
the resonance peak almost at the identical value of B. This
indicates that the whole output achieves the optimal VR, and also
can make each segmentation to achieve the optimal VR
approximately. Comparing Fig. 6 with Fig. 2a, there is no
difference in nature between these two figures. Lines 1–4 are

Fig. 2  The indices of the output
(a) Spectrum amplification factor η versus amplitude B of the auxiliary signal, (b)
Cross-correlated coefficient Cux versus amplitude B of the auxiliary signal. The
simulation parameters are A = 0.1, γ = 1, f = 1, a1 = 1, b1 = 1, k = 10 and β0 = 300

 

Fig. 3  The optimal output of the system
(a) Time series of the output corresponding to the optimal VR effect, (b) Spectral of
the output corresponding to the optimal VR effect. The simulation parameters are
A = 0.1, γ = 1, f = 1, a1 = 1, b1 = 1, B = 0.42, k = 10 and β0 = 300

 

Fig. 4  Spectrum amplification factor η versus the amplitude B and the
constant k. The simulation parameters are A = 0.1, γ = 1, f = 1, a1 = 1,
b1 = 1 and β0 = 300
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corresponding to the output induced by segmentations 1–4,
respectively. In lines 1–4, the critical value of B at the resonance
peak is B = 0.41, 0.4, 0.43 and 0.43 in turn. 

Corresponding to the results in Fig. 6, the optimal VR output
time series is shown in Fig. 7. Comparing Fig. 7 with Fig. 3, there
is no natural difference between them yet. 

Besides the auxiliary signal in (4), it can also be chosen in other
forms, such as

F(t) = Bcos[k( f + pγ)t] (14)

or

F(t) = Bsgn
{

cos[k( f + pγ)t]}, (15)

where sgn( ∙ ) is the sign function. p is a large constant and we let
p = 12 in the following analysis. In Figs. 8a and b, we use the
signal in (14) and (15) as the auxiliary signal, respectively. The VR
effect is obvious in Fig. 8. Different forms of the auxiliary signal
can induce VR by the piecewise re-scaled method. The form of the
auxiliary signal has a trivial influence on the VR effect. 

3 Piecewise twice sampling VR
The twice sampling method is another approach to deal with the
high-frequency signal [36, 37]. Here, we combine the piecewise
idea and the twice sampling method to put forward the piecewise
twice sampling VR method. The procedure is as follows:

i. We divide the LFM signal into several segmentations equally
in the time domain.

ii. We use the first sampling frequency f s to sample each signal
segmentation.

iii. For each sampled signal segmentation in the previous step, we
use the twice sampling frequency f s/mr to re-sample the signal
segmentation. In other words, each signal segmentation is
reconstructed. Through this operation, the transient frequency
of the reconstructed signal will be 1/mr times of the
corresponding frequency of the original signal segmentation.
We name mr as the frequency reduced ratio. Here, mr is defined
by

mr = m0( f + tei), (16)

where m0 is a constant and tei is the time at the endpoint of the
considered signal segmentation.

iv. The reconstructed signal segmentation is the input of the
original nonlinear system. The output time series induced by
each input signal segmentation is obtained. Then, we collect all
the output time series in turn to construct a whole output.

v. The whole output is recovered to the first sampling frequency
f s according to the frequency reduced ratio mr.

vi. The indicator such as η or Cux is calculated based on the
reconstructed output in the last step.

Based on procedures (1)–(6), the piecewise twice sampling VR
method is used to obtain Fig. 9. We use different values of m0 in
Fig. 9a. For larger values of m0, the spectral amplification factor

Fig. 5  Spectrum amplification factor η versus the amplitude B of the
auxiliary signal, A = 0.1, a1 = 1, b1 = 1, k = 10, in
(a) γ = 1 and f = 1, (b) β0 = 200

 

Fig. 6  Spectrum amplification factor η versus the amplitude B of the
auxiliary signal. The simulation parameters are A = 0.1, γ = 1, f = 1,
a1 = 1, b1 = 1, k = 10 and β0 = 300. Lines 1–4 are corresponding to the
output induced by segmentations 1–4, respectively

 

Fig. 7  Time series of the output corresponding to the optimal VR effect.
The simulation parameters are A = 0.1, γ = 1, f = 1, a1 = 1, b1 = 1,
k = 10, β0 = 300, and from top to bottom B = 0.41, 0.4, 0.43 and 0.43,
respectively

 

Fig. 8  Spectrum amplification factor η versus the amplitude B of the
auxiliary signal
(a) (14) is used as the auxiliary signal, (b) (15) is used as the auxiliary signal. The
simulation parameters are A = 0.1, γ = 1, f = 1, a1 = 1, b1 = 1, k = 10, and β0 = 300
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has a larger maximal value. In other words, larger values can
induce stronger VR. This is because a larger value can make the
twice sampled signal to have a lower transient frequency. Hence, it
can induce a stronger response. In fact, the constant m0 has the
same effect as that of β0 in the last section. In Fig. 9b, we use
different parameters of the LFM signal. Although it results in
different waveforms of the LFM signal, the VR effect still is
present excellently. Comparing Fig. 9 with Fig. 5, we find that both
the piecewise re-scaled VR method and the piecewise twice
sampling method can achieve the same goal, i.e. realising an
excellent VR phenomenon. 

4 Conclusion
In the present work, the piecewise VR method is used to realise VR
in the LFM signal excited system. Specifically, the piecewise re-
scaled VR and the piecewise twice sampling VR are used,
respectively. Due to the frequency of the LFM signal varies with
the time, we introduce the piecewise idea to solve the matching
between the signal and the system parameters. To quantify the VR
effect effectively, we propose a new spectrum amplification factor
as the indicator. It is superior to another indicator, i.e. the cross-
correlated coefficient. The piecewise way, the re-scaled parameter
used in the re-scaled VR method, the frequency reduced ratio used
in the twice sampling VR method, and the LFM signal parameters
on the VR effect are discussed, respectively. The results
demonstrate that both the new spectrum amplification factor and
the two proposed methods are effective in improving the LFM
signal. Especially, the new spectrum amplification factor and the
piecewise idea can also be used to process other kinds of frequency
modulated signals whose spectrum have the determined form. As is
well known, the frequency modulated signal widely exists in the
engineering fields. For example, the speed of a rotary machine may
be in a frequency modulated signal form. If we want to extract its
fault feature in the vibration time series, we must process the weak
frequency modulated signal. As a consequence, our method and
results in the present work might have a referenced value in
frequency modulated signal issues.
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