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4.3 The comparison between 2-D disk-CGM model predictions and ob-
servations for Si IV (the AGN sample). Upper panels: the global
variation of total column densities for the AGN sample plotted in
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total χ2 of 20.8. The anisotropic CGM model reproduces the sharp
decreasing of the projected column density at low Galactic latitudes
better for sightlines toward the anti-GC (|l| = 180◦; also see Fig. 4.4). 97
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4.4 The comparison between model predictions and observations for O VI.
Each panels are the same as Fig. 4.2 and 4.3. For the top panels,
we also plot the Bowen et al. (2008) sample, which is not included in
the fitting. For O VI, the anisotropic CGM model is 4.3σ better by
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large scatters), while the Zheng19 model cannot reproduce the stellar
sample. For the AGN sample, both SW09 and Zheng19 models show
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4.6 The varied scale height model to account for the north-south asym-
metry. The data and model are color encoded in the same way as
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5.1 Two example sight lines of PG 1553+113 (left panel) and Mrk 1392
(right panel) showing combination of the Si IV doublet to obtain the
column density line shape (the blue line). The black and red dots are
the apparent column density of the strong (1393.8 Å) and the weak
(1402.8 Å) lines, respectively. The shadowed regions are blocked out
in the combination of the doublet due to contamination or saturation. 128

5.2 The column density (left panel) and the line centroid (right panel) of
the MW Si IV line shape sample. The entire sky is divided into 20
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5.3 Three previous models are compared to the new line shape sample:
the Savage & Wakker (2009) model (left panel), the Zheng et al.
(2019a) model (left panel), and the QB19 model (right panel). The
circles are the measurements of column densities, while triangles are
upper limits. The Savage & Wakker (2009) model and the Zheng
et al. (2019a) model are the original ones in literature, while the QB19
model is the new one fitted to the new sample, which is consistent
with the original model in QB19. With the new sample, it is more
clear that the projected Si IVcolumn density has dependences on both
Galactic longitude and Galactic latitude, which implies the necessity
of the 2D disk-CGM model. . . . . . . . . . . . . . . . . . . . . . . 132

5.4 An illustration of the kinematical model (not scaled). Left panel: the
coordinate parameters (x, y, z, φ, and θ) and parameters to describe
the velocity field (vrot, vrad, and v⊙). Right panel: the parameters
that describe the ion density distribution: the disk component (r0,
z0, and Xdisk

0 ) and the CGM component (rc, β, Xmp
0 , and Xnd

0 ). . . 140

5.5 Two examples sight lines of 3C 57 (left) and HE 2259-5524 (right)
showing the velocity shift along the sight line direction. The red
dashed lines are the predicted column density line shape without
the random motion (i.e., only with the bulk velocity field). The red
solid lines are the model considering the random motion along the
sight line direction determined from the power spectrum of the cross-
correlation. The blue dashed lines are the total uncertainty com-
bining both the observation uncertainty (cyan lines) and the model
uncertainty. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

5.6 The posterior distribution of the parameters in the fiducial model.
In this model, the NS asymmetry are modeled by four parameters:
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the β factor, and the radial velocity (vrad,10). Most parameters are
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in the southern hemisphere (vrad,10,S < −12 km s−1), the CGM core
density (logXmp

0 < −2.1 and logXnd
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5.7 The comparison between the fiducial model and the observed column
density of the stellar sample (left) and the AGN sample (right). The
behavior of the kinematical model is similar to the QB19 because we
use the 2D disk-CGM model as the basis of the kinematical model.
In the left panel, we only plot the model of the northern hemisphere
for simplicity. The southern hemisphere model is slightly lower than
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5.8 The comparison between the stacked line shape of observation and
the kinematical model prediction: the sky is divided into 20 regions
(the grids in Fig. 5.2). The observed line shapes (black lines) are con-
sistent with the model predictions (red lines) within the uncertainty
(blue lines) for most regions. The dashed yellow lines are the model
without the radial velocity component (other parameters are the same
as the fiducial model). In the northern hemisphere, the yellow lines
have systematically positive shifts compared to the observation and
the fiducial model, which is the evidence of systematic inflow. The
southern hemisphere does not show these systematic shifts, although
the region C.1 shows an outflow feature (positive shifts). In some re-
gions (e.g., B.5), the absorption broadening velocity is smaller than
the average broadening velocity in the fiducial model, which leads
to broader features. Some regions show features that cannot be ac-
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other origins: C.2 might be affected the MS (Fox et al., 2014), while
C.4 and nearby regions might be an HVC population associated with
the LG (Bouma et al., 2019). . . . . . . . . . . . . . . . . . . . . . . 159

5.9 The column density residual (left), the velocity shift (right) maps.
For the column density residuals, both hemispheres show average
values about the zero, which shows no large scale differences (& 90◦).
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the kinematical structure (≈ 50◦) is larger than the column density
variation. These qualitative results are confirmed in more accurate
estimation in Fig. 5.12. . . . . . . . . . . . . . . . . . . . . . . . . . 160

5.10 The equivalent Si IVdensity distribution along the radial (left) and
the z (right) directions. The vertical cyan dashed lines indicate the
limiting radius (20 − 50 kpc), which is set by the limiting column
density. In the fiducial model, the radial direction density distribu-
tion (the red solid line) shows a sharp decay at about 10 − 20 kpc
compared to the exponential function (the red dashed line) and the
Gaussian function (the red dotted line). Oppositely, the z direction
density distribution is more extended than the exponential function.
The difference between the two directions suggest that the MW warm
gas traced by Si IVis affected by feedback processes originated from
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5.11 The boundary of the radial velocity in the northern hemisphere. The
thick red solid line is the boundary of the radial velocity, below which
there is no radial velocity. This line follows the isodensity contour
of the disk component of (rXY/r0)

αrxy + (|z|/z0)αz = 0.72. The black
dashed lines are also isodensity contours at different levels. Because
the majority of absorbing gas is within 20 − 50 kpc, the majority of
radial velocity is about 30 − 200 km s−1 in the northern hemisphere. 165

5.12 Plots to show the the coherence of the column density (left panels) or
the velocity variations (right panels) as a function of angular scales.
In the top two rows, the distribution of the absolute difference of col-
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are color-encoded by the angular separation (in 3◦ bins) from purple
(0◦) to red (180◦; encoded in rainbow colors, see the lower panels
for a detailed match). The first row is for the original maps (Fig.
5.2), while the second row is for the model-corrected maps (residual
maps; Fig. 5.9). The common feature is that the purple lines (small
separation) typically have higher peaks and narrower wings than the
red lines (large separation). This indicates that the smaller angular
separation leads to a smaller variation of both the column density
and the velocity. The 1σ widths of the distribution are plotted in
the lower panels: original data (red cross) and model-corrected data
(circles colored for increasing angular separation). The flat part of
the 1σ dependence on the angular separation means that there is no
correlation between two sight lines at this angular separation. Based
on both original and residual variations, we divide the angular sep-
aration behavior into three parts: the cloud variation (lower than
the vertical blue lines), the global variation (between the blue and
cyan lines), the random variation (larger than the cyan lines). The
cloud size is about 15◦, and the global variation is about 55◦. The
kinematic structure is about 55◦, and the global variation goes up to
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5.13 The estimations of the warm gas disk mass (left panel) and the accre-
tion rate (right panel). Vertical dashed lines and dotted lines are the
median and the 1σ uncertainty. The disk component dominates the
mass within 50 kpc, which has a total mass of logM = 8.09+0.05
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6.1 The spectra and best-fit models for identified lines for NGC 891. The
black histograms are the observed spectrum, while the cyan lines are
the error. The red solid lines are the total model for all identified lines,
while the black dotted lines are decomposed spectral lines associated
with NGC 891. The label for each identified line is the ion, the
wavelength and the velocity relative to z = 0.001761. . . . . . . . . 193

6.2 The Fe IIlines from the FUV spectrum are projected onto the NUV
spectrum. The continuum level is set to be a constant at 4.2 ×
10−16 erg s−1 cm−2 Å−1. The solid red line is the projected Fe IIusing
the measurements from the FUV band, while the dashed yellow lines
are the major absorption component and the HVC of NGC 891. The
NGC 891 Fe IIline strengths are consistent between the FUV and the
NUV spectra, while the MW Fe IImay be affected by fixed pattern
noises. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

6.3 The H I21 cm line fitting results for both the MW (left panel) and
NGC 891 (right panel). Each line is fitted by five (MW) / four (NGC
891) Gaussian components and results are shown in Table 6.2. The
data and the fit are shown in the black and red solid lines respectively,
while individual components are shown in the black dashed lines. The
cyan lines are the residuals shifted by −1× 1018 cm−2 km−1 s for the
MW and −5 × 1017 cm−2 km−1 s for NGC 891. . . . . . . . . . . . . 199

6.4 The projected Lyα absorption feature. The MW component (the
dashed yellow line) is the summation of four Gaussian components
fitted to the H I21 cm line. The NGC 891 contribution is divided
into the two components: the major absorption at v = −30 km s−1

(the broad component in the dotted yellow lines); and the HVC at
+100 km s−1 (the narrow component). The continuum (the magenta
dashed line) is a second order polynomial function. The total model
(the red solid line) matches the wing feature of the observed Lyα. . 201

6.5 The spectra and best-fit models for identified lines toward 3C 66A
and near the systemic velocity of NGC 891. The red solid lines are
the total model for all identified lines, while the black solid lines are
spectral lines associated with NGC 891. . . . . . . . . . . . . . . . . 202
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6.6 Left panel: the photoionization model of the v = −30 km s−1 sys-
tem. The shadowed belts are the acceptable regions (1σ) for each ion
column density ratio. The open cyan star is the preferred solution
of logU = −3.06 ± 0.10 and log T = 4.22 ± 0.04. Right panel: the
density measurement from the C II*/C IIratio. The colored bar is
the 1σ uncertainty of the observed C II*/C IIratio, while the black
lines are the CHIANTI predictions at different log T of 3.0 (dashed),
4.2 (solid) and 5 (dotted). . . . . . . . . . . . . . . . . . . . . . . . 204

6.7 The marginalized posterior distributions in MCMC model for the
major absorption system at v ≈ 30 km s−1. The cyan lines indicate
the medians for all parameters. . . . . . . . . . . . . . . . . . . . . 206

6.8 Left panel: the photoionization model of the HVC at v = +100 km s−1

with Z = Z⊙. The Si IVand N Iare upper limit measurements,
while the others are detections. The model prediction is in the
thin line, while the thick line is the observation constraint. Most
ions can be reproduced in the phase of log nH = −3.0. In this
model, the relative abundances are [C/H] = −1.9, [Si/H] = −1.3 and
[Fe/H] = −1.1. Right panel: the solution for the system toward 3C
66A without radiation transfer. The solution is log T = 4.40 ± 0.05
and lognH = −4.15 ± 0.05. The solution with radiation transfer
agrees with this solution, so this is the final solution for this system.
The relative abundance between carbon and silicon are solar (As-
plund et al., 2009). Since the Si IIcolumn density only has a upper
limit, the uncertainty is one-sided. The colored regions are the 1σ
uncertainty regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

7.1 Comparison between the cooling curve for pure collisional ionization
(CIE) and with the modification from photoionization (PIE). The
cooling curves in CIE have metallicities of 1 Z⊙ (the solid line) and
0.3 Z⊙ (the dashed line). The three PIE cooling curves all have the
same metallicity of 0.3 Z⊙. The dotted line has a density of 10−4 cm−3

(typical of the density of the inner gaseous halo) and at z = 0, while
the dash-dotted line has a lower density of 10−6 cm−3 (typical of the
density in the halo outskirts) at the same redshift. The up-triangle
shows the cooling curve at z = 1 with a density of 10−4 cm−3. . . . 236

7.2 The unnormalized mass distribution for cooling gas as a function of
temperature. CIE cooling curves with metallicities of 0.1 Z⊙, 0.3 Z⊙,
1.0 Z⊙ and 2.0 Z⊙ are shown in dotted, dashed, solid and dot-dashed
lines, respectively. With temperature limits, which are related to the
galaxy mass, this function can be normalized as

∫ Tmax

Tmin
M(T )dT = 1

to obtain the mass distribution M(T ). . . . . . . . . . . . . . . . . 237
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7.3 Left panel: The gaseous halo mass and the normalization factor of
different models at z = 0. The blue lines are the gaseous halo masses,
while the red lines are the normalization factors in the β-model. CIE,
PIE and TCIE models are shown in dash-dotted, dashed, and solid
lines. The magenta line is the stellar mass from stellar mass-halo
mass relationship (Kravtsov et al., 2018). Right panel: The cooling
radius, the radius within which the cooling time equals the local
Hubble time, as a function of halo mass. The blue lines are the
absolute cooling radius (left scale), while the red lines are the cooling
radius in the unit of the virial radius (right scale). The range in the
cooling radius only changes by a factor of four over the range in which
the halo mass changes by three orders of magnitude. . . . . . . . . 239

7.4 Gaseous halo properties as a function of the halo mass for variations
in the metallicity (left), the sSFR, the slope of the density profile,
and the redshift (right). CIE, PIE and TCIE models are shown in
cyan, magenta and red, and the ratios are the values relative to the
functional form of the fiducial galaxy has parameters of Z = 0.3 Z⊙,
sSFR = 10−10 yr−1, β = 0.5, and z = 0 (in the solid black lines). . . 241

7.5 Comparison of the ion column density between three models, CIE,
PIE and TCIE at z = 0, which are shown in dashed, dotted and
solid lines, respectively. Different ions are shown in different colors:
blue – hydrogen (reduced by a factor of 104); green – O VI; red
– O VII; yellow – O VIII; cyan – Ne VIII; and magenta – Mg X.
Left panel: The column density dependence on the halo mass. The
galaxy sample is the fiducial galaxy locus, and the impact parameter
is fixed to 0.3 Rvir. Right panel: The column density dependence on
the impact parameter for the galaxy with M⋆ = 7 × 1010 M⊙, and
SFR = 3 M⊙ yr−1, Z = 0.3 Z⊙, and β = 0.5. . . . . . . . . . . . . . 246

7.6 Comparison of the ion column density of the PIE model at different
redshifts. Ions are encoded in the same colors as Fig. 7.5, while solid,
dotted, and dot-dashed lines are PIE models with z = 0, z = 0.2,
z = 1.0, respectively. The galaxy sample configuration is also the
same as Fig. 7.5. Left panel: The column density dependence on the
halo mass. Since the virial temperature has the dependence on the
redshift, the shown Tvir is at z = 0. Right panel: The column density
dependence on the impact parameter. The higher redshift leads to a
higher virial temperature, and shifts the peaks of ions to lower-mass
galaxies. Both the higher virial temperature and more intense UVB
increase the higher ionization state ion column densities for higher
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7.7 The gaseous halo mass and the cooling radius of galaxies where the
SFR is given by the mean fundamental plane SFR-stellar mass rela-
tionship of Morselli et al. (2016). Left panel: The gaseous halo mass
and the normalization factor. Right panel: The cooling radius depen-
dence on the halo mass. These two plots are encoded in the same way
as Fig. 7.3. The relatively higher sSFR for low-mass galaxies, leads
to more massive gaseous halos and larger cooling radius, while mas-
sive galaxies have lower mass and smaller cooling radius compared to
Fig. 7.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248

7.8 The column density dependence on the halo mass of galaxies with
fundamental plane SFR. The ion colors are same as Fig. 7.5. Similar
to the comparison between Fig. 7.7 and Fig. 7.3, the changing of
sSFR leads to higher column densities for low-mass galaxies, and
lower column densities for massive galaxies, compared to Fig. 7.5. . 249

7.9 The comparison between PIE, TCIE, and TPIE models. Ions have the
same colors as in Fig. 7.5, while solid, dotted and dot-dashed lines
are TCIE, PIE, TPIE models, respectively. Left panel: We compare the
TCIE and TPIE models, which are the most realistic. For Tvir values
below the peak column densities of the TCIE model, the column is
considerably enhanced for the metal ions due to the photoionization
modification. Right panel: We compare the PIE and TPIE models,
where more relatively low ions for massive galaxies (e.g., O VI) is
produced due to the cooling of the high temperature medium. . . . 255

7.10 The stellar feedback parameter γ as a function of halo mass, where
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7.11 Comparison of O VI columns in our models and observations. Left

panel: Comparison with O VI-galaxy pairs. The cyan lines are the
TPIE model, and the solid line has an impact parameter of 0.3 Rvir,
while the dashed cyan line is 0.6 Rvir; most observations fall between
these two impact parameters. The black dashed line is the TCIE

model with an impact parameter of 0.3 Rvir, while the yellow dashed
line is PIE model with the same impact parameter. The filled circle
marks the O VI column in Werk et al. (2013), and the red color in-
dicates that the SFR is lower than the typical SFR, while the blue
color indicates higher SFR values. The upper limit for column den-
sity is the detection threshold. The sample of Johnson et al. (2015)
is shown by diamond symbols, and the color indicates whether the
galaxy is early-type (red) or late-type (blue). The sample of John-
son et al. (2017) is shown in yellow left triangles. The COS-Halos
sample lies about 0.5dex over our models. Right panel: Comparison
with blind O VI surveys. Three samples are marked in blue, black
slashed, and red slashed regions for Thom & Chen (2008a), Chen &
Mulchaey (2009), and Savage et al. (2014), respectively. The median
value for these samples are shown in corresponding solid lines, which
are consistent with our models. . . . . . . . . . . . . . . . . . . . . 259

7.12 Specific models for the COS-Halos O VI sample. Left panel: For
each system, the predicted O VI column density is calculated with
the reported stellar mass, the SFR, and the impact parameter. If
the SFR is only an upper limit, then our models predict an upper
limit. The solid, dashed, and dotted lines indicate models are equal to
observations, 10%, and 1% of observations. For detected objects, the
model are typically a factor of 3−5 lower than the observations, which
is consistent with Fig. 7.11. Right panel: The sSFR dependence of
the O VI column density. The red diamonds are the observations,
while the cyan squares are our models. . . . . . . . . . . . . . . . . 263

7.13 Modified model for Galactic O VII and O VIII, constrained by ob-
servations, as a function of metallicity and temperature. Left panel:
Models with the nominal value for γ (= 1). The dashed lines indi-
cate the acceptable region for each ion within 1σ. O VIII, O VII, and
O VI are in yellow, red, and green, respectively. The thick colored
lines indicates the median value of different ions. The blue star indi-
cates the preferred solution with T ≈ 1.90× 106 K and Z = 1.02 Z⊙.
Right panel: Models with enhanced stellar feedback (γ = 0.5), as
given in Fig. 7.10. The symbols are the same as the left panel, but
the preferred solution is T ≈ 1.93 × 106 K and Z = 0.55 Z⊙. . . . . 266
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7.14 Comparison of Ne VIII (cyan) and Mg X (magenta) in our models and
observations. The solid, dashed, and dotted lines are the TPIE model
with impact parameters of 0.3 Rvir, 0.6 Rvir, and the TCIE model
with 0.3 Rvir. The Ne VIII-galaxy pair data is from Narayanan et al.
(2012), while the Ne VIII absorption in PG 1206+459 is broken into
seven components, and it is not clear which one corresponds to the
reported galaxy (Tripp et al., 2011). . . . . . . . . . . . . . . . . . . 268

7.15 The fitting result of TCIE for the Mg X system in the sightline to-
wards LBQS 1435-0134 (Qu & Bregman, 2016). For each ion, the
temperature is the peak temperature of the ionization fraction, and
the error bar is the full width of the half maximum, while the y
axis value is the normalized column density gradient, which is given
by

dNH,ion

dT
=

dNH,model

dT
× Nion,observed/Nion,model. The solid line is the

power law model in Qu & Bregman (2016), while dashed, dotted,
dash-dotted lines are stable cooling models with impact parameters of
0.3 Rvir, 0.2 Rvir, and 0.6 Rvir, respectively. Note that the ρ = 0.2 Rvir

line overlaps with the ρ = 0.3 Rvir line. Therefore, it is clear that the
observed power law column density distribution is actually a result
of the cooling medium. . . . . . . . . . . . . . . . . . . . . . . . . . 270

7.16 The baryonic fraction dependence on the halo mass. Left panel: The
CIE, PIE, TCIE and TPIE models are shown in dot-dashed, dotted,
solid and dashed lines, while the black dashed line is the cosmic
baryonic fraction, and the red solid line is the stellar content baryonic
contribution. Blue lines are the gaseous-halo-only baryonic fraction,
while cyan lines are the total baryonic fraction enclosed in the virial
radius. The magenta diamonds are the baryonic fraction from the
EAGLE simulation (Schaller et al., 2015). Right panel: The baryonic
fraction due to the gaseous halo is increased for the enhanced stellar
feedback given in Fig. 7.10. The largest increases occur at lower
masses and points at which the stellar and gaseous halos are equal
occur at Mh = 6 × 1010 M⊙ for the TPIE model. . . . . . . . . . . . 271

8.1 The GGHM model for high ionization state ions (i.e., O VI, Ne VIII,
O VIII, Mg X, O VIII). The fiducial model has Z = 0.5Z⊙, Tmax =
2Tvir, Rmax = Rvir at z = 0. For UV ions (i.e., O VI, Ne VIII,
Mg X; upper panels), the dashed contour lines are 13.5, 14.0 and 14.5
respectively. The X-ray ions (i.e., O VIIand O VIII; lower panels),
the contour levels are 14.5, 15.0 and 15.5, respectively. . . . . . . . . 280
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8.2 Left panel: The differential detection rate of gaseous halos as a func-
tion of galaxy stellar mass assuming the maximum radius is the virial
radius. The adopted SMF is only for star-forming galaxies (Tomczak
et al., 2014). Right panel: The cumulative detection rate of gaseous
halos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284

8.3 Left panel: The relative impact parameter of O VIat different column
densities. Within the relative impact parameter, the O VIcolumn
density is larger than the given value as marked by the x-axis. Right

panel: The cumulative O VIcolumn density distribution at different
stellar masses. The black dashed line shows the contour of a detection
rate of 0.1 dex−1 per unit redshift, which indicates sub-L∗ galaxies
are the major contributors to the high O VIcolumn density systems. 284

8.4 The radial dependence of O VIin the GGHM models and observa-
tions. The GGHM models are for galaxies with stellar masses of
logM⋆ = 7.5, 8.5, 9.5, 10.5, and 11.5 at z = 0.2, respectively. The
observations are from COS-Halos (Werk et al. 2014; marked as circles;
upper panels), and the surveys of (Johnson et al. 2015; square; lower
panels), and (Johnson et al. 2017; diamond; lower panels). Both the
models and the observations are color-coded by the stellar masses.
Left panels: Dependence on the physical impact parameter. Right

panels: Dependence on the impact parameter in the units of the
virial radius. Low mass galaxies (logM⋆ < 8.5) have a flattened ra-
dial dependence, which is consistent with Johnson’s sample. Higher
mass galaxies (logM⋆ > 8.5) show a decline with radius, which is
consistent with the COS-Halos sample, but the O VIcolumn density
from COS-Halos is systematically higher than our model predictions. 287

8.5 The predicted column density distributions in the GGHM models
with varied parameters at z = 0.2. The data consist of intervening
O VIwith or without galaxy information. The data are from Dan-
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z = 0.0 − 1.0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

8.9 The redshift evolution of Ne VIII(Left panel) and Mg X(Right panel).
The predicted column detection rate of Ne VIIIand Mg Xare about
2 − 5 and 1 − 3 per unit redshift with limiting column density of
logN = 13.7 at z = 1.0. Current observations are not consistent for
Ne VIIIat logN = 13.4, an issue that needs to be resolved in order
to constrain the models. . . . . . . . . . . . . . . . . . . . . . . . . 294

8.10 The effects of SFR scatter. The observation points are encoded in the
same colors as Fig. 8.5. The black lines are the fiducial models using
the logarithm mean of SFR from the star formation main sequence.
The red lines use the arithmetic mean instead of the logarithm mean,
while the yellow lines are the convolution results (see the text for
details). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 298

8.11 The contributions from galaxies with different masses. The obser-
vation points are encoded in the same colors as Fig. 8.5. The
three galaxy mass ranges are logM⋆ = 7.5 − 8.0 (low mass – “Low”;
dashed), 8.0 − 11.0 (intermediate mass – “IM”; dotted-dashed), and
11.0−12.0 (high mass – “High”; dotted). The intermediate and high
mass galaxies are collisionally ionized in GGHM models, while the
low mass galaxies are photoionized. . . . . . . . . . . . . . . . . . . 300

8.12 Example of the multi-phase medium in the gaseous halo, with galaxy
parameters M⋆ = 1010.5M⊙, SFR = 3M⊙ yr−1, Z = 0.3Z⊙, Rmax =
2Rvir, Tmax = 2Tvir at z = 0.2. The impact parameter of this ab-
sorption is 0.3Rvir. Left panel: The column density dependence on
the temperature. Right panel: The composite line shapes for Lyα
and the strong line of O VI. The Lyα line can be decomposed to two
components – broad (log T = 5.8) and narrow (log T = 4.5). . . . . 302

xxvii



8.13 The comparison of the column density distribution function (Equa-
tion 3) between the GGHM models and cosmological simulations,
EAGLE and Illustris-TNG. For EAGLE, we compared the O VIand
Ne VIII, while O VI, O VIIand O VIIIare available for Illustris-TNG.
Three models show comparable column density distributions and sim-
ilar decrease for high column density systems. The divergence at the
low density end indicates the necessity of additional origins for high
ionization state ions. . . . . . . . . . . . . . . . . . . . . . . . . . . 308

xxviii



LIST OF TABLES

Table

1.1 The Baryon Budget in the Galaxy . . . . . . . . . . . . . . . . . . . 3

2.1 Profile fitting results of the Mg X system toward LBQS 1435-0134 . 32

2.2 Model Comparison of the Mg X System . . . . . . . . . . . . . . . . 40

3.1 Properties of the Local Hot Bridge . . . . . . . . . . . . . . . . . . 66

4.1 The Si IV and O VI Samples . . . . . . . . . . . . . . . . . . . . . . 82

4.2 The Disk and CGM model for Si IV and O VI . . . . . . . . . . . . 88

4.3 The Joint Fitting Results of Si IV and O VI . . . . . . . . . . . . . 105

4.4 The Fitting Results of the North-South Asymmetry . . . . . . . . . 112

5.1 The Column Density Measurements of the Selected Si IV Sample . . 129

5.2 Parameters in the Kinematical Model . . . . . . . . . . . . . . . . . 138

6.1 The COS/FUV Absorption Line Measurements . . . . . . . . . . . 192

6.2 H I 21 cm Line Fitting Results . . . . . . . . . . . . . . . . . . . . . 199

6.3 Photoionization Model and Metallicity . . . . . . . . . . . . . . . . 208

6.4 Ionization Models for the 3C 66A System . . . . . . . . . . . . . . . 214

xxix



ABSTRACT

In the past decade, multi-wavelength observations revealed that the galaxy disk

is surrounded by a massive, low-density, and multi-phase gaseous medium – the cir-

cumgalactic medium (CGM; see the review by Tumlinson et al. 2017). This massive

baryon reservoir feeds galaxy growth through the accretion of radiatively cooling gas,

which fuels star formation in the disk. Stellar feedback in the disk ejects metals,

momentum, and energy into and beyond the CGM. These feedback and accretion

processes are the most uncertain pieces in our picture of galaxy evolution. These

processes can be constrained by the properties of the CGM surrounding the galaxy,

because the CGM is co-evolving with the disk. This dissertation focuses on observa-

tions of the warm-hot CGM at low redshift z . 1 and its connection with galactic

disks.

The warm-hot CGM is observed in multi-wavelength bands including the ultravi-

olet (UV), the X-ray, and the Sunyaev-Zeldovich (SZ). Using archival UV spectra, I

studied the warm gas in the Milky Way (MW) and a nearby galaxy NGC 891 traced

by intermediate ionization state ions (e.g., Si IV and O VI). For the MW, I devel-

oped a kinematical model, which could constrain both the density distribution and

the bulk velocity field of the warm gas simultaneously. We applied this model to the

line shape sample of Si IV absorption lines, and found that most observed column

densities are close to the disk (d < 20 kpc) rather than at large radii. This spatial

distribution leads to a total warm gas mass of log10M/M⊙ ≈ 9 around the MW disk,

which is about one order of magnitude lower than the hot gas mass in the MW mea-

sured in the X-ray band. However, the warm gas has a short lifetime, leading to rapid

xxx



radiative cooling, so it has more active interactions with the disk. The net accretion

of the warm gas is detected in the northern hemisphere with a mass accretion rate

comparable to the star formation rate in the MW disk. Galactic fountain features

are seen in the warm gas disk, which is co-rotating with the stellar disk. Similarly, in

NGC 891, inflows and outflows are also detected close to the disk. These phenomena

suggest that the warm gas is dominated by feedback originating from the disk.

I also developed a new extraction method for the large-scale SZ features aiming at

the hot gas in the local universe (i.e., the MW and the Local Group). This method

was applied to the archival Planck and WMAP data, which led to the discovery of a

massive hot bridge connecting the MW and M31. This structure is also confirmed in

X-ray emission after subtracting the MW hot halo contribution. This method will be

further developed in the future to detect the MW contribution to the SZ signal by

suppressing dust contamination.

To understand the connection between the warm-hot CGM and the disk, I de-

veloped a semi-analytic model, which assumes that the star formation is supplied by

accretion from radiative cooling of the hot CGM. In this theoretical model, the star

formation in the disk is balanced by the net accretion rate from the CGM, which

is also modified by photoionization and stellar feedback. For the cooling flow, we

consider a stable solution, where the mass cooling rate is a constant over all tem-

peratures. The derived temperature distribution could match various observations

of galaxy-absorber pairs at different redshifts: O VII and O VIII at z = 0 (MW);

O VI absorption at z ≈ 0.2; Ne VIII and Mg X at z ≈ 1. By combining this model

with the spatial distribution of galaxies, I predict the observed cosmic column den-

sity distribution for these high ionization state ions. In this model, most high column

density absorption systems are associated with the warm-hot CGM, by comparing

the model prediction to the measured cosmic column density distribution for UV ions

(e.g., O VI and Ne VIII). However, the model prediction underestimates the detection

xxxi



rate of low column density absorption systems (e.g., log N . 13.5 for O VI), which

suggests that these systems are hosted by unvirialized dark matter structures (e.g.,

cosmic filaments).
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CHAPTER I

Introduction

1.1 Missing Baryons and the Circumgalactic Medium

In one galaxy, the most prominent component is the visible galaxy disk, which

contains millions of stars. However, the galaxy disk only occupies a small volume

of the galaxy compared to the galaxy dark matter halo, where the galaxy disk is

formed. Then, questions raise as whether there is normal material beyond the disk

within the dark matter halo, and how much? These questions are hard to answer,

but one could find some hints in the stellar mass-halo mass relationship (Fig. 1.1;

Behroozi et al. 2019). This fundamental relationship has been extensively explored in

the past decades, which revealed that the disk baryonic fraction is not a constant for

all galaxies (i.e., the mass ratio between the baryons in the disk and the dark matter

halo). Among all galaxies, Milky-Way-like (MW-like) galaxies have the highest disk

baryonic fraction of ≈ 4%, while some low mass galaxies are lower than 1% (Behroozi

et al., 2019). Therefore, at least some galaxies (low-mass and massive galaxies) are

missing some of their baryons in the galaxy disk.

However, it became clear that all galaxies are missing their baryons in the disk,

thanks to the development of the Λ-CDM cosmology in the past decades. With more

and more constraints, the cosmic baryonic fraction is determined to be 16−17% in the

Universe (Planck Collaboration et al., 2020), the remainder being dark matter. This
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Figure 1.1: The stellar mass-halo mass relationship adopted from Behroozi et al.
(2019). The stellar mass-halo mass ratio is not a constant over all galax-
ies. The Milky Way is at the peak of this relationship with a ratio of
0.04. However, the Λ-CDM cosmology suggests the cosmic average bary-
onic fraction is 0.168 (Planck Collaboration et al., 2020), so there is a
significant gap between the baryonic fraction in the galaxy disk and the
cosmic average. Therefore, lots of baryons are missing in the disk, which
may be detected in the dark matter halo as the circumgalactic medium.

cosmic baryonic fraction is about four times higher than the peak of the stellar mass-

halo mass ratio (Fig. 1.1 and Table 1.1). For example, the expected total baryon

mass is ≈ 3 × 1011M⊙ for a MW-like galaxy with a halo mass of ≈ 2 × 1012M⊙.

However, the total baryons in the disk is about 8 × 1010M⊙ by adding the stellar

mass and the interstellar medium (ISM) mass, so ≈ 70% of the baryons are missing

from the disk (e.g., McGaugh et al., 2010; Bregman, 2007; Bregman et al., 2018).

One solution to the missing baryon problem is that there is an invisible gaseous

component beyond the disk but within the dark matter halo of the galaxy. This

invisible gaseous halo component is also known as the circumgalactic medium (CGM;

Putman et al. 2012; Tumlinson et al. 2017). However, due to the observational diffi-
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Table 1.1: The Baryon Budget in the Galaxy

Component Dwarf Galaxy L∗ Galaxy (MW-like) Galaxy Cluster
M⊙ M⊙ M⊙

Dark Matter Halo 1011 1012 1014

Galaxy Disk 108 5 × 1010 3 × 1011

CGM/ICM a ...b (1 − 10) × 1010M⊙ 1013

a The circumgalactic medium (CGM) is the gaseous component surround the dwarf
galaxy and the L∗ galaxy. For the galaxy cluster, the gas within the dark matter is
between the galaxy members, so it may be beyond dark matter halos of individual
galaxies. b Studies on the CGM of dwarf are still preliminary without a census of
multi-phase medium in the CGM of the dwarf galaxy.

culty, it is still of great uncertainty that whether the CGM can make up for all of the

missing baryons. Some studies argued that all of missing baryons are within the typ-

ical boundary of the halo (the virial radius; §1.2.1). Meanwhile, other studies argued

that the gas is expelled beyond the galaxy dark matter halo by feedback originating

from the disk, then there is an intrinsic deficit of baryons in the galaxy. Despite these

controversies, the CGM is found to be massive (> 1010M⊙) for L∗ galaxies, and it is

more massive for a more massive halo (i.e., the hot gas accounts for > 95% of the

total baryons in the richest clusters with halo masses of ≈ 1015M⊙).

Recent observations revealed that the CGM is multi-phase, covering a wide tem-

perature range from the dust and molecular gas (. 100 K), the cool neutral gas

(≈ 103 K), the cool ionized gas (≈ 104 K), the warm gas (≈ 105), and the hot gas

(& 106 K; §1.2.2; also see the review in Tumlinson et al. 2017 and reference therein).

The hot gas is believed to be the equilibrium phase balancing the thermal pressure

and the gravity (Mo et al., 2010), so it is buoyant in the dark matter halo. The

lower temperature phases cannot be buoyant, so they will be outflowing ejected by

feedback from the disk or inflowing accreted from CGM or surrounding intergalactic

medium (IGM; §1.2.3). However, the temperature distribution of the CGM is of a

great uncertainty. Among all of the phases, the warm-hot component is the most un-

certain part, which is limited by instruments. In this dissertation, I develop models
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and methods to constrain warm-hot CGM properties mainly in the local Universe,

and investigate the connection between the disk and the warm-hot CGM.

1.2 The CGM-Disk Co-Evolution

The CGM is actively interacting with the disk, which has two types of processes

– feedback and accretion. Baryonic interactions in the disk (e.g., stellar wind and

supernovae) could eject materials (and metals), energy, and momentum beyond the

disk, thus affecting the surrounding environment of the disk (including the CGM and

IGM). Feedback processes can be manifested in various ways, such as photoionization

by escaping ionizing flux (Wakker et al., 2015), galactic winds (e.g., Thompson et al.,

2016; Fielding et al., 2017a,b; Li & Tonnesen, 2020; Li & Bryan, 2020), galactic

fountains (e.g., Bregman, 1980; Kim & Ostriker, 2018), and active galactic nucleus

(AGN) feedback (Li et al., 2015; Gaspari et al., 2017; Prasad et al., 2020; Voit et al.,

2020). The accretion processes include two steps – accretion from the IGM into the

CGM and accretion from the CGM onto the disk. In the first step, the accreted

materials may be heated up to a maximum temperature (the virial temperature;

§1.2.1), which leads to accretion shocks (e.g., Ryu et al., 2003). Radiative cooling in

the CGM leads to accretion onto the disk, which has two modes – the hot mode and

the cold mode (described in §1.2.3; Kereš et al. 2005, 2009; Nelson et al. 2013). These

interactions are summarized in Fig. 5.4.

Currently, these interaction processes are still uncertain in both theory and ob-

servation. As one of the most important parts of the baryonic cycle in galaxy evo-

lution, the uncertainty in interaction processes leads to uncertainty in understanding

of galaxy evolution – such as how does galaxy sustain its star formation, how does a

galaxy lose its baryons, and what quenches a star-forming galaxy? These processes

are imprinted in the CGM, motivating observational and theoretical studies. In this

section, I introduce why the CGM should exist and how it co-evolves with the disk.
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Figure 1.2: This figure is adopted from NASA/CXC gallery with multi-wavelength
data from NASA/CXC/JHU/D.Strickland; Optical: NASA/ESA/
STScI/AURA/The Hubble Heritage Team; IR: NASA/JPL-Caltech/
Univ. of AZ/C. Engelbracht. The dashed circle represents the size of
the CGM (not scaled; the CGM should be 10 − 20 times larger than the
disk). The CGM feeds the disk through radiative cooling, and prevent
direct accretion from IGM. The feedback from the disk modulates the
surrounding CGM and nearby IGM through gaseous fountains and galac-
tic winds depending on whether the ejected gas can leave the dark matter
halo potential.
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1.2.1 The Virialized Hot Halo

Galaxy (halo) formation is driven by evolution of the dark matter density pertur-

bation. In the early universe, density perturbations grow linearly until they reach a

critical density, after which they collapse to form virialized dark matter halos (Mo

et al., 2010). This collapse will stop when it reaches another critical density as it

becomes virialized, as suggested by the virial theorem. Finally, the gas in the CGM

reaches a hydrostatic equilibrium phase, but it may deviate from this equilibrium state

due to inevitable radiative cooling and possible heating from the disk (described in

§1.2.2 and §1.2.3).

The critical density of the virial equilibrium is about 200 times the cosmic critical

density (ρcrit): ρ∆ = ∆virρcrit, where ∆vir is about 200. Therefore, we will determine

the characteristic size of the dark matter halo as

R3
vir = R3

200 =
Mh

4π∆virρcrit/3
, (1.1)

where Mh is the dark matter halo mass. Then, the circular velocity of the dark matter

halo at the boundary is derived as

V 2
c =

GMh

Rvir
= 100H2

0R
2
vir, (1.2)

where H0 is the Hubble constant.

The virial temperature is calculated by adopting the virial theorem, where the

gravitational potential (U) of the system is balanced by twice its internal thermal

energy (E) and the work done by the system surface (W ): U + 2E + W = 0. This

calculation involves the density distribution of the dark matter halo. For an order-

of-magnitude estimation, a uniform spatial distribution within a sphere is assumed
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to calculate the gravitational potential

U = −3

5

GMhMgas

Rvir
. (1.3)

The internal thermal energy is calculated under the isothermal assumption:

E =
3

2

Mgas

µmp
kBT, (1.4)

where µ is the mean weight (in the units of the hydrogen mass per particle), T is a

constant temperature, and kB is the Boltzmann constant. Then, the derived virial

temperature is

Tvir =
µmp

5kB
V 2
c , (1.5)

when the work W is zero.

A more realistic case is assuming that the dark matter halo follows the singular

isothermal sphere (Mo et al., 2010), where the dark matter density distribution and

the corresponding U are

ρ(r) =
V 2
c

4πGr2
,

U = −V 2
c Mgas (1.6)

The work done by the system is calculated by integrating the surface pressure

W = −
Rvir
∫

0

ρ(r)
kBT

µmp
4πr2dr = −Mgas

kBT

µmp
. (1.7)

Substituting W and U into U + 2E + W = 0, the derived virial temperature is

Tvir =
µmp

2kB
V 2
c = 1.4 × 106K

(

Vc

200 km s−1

)2

, (1.8)
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where 200 km s−1 is the typical circular velocity of L∗ galaxies.

Therefore, the virial theorem suggests the existence of a hot halo with a tem-

perature higher than 106 K for an L∗ galaxy. The typical density of the hot halo

is Ωbρvir∆vir ≈ 5 × 10−5 cm−3, where Ωb = 0.0486 is the cosmic baryonic fraction

(Planck Collaboration et al., 2020). Combining these values together, the radiative

cooling timescale of the hot gas is longer than 10 Gyr. If there is no other processes,

the hot halo is expected to be stable during the Hubble time (≈ 13 Gyr).

1.2.2 The Multi-Phase Medium

Although the virial theorem predicts that all gas in the CGM will be virialized to

the hot phase for a L∗ galaxy, feedback and accretion processes induce perturbations

leading to a multi-phase CGM medium. These interaction processes can trigger ther-

mal or gravitational instabilities, which generate high-density clouds, which can cool

down rapidly and form cooler gas. The multi-phase medium has been detected in

multi-wavelength bands, and different phases are associated with different processes.

In this section, I summarize the existing efforts in the observation of multi-phase

medium from the lowest to the highest temperature phase.

1.2.2.1 The Cold and Cool Medium

Normally, the cold gas cannot be buoyant in the CGM because of its high density.

For example, the MW cold gas thin disk (e.g., CO gas) has a scale height of ≈ 0.1

kpc, which is much smaller than the warm gas (e.g., Si IV and C IV) of 3 − 4 kpc

(Savage & Wakker, 2009). However, energetic feedback may expel the cold gas from

the disk into the CGM.

In the CGM, the cold phase is detected as the dust and molecular gas that have

temperatures of . 100 K. This circumgalactic dust has been detected in both the

low redshift universe at z . 0.5 or at high redshift of z ≈ 3 − 4 (e.g., Ménard
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et al., 2010; Ginolfi et al., 2017; Falkendal et al., 2021). By analyzing the color cross-

correlation between galaxies and background QSOs, Ménard et al. (2010) found that

the CGM dust can extend to several Mpc (also see Smith et al. 2016a, who argued this

circumgalactic dust is due to nearby galaxies). This extended dust CGM is believed

to be launched from the interstellar medium by energetic super-galactic winds (Leroy

et al., 2015). In turn, the existence of the dust in the CGM is also suggested to

provide a large radiation cross-section to launch super-galactic winds (Murray et al.,

2011).

With a higher temperature, the cool gas (T ≈ 104 K) may be the radiatively

cooled-down gas from the hot halo or directly accretion from the IGM. However,

the fate of the cool gas is of a large uncertainty in both observation and theory.

As shown in Fig. 7.1, the radiative cooling rate of the cool gas drops dramatically

at lower temperature, and sometimes it can even be in a radiative heating phase

if photoionization is considered. In this case, the cool gas could be a long lifetime

phase, when photoionization is sufficient (i.e., the density is low) to balance radiative

cooling (Werk et al., 2014), or it may lead to significant accretion onto the disk of

≈ 100M⊙ yr−1 in some studies (e.g., McQuinn & Werk, 2018). However, different

scenarios lead to controversy of the total mass of the cool gas in the CGM. Some

studies argued a massive cool CGM with a mass of logM(M⊙) ≈ 11 for L∗ galaxies,

which is the dominant mass contributor in the CGM (Prochaska et al., 2017). There

are other studies suggested a lower mass for the cool phase of logM ≈ 10 for the MW

and M31 (e.g., Lehner et al., 2015; Zheng et al., 2019a; Lehner et al., 2020).

Observationally, the cool gas (≈ 103 − 104.5 K) can be traced by low ionization

state ions, such as H I, and various metal ions (e.g., Mg II, Fe II, and C II). These

ions can be detected in different bands at a wide range of redshifts.

In the local universe, the H I 21 cm line is mainly detected in emission for strong

diffuse H I systems (logNHI & 18 and angular size of & 10′; e.g., Oosterloo et al. 2007;

9



Figure 1.3: The optically thin radiative cooling curve adopted from Oppenheimer
& Schaye (2013). Collisional ionization dominates the curves at high
temperatures T & 106 K, while photoionization significantly modulates
the low temperature phase (T . 105 K). At low-temperature phases (the
cool gas atT ≈ 103 − 104 K), the gas is in purely heating phase, which
makes the gas have long-lifetime. At high temperature (T > 106 K), the
cooling timescale is long (even longer than Hubble time in some cases)
combining the low emissivity and the low density. Because of its long
lifetime and low density, the hot gas is expected to be the ambient phase
filling in the CGM. Between the cool and the hot gases, the warm gas (T ≈
105) has the highest emissivity, which makes it short-lifetime. Therefore,
the warm gas is a great tracer for interaction processes, such as accretion
and feedback between the disk and the CGM.
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Kalberla & Dedes 2008; Marasco & Fraternali 2011). With recent improvements of

radio telescope, strong H I 21 cm absorption lines (logNHI > 20) can be detected

against background radio sources (e.g., Zhang et al. 2021a; also see non-detection of

intervening H I 21 cm absorption lines in Darling et al. 2011)

At low redshift of z < 0.5, against rest-frame UV-bright background sources, ex-

tensive studies have focused on absorption lines of H I Lyα and associated metal

lines mainly using the FUSE telescope, the Hubble Space Telescope/Cosmic Origin

Spectroscopy (HST/COS), and STIS (e.g., Stocke et al., 2013; Borthakur et al., 2015;

Zahedy et al., 2016; Johnson et al., 2015; Keeney et al., 2017; Burchett et al., 2019),

and at high redshift of z ≈ 0.5−6 using ground-based optical telescopes (e.g., Muza-

hid et al., 2016a; Rubin et al., 2018; Simcoe et al., 2020). These studies investigated

the CGM and galaxy connection in different environments such as normal spirals

(Stocke et al., 2013; Werk et al., 2014), high-z star forming galaxies (Chen et al.,

2020b), large red galaxies (Lan & Mo, 2018; Zahedy et al., 2019), dwarf galaxies

(Bordoloi et al., 2014; Johnson et al., 2017; Zheng et al., 2019b, 2020), and even

member galaxies in galaxy groups and clusters (Yoon et al., 2012; Stocke et al., 2014;

Yoon & Putman, 2017; Burchett et al., 2018).

The development of integral field spectroscopy in the past decade make it possible

to observe the low-temperature CGM in emission at moderate redshift of z ≈ 2 − 5

(shifting UV lines into optical). Surrounding star-forming galaxies or bright QSOs,

giant Lyα nebulae are illuminated by ionizing flux from the disk (e.g., Arrigoni Battaia

et al., 2018; Cantalupo et al., 2019; Cai et al., 2019; O’Sullivan et al., 2020; Chen

et al., 2021). Sometimes, the Lyα nebulae have associated warm gas clouds traced

by higher ionization state ions (e.g., C IV) indicating a warm-hot CGM (Guo et al.,

2020; Travascio et al., 2020). It is also possible to trace cool gas filaments accreted

into the dark matter halo (Martin et al., 2019).

11



1.2.2.2 The Warm and Hot Medium

As introduced in §1.2.1, the hot gas in the CGM is expected to be low-density,

so it has a long lifetime considering the low radiative cooling rate. Therefore, it

is predicted to be the volume-filling phase in the CGM of a L∗ galaxy (Bregman,

2007). Different from the hot gas, the warm gas has a temperature around the peak

of the radiative cooling curve (Fig. 7.1), which leads to short cooling timescales of

. 10 Myr around log T ≈ 5. Therefore, the observed warm gas in the CGM should

be refreshed frequently by various interaction processes (e.g., accretion shocks and

galactic fountains; Bregman 1980).

There are four bands to detect the warm-hot CGM, mainly in the high-energy

band. First, the warm-hot gas can be detected in the UV band traced by intermediate

to high ionization state ions, such as Si IV (log T ≈ 4.8; e.g., Zheng et al. 2019a),

C IV (log T ≈ 5.0; e.g., Burchett et al. 2015; Yu et al. 2021), O VI (log T ≈ 5.5; e.g.,

Shull & Slavin 1994; Savage et al. 2003; Sembach et al. 2003; Shull et al. 2009; Savage

& Wakker 2009; Wakker et al. 2012; Savage et al. 2014), Ne VIII (log T ≈ 5.8; e.g.,

Savage et al. 2005; Mulchaey & Chen 2009; Narayanan et al. 2011; Muzahid et al.

2012b,a; Burchett et al. 2019), and Mg X (log T ≈ 6.1; Qu & Bregman 2016).

Second, absorption or emission in the X-ray band are adopted to characterize gas

with temperature of log T > 6 traced by O VII and O VIII. For the MW, X-ray

observations revealed the existence of an extended hot halo surrounding the disk in

both emission and absorption (e.g. Henley & Shelton, 2012; Gupta et al., 2012; Henley

& Shelton, 2013; Fang et al., 2015; Miller & Bregman, 2015; Nevalainen et al., 2017;

Luo et al., 2018; Kaaret et al., 2020). A recent study revealed the existence of two

huge X-ray bubbles ≈ 10 kpc around the MW Galactic center, known as the eROSITA

Bubble (Predehl et al., 2020). X-ray observations on external galaxies are mostly in

local universe limited by instruments (e.g., Anderson & Bregman, 2010; Anderson

et al., 2013; Bogdán et al., 2013a; Li & Wang, 2013; Li et al., 2018a, 2019), while the
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absorption is only detected for the one intervening system reported by Nicastro et al.

(2018) and for a stacking study of tens of galaxies (Kovács et al., 2019).

The γ-ray emission is another way to detect the hot gas, but mainly for the MW

and nearby structures (e.g., M31). The most famous γ-ray detection of the hot gas

is the Fermi Bubble in the MW (Su et al., 2010), which can be modeled as a shock-

induced remnant by past AGN activities (Li et al., 2015; Miller & Bregman, 2016).

Recently, it is also suggested that the hot halo can be constrained by the γ-ray photons

produced in interactions between high-energy cosmic rays with baryons in the halo

of the MW or M31 (Liu et al., 2019; Karwin et al., 2019, 2021; Zhang et al., 2021b).

The last means to detect the hot gas is through the Sunyaev-Zeldovich (SZ) effect.

The thermal SZ effect occurs when the hot gas up-scatters cosmic microwave back-

ground (CMB) photons, which creates a decrement relative to the CMB black-body at

low frequencies and an excess at higher frequencies (Rephaeli, 1995). The amount of

scattering along a line of sight is proportional to the integral of the electron pressure

Pe = nekT . Previous efforts mainly focused on distant galaxy clusters (mostly point

sources) using the Planck telescope, ACT, and SPT (Planck Collaboration et al.,

2013, 2016b,c; Hilton et al., 2021). Recently, it became clear that archival data can

also be used to study nearby galaxies or galaxy groups (Pratt et al., 2021), and the

hot gas within the Local Group (Qu et al., 2021).

1.2.3 Accretion and Feedback – Inflows and Outflows

Simulations predict that there are two accretion modes from the IGM to the disk

– the hot mode and the cold mode (Kereš et al., 2005; Nelson et al., 2013). These

two accretion modes are distinguished by whether the accreted cool IGM is heated to

the virial temperature during accretion. In the hot mode, the IGM was shock-heated

at about the virial radius, and mixed with the hot CGM. The accreted gas on the

disk has cooled-down from the hot CGM. In the cold mode, the cold IGM was never
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heated up to the virial temperature, so it kept cold in the galaxy halo before it fell

onto the disk. The cold mode is predicted to be more significant at high redshifts,

which may be detected in observations (e.g., Martin et al., 2019), while the hot mode

dominates the local universe (Nelson et al., 2013).

Another question on accretion is how does the accreted gas fall onto the disk. Some

simulations (e.g., EAGLE and TNG) predicts that most accretion occurs along the

galactic XY plane (i.e., along the major axis; Péroux & Howk 2020), while Fraternali

(2017) proposed another accretion model induced by galactic fountains (i.e., along

the minor axis), which will affect the spatial distribution of star formation.

Stellar and AGN activities lead to feedback, modulating the CGM in various ways.

When the feedback is energetic enough (e.g., star burst; M82), the ejected materials

can leave the dark matter halo, leading to a deficit of baryons within the virial radius.

This is known as galactic winds, which enrich the metallicity of IGM, and may be a

solution to the galaxy missing baryon problem. When the ejected materials cannot

leave the gravitational potential of the galaxy, it will enrich the CGM (i.e., metals

and densities) and may be accreted back to the disk, which is known as the recycled

gas. The combination of ejection, accretion, and recycle around the disk is sometimes

referred to as the galactic fountain of baryons.

AGN feedback originates from the super-massive black hole at the galaxy center.

There are two modes of AGN feedback – the quasar mode and the kinematic mode.

The quasar mode provides a high radiative pressure to the surrounding gas, when the

accretion rate is high. The kinematic mode is common at a low accretion rate of the

black hole, which can be observed as radio jets and hot gas bubbles in the CGM or

the intra-cluster medium (Su et al., 2010; Fabian, 2012; Miller & Bregman, 2016; Li

et al., 2019).

To understand these uncertain processes, the kinematics of the CGM is of great

importance. Observationally, inflows and outflows are detected in different phases by
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measuring line centroids of various spectral lines. Using the MW as an example, the

cold gas traced by H I shows a net accretion velocity of 20 − 30 km s−1 (Marasco

& Fraternali, 2011). The warm gas traced by Si IV and C IV shows similar accre-

tion features but with a slightly larger velocity of ≈ 70 km s−1 (Fox et al., 2019;

Zheng et al., 2019a; Qu et al., 2021). In contrast, the hot gas traced by the O VII

and O VIII does not have a significant inflow or outflow (< 50 km s−1; Hodges-

Kluck et al. 2016b). These inflowing cool-warm gases provide a mass accretion rate

of 0.5 − 1M⊙ yr−1, which is about the star formation rate of the MW. Another gas

contributor of the MW halo is the accreted satellites (i.e., the Large and Small Mag-

ellanic Cloud; LMC/SMC), which will eventually supply the MW disk. There is a

massive (logM(M⊙) ≈ 9) warm gas envelope surrounding the LMC (Fox et al., 2014),

which dominates the warm gas in the MW halo (Qu et al., 2020).

In the MW, outflows are mainly detected around the Galactic Center (GC; i.e.,

the Fermi Bubble). UV absorption line and H I 21 cm emission line studies revealed

the acceleration of cold H I clouds and their warm gas envelopes (Fox et al., 2015;

Bordoloi et al., 2017b; Savage et al., 2017; Karim et al., 2018; Lockman et al., 2020).

These clouds were ejected by the super-massive black hole (or nuclear star burst)

at the GC, and accelerated within the first 1 kpc to reach an outflow velocity of

≈ 300 km s−1 in the Fermi Bubble.

Similarly to the MW, inflows and outflows in external galaxies can be detected in

the velocity distribution of spectral lines compared to the galaxy velocities (e.g., Leroy

et al., 2015; Rubin & MaNGA Team, 2016; Chen et al., 2020a). Another method to

detect feedback effects is to consider the azimuthal dependence of the gas and metal

distribution (Bordoloi et al., 2011; Ho et al., 2017; Lan & Mo, 2018; Luo et al., 2021),

since outflows have higher metallicities than the accreted gas from the IGM. This

method is difficult to apply to the MW because of the viewing – most observed gas

is close to the disk, so it is hard to observe variation of the metallicity or the gas
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density at large radii.

1.3 Physical Modeling of the Warm-Hot CGM

Various models are built to connect observations with theories of the disk-CGM

co-evolution. There are two types of models – numerical simulations and analytic

models. Ideally, numerical simulations can include all physical processes involved in

the disk-CGM co-evolution, such as feedback (winds, photoionization, cosmic rays,

and radio jets), accretion, mixing of gas (turbulence), radiation, and even magnetic

fields. The biggest difficulty is the large dynamic range of the these processes from

sub-pc scale (mixing layer between different phases) to the Mpc scale (the size of the

CGM and nearby IGM). Therefore, sub-grid models and assumptions at small scale

are needed for cosmological simulations in practice, which involve extra uncertainties

in the model predictions.

Currently, numerical simulations can be divided into three classes roughly based

on their box sizes and associated resolutions – cosmological simulations (≈ 100 Mpc;

e.g., EAGLE, Illustris, and IllustrisTNG; Vogelsberger et al. 2014; Schaye et al. 2015;

Pillepich et al. 2018; Martizzi et al. 2019; Wijers et al. 2020), galaxy simulations

(≈ 1 − 10 Mpc; e.g., zoomed-in EAGLE; Oppenheimer et al. 2016; Fielding et al.

2017a; Li & Tonnesen 2020), zoom-in (disk) simulations (≈ 1 − 10 kpc; e.g., Farber

et al. 2018; Kim & Ostriker 2018). These simulations focus on several fundamental

astrophysical questions in galaxy evolution, such as how to launch galactic winds by

supernovae (e.g., Fielding et al., 2017a; Li & Tonnesen, 2020), and investigating the

role of cosmic-rays in feedback (e.g. Farber et al., 2018; Ji et al., 2019b; Butsky et al.,

2020). There are also technical questions, such as whether the simulation resolution

affects the predictions of the CGM (Hummels et al., 2019; Peeples et al., 2019).

These simulations have agreements, but there remain lots of inconsistencies be-

tween different codes and observations. For example, the EAGLE and the Illustris
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simulations predict significantly different baryonic fraction dependences on the halo

mass (Schaller et al., 2015; Suresh et al., 2017). This baryonic fraction increases with

more massive halos in the EAGLE simulation, while it is decreasing in the Illustris

simulation. This difference is mainly due to these two simulations having different

galactic wind launch prescriptions. However, testing different prescriptions is time-

consuming in numerical simulations, so one needs a more effective alternative to test

different prescriptions in the modeling of the CGM.

The analytic model is effective since it uses formalized relationships to describe

the CGM evolution rather than to model all interaction processes. Analytic models

typically focus on one dominant process to determine the first order tendency, which is

different from numerical simulations implementing all processes The existing models

have been focused on radiative cooling models (e.g., Bordoloi et al., 2017a; McQuinn

& Werk, 2018; Qu & Bregman, 2018b,a), hydrostatic CGM models (e.g., Stern et al.,

2016; Faerman et al., 2017, 2020), accretion shocks (e.g., Stern et al., 2019), and

precipitation models (e.g., Voit et al., 2019).

1.4 The Structure of the Dissertation

This dissertation is dedicated to understanding the warm-hot CGM, including

its spatial distribution, kinematics, and connection with the galaxy disk in both

observation and modeling. This dissertation can be divided into two large parts -

observations of warm-hot CGM at low redshift z . 1 (§2 to §6), and a CGM model

dominant by radiative cooling and stellar feedback (§7 and §8):

• In §2, I report the first (and the only) detection of the intervening Mg X absorp-

tion system toward LBQS 1435-0134, which is the only feasible UV tracer of

the hot gas in hydrostatic equilibrium. This section is published independently

on the Astrophysical Journal as Qu & Bregman (2016, ApJ, 832, 189).
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• In §3, I report the discovery of a massive hot gas bridge between the MW and

M31 detected in the X-ray and SZ bands. This section is published indepen-

dently on the Astrophysical Journal as Qu & Bregman (2021, ApJ, 907, 14).

• In §4, I develop a density distribution model for the warm gas in the MW traced

by Si IV and O VI absorption lines, based on the column density dependence

on the Galactic longitude and latitude. This section is published independently

on the Astrophysical Journal as Qu & Bregman (2019, ApJ, 880, 89).

• In §5, kinematics is introduced into the warm gas density model in §4 to repro-

duce the observed line shapes of Si IV. This section is published independently

on the Astrophysical Journal as Qu & Bregman (2020, ApJ, 894, 142).

• In §6, I study the cool-warm CGM in a nearby MW-like galaxy NGC 891,

where both feedback and accreted gas are detected around the NGC 891 disk.

This section is published independently on the Astrophysical Journal as Qu &

Bregman (2019, ApJ, 876, 101).

• In §7, I develop an analytic warm-hot CGM model by balancing between the

star formation rate and the accretion rate due to radiative cooling of the hot

CGM. This section is published independently on the Astrophysical Journal as

Qu & Bregman (2018, ApJ, 856, 5).

• In §8, I consider the warm-hot gas distribution in the Universe by combining the

analytic warm-hot CGM model with the galaxy spatial distribution. This sec-

tion is published independently on the Astrophysical Journal as Qu & Bregman

(2018, ApJ, 862, 23).

The summary and the future work are in §9.
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CHAPTER II

A Hot Gaseous Galaxy Halo Candidate with Mg X

Absorption

2.1 Introduction

The baryon masses of galaxies are significantly smaller than expectations based on

the cosmological baryon to total mass ratio (0.16; Planck Collaboration et al. 2016a)

where the total mass is inferred from the galaxy rotation curve. In particular, the

stellar mass and the galactic gas mass can only account for ∼ 15 − 25% of the total

baryon mass (Mateo, 1998; Bell et al., 2003; Dai et al., 2010; Martin et al., 2010;

Anderson & Bregman, 2010; Behroozi et al., 2010; McGaugh & Schombert, 2015).

A solution to this missing baryon problem in galaxies is that there exists a massive

extended hot gaseous halo (Fukugita & Peebles, 2006; Bregman & Lloyd-Davies, 2007;

Kaufmann et al., 2009).

The gaseous content of halos is predicted to evolve during galaxy formation and

evolution. Early in the history of the universe (z ∼ 4), baryons are expected to

be cool (∼ 104 K; Weinberg et al. 1997), while during galaxy formation (z ∼ 3 to

1), the cool gas is transformed into the warm-hot medium (105 − 107 K) and the

hot medium (> 107 K) in halos as a consequence of the gravitational collapse and

the shock heating (Cen & Ostriker, 1999). For low redshift galaxies (z . 1), the
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predicted cool gas accounts for ∼ 20% − 40% of the total baryons, while more than

30% should be in the warm-hot intergalactic medium (WHIM; Cen & Ostriker 2006).

The gaseous halo depends on the mass of the galaxy, with extensive hot halos present

around massive galaxies but not around low-mass galaxies (Kereš et al., 2005, 2009).

These theoretical works stimulated observational searches for the halo gas, deter-

mining masses and temperatures. The cool halo gas (∼ 103 − 105 K) can be traced

by low ionization metal ion absorption, which is detected in spectra of background

active galactic nuclei (AGN; e.g. Werk et al. 2014). The COS-Halo team carried

out a survey of ultraviolet (UV) absorption lines of low redshift galaxies (z ≈ 0.2)

mainly using the Cosmic Origins Spectrograph (COS; Green et al. 2012) on the Hub-

ble Space Telescope (HST). They found that ≈ 90% of their target galaxies show cool

gas absorption due to galaxy halos (Werk et al., 2012, 2013; Tumlinson et al., 2013).

Based on their observations, the COS-Halo team found the cool gas in the halo can

account for ∼ 40% of the total baryons for L ≈ L∗ galaxies (Werk et al., 2014), while

a recent study showed that this component can only account for ∼ 6% (Stern et al.,

2016). These cool absorption systems are believed to be separate clouds similar to

high velocity clouds in the Milky Way (Sembach et al., 2003; Zahedy et al., 2016).

In addition to the atomic gas, cooler molecular gas can be present in higher column

density systems, such as the damped Lyα absorbers, which could also be hosted by

galaxy halos (Srianand et al., 2005; Muzahid et al., 2015, 2016a).

Besides the cool gas, the theory predicts the presence of a hot volume-filling

medium at about the virial temperature in a galaxy halo, and such gas has been

detected. For an L∗ galaxy, the virial temperature is about 106.3 K, so the most

prominent emission and absorption lines are in the X-ray band (see Bregman 2007

for review). X-ray emission line studies of external galaxies detect extended hot halos

to 0.1R200, beyond which the surface brightness falls to undetectable levels, when the

gas density is around n200 ∼ 5×10−5 cm−3 (Anderson & Bregman 2010; Boroson et al.
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2011; Bogdán et al. 2015; Anderson et al. 2016). Within 0.1R200, smaller than 5% of

total galactic baryons are detected, and an extrapolation to R200 increases this mass

by about an order of magnitude, still not accounting for all the baryons. Absorption

line studies of intervening gas (hosted by galaxy halos) have not been fruitful due to

the short redshift search space (Bregman et al., 2015) and to the contamination by

weak Galactic lines (Nicastro et al., 2016a,b). X-ray studies of the Milky Way utilize

both emission lines and absorption lines of O VII and O VIII, and also detect a hot

halo extending to at least 50 kpc (Miller & Bregman, 2015; Miller et al., 2016; Hodges-

Kluck et al., 2016b). When extrapolated to R200, the gaseous mass is ∼ 4.3×1010M⊙

within 250 kpc, which is comparable to the total stellar mass (Miller & Bregman,

2015).

Another approach focuses on high ionization species in the UV band to detect the

hot halo. Typically, low ionization species are ionized by photons from background

AGNs. Meanwhile, ions with ionizational potentials greater than O VI (113.9 eV) are

collisionally ionized in a halo environment, and can be employed to trace the warm-hot

gas (Tripp et al., 2008; Tepper-Garćıa et al., 2013; Stocke et al., 2014). The two most

useful ions are Ne VIII and Mg X, which have resonance double lines in the extreme

UV band (Verner et al., 1994). The first intergalactic Ne VIII absorption feature was

discovered by Savage et al. (2005) with the Far Ultraviolet Spectroscopic Explorer

(FUSE). Subsequently, several Ne VIII doublets have been detected with matched

O VI doublets (Tripp et al., 2011; Narayanan et al., 2011; Meiring et al., 2013). Thus,

assuming all O VI ions are also collisional ionized, intergalactic Ne VIII systems can

be described as a single temperature collisional equilibrium model with temperatures

of ∼ 105.7 K and total column densities of ∼ 1018.8 − 1020.1 cm−2 (Narayanan et al.,

2012). Although the column density is within the range expected for a volume-

filling galaxy halo, this temperature is lower than the expectation (& 106 K), so it

is suggested that the detected gas originates from interaction layers, which are the
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interfaces between cool clouds and the hot halo (Gnat et al., 2010; Kwak et al., 2015),

rather than the isolated hot halo (Narayanan et al., 2011; Meiring et al., 2013). Even

for the Milky Way, a multi-temperature model might be more physically relevant,

with one component at the virial temperature (as is found for the Milky Way; Miller

& Bregman 2015), yet obtaining a unique model fit would require additional data.

One way to solve this dilemma is to expand the probed temperature range by

including Mg X as a diagnostic, because it reaches a peak ionization at about twice

the temperature of Ne VIII (∼ 106.1 K, compared to ∼ 105.8 K) and four times that

of O VI (∼ 105.5 K; Bryans et al. 2006). The gas traced by Mg X is approximately at

the virial temperature for a ∼ L∗ galaxy, making this the ideal diagnostic for studies

of hot gaseous halos. A blind search of Mg X was carried out with HST/COS (HST

proposal ID 11741; Tripp as PI). However, currently discovered Mg X doublets in

their spectra have been identified only from AGN outflows (Muzahid et al., 2013).

AGN outflows show several differences from a hot galactic halo, so distinguishing

between the two possibilities is viable in some but not all cases. First, AGN outflows

show larger observed column densities of Mg X than predicted for galactic halos

(& 1014.5 cm−2), and even less abundant species, such as Na IX may be detectable.

If one assumed these lines come from gaseous halos, the expected hydrogen column

density is & 1021 cm−2, which is about one order of magnitude higher than the typical

column density for the halo of an isolated galaxy (n200R200 . 1020 cm−2). Also,

density sensitive lines from excited ions (e.g. O IV∗) seem to be common in AGN

outflows (Finn et al., 2014). These lines trace the gas with a density & 102 cm−3, at

least 105 greater than galaxy halo densities.

The Mg X absorption line equivalent width from a typical galaxy halo would be

20 mÅ in the rest frame (40 mÅ at z = 1), which is detectable in a continuum with a

S/N > 20. In this paper, we report on such a detection in the sightline toward LBQS

1435-0134, which contains Mg X, Ne VIII, O VI and a number of other highly ionized
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ions. We introduce the object and our data reduction methods in Section 2.2. Section

2.3 presents the results of absorption systems along this sightline, and the modeling

of the Mg X system is in Section 4.1. We discuss the origin and the implication of

this absorption system in Section 5.7.

2.2 Objects and methodology

We carried out a blind search for Mg X doublets using archived COS far-ultraviolet

(FUV) spectra in the Mikulski Archive for Space Telescopes (MAST). The Mg X

doublet occurs at 609.8 and 624.9 Å, so it is only visible when the redshift is larger

than 0.92 in the common COS G130M grating settings with shortest wavelength

of 1170 Å. The highest search redshift is limited by the QSO redshift. Here, we

avoid a 5000 km s−1 velocity region around the QSO redshift to account for intrinsic

absorption. Thus, we set the redshift threshold for our selected sample to z > 1 with

the minimum search upper limit of 0.97 to ensure a search space of ∆z ≥ 0.05 for

each source.

In this search, we employed the Bayesian Blocks method to characterize the spec-

tra to help us to find absorption features, and several Mg X doublets have been

discovered. However, most of them are too strong to be associated with galaxy ha-

los, and also have matched density sensitive lines, which should originate from AGN

winds. After excluding these AGN outflow absorption systems, we found one absorp-

tion system in LBQS 1435-0134 with Mg X and several absorption features from Ne

and O. Also, LBQS 1435-0134 is the only object with a sufficiently high S/N ratio

> 20, while other objects are . 10.

2.2.1 LBQS 1435-0134

LBQS 1435-0134 was discovered in the optical survey the Large Bright Quasar

Survey (LBQS; Hewett et al. 1995). Subsequently, the NRAO VLA Sky Survey
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(NVSS) showed that it is a radio loud QSO with a flux density of 52.7 ± 1.7 mJy

at 1.4 GHz (Condon et al., 1998), and with a redshift of 1.310790, as measured in

the Sloan Digital Sky Survey (SDSS; Hewett & Wild 2010). The high S/N ratio UV

spectra were obtained by COS and the Space Telescope Imaging Spectrograph (STIS)

on HST in the FUV and the near-ultraviolet (NUV) bands, and the total exposures

are 56 ksec and 21 ksec for COS/FUV and STIS/MAMA, respectively.

The COS observations were acquired on 2010 August 8 to 22 as a part of HST

program 11741 (PI: Tripp). To achieve the full wavelength coverage of COS/FUV

(1150 − 1800 Å), two different central wavelengths were used for the two medium

resolution gratings (G130M and G160M). For G130M, the central wavelengths 1309 Å

and 1327 Å were employed to fill the gap between two detector segments, while for

G160M, they were 1600 Å and 1623 Å. The total exposures of G130M and G160M

gratings were 22 ksec and 34 ksec, respectively, and the times were divided into even

parts for two central wavelengths. This configuration of split positions reduces the

impact of the fixed pattern noise (2% − 3% uncertainty throughout the spectrum),

which makes the weak line more reliable (Savage et al., 2011b). The STIS spectra

were obtained on 2015 June 1 to 2 in HST program 13846 (PI: Tripp). Only one

grating (E230M) with a slit of 0.2′ × 0.2′ and one central wavelength (2415 Å) were

employed, and the total exposure time was 21 ksec.

We mainly focused on COS/FUV spectra because of the higher S/N ratio, while

STIS spectra were only employed to match the O VI doublet and the Lyman series.

Thus, the following search method was only applied to COS data.

2.2.2 The COS Spectral Reduction

The archived x1d files from MAST are coadded using routines from the COS

team (coadd x1d.pro), introduced in Danforth et al. (2010). Exposures from G130M

and G160M are coadded together and resampled in 6 raw pixels (≈ 0.06 − 0.07 Å),
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which produces a spectral resolution of ≈ 20000. During this coadd process, strong

galactic lines (e.g. Si II λλ 1260.4) are employed to align exposures. However, this

alignment cannot eliminate possible instrumental shifts (Tumlinson et al., 2013). This

instrumental shift is caused by the geometric distortion and wavelength solutions of

COS, which could be up to 20 km s−1 in coadded spectra. For the comparison between

two wavelength positions, the instrumental shift could be around 30 km s−1, which

must be considered in the following profile fitting.

The coadded spectra are characterized using the Bayesian Blocks algorithm to

prepare for the absorption feature search and the line identification. Bayesian Blocks

was developed to study the time variability in high energy astrophysics, such as

gamma-ray bursts, but is applicable to any one-dimensional data set, even if it is

discontinuous (Scargle, 1998; Scargle et al., 2013). To use this algorithm in the

spectrum cases, we employed the equivalent count, defined as the square of the S/N

ratio for each pixel, for each resolution element as the input of Bayesian Blocks.

As a non-parametric method, this algorithm represents the spectrum as a series of

wavelength intervals, generally unequal in length (blocks), within which the flux is

modeled as a constant. These blocks are extracted based on the change points (the

beginning or the end points), which is determined by well-tested statistical measures,

thus the end result is a spectrum represented by a set of step functions. A reduction

example is given in Fig. 2.1.

With the output from the Bayesian Blocks algorithm, absorption lines can be

extracted by analyzing the structure of “Bayesian blocks”. Absorption blocks are

defined as blocks that are local nadirs and shorter than 30 bins in coadded spectra

(≈ 1.8 Å for G130M and ≈ 2.2 Å for G160M). This width (≈ 2 Å) corresponds to a

maximum velocity width ≈ 400 km s−1, which matches most of lines and excludes the

continuum. These absorption blocks are regarded as the center for absorption lines.

The blocks adjacent to an absorption block have three possibilities, the continuum,
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Figure 2.1: This shows an example of the Bayesian Blocks algorithm and the line
determination. The black and cyan lines are the rebinned fluxes and their
errors from coadd x1d.pro, while the red line is the result of Bayesian
Blocks. Adopted absorption lines are shown as black boxes along the
bottom.

the wings of this line or a blended line, and the latter two are also absorption features.

One adjacent block will be considered as an extension of the absorption block, if it

is not a peak and the difference compared to the higher block next to it is larger

than 5% (smaller ones are more likely to be the variation of continuum). Applying

Bayesian Blocks to spectra with a S/N of ≈ 20, one cannot distinguish absorption

with depth of . 0.05 unless the length of the block is larger than 20 resolution

elements, which is uncommon. An absorption feature contains an absorption block

and its successive extended blocks. Whether these extended blocks are wings or

blended lines depends on the symmetry of absorption features, since the wings of a

line should be symmetrical. For each absorption feature, we have a central wavelength

of the absorption block and two wing widths, which are defined as the distances

between the central wavelength and boundaries. If a significant asymmetry is found,

this absorption feature will be divided into two absorption lines, where the criterion is

that the difference between two wing widths is larger than 0.1 Å (2 bins or 30 km s−1,

which is the typical b value of a line). This method can identify the case of two

blended lines with enough separation, which is also shown in Fig. 2.1.

The use of the Bayesian Blocks algorithm is a significant advantage in our line

search methods. This algorithm can identify potential absorption features without

determining the local continuum, which avoids the difficulty of assuming a continuum
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shape in a complex spectrum. Also, this algorithm provides a uniform criterion

for line detection, which is controlled by a prior parameter. This parameter is a

prior guess for the number of change points, which can be regarded as an indicator

of the detection significance. Here, this parameter is fixed to 4 in our program,

approximately equivalent to 4σ. However, our program is also limited by the S/N

ratio of spectra, which means weak lines will not be identified, and complex lines will

not be adequately decomposed.

2.2.3 The Identification of Absorption Systems

An absorption system should contain several related ions, so we employed a line

template match method to find possible systems. Two templates have been considered

in this work, one for the high ionization state including two doublets (Mg X and

Ne VIII) and lines from oxygen (O IV and O V) and neon (Ne IV, Ne V and Ne VI).

Another template is for low ionization metal lines and galactic lines including strong

metal lines within λ ∼ 1000−1700 Å, which are common in UV spectra (Werk et al.,

2013; Burchett et al., 2015). These two templates do not overlap since the higher one

is ∼ 600 − 800 Å, while the lower one is λ ∼ 1000 − 1700 Å.

To carry out the line match, one line is considered as the reference line, which

must exist in an absorption system. We choose the hydrogen Lyman series lines

(mainly Lyα and Lyβ for different redshift regions) and Ne VIII λλ770.409 for the

two line templates, respectively, since these choices can cover almost all of the redshift

region. After a reference line is fixed, the wavelength ratio between two lines is used

to judge whether another line is matched. The observed wavelength ratio is a range

since observed lines have widths, which are derived from Bayesian Blocks, so if the

exact ratio is in this range, two lines are matched. With the most matched lines, a

redshift will be marked as a possible absorption system, and the identified lines in

this system are excluded from the observed line list. This process is iterated to find
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all possible absorber systems with more than three spectral lines. Here, three lines is

the minimum for possible high ionization state systems: the stronger Mg X line, the

stronger Ne VIII line, and one intermediate line (e.g. O V or O IV).

Using this method, false absorption systems can occur by chance because of the

large number of lines in each spectrum. The possibility to match a random line is

around 1/6, assuming there are 300 lines of width 0.3 Å in one spectrum, which means

the line coverage is 100 Å out of the total wavelength coverage of 650 Å. Thus, a

three line criterion could have around 100 false absorption systems by chance, while

for systems with five lines, there are only around 10 false systems. To reduce the

number of false systems, we bring in additional information, such as the relative

line strengths (f values and abundances) that could physically exist. Among the

possible absorption systems, the one at z = 1.1912 in LBQS 1435-0134 with 15 lines

is confirmed, and we will introduce this system in Section 2.3.

2.2.4 Absorption Line Measurements

To obtain line measurements, local continua are obtained by spline fitting in seg-

ments of width ∼ 1100 − 3000 km s−1, located about the line center. Typically, two

sides with width ≈ 300 km s−1 are used to do the continuum fitting and to normal-

ize the flux, which ensures that the central ≈ 500 km s−1 is left for the line. The

wavelength range chosen for continua can be changed by hand if necessary (e.g. when

multiple lines appear in one segment, the connection region between two lines will

also be included in continuum). With spectra that are normalized by the contin-

uum, the Voigt profile convolved with the COS line spread function (LSF) is used

to extract the column density and the b value for the absorption lines in COS/FUV

spectra. The fitting is based on the minimum χ2 method which is realized using the

Levenberg-Marquardt optimization algorithm.

During the fitting, we assumed that each absorption system only has one com-
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ponent, so if one absorption system has multiple components, it will be divided into

several systems with different redshifts (e.g. the high ionization system in LBQS

1435-0134 has been divided in 1.1910 and 1.1912 components). Although we fixed

a redshift for each system, velocity shifts were still varied in our fitting because of

the uncertainty of redshifts and instrumental shifts (Tumlinson et al., 2013). Thus,

for each component, three parameters were varied, including the velocity shift v, the

velocity factor b value and the column density N . For ions in the Mg X system, all

three parameters are used to fit the profile. If one ion has multiple lines (e.g. the

doublet from Mg X), these lines will be fit simultaneously with the same parameters.

For contaminating lines from other absorption systems, we fixed its shape proper-

ties (b and N), if they could be obtained by fitting other lines from the same ions.

Otherwise, all three parameters are varied to fit a line when a contaminating line is

unidentified or there is no way to constrain b and N (e.g. the only line from C III).

For example, the O IV λλ608.5 Å line of the high ionization system is blended with

three Lyman series lines and one O IV line from other systems. These H I lines are

fixed, since there are other Lyman lines in this absorption system, while the contam-

inating O IV is varied because other O IV lines in this system are out of the COS

wavelength coverage.

For lines in STIS spectra, besides the profile fitting, we used the apparent optical

depth method (AODM; Savage & Sembach 1991) and the curve of growth method

(COG) to measure the column density because of the low S/N ratio. For LBQS 1435-

0134 with a 21 ksec exposure, the S/N ratio of the STIS spectrum is only ∼ 6 per

resolution element, so profile fitting might not work well. However, with the sharp

LSF, the AODM should work well for STIS spectra. Both AODM and COG are

employed together to determine the consistency of results.
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2.3 LBQS 1435-0134

2.3.1 Absorption Systems

Nineteen absorption systems have been identified in the LBQS 1435-0134 spectra

using our method. All of these absorption systems are identified using the strategy

stated in Section 2.2, and eighteen systems are based on the low ionization line tem-

plate, while the only one at z = 1.1912 is from the high ionization line template. More

than 250 lines (including blended lines) have been identified, which do not include

isolated Lyα systems. A full summary of the lines are beyond the scope of this paper

and will be reported elsewhere.

2.3.2 The Mg X System

For the high ionization absorption system at z = 1.1912, there are 17 lines from

11 ions in the wavelength coverage. Fourteen lines lie in the COS spectrum and three

lines lie in the STIS spectrum. Two lines from O IV λλ 553.329 Å and 554.076 Å are

blended with galactic Lyα absorption and the geocoronal hydrogen emission, which

is not distinguishable. Using the profile fitting method stated in Section 2.2, we fit all

lines in the COS spectrum except for the two O IV lines. The fitted lines are shown in

Fig. 2.2 and Fig. 2.3 for high ionization lines and other low or intermediate ionization

lines, respectively. The results of the column density and the b value are summarized

in Table 2.1. The velocity shifts given in the table are aligned to z = 1.1912 with a

typical separation of 110 − 140 km s−1 between the two components. We note that

the our single component fitting on Mg X may not represent the true structure of

this ion, which would only be revealed by higher S/N data. According to the position

and the width of the Mg X doublet, we suggest that this ion has a similar shape of

Ne VIII. We also tried a two component model to the Mg X doublet, which yielded a

total column density of logN = 13.95+0.21
−0.20. This column density is consistent with the
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single component model because this line is in the low optical depth regime, where

the column is nearly independent of the line shape.

Mg X is the crucial ion in our study, but the lines from it are weak because of the

low abundance and the small maximum ionization fraction (≈ 22%). As shown in

Fig 2.2, the depth of the stronger Mg X line is ≈ 10%, while the weaker line is ≈ 5%.

To determine the significance of the doublets from Mg X, we fit these two lines with

and without Mg X. Between the two fittings, the change of χ2 is 43.0 from 225.2 to

268.2, which can be separated into 28.7 (from 126.6 to 155.3) for the stronger line and

14.3 (from 98.6 to 112.9) for the weaker line. Considering the change of the degree of

freedom (dof) is 3, the total significance of the doublets is 5.8 σ, with 4.6 σ for the

stronger line and 2.8 σ for the weaker line. Using the same method, Ne VIII shows

a total significance larger than 6.5 σ, which confirms its existence. We also calculate

the significance level of each line using the method described in Keeney et al. (2012),

and the results are consistent with the χ2 method, showing 4.6σ, 2.7σ and 6.8σ for

the Mg X doublet lines and the strong Ne VIII line, with EW of 38.6 ± 7.0 mÅ,

22.8 ± 7.0 mÅ and 82.4 ± 11.8 mÅ, respectively. The weaker Ne VIII line is blended

with a galactic Ni II line λλ1709.600 Å, so the equivalent width is poorly constrained.

In the STIS spectrum, both the O VI doublet and Lyα are matched at the expected

positions. For the O VI doublet, the stronger line is blended with another line, which

should be the galactic Fe II λλ2260.079 line. The weaker line is used to obtain the line

strength, showing logN = 14.49±0.06 in AODM and 14.50±0.10 in COG (equivalent

width, EW = 295± 33 mÅ; b ≈ 20 km s−1, which is consistent with Ne VI and O V).

In the profile fitting, we obtain a total O VI column density of logN = 14.57 ± 0.03,

which may be affected by the galactic Fe II. For the Lyman series, only Lyα has been

detected, so just one line is used, showing logN = 13.93 ± 0.04 using the AODM

approach. With the COG approach, since the b value affects the EW significantly in
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Table 2.1: Profile fitting results of the Mg X system toward LBQS 1435-0134

Ion v b logN v b logN logNtot

km s−1 km s−1 cm−2 km s−1 km s−1 cm−2 cm−2

Mg Xa 9.2 ± 28.0 68.5 ± 20.3 13.89 ± 0.10 13.89 ± 0.10
Ne VIII −104.7 ± 16.7 20.1 ± 11.5 13.64 ± 0.17 33.1 ± 23.1 29.9 ± 16.6 13.67 ± 0.17 13.96 ± 0.17
Ne VI −78.4 ± 15.8 26.4 ± 10.5 13.98 ± 0.12 57.0 ± 29.5 25.3 ± 19.6 13.68 ± 0.24 14.16 ± 0.16
Ne Va −15.2b 46.8 ± 9.2 13.92 ± 0.06 13.92 ± 0.06
Ne IV −124.4b 45.3 ± 38.4 13.44 ± 0.26 3.6b 14.6 ± 12.1 13.29 ± 0.24 13.67 ± 0.25
O VI −93.0 ± 2.7 15.7 ± 1.6 14.39 ± 0.03 10.8 ± 3.0 17.2 ± 2.1 14.10 ± 0.04 14.57 ± 0.03
O V −104.8 ± 3.5 18.2 ± 2.0 14.07 ± 0.04 4.8 ± 4.4 22.2 ± 2.3 13.98 ± 0.04 14.33 ± 0.04
O IV −97.5 ± 14.9 27.9 ± 7.8 14.17 ± 0.12 6.4 ± 12.9 21.0 ± 6.1 14.03 ± 0.15 14.41 ± 0.13
O IIIa −22.8 ± 35.8 52.2 ± 24.7 13.45 ± 0.15 13.45 ± 0.15
N IV −120.0 ± 24.5 22.7 ± 19.2 12.68 ± 0.22 −7.4 ± 50.1 9.0 ± 23.6 12.23 ± 0.53 12.81+0.32

−0.28

H I −87.8 ± 13.8 35.5 ± 6.8 13.85 ± 0.09 28.3 ± 39.9 33.2 ± 17.3 13.30 ± 0.31 13.97 ± 0.13

a For these three ions, we only fit them using one component model, since we cannot distinguish two components resulted by
the low S/N ratio.
b For Ne V and Ne IV, we fixed v to limit the error bar. The fixed v is the best fitting value when it is varied.
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the saturated region, we assume the b value is ≈ 30 − 40 km s−1 because of the

total velocity width of ≈ 160 km s−1. Thus, the derived column density is logN =

13.99 ± 0.13 cm−2 for an EW = 607 ± 45 mÅ in COG. The profile fitting of Lyα

shows a consistent column density of logN = 13.97 ± 0.13. This column density is

also consistent with the constraint of the weak Lyβ line. The expected equivalent

width of Lyβ is ≈ 141 mÅ, which is consistent with the measured equivalent width

of 146±54 mÅ, a detection slight below 3σ. For these two ions, we adopt the values

from AODM in the following analysis.

After measuring lines from ground levels, we also examined the spectra for the

presence of density sensitive lines from excited levels (e.g. O IV∗ and O V∗) in the

COS spectrum. A fairly strong line shows up at the position of O V∗ λλ 759.442.

However, we rule out the identification of this line as redshifted O V∗ λλ 759.442 for

three reasons. First, this line is also identified as O VI λλ 1031.912 at z = 0.6127 and

this doublet can be fitted well without an additional line. Secondly, O V∗ has two

strong lines (λλ 759.442 and λλ 760.446) with similar f values (0.1913 and 0.1432)

and similar low excited levels (10.16 and 10.21 eV with critical density of ∼ 105 cm−3),

however, no second line occurs at the expected position. Thus, the absence of another

O V∗ line does not support the existence of density sensitive lines. Also, the O IV∗

line is absent. O IV has a similar column density to O V in this system and O IV∗

lines require a much smaller excited energy (0.05 eV) requiring a lower critical density

(∼ 103 cm−3). For these three reasons, no density sensitive line has been detected in

this high ionization state system.

2.4 Model

For the analysis of the Mg X system, two models, the photoionization model and

the collisional ionization model, are considered to model the ionization states in the

gas. Here, we only show the details in the application of ionization models, and
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Figure 2.2: Lines due to high ionization species (i.e. Mg X and Ne VIII) and their
zoom-in plots are plotted on the right. The data are the solid black lines
and the models are red, while dashed, dotted and dash-dot lines indicate
lines in the Mg X system and related lines (see the text for details).
Every absorption line is marked with its redshift, ion, rest wavelength
and velocity shift, while the marker ‘U’ designates unknown lines.
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Figure 2.3: Other lines in the z = 1.1912 system are shown except for the two O IV
blended with non-redshifted H I features. Symbols in this figure are the
same as in Fig. 2.2, except for Lyβ, where the red line is the projected
shape of Lyα. In the zoom-in plots, characteristic errorbars are given as
cyan markers.
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the nature of this gas will be discussed in Section 8.11. Also, the combination of the

photoionization and the collisional ionization model is beyond the scope of this paper,

so we deal with these two models separately.

2.4.1 The Photoionization Model

We employed the photoionization code CLOUDY (version 13.03; Ferland et al.

1998), which can calculate the column density for each ion with the input radiation

field and the absorption gas. The input radiation field is the HM05 in CLOUDY,

which is the cumulative background radiation field from AGN as calculated by Haardt

& Madau (1996) and updated by Haardt & Madau (2005 private communication to

CLOUDY). This integrated radiation field is believed to be redshift dependent and

uniform at a given redshift. Here, we fixed the redshift to 1.19, and assumed the

absorption system is plane-parallel to simplify the calculation. When carrying out

the simulation, we fixed the neutral hydrogen column density to the observed value

as the boundary condition, and varied the density to achieve different ionization

parameters U = nγ/nH, where nγ is the photon density with energies higher than

13.6 eV and nH is the hydrogen density.

In Fig. 2.4, we show two models for the metallicity of [Z/X ] = −0.5 and

[Z/X ] = 0, where [Z/X ] = log(Z/X) − log(Z/X)⊙, while the solar metallicity

is from Asplund et al. (2009). In these two plots, the column density dependence

on the ionization parameter are plotted for all detected ions except for H I, which is

fixed to 1013.93 cm−2, and the observed column densities with 2σ error bars, shown as

bold lines for each ion. We note that the lower observed limits are still higher than

the peak of Ne V and O IV in the [Z/X ] = −0.5 model, which is odd since these two

ions do not have similar ionizational potentials. This is mainly because of the small

H I column density (logN = 13.93) compared to the COS-Halo sample (& 15; Werk

et al. 2014). The standard approach of fixing this problem is to raise the metallicity
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Figure 2.4: The left panel shows the photoionization model with [Z/X ] = −0.5, while
the right panel is [Z/X ] = 0. The bold solid lines indicate the observa-
tional measurements with 2σ error bars.

to obtain detectable metal lines, so we show the one solar metallicity model.

In the one solar metallicity model, there is no single ionization parameter that

reproduces all the observed ions. If we consider a two-components model, intermediate

ions through Ne VI admit to a solution at logU ≈ −1.3 ± 0.3, which corresponds

to a hydrogen density of 10−3.5 cm−3, a mean temperature of 2.3 × 104 K, and a

path length of 1.3 kpc. A second component is required for the two higher ionization

species of Ne VIII and Mg X, where a solution is found at logU ≈ 0.9. This component

corresponds to a density of 10−5.7 cm−3, a mean temperature of 1.5×106 K, and a path

length of 1.1 × 103 Mpc. This unreasonably large path length is a result of requiring

the high ionization state also to produce the total observed H I column density,

which should be fixed. However, using the current data, there is no way to divide the

observed H I column density into two parts for the low and high states, respectively.

We also consider the case where the observed H I from the high state is at its minimum

to reproduce the observed Mg X and Ne VIII. In this case, the solution should be

around the peak of the Mg X and Ne VIII, and show an ionization parameter of

logU ≈ 0.5, which corresponds to a hydrogen column density of ∼ 1019.5 cm−2, a

density of ∼ 10−5.5 cm−3, and a path length of ∼ 3 Mpc. This path length is still
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Figure 2.5: The left panel is the T − N diagram for the collisional ionization equi-
librium model. For each ion, the band indicates the possible region for
its column density. The right panel shows the fitting results of the power
law model. The dashed line shows the temperature dependence of the
hydrogen column density. For each ion, the temperature is the peak tem-
perature of the ionization fraction, and the error bar is the full width
of the half maximum, while the gradient of the column density is the
modified gradient of hydrogen

dNH,ion

dT
=

dNH,model
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×Nion,observed/Nion,model.

about three orders of magnitude larger than the lower ionization state solution. This

size difference indicates that they are not part of the same cloud but would represent

different phases. Whether such phases are reasonable are explored in Section 8.11

after we excluding the possibility of AGN outflow.

2.4.2 The Collisional Ionization Model

We consider the collisional ionization model for the Mg X gas because of the dif-

ficulty of reproducing Mg X and Ne VIII in the photoionization model. Here, we

assume collisional ionization equilibrium (CIE) for this Mg X gas, using the calcu-

lations of Bryans et al. (2006). The temperature-hydrogen column density (T − N)

diagram for observed ions is given in Fig. 2.5. The width of the band for each ion

takes into account the uncertainties in the column densities. The relative abundance

of metals are set to the solar abundance and the metallicity of [Z/X ] = −0.5.

The single temperature model assumes ions originate from the same gas with a
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uniform temperature and a given column density, and one may expect that these ions

go across a single point in the T −N diagram. We find that not all of the ions can be

reproduced by one single temperature model. If only considering Mg X and Ne VIII,

they can be modeled by a gas with a temperature of 106.00±0.04 K and a hydrogen

column density of 1019.67±0.16 cm−3. However, Ne VI and O VI cannot be reproduced

with these parameters, so a multiple temperature medium is required even only for

the high ionization state.

As shown in Fig. 2.5, multiple intermediate ionization species occur near a tem-

perature of 105.5 K and a hydrogen column density of 1019.1 cm−2, suggesting that a

two-temperature fit might work. A best-fit for a two temperature model yields the

parameters logN1 = 18.60 ± 0.07 at logT1 = 5.33 ± 0.02 and logN2 = 20.34 ± 0.09 at

logT2 = 5.89±0.01. However, this is not an acceptable fit as χ2 = 19.4(7 dof), with a

significant fraction of the χ2 coming from Ne VIII and Ne V. This deviation can not

be mitigated by adjusting the relative abundance of neon, since the observed Ne VIII

column density is much lower than the prediction, while Ne V is opposite. Thus, we

reject this two temperature model.

The next level of complexity is a three temperature model, which is more suc-

cessful. The best fitting parameters are logN1 = 18.48 ± 0.14 at logT1 = 5.27 ± 0.04,

logN2 = 19.00 ± 0.21 at logT2 = 5.59 ± 0.07 and logN3 = 20.06 ± 0.16 at logT3 =

5.94 ± 0.03. The resulting χ2 is 5.5 and the dof is 5, an acceptable fit.

This three temperature model has six free parameters for eleven data points, so

we also consider a power-law model with only four free parameters. In this model, we

adopt a power law between the temperature and the column density log(dN/dT ) =

a + BlogT . Along with parameters a and B, there are the lower and upper limits of

temperature (Tdown and Tup). Best-fit results show that a = 4.3±2.2, B = 1.55±0.41,

Tdown = 104.39±0.13 K and Tup = 106.04±0.05 K with χ2 = 3.3(7), which is an acceptable

fit. As shown in Fig. 2.5 and Table 2.2, the high ionization gas is well modeled by
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Table 2.2: Model Comparison of the Mg X System

Ion logNadopted logN2T logN3T logNpl

Mg X 13.89 ± 0.10 13.78 13.93 13.88
Ne VIII 13.96 ± 0.17 14.95 14.51 14.35
Ne VI 14.16 ± 0.16 13.72 14.17 14.19
O VI 14.49 ± 0.06 14.48 14.46 14.41
Ne V 13.92 ± 0.06 13.66 13.97 13.93
O V 14.33 ± 0.04 14.47 14.32 14.34
Ne IV 13.67 ± 0.25 13.69 13.73 13.49
O IV 14.41 ± 0.13 14.39 14.43 14.17
N IV 12.81+0.32

−0.28 13.06 13.33 13.08
O III 13.45 ± 0.15 13.16 13.42 13.64
H I 13.93 ± 0.04 13.91 13.72 13.93

a power law model with the maximum temperature larger than 106 K and the total

hydrogen column density ≈ 8.2 × 1019(0.3Z⊙/Z) cm−2.

2.5 Discussion

We have examined an absorption system at z = 1.1912 in the sightline toward

LBQS 1435-0134 with high ionization species (i.e. Mg X and Ne VIII) and several

intermediate or low ionization species including O VI and H I. We consider whether

the observed absorption system is likely produced by the extended hot halo of a

galaxy and if the gas, especially the Ne VIII and Mg X ions, is collisionally ionized

or photoionized.

2.5.1 An Intrinsic AGN Outflow?

Before modeling the high ionization state system, we consider whether the Mg X

is due to the AGN outflow. As introduced in Section 2.1, previous observations show

that Mg X could be common in the intrinsic absorption of AGN rather than absorp-

tion by the hot halo of a foreground galaxy. A hot gaseous galaxy halo cannot be

confirmed before its host galaxy is discovered, however, with the current observation
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and the guidance from previous studies, it is possible to show that absorption by a

hot halo is the more likely explanation.

Some AGNs can have very high velocity outflows (up to ∼ 0.2 c), while the

velocity widths can be quite narrow (∼ 100 km s−1), which may be mistaken as

intervening absorption systems (Misawa et al., 2007). These high velocity outflows

sometimes can be distinguished from intervening systems, if they show absorption line

variability, partial covering, or a density sensitive line from excited states (Teng et al.,

2013; Muzahid et al., 2013; Finn et al., 2014; Muzahid et al., 2016b). It is believed

that absorption systems with high velocities relative to the AGN are due to the wind

originating from the disk, which implies that the variability should be common among

the AGN intrinsic absorption; this variability has been observed (Teng et al., 2013;

Muzahid et al., 2016b). The signature of partial covering is that the absorption line

is saturated but not black. The phenomenon indicates the length scale of the gas is

comparable to the disk of an AGN (∼ 10 pc; Sulentic et al. 2000), and it is about four

order of magnitude lower than the virial radius of galaxies (several hundreds kpc).

The existence of absorption from excited states indicates large densities (& 102 cm−3

for O IV∗), that would not occur in the galaxy halo (several orders of magnitude

larger than n200). Thus, these diagnostics can be employed to confirm AGN outflows,

although there can still be intrinsic AGN absorption systems that do not have these

features.

Phenomenologically, we want to compare this Mg X system to the observed Mg X

AGN outflows, so we give a brief summary for the current results on Mg X AGN

outflows. There are nine Mg X outflows in five AGN reported in the literature

(Muzahid et al., 2012b, 2013; Finn et al., 2014). Eight of nine absorption systems

have relatively large Mg X column densities (& 1014.7 cm−2), which indicates large

total column densities of & 1021 cm−2. However, with the common existence of

O IV∗ lines (four of five objects), the typical path length is several parsecs, which
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is consistent with the partial covering model (Arav et al. 2013; Finn et al. 2014; we

checked the O IV∗ for PG 1206+459 and PG 1338+416). Also, these outflows can

be modeled by the multi-phase photoionized gas models (Arav et al., 2013). The

Mg X system in LBQS 1435-0134 seems to be significantly different from these Mg X

AGN outflows with the smaller column density and the lower density. Thus, although

we cannot exclude the possibility of AGN outflow completely, this Mg X system is

unlikely to be an AGN outflow.

2.5.2 Photoionization or Collisional Ionization?

For intervening absorption systems, previous studies show that a photoionization

model with logU ∼ −5 to −1 can be used for the low ionization species, while the

origin of the higher ionization species is more complicated. About half of O VI and all

of Ne VIII intervening systems are difficult to be reproduced in the photoionization

model, which indicates they should be collisionally ionized in the high temperature

medium (Thom & Chen, 2008a; Narayanan et al., 2012; Werk et al., 2014). Here, we

will show that Mg X is also a tracer for high temperature medium (even higher than

106 K).

As stated in Section 2.4.1, there should be two components in the one solar metal-

licity model to account for intermediate and high ionization species in the photoion-

ization model. The component for intermediate and low species has a ionization

parameter of logU ≈ −1.3. With this ionization parameter, the required density

(10−3.5 cm−3) and the total column density (1018 cm−2) are consistent with the COS-

Halo sample (densities of 10−1 to 10−4 cm−3 and hydrogen column densities of 1017

to 1020 cm−2; Werk et al. 2014). The path length of 1.3 kpc indicates this component

could be a cool cloud in the halo. However, the high ionization state with logU ∼ 0.9

has a path length of 1100 Mpc. This extremely large path length leads to a line

broadening due to Hubble flow that is about half the speed of light, which is opposite
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to the observed narrow line (. 100 km s−1). Even if we consider the modification of

the H I column density, the low limit of the ionization parameter is 0.5, which results

a density of 3 × 10−6 cm−3 (more than one order of magnitude lower than n200), a

path length of ≈ 3 Mpc and a Hubble flow of 200 km s−1 (twice of the observed

value). Therefore, the photoionization solution for the intermediate and low species

seems to be plausible, while the one for the high ionization species is unreasonable.

The collisional ionization model is required to model the high ionization species

Mg X and Ne VIII. As shown in Fig. 2.5, the possible single temperature solution

is around the temperature of 106.0 K, which indicates the existence of the hot gas.

With the corresponding total column density of ∼ 1019.9 cm−2, the density of this

absorption gas can not be lower than 2.9× 10−5 cm−3 to avoid the path length larger

than 1 Mpc, which will result into an unreasonable width due to the Hubble flow.

Then, we adopt the density of 5×10−5 cm−3 (n200) which leads to a thermal pressure

of 50 K cm−3.

It is of interest to show whether the intermediate and low ionization gas can be in

pressure equilibrium with this hot gas in the photoionization model or the collisional

ionization model. In the photoionization model, for the intermediate ionization state

species, the predicted temperature is 2.3× 104 K, and the density is 3.1× 10−4 cm−3,

which implies a pressure of 7 K cm−3. This pressure is one order of magnitude lower

than the hot gas inferred from the collisional ionization model, which indicates the

possible photoionized gas cannot be in pressure equilibrium with the hot gas. In the

collisional ionization model, the variation of the temperature is about one order of

magnitude, so to make the gas have uniform pressure, the density should also have

a variation of one order of magnitude. With the lower limit of 2.9 × 10−5 cm−3, the

density could be up to 1.6 × 10−3 cm−3. Therefore, we suggest that even for the

intermediate and low ionization gas, the photoionization is unlikely to be the only

origin of the ionization species due to the difficulty to build the pressure balance.
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For the collisional ionization model, the Doppler b value can constrain the nature of

the gas to analyze the turbulence or other broadening mechanisms. In the power law

model, we assume that for each ion except for H I, the temperature is approximately

given by the peak of the ionization fraction, which also accounts for most of the column

density of that ion. Because of the lower limit of the temperature, approximately

80% of H I is in the temperature region between 104.3 to 105.7 K, so we adopt the

temperature of logT ≈ 5.0 as the typical temperature. Based on these temperature

constraints, thermal limits of b values for metal ions are constrained to be in the

range 20 − 30 km s−1, while it is 40 km s−1 for H I. For ions that can be resolved

into two components, this range is consistent with b values shown in Table 2.1, while

O VI and H I are consistent with the assumption we used to measure the column

density. This consistency indicates that most of ions are in a quiescent state without

significant turbulence or convection.

2.5.3 Interaction Layers or A Hot Halo?

There are two possibilities for the intervening absorption due to foreground galax-

ies – the interaction layer or the hot halo. The interaction layer is the interface

between a cool cloud (∼ 103 K) and the surrounding hot gas (∼ 106 K) in the halo

(Kwak & Shelton, 2010). In this mixing interface, multiple intermediate ions can be

produced, such as O VI, O V and Si IV. Based on our modeling results, we may

distinguish these two origins for the Mg X system.

Previous works on intervening Ne VIII systems argued that high ionization state

ions may also be produced in this interaction layer because of their relatively lower

temperature logT ∼ 5.6−5.7 (Narayanan et al., 2011; Savage et al., 2011a; Narayanan

et al., 2012). Here, they used the single temperature model to reproduce Ne VIII and

O VI. However, the assumption required in this model is not substantiated. To apply

the single temperature model, it is assumed that Ne VIII and O VI are from the same
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gas and both collisionally ionized. Nevertheless, previous studies on intervening O VI

surveys show that it could be either collisionally ionized or photoionized (Tripp et al.,

2008; Thom & Chen, 2008a), which means using O VI to constrain the collisionally

ionization model could result in an incorrect result. Even if O VI is collisionally

ionized, recent studies on the Milky Way hot halo show that the hydrogen column

density required to reproduce O VI is about one order of magnitude lower than the

one derived from O VII (a higher temperature medium), which implies O VI is not

cospatial with the higher temperature gas (Hodges-Kluck et al., 2016b). With an

ionizational potential of 207.3 eV, Ne VIII traces a higher temperature gas, which is

not cospatial with the O VI gas, so the combination of Ne VIII and O VI will result

in a lower temperature. Mg X has a peak ionization fraction at 106.1 K and has a

full width of half maximum of 7.9 × 105 K. Therefore, this ion occurs at the virial

temperature of a L ∼ 0.2 − 2 L∗ galaxy, which is also the temperature of the hot

medium in interaction layer models. Thus, we suggest the gas traced by Mg X and

Ne VIII is the hot halo rather than the interaction layer.

Another consideration is the intermediate ionization species column density in

the interaction layer model. Currently, there are two theoretical models focusing

on the interaction layer, the turbulence mixing layer model and the conductively

evaporating model (Kwak & Shelton, 2010; Gnat et al., 2010; Kwak et al., 2015).

The turbulence mixing layer model predicts 1013 to 1014 cm−2 O VI for one cloud,

which means one expects around 10 clouds to reproduce the observed O VI column

density. However, the expected number of cool cloud in one sightline is about 2,

which can be estimated by the coverage rate (≈ 90%) in the COS-Halo’s sample

assuming the Poisson distribution (Werk et al., 2014). The conductively evaporating

model even predicts a lower O VI column density (1012.5 cm−2 per layer) than the

turbulence mixing layer model, which results in a larger gap between the expected

cool cloud number and the required one. Therefore, this significant gap also suggests
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that it is unlikely for all of the observed O VI column density to be due to interaction

layers. Also, current mixing layer calculations do not include the columns of Ne VIII

or Mg X, which makes it still a question that whether interaction layers can produce

detectable high ionization species.

One more consideration is on the Doppler b values of metal lines, which reflect

the dynamical information of the gas. As stated in Section 8.11, the gas is quiescent,

showing the b value at the thermal velocity limit, which is opposite to the expectation

of interaction layer models (Gnat et al., 2010; Kwak et al., 2015). In either turbulence

mixing layer model or conductively evaporating model, turbulence or convection is

inevitable because of the low efficiency of radiation and thermal conduction due to

the low density. The turbulence velocity is about 100 km s−1 (Kwak & Shelton,

2010), so small b values at thermal limits (∼ 20 − 40 km s−2) imply a volume-filled

quiescent halo rather an active interaction layer. Also, small b values in our case

are not unique for high ionization states in observations, which have been confirmed

to be associated with galaxies. Narayanan et al. (2011) and Meiring et al. (2013)

showed both O VI and Ne VIII in PKS 0405-123 and PG 1148+549 have small b

values around 20 − 30 km s−1. Based on these three reasons, we suggest that the

majority of the observed gas (dominating the velocity) cannot be due to interaction

layers, and a hot but quiescent component should exist.

2.5.4 Implications for the Hot Halo

Based on the discussion in the former three sections, we suggest that the newly

discovered high ionization gas likely originates from a volume-filled hot gaseous halo.

Compared to other high ionization intervening gas (traced by Ne VIII), this Mg X

system has a similar total column density of . 1020 cm2, but a larger temperature

than the previous studies (& 106 K; Narayanan et al. 2012).

The mass of a hot gaseous halo is related to the mass of the galaxy, which also
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defines the virial temperature of the system. Theoretically, it is believed that the

massive galaxy can host a hot halo at their virial temperature because of their large

gravitational potential and the long cooling timescale, while the virialized gaseous

halo of a low mass galaxy will not be formed due to the rapid radiative cooling

(Kereš et al., 2009). The virialized hot gaseous halo (& 106 K) results in the hot

accretion mode, which means the hot gas in the inner 50 kpc radiatively cools and

falls onto the galaxy. For temperatures below 5 × 105 K, nearly the entire shock-

heated halo cools in less than a Hubble time, so a significant hot halo does not form,

with the accreting gas being cold (Kereš et al., 2009). The only hot halo candidate

(T > 106 K) is in HE 0153-4520 reported by Savage et al. (2011b), based on the

presence of a Lyα absorption line with a Doppler b value of 140 km s−1. However,

without high ionization metal lines to confirm this suggestion, it remains possible that

the broad width is due to multiple blended H I components, since it is common that

the intervening systems show multiple components. The case becomes ambiguous

when several weak features (only evident in the wings of the lines) blend with a

strong line, because one cannot determine uniquely whether these broadened wings

are from a single component.

As discussed in Section 2.4.2, a multi-temperature medium is required to model

all ions in the Mg X system, and the presence of Mg X in our sample raises the upper

limit of the temperature up to 106 K), compared with the cases with only O VI and

Ne VIII (∼ 105.7 K). Adopting the power law model, the total hydrogen column

density is 8.2× 1019 cm−2 at 0.3 solar metallicity, and the index is 1.55± 0.41, which

indicates the higher temperature gas contains most of the mass. Quantitatively, the

gas associated with Mg X and Ne VIII (5.7 < logT . 6.0) has a column density of

7.1 × 1019 cm−2, while the gas corresponded to Ne VI and O VI (5.5 < logT < 5.7)

is 7.6 × 1018 cm−2. This multi-phase medium is similar to the hot halo of the Milky

Way, where the O VI gas is one order of magnitude lower than the O VII and O VIII
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(similar temperature region to Ne VIII) gas (Hodges-Kluck et al., 2016b). Specifically,

the currently observed O VII has EW around 15 mÅ, which corresponds to a column

density of 5.2×1015 cm−2 (Nicastro et al., 2002; Rasmussen et al., 2003). Assuming an

average ionization fraction of 50% and 0.3 solar metallicity, the total column density

is of 5.3 × 1019 cm−2.

Based on our fitting results, the variation of the temperature is 1.65 dex, and

the characteristic temperature is approximately 105.93 K, which means a half of the

hydrogen column density is higher than this temperature. While the hydrogen column

density distribution appears to have a peak around Ne VIII and Mg X, there is no

information for temperatures above ∼ 106.3 K. This shortcoming could be removed

when sufficiently sensitive X-ray spectrographs can detect ions such as O VIII.

The total column density of this absorption system is ∼ 8.2×1019(0.3Z⊙/Z) cm−2,

which could be used to constrain its host. Here, we show estimations of the total

column density for three possible hosts (galaxy, galaxy group and galaxy cluster).

We assume that the typical halo radii (R200) of these three objects are 250 kpc,

1 Mpc and 3 Mpc, and the mean density is n200 (5 × 10−5 cm−3). Based on these

assumptions, the expected total column densities (n200R200) are about 3.9 × 1019,

1.5× 1020 and 4.6× 1020 cm−2, respectively. Thus, the column density of the hot gas

seems to be reasonable for a galaxy hot halo. For Milky Way like galaxies, we show a

detailed model in Fig. 2.6. In this model, we employ a β-model, where density goes

as r−3/2 and assume the baryon mass in 250 kpc (50% or 100% of the total baryons).

In this plot, it is shown that n200R200 is a good indicator for the total column density,

and the radial dependence of the column density shows that our absorption system

correspond to a projected distance ∼ 80 − 170 kpc.

With the power law index of 1.55, it is of interest to consider whether the tem-

perature dependence is due to the local mixture of multiple phase gases or the large

scale radial structure of the galaxy halo. Thus, we try to reproduce the power law
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Figure 2.6: For A Milky Way type galaxy, the dotted red line is a model where all
the baryons lie within r = 250 kpc, while the black line has half of the
baryons within 250 kpc (R200). The dashed blue line shows the typical
column density R200n200.

model in the frame of the galaxy halo. For the radial distribution of the density, we

use a modified β−model described in Miller & Bregman (2015). They show that β is

0.50 ± 0.03 for the Milky Way, which indicates n ∝ r−3/2. For the radial distribution

of the temperature, we use the result from Baldi et al. (2012) for the outer region of

galaxy clusters, where the temperature varies as T ∝ r−α with α of 0.6 to 1.5. If we

assume this law is the same in galaxies or galaxy groups, the relationship between

the column density and the temperature is

dN

dT
∝ T

3β−1

α
−1, (2.1)

so the power index is . 0, while our fitting shows a power law of

dN

dT
= 104.4±2.2−[Z/X]T 1.55±0.41, (2.2)

where T is in the range 104.39±0.13 to 106.04±0.05 K. The difference between the power
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law index indicates the empirical model is unlikely to be as steep as our observation.

This inconsistency shows that the global radial variation does not reproduce the

observed ion species.

The temperature dependence of the column density may be accounted for by the

local mixture of multiple phase gases, which have several origins, such as an accretion

flow or stellar feedback. The accretion flow can generate cool clouds in the halo,

while the stellar feedback can not inject cool clouds to large radii (& 100 kpc). The

involvement of low temperature gas will lead to the mixture with the hot halo, then,

the intermediate state can be generated in interaction layers. Therefore, the column

density distribution may be divided into three parts – the cool gas, the interaction

layer and the hot halo.
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CHAPTER III

An X-Ray- and SZ-bright Diffuse Source toward

M31: A Local Hot Bridge

3.1 Introduction

As the best-studied galaxy, the Milky Way (MW) is found to suffer from the

missing baryon problem. In the past decade, multi-wavelength observations revealed

that the multi-phase medium within the virial radius of the MW could only account

for ≈ 1011 M⊙ of baryons (Anderson & Bregman, 2010; Gupta et al., 2012; Miller &

Bregman, 2015; Zheng et al., 2019a; Qu et al., 2020). Considering the MW halo mass

of 1 − 2 × 1012 M⊙ (Xue et al., 2008), about half of the expected baryons are still

missing from observations (adopting the cosmic baryonic fraction of 0.158; Planck

Collaboration et al. 2016a). One possible solution to this missing baryon problem is

that baryons are beyond the virialized halo of the MW.

It is well known that the MW is embedded in the local group (LG), which is

dominated by two member galaxies with similar masses: the MW and the Andromeda

galaxy (M31; Einasto & Lynden-Bell 1982). The halo mass of the LG is found

to be logM ≈ 12.26 − 12.83 and hosts a hot gas-dominated multi-phase medium

by matching the local environment (e.g., satellite galaxies) with simulations (Li &

White, 2008; Nuza et al., 2014). Observationally, cool-warm clouds (log T ≈ 4 − 5)
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are detected towards both M31 and anti-M31 directions by detecting the ultraviolet

(UV) and H I high velocity clouds (Bouma et al., 2019). However, these cool-warm

gases only contribute to a small fraction of the total gas mass, and it is still an open

question as to the properties of the major gaseous medium associated with the LG.

Observations of X-ray and Sunyaev-Zeldovich (SZ) effect are two effective means

to detect the hotter gas than the UV-tracing gas (Bregman, 2007). X-ray ions O VII

and O VIII are the two most common high ionization state ions in the Universe,

and trace gases at log T = 5.5 to 6.8. The SZ signal is sensitive to all hot gas

(electron; log T > 6). Previous studies show that the hot gas covering the entire

sky is mainly Galactic rather than from the LG (Bregman & Lloyd-Davies, 2007),

which is determined by the spatial distribution of the O VII absorption equivalent

width. Previous efforts to search for the LG hot gas associated led to upper limits by

considering the X-ray emission (ASCA, Einstein, and ROSAT) and SZ signals (COBE

and Planck; e.g., Suto et al. 1996; Pildis & McGaugh 1996; Banday & Górski 1996;

Sidher et al. 1999; Rasmussen & Pedersen 2001; Rubin & Loeb 2014).

In this paper, we analyze the X-ray data (i.e., O VII and O VIII line measurements

obtained by XMM-Newton) and the SZ y signal (extracted from WMAP and Planck

maps) toward the M31 direction. We discover a r ≈ 20◦ diffuse hot gas feature

toward M31, which is confirmed by both X-ray emission and SZ y signals. This

diffuse hot gas is likely to be a Local Hot Bridge connecting the MW and M31, which

accounts for a significant baryonic mass. The adopted data are mainly from Henley

& Shelton (2012, hereafter, HS12; O VII and O VIII line measurements) and Qu et

al. (2020, in preparation; SZ extraction). The sample and data reduction are briefly

introduced in Section 2. The origins of this feature and physical implications are

discussed in Section 3, where we develop a toy model of the Local Hot Bridge, and

discuss observational limitations and caveats. We summarize key results in Section

4.
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3.2 Data and Reduction

In the following analyses, we adopt the distance to M31 of DM31 = 750 kpc (Riess

et al., 2012), and assume that the projected center of the diffuse hot gas is at M31

(l, b = 121.17◦, −21.57◦). Although the real center is unknown, the commonly used

barycenter of LG (l, b = 147◦, −25◦; Einasto & Lynden-Bell 1982) is not favored by

both X-ray line measurements and SZ y signals.

3.2.1 The O VII and O VIII Emission Measurements

The adopted O VII and O VIII emission line measurements are originally ex-

tracted by HS12. Here, we only briefly describe the criteria for the subset of data

used in our study and refer readers to the original paper for the construction of the

sample. Using XMM-Newton archival data, HS12 selected all observations with good

time longer than 5 ks (not affected by Solar flares). They constructed two samples –

a Solar wind charge exchange (SWCX) clean sample of 1868 sight lines (determined

by the Solar wind proton flux); and a low extra-galactic emission sample of 1003

sight lines with an additional constraint on the X-ray flux at 2 − 5 keV. The SWCX

could introduce non-astrophysical O VII and O VIII emissions, which is problematic

when extracting the all-sky diffuse emission. Therefore, a low Solar wind proton flux

is crucial to have a clean sample with low SWCX contamination. The X-ray flux

at 2 − 5 keV is mainly a criterion to constrain the contamination due to background

AGNs. Using the SWCX-clean and low-background sample, Miller & Bregman (2015,

hereafter MB15) applied an additional filter, which cross-matches the XMM-Newton

field (a field of view of 0.5◦) with known strong X-ray sources (e.g., ROSAT cata-

logs and galaxy clusters; Voges et al. 1999; Piffaretti et al. 2011) to lower possible

contamination. This additional filtering leads to a sub-sample of 649 sight lines.

These 649 sight lines only have 9 sight lines in the r = 25◦ circle around M31.

To use more observations, we also include another 25 sight lines from the original
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Figure 3.1: The upper two panels show the X-ray emission line measurements (cor-
rected for the MW model) for O VII (left) and O VIII (right). The black
circles are adopted from MB15, while the grey crosses are from HS12 (the
1868 sight line sample), which may have more contamination. For both
samples, we masked out the region within 60◦ around the Galactic center,
and the measurements with large uncertainties (> 3 L.U. for O VII and
> 2 L.U. for O VIII). The yellow dashed lines are a projected β-model
based on the input model from the SZ extraction, which has a core of 8◦.
This model systematically overestimates the strengths of O VII, O VIII
emission measurements and SZ y. The magenta dotted lines are a pro-
jected MW-like halo at the distance of M31. The blue and red solid lines
are the Bridge (cylinder) model connecting the MW and M31 for fiducial
SZ and minimal SZ, which are shown in the Fig. 3.3. The lower panels
show the radial profile (5◦ bins) of O VII and O VIII Galactic-symmetric
regions of M31 (l = 121.17◦ or 238.83◦, b = ±21.57◦). In these two plots,
sight lines have the same weights in the HS12 and the MB15 samples. The
black dashed lines show the 1σ uncertainty of the radial profile of random
sight lines with fixed b = ±25◦. The signals toward M31 are higher than
the other three regions and random sight lines, which indicates it is not
a systematical feature associated with the Galactic disk.
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Figure 3.2: The simulation of the significance of O VII and O VIII. we compare the
M31 O VII and O VIII measurements to the strength distribution of
random sight lines (within 20◦) over the entire sky (black) and with fixed
latitudes at b = ±25◦ (blue). These tests leads to significances of 3.6σ
(3.0σ for fixed b) and 5.6σ (4.8σ) for O VII and O VIII measurements,
respectively.

sample (1868 sight lines) of HS12, which are within r = 25◦ around M31, and have

small uncertainties (< 3 L.U. for O VII and < 2 L.U. for O VIII; L.U. has units

of ph−1 cm−2 s−1 sr−1). The low uncertainty criterion is also applied to the MB15

sample. We note that 7/25 sight lines are in the M31 disk, which might affect the

O VII and O VIII extractions because of the thermal component in M31 disk. These

additional sight lines from HS12 may have larger contamination compared to the sub-

set used in MB15. Therefore, in the following modeling, we will lower the significance

of these additional sight lines.

We examine the emission around M31 by subtracting the MW contribution, since

the all-sky O VII and O VIII emission are dominated by the Galactic hot halo (Henley

& Shelton, 2013). Here, we adopt the Li & Bregman (2017) model (model No. 9

in Table 1; hereafter LB17; Fig. 5 in LB17), which considered a β-model n(r) =

n0(1 + (r/rc)
2)−3/2β and an exponential disk (n(rXY, z) = exp(−rXY/r0 − z/z0)) with

radiative transfer. For this Galactic model, we adopt the same assumptions as LB17

to correct the hydrogen absorption and the contribution due to the Local Bubble

(LB).

The O VII and O VIII line measurement residuals show a north-south asymmetry,
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which is commonly seen for multi-wavelength observations (e.g., the warm gas; Qu

et al. 2019). The O VII emission is systematically higher in the northern hemisphere

than the southern hemisphere, while the O VIII measurements show the opposite

trend. The difference between the two hemispheres is about 10 − 20%. To better

model the MW emission (649 sight line sample), we use two normalization factors

to reduce the median values of the residuals to zero for the northern and southern

hemispheres, respectively.

In Fig. 3.1, we show the residuals projected around M31. It is clear that both

O VII and O VIII emission measurements show enhancements in addition to the

Galactic emission. This enhancement shows a plateau shape within θ0 ≈ 15◦ of M31,

and decays to the zero beyond θ1 ≈ 30◦. The extra sight lines from HS12 are consistent

with the MB15 sample for the O VII. The O VIII emission measurements shows 3

additional sight lines from HS12 are slightly lower (≈ 1 L.U.) than the plateau of the

MB15 sample within 10◦.

The X-ray emitting region around M31 has an angular diameter of 40◦. Within

r = 20◦, the O VII enhancement (Galactic emission subtracted) has a mean value of

5.6 ± 1.3 L.U., which is about the same level as the all-sky Galactic O VII emission

(≈ 5 − 6 L.U. for the MB15 sample). The O VIII enhancement is about 2.8 ± 0.6

L.U. within r = 20◦, which is higher than the Galactic O VIII emission (≈ 1.3 L.U.).

Using the additional sight lines from HS12, the mean values are 5.5 ± 0.5 L.U. and

1.8 ± 0.3 L.U. for O VII and O VIII (excluding the central 2◦ to avoid the M31 halo

or disk contribution). The final detection significance is given in Section 3.2 by a

Markov chain Monte Carlo (MCMC) model, which is slightly lower (4.8σ and 4.5σ)

because we lower the weights of additional sight lines in the HS12 sample.

There are two caveats for this extraction, because the LB17 model only models the

large scale variation of the Galactic emission, and is dominated by the hot halo of a β-

model. First, some X-ray studies suggest that the Galactic emission is dominated by a
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disk component (Nakashima et al., 2018; Kaaret et al., 2020). If the disk component

is not correctly accounted for in the LB17 model, it is possible that a variation

over Galactic latitudes (higher at low latitudes) leads to the observed feature around

M31 because of the low latitude of M31. In Fig. 3.1, we plot the radial profiles of

both O VII and O VIII measurements for the Galactic-symmetrical regions of M31

(l = 121.17◦ or 238.83◦, and b = ±21.57). The signal toward M31 is higher than other

directions, which disfavors the possibility that the observed feature around M31 is

due to unaccounted large-scale variations (i.e., the disk component).

To further investigate this possibility, we also extract 300 random sight lines over

all Galactic longitudes, but with limited Galactic latitudes (b = ±25◦) to represent

the disk variation at similar latitudes of M31. The 1σ radial profile uncertainty is

plotted in the lower panels of Fig. 3.1. It is clear that only the M31 direction shows

a significant enhancement within 20◦ away from M31. We also note that the mean

residuals of O VII and O VIII emission are slightly positive around M31 (0.1 −

0.2 L. U.), which may be evidence for the disk component enhancement. However,

the significance of this enhancement is about 0.5σ and 0.8σ for O VII and O VIII,

respectively, which is likely to be random variation. Also, even if this enhancement

is real, it only affects the measurement of the X-ray enhancement around M31 by

2 − 10%, and should not affect the detection of the M31 enhancement. However,

it may influence the derivation of the mass and the metallicity (see discussions in

Section 3.4).

Second, the auto-correlation suggests there are remained features < 20◦ in the

residuals of O VII and O VIII measurements. We simulate random sight lines to test

whether the feature around M31 is due to the random variation of all-sky Galactic

emission rather than a disk variation. We extract 1000 random sight lines over the

entire sky, and calculate the median of residuals within 20◦ for each sight line. We

mask out the 30◦ region around M31 to avoid a contribution from the M31 feature
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to null tests. None of these random sight lines has a similar strength of the feature

seen toward M31. Based on this test (Fig. 3.2), the significance is 3.6σ and 5.6σ for

O VII and O VIII, respectively. For the simulation of limited latitudes (b = ±25◦),

the extracted significance is reduced to 3.0σ and 4.8σ for O VII and O VIII. We note

that O VII is more affected by features in the disk (e.g., supernova remnants), leading

to larger residuals and a somewhat lower significance.

3.2.2 The SZ y Extraction

The adopted SZ data in this work will be described in Qu et al. (2020, in prepara-

tion) as a part of the all-sky large-scale SZ signal. Here, we briefly describe the data

reduction. We combine the nine-year WMAP (Bennett et al., 2013) and the Planck

data release 3 (PR3) single frequency maps (Planck Collaboration et al., 2020) to ex-

tract the SZ signal. A low-pass filter is applied to extract large-scale features (FWHM

> 5◦). To avoid the dust contamination, we masked out 40% of the highest intensity

dust region around the sky (determined in the Planck 353 GHz map), and the PCCS

catalog for point sources (Planck Collaboration et al., 2016b). We also exclude the

region around the ecliptic plane (±10◦), because the Zodiacal dust contribution is not

fully removed in the PR3 maps, showing significant zodiacal contamination of the SZ

y (Qu et al. 2020, in preparation). After these exclusions, 22% of the sky remains.

Toward M31 there are useful SZ signals from the half of b . −20◦, mainly due to

Galactic dust exclusion regions.

We use the internal linear combination (ILC) method to extract large scale fea-

tures. The standard ILC method minimizes the variance of the extracted SZ map,

which could introduce bias reducing the SZ signal strength (more details in Eriksen

et al. 2004; Delabrouille et al. 2009). Here, we use the ILC to do the model fitting,

which has an input model for the large scale features. We minimize the variance

of the SZ residual maps (i.e., the difference between the extracted SZ map and the
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Figure 3.3: The upper two panels show the fiducial SZ extraction (left) and the min-
imal SZ extraction (right), while different models have the same colors as
Fig. 3.1. For the SZ extraction, the data points are binned in 5◦ bins. In
the fiducial SZ extraction, we include all four components (i.e., the MW,
M31, the local Universe, and the cosmic SZ) in the extraction, which may
overestimate the SZ strength. The feature at 45◦ in the fiducial extraction
is a random variation with a significance of 1.8σ, which is a result of the
small area left after our heavy masking of the Galactic disk, the ecliptic
plane, and point sources. By disabling the model of M31 and the MW, we
extract the minimal SZ strength (see the text for details). The β-model
is scaled down by a factor of 2 in the minimal SZ plot. The lowers panels
show random sight line tests for the two SZ extractions, which leads to
significance of 5.9σ and 2.5σ.
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input model) instead of the extracted SZ map (the standard ILC). Therefore, this

is a model-dependent extraction of the SZ signal, and we vary the input model to

minimize the variance of the residual map. Then, the SZ extraction and model fitting

are performed simultaneously.

Our fiducial input model includes four large scale features: the foreground MW

SZ, the feature around M31, the local Universe SZ (e.g., the Virgo cluster), and the

cosmic SZ background (i.e., the integration over all redshifts). The MW foreground SZ

is decomposed into two components: a Gaussian disk; and a spherical β-model halo.

The feature around M31 is modeled as a cored power-law (y(θ) = y0(1 + (θ/θc)
2)−α),

where θ is the angular distance from the center of M31, and with a fixed core radius

of θc = 8◦ (100 kpc at M31). The local Universe SZ is constructed based on the low-z

galaxy group and cluster catalog from Lim et al. (2017, logMhalo > 13). For each

halo, the total SZ Y is calculated by using the mass-SZ y scaling relationship from

Pratt & Bregman (2020, extrapolated from logM =13.25 to 13), and the universal

pressure profile is adopted from Arnaud et al. (2010). The cosmic SZ is modeled

as a constant over the entire sky since the large scale variations are included in the

local Universe SZ component. Using the MCMC model, we constrain the parameters

in these components. Our fitting results suggested that these four components are

significant (> 5σ). In this paper, we focus on the feature around M31, while more

results on other components will be discussed in Qu et al. (2020, in preparation).

The final M31 features are extracted from the M31 model along with the total

residual (the total model subtracted from the extracted SZ map). We extract the

radial profile in bins of 5◦ in Fig. 3.3, where the input model is also plotted. A

cored power-law model over-predicts the SZ signal for θ . 15◦, but the residual

could correct this tendency. The final extracted SZ shows a significant plateau at

y ≈ 4 × 10−7 within ≈ 15◦. We refer to this extraction as the fiducial SZ y signal,

which is preferred.
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The model-dependent extraction of signals may have biases that overestimate the

signal, so we test whether one could see similar signals without the input model. In

Fig. 3.3, we also show the case in which only the local Universe and the cosmic

SZ components are included in the extraction, which leaves out the MW and M31

components. This extraction shows a similar plateau shape, but the strength is

about half of the fiducial extraction (y ≈ 2×10−7). However, the background around

M31 shows large scale structures, which are corrected in the fiducial extraction. This

extraction leads to the minimal SZ signal, because the ILC method has a bias to reduce

the signal (Delabrouille et al., 2009). The ILC bias is the systematic cancelling of

the SZ signal due to empirical correlation between the SZ signal and random noise or

astrophysical signals (e.g., the dust and the point sources). According to Delabrouille

et al. (2009), we estimate the ILC bias for our extraction is about 5 × 10−8, which is

considerable relative to the total SZ signal.

The uncertainty of the SZ extraction has two origins, the model uncertainty ob-

tained from the MCMC model, and the residual variation (including measurement

uncertainties and contaminations). Using the MCMC chain, the model uncertainty is

extracted, which is less than 10−8 around M31, so the final uncertainty is dominated

by the residual variation. We calculate the global standard deviation over the entire

sky (except for the region around M31 within 30◦), and scaled it by a −1/2 power law

with the number of independent spherical harmonic modes in each angular bin. For

the entire sky, there are 1466 independent modes for FWHM > 5◦, and 328 modes left

after the masking. Then, we can use the number of pixels to calculate the equivalent

number of modes in each bin, and subsequently, the uncertainty. This uncertainty

leads to a reduced χ2 = 0.81 for regions > 40◦ from M31, which are expected to have

no features.

We use two means to determine the significance of the SZ extraction. The direct

calculation is the integration of the radial profiles within 20◦, which gives a signifi-
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cance of 6.6σ and 3.3σ for fiducial and minimal extractions, respectively. In another

estimation, we simulate 1000 random sight lines over the entire sky, and extract the

median SZ within 20◦ around these sight lines. For these sight lines, we require that

there should be more than 1000 pixels (pixel size of ≈ 0.5◦) within the 20◦ region

(affected by the mask), since the 20◦ region around M31 has 1244 pixels, and a small

number of pixels leads to a larger uncertainty. Based on the SZ distribution of sim-

ulated sight lines (Fig. 3.3), we determine that the median SZ signal around M31 is

5.9σ away from the random distribution for the fiducial extraction, and 2.5σ for the

minimal extraction. The simulation significances are slightly smaller than the local

significance, which indicates that there are still unaccounted features in the sky (e.g.,

small-scale Galactic features or contamination).

3.3 Physical Conditions of the Hot Gas

3.3.1 A β-Model Halo?

We rule out this feature to be the M31 hot halo for two reasons. First, one needs

a core radius of 200 kpc to explain the plateau of 15◦, which would be quite unusual

for a galaxy group (typical values of tens of kpc). Second, using the SZ signal, one

could estimate the total mass at a given temperature. For M31 (an MW-like galaxy),

the halo temperature is about 2 − 3 × 106 K. Then, one could estimate the mass of

such a SZ feature to be

MSZ ≈ 2.5 × 1012M⊙
SZy0

4 × 10−7

2.5 × 106

T (K)
(
D(kpc)

750
)2, (3.1)

where SZy0 is the SZ strength of the plateau, D is the distance of the hot gas, and T

is the temperature. Such a massive hot medium exceeds the cosmic baryonic fraction

(Ωb,0/Ωm,0 = 0.158; Planck Collaboration et al. 2016a). The halo mass of the local

group is logM = 12.72 (12.26 to 12.83; 5−95%; Li & White 2008), and the expected
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total baryonic mass is about 8.3 (2.9 − 10.7) × 1011 M⊙. A mass of 2.5 × 1012M⊙ is

too large by a factor of 3 − 10 to be physically plausible.

If this β-model halo is between M31 and MW (400 kpc to MW), the required core

radius is about 100 kpc, which is larger than generally seen in galaxy groups but not

unreasonably so (Mulchaey, 2000). The estimated mass will be about 8.8× 1011 M⊙.

However, a β = 0.5 model (typical values of galaxy groups) suggests a long tail to

larger angles (Fig. 3.3). Using current data, the SZ signal does not favor a long

tail, while the existence of this long tail cannot be distinguished by the O VII and

O VIII emission measurements (Fig. 3.1). A varied β extraction leads to β > 1,

which is not found for the β-model of galaxies or galaxy groups (Osmond & Ponman,

2004). Therefore, we do not favor this explanation either, but this is not a completely

unphysical model.

3.3.2 A Galactic Source?

We consider whether the detected diffuse feature belongs to Galactic structures

(e.g., Case B and C in Fig. 3.4). We derive the scaling relationships between physical

parameters with the distance under the observational constraints. Here, we assume

that the hot diffuse structure has a length of L0 and a radius of R0. Then, the two

ratios of L0/D and R0/D are determined by θ0 and θ1.The temperature is a constant

that is determined by the O VII/O VIII ratio. Two other constraints nTL0 and

Zn2ΛL0 are also constant, determined by the SZ and the O VII or O VIII emission.

At a distance of D10 (in units of 10 kpc), the scaling relations (with the fiducial SZ
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value) will be

L0 ≈ 9.7D10 kpc

R0 ≈ 3.2D10 kpc

n ≈ 5.0D−1
10 × 10−2 cm−3

Z ≈ 2.4D10 × 10−3Z⊙

M ≈ 4.4D2
10 × 108M⊙

LOVII+OVIII ≈ 9.2D2
10 × 1036 erg s−1

LX ≈ 3.0D10 × 1040 erg s−1

IX ≈ 6.2D−1
10 × 1037 erg s−1 kpc−2 sr−1. (3.2)

LOVII+OVIII is the total luminosity of O VII and O VIII, and LX and IX are the X-

ray bolometric luminosity and the X-ray surface brightness. To convert LOVII+OVIII

to LX, we adopt the APEC model (Smith et al., 2001). This conversion factor is

proportional to the inverse of the metallicity, because when Z . 0.01, the X-ray

emissivity is dominated by bremsstrahlung emission rather than metal lines.

This feature cannot be too close to the Sun (e.g., D < 10 kpc), or it would have

been discovered by all-sky X-ray surveys (e.g., ROSAT; Snowden et al. 1997) because

of the high surface brightness (IX). As a comparison, the unabsorbed Galactic X-ray

emission is about 3 − 4 × 1035 erg s−1 kpc−2 sr−1. Also, the mass of this feature will

be larger than 4×106 M⊙ at D > 1 kpc, which is unlikely to be a feature in the disk.

We also suggest that this hot gas structure cannot be in the MW halo (≈ 100

kpc) because of the resulting high pressure. In the MW halo, the typical ambient gas

pressure is about n200Tvir ≈ 100 K cm−3, where n200 is 200 times the critical matter

density, and Tvir is the virial temperature. If the detected hot gas structure is about
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Figure 3.4: An illustration of the geometry of the Local Bridge. The plateau feature
indicates two characteristic angels: the ending angle of the plateau (θ0)
and the angle beyond which the emission is zero (θ1). Case A is the fitting
model described in Section 3.3. Cases B and C are discussed in section
3.2.

100 kpc away from the Sun, the hot gas pressure will be about 1.1×104 K cm−3, two

orders of magnitude greater than expectations. Therefore, it is very unlikely to be a

structure in the MW halo.

3.3.3 The Local Hot Bridge Connecting MW and M31 – A Single-Phase

Toy Model

The plateau of the SZ signal inspires a toy model of a hot bridge connecting the

MW and M31. As suggested by simulations (e.g., Nuza et al. 2014), a hot bridge

occurs between the MW and M31 after z < 1, although these two galaxies have not

yet entered each others virial radius (Nuza et al., 2014). Here, we use the simplest

assumption to model the observation – a single temperature, uniformly distributed

medium filling in a cylinder between the MW and M31 (Fig. 3.4). The direction of

this cylinder is toward M31, and the barycenter is the middle point along the sight

line (375 kpc). The length and radius of the cylinder are L0 and R0, respectively.

It is well known that the CGM is typically multi-phase (Tumlinson et al. 2017 and

references therein). However, a multi-phase medium model cannot be constrained

without direct observations of cool or warm gas associated with the bridge. In sec-
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Table 3.1: Properties of the Local Hot Bridge

Fiducial SZ Minimal SZ
IOVII,0 (L.U.) 5.7+1.3

−1.2 6.0+1.4
−1.3

IOVIII,0 (L.U.) 2.5+0.6
−0.5 2.8+0.7

−0.6

SZy0 3.9 ± 0.8 × 10−7 1.62+0.9
−1.0 × 10−7

L0 (kpc) 430 ± 150 420 ± 150
D0 (kpc) 120 ± 20 110 ± 20
lognH(cm−1) −2.91+0.17

−0.14 −3.29+0.26
−0.45

log T (K) 6.35 ± 0.03 6.35 ± 0.03
logMhot(M⊙) 11.74 ± 0.11 11.28+0.22

−0.42

logMoxy(M⊙) 7.68 ± 0.15 8.08+0.46
−0.25

LOVII (erg s−1) 8.9+2.2
−2.1 × 1039 8.3+2.2

−2.0 × 1039

LOVIII (erg s−1) 4.5 ± 1.0 × 1039 4.2+1.4
−1.2 × 1039

LX
a (erg s−1) 1.1 ± 0.3 × 1042 2.6 ± 0.8 × 1041

logZ/Z⊙ −2.0 ± 0.2 −1.2+0.9
−0.4

Note: all parameters in this table are based on the single phase assumption, the cor-
rection due to the multi-phase medium is in Section 3.4.2.
a adopting the APEC model to convert the line emissivity to the bolometric luminos-
ity.

tion 3.4, we discuss the limitation (bias) introduced by the single-phase assumption,

together with the observational limitations.

The strength of O VII and O VIII emission measurements or the SZ y signal is

proportional to the path length in the cylinder. There are two characteristic angles for

this bridge model: the opening angle at the M31 side, tan θ0 = R0/(DM31/2 + L0/2),

and the opening angle at the MW side, tan θ1 = R0/(DM31/2−L0/2). Based on these

two angles, the path length in the cylinder could be divided into three regimes:

LCyl = L0/ cos θ, 0 < θ < θ0,

= R0/ sin θ −Dmin/ cos θ, θ0 ≤ θ < θ1,

= 0, θ1 ≤ θ, (3.3)

where Dmin is DM31/2 − L0/2.

Within the cylinder, the gas is assumed to be well mixed, with the same density,
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temperature, and metallicity. For the O VII and O VIII emission, we use the AtomDB

data set to extract the emissivity at different temperatures (Foster et al., 2012). A

factor of 0.58 is used to correct the solar oxygen abundance difference, 8.5 × 10−4

in AtomDB (Anders & Grevesse, 1989), and we use 4.9 × 10−4 from Asplund et al.

(2009).

The M31 hot halo may also contribute to the observed X-ray and SZ signals. Here,

we assume that M31 hosts a MW-like hot halo (the LB17 model) at 750 kpc. The

contributions due to such a hot halo are important within about 1◦ − 2◦ around M31

(Fig. 3.1 and Fig. 3.3). In practice, we subtract the contribution due to this MW-like

hot halo from observed signals, before the modeling of the cylindrical hot bridge.

For the fitting, we expect that points within 25◦ significantly contribute to the

model constraints. The MB15 sample has 9 sight lines, the SZ radial profile has 5

bins, while the HS12 sample has additional 24 sight lines. As stated in Section 2, the

additional sight lines in HS12 may suffer from more contamination than MB15, so we

lower their weights by a factor of 10 in the fitting. Then, the HS12 sample has about

2−3 equivalent sight lines, which has slightly lower contributions to the model fitting

than the MB15 sample and the SZ signal. We also have an additional uncertainty for

O VII of 1.5 L.U., because the O VII is more clumpy, showing small scale variations

(MB15, LB17). The total likelihood is

ln p = −1

2
(
∑

χ2
MB15 +

∑

χ2
SZ +

1

10

∑

χ2
HS12). (3.4)

The MCMC model is calculated with emcee (Foreman-Mackey et al., 2013), and the

results are shown in Fig. 3.5 and Fig. 3.6 for fiducial SZ and minimal SZ extractions,

respectively. The physical parameters are summarized in Table 3.1.

The cylinder model suggests the length of this structure is about 400 kpc, which

is sufficient to connect the dark matter halo of the MW and M31 (250 kpc for each
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Figure 3.5: The posterior distribution of the toy model for the fiducial SZ extrac-
tion. The lower left corner plot is the input physical parameters of the
length (L0), the radius (R0) of the cylinder, the number density (logn),
the metallicity (logZ), and the temperature (log T ). The upper right
plot shows the phenomenological parameters derived from the model: the
strength of the plateau for O VII and O VIII emission measurements and
the SZ y strength.
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Figure 3.6: Same as Fig. 3.5, but for the minimal SZ extraction.
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galaxy). Therefore, it is consistent with the assumption that the observed hot diffuse

feature is a Local Hot Bridge connecting the MW and M31. It is of interest to note

that a γ-ray excess is also detected projected at ≈ 4◦ − 15◦ away from M31 (Karwin

et al., 2019).

For the fiducial SZ model, the estimated hot gas mass is logM(M⊙) = 11.74 ±

0.11, while the minimal SZ model has a mass of logM(M⊙) = 11.28+0.22
−0.42. With

a LG halo mass of logM = 12.72, the associated baryon mass is about logM =

11.92 (Li & White, 2008; Planck Collaboration et al., 2018). Then, the Local Bridge

structure contributes about 66% of the baryon mass (23% in the minimal model). As

a comparison, we estimate the baryon masses in the MW and M31. The MW has a

stellar mass of logM = 10.71 ± 0.09 (Licquia & Newman, 2015), a hot gas CGM of

logM = 10.5 − 11 (Gupta et al. 2012; MB15; LB17; Faerman et al. 2017, 2020), and

a warm gas CGM of logM . 10 (Zheng et al., 2019a; Qu & Bregman, 2019). M31

has a stellar mass about twice the MW of logM ≈ 11 (Tamm et al., 2012), but a

similar halo mass of logM ≈ 12 − 12.3 (Kafle et al., 2018). The hot component of

the M31 CGM is still unknown, but should be comparable to the MW because of the

similar halo mass. The cool-warm CGM in the M31 halo has mass of logM ≈ 10.6

(Lehner et al., 2020). Therefore, the baryons within the MW and M31 halos account

for logM = 11.3 − 11.6 (24 − 48%).

We estimate the total oxygen masses are logMoxy = 7.68 ± 0.15 and 8.08+0.46
−0.25 for

fiducial and minimal SZ models, respectively. According to Peeples et al. (2014), the

total oxygen generated in a MW-like galaxy is logMoxy = 8.7, and about 20 − 40%

of oxygen (logMoxy = 8.0 − 8.3) is missing within the virial radius. Then, the total

missing oxygen is about logMoxy = 8.3 − 8.6, saying M31 is also a MW-like galaxy.

The metals in the Local Bridge also considerably account for the LG missed metals

(10 − 80%). We note that with a lower SZ strength, the oxygen mass will be higher.

The total O VII and O VIII luminosity is about 1.3±0.3×1040 erg s−1. Adopting
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the APEC conversion factors (Smith et al., 2001), the bolometric X-ray luminosity

is 1.1 × 1042 erg s−1 (fiducial SZ extraction) and 2.6 × 1041 erg s−1 (minimal SZ

extraction), which are comparable to poor galaxy groups (Osmond & Ponman, 2004;

O’Sullivan et al., 2014). A typical galaxy absorption toward M31 of 5 × 1020 cm−2

leads to an observed luminosity of ≈ 5 − 6 × 1038 erg s−1 the 0.2 − 5 keV band for

the fiducial SZ extraction and ≈ 1 − 2 × 1038 erg s−1 for the minimal SZ extraction.

3.3.4 Caveats and Preferred Parameters

As shown by current observations, there is an enhancement around the M31 direc-

tion, but the measurement and physical interpretation involve several uncertainties

mainly due to observational limitations. Here, we summarize these observation lim-

itations and uncertainties, and raise the caveats. With these limitations, we also

discuss the preferred physical properties.

3.3.4.1 X-ray and SZ Measurement Uncertainties

In Section 2.1, we suggested that the enhancement around the M31 direction is

unlikely due to a random variation at 6.6σ, or a Galactic disk variation at 5.7σ.

However, it is still possible that the MW has contributions to the M31 enhancement.

To have a large-scale (≈ 20◦) enhancement, the feature is likely to be close to the Sun,

so the LB is a possible source for the MW variation. The LB model used in Section

2.1 is from MB15 (the same as LB17), which uses the path length derived based on

Na I absorption survey of nearby stars (Lallement et al., 2003). In the MB15 model,

the LB has a mean contribution to the observed O VII measurements of 0.83 L.U.

with a 1σ uncertainty of 0.17 L.U., while the contribution to O VIII is negligible.

Toward M31 within 20◦, the LB model suggest a relatively low OVII contribution of

0.72 L.U.. Considering the variation of the LB contributions, the O VII measurement

may be reduced by ≈ 0.2 L.U., which is < 5% of the O VII enhancement (5.7 L.U.).
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The scatter of 20◦ features is 1.5 L.U. for O VII and 0.5 L.U. for O VIII (Fig. 3.1).

It may affect the enhancement measurements at a similar level, which is uncertain

due to the limitation of current data (i.e., more sight lines could reduce the statistical

uncertainty). We are conducting a M31 hot halo study (Huang et al. in prep.), which

will increase the number of sight lines around M31 within 10◦ (more than 30 sight

lines), and improve the current situation.

The uncertainty of the SZ observation is mainly the possible overestimation of

the fiducial extraction and the underestimation of the minimal extraction as stated

in Section 2.2. An SZ signal of y ≈ 4 × 10−7 in the fiducial extraction is about

an upper limit of the SZ signal, while the lower limit is y ≈ 2 × 10−7 extracted in

the minimal model. Although it is possible that the real SZ signal is undetectable

(< 2×10−7) because of the 2.5σ detection in the minimal extraction, the well-behaved

radial profiles suggest a more physical reason rather than random variation for both

extractions.

One common issue is the coverage of the feature for both SZ and X-ray signals.

There is only a half of area with signals (b . −20◦), so it is not guaranteed that the

upper and the lower halves have similar signals. In an extreme case, the upper half

of b & −20◦ does not have any enhancement. This possibility reduces the angular

coverage of the observed features, but will not affect the derived temperature, density,

and path length. However, it will affect the mass estimation as discussed in Section

3.4.3.

3.3.4.2 Corrections due to the Multi-Phase Medium

Although we assume a single-phase model in the toy model, the bridge structure

could be multi-phase. Lehner et al. (2020) show the covering factor of strong absorp-

tion of the UV ion O VI (logN > 14.6) has a tentative peak at 20◦ (Fig. 11 in their

paper), which might indicate a transition from the hot gas to the lower-temperature
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gas (i.e., multi-phase medium). However, the cool-warm gas contribution associated

with the hot bridge is unknown to the observed UV absorption systems. Therefore,

the temperature distribution of the multi-phase medium is also unknown. We adopt a

steady-state cooling assumption (M ∼ T/Λ; roughly a power law with a slope of -1.5;

Qu & Bregman 2018b) for the warm-hot gas (log T > 5) to investigate the acceptable

temperature region. The O VII, O VIII, and SZ measurement is only sensitive to

the high-temperature region, so we fix the lower temperature bound to log T = 6.

The maximum temperature cannot be much higher than log T = 6.6, otherwise, it

predicts less O VII than O VIII, while the observed ratio is about 2.

The multi-phase assumption could significantly reduce the baryon mass and raise

the metallicity. The total mass is proportional to Y /T (i.e., electron column density

and physical area), so a higher mean temperature gives a lower baryon mass. At

log T = 6.3−6.4, O VII and O VIII are at about their emissivity peaks. If more mass

is in the hot phase not contributing to O VII and O VIII emission measurements, a

higher metallicity is needed to match the observations. With a high-temperature end

of log T = 6.6, the total baryon mass will be reduced by 30%, and the metallicity will

be raised by 80% for both fiducial and minimal SZ models.

In the single-phase models, the derived hot gas masses are about 5.5×1011 M⊙ and

1.9 × 1011 M⊙ for the fiducial and minimal SZ extraction, respectively (Table 3.1).

Considering the multi-phase correction, the masses are reduced to 4.2 × 1011 M⊙

and 1.4 × 1011 M⊙. Also, the metallicity will be raised to ≈ 0.02 Z⊙ (fiducial) and

0.12 Z⊙ (minimal). Although this bias (always higher mass and lower metallicity

in the single-phase modeling) is within the uncertainty (≈ 1σ), this trade between

single-phase and the multi-phase assumptions could play an important role, when

accounting for baryons or metals in the hot phase (log T > 6).
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3.3.4.3 Mass and Density and Metallicity

The modeling based on current data suggests a mass of 1.4 − 4.2 × 1011 M⊙

for the hot bridge. However, as discussed in Section 3.4.1, the current data has

some uncertainties, so here we provide a set of estimations for the lower limit of

the hot gas mass. First, we ignore the SZ signal, which has a higher systematical

uncertainty due to the extraction method. As shown in Fig. 3.5 and Fig. 3.6, the

density (proportional to the mass and SZ y signal) and the metallicity are negatively

correlated. Theoretically, there is a solid upper limit of the metallicity of the hot

bridge at the Solar metallicity. Thus, assuming the Solar metallicity, a solid lower

limit of the mass is > 2 × 1010 M⊙ (considering O VII and O VIII measurement

uncertainties), while the preferred mass lower limit is ≈ 8 × 1010 M⊙ (with the

preferred line measurements) in the multi-phase model.

We also consider the uncertainty of the O VII and O VIII measurements by

reducing the strength by a factor of 2 (i.e., ≈ 2σ of the random variation for both

ions). Then, the mass lower limit is reduced to 6 × 1010 M⊙. Because the current

coverage of X-ray and SZ measurements is only the lower half (b < −20◦), the lower

limit can be reduced by another factor of 2 (i.e., only the lower half has the bridge

structure). Finally, the lower limit of the bridge mass is about 3− 4× 1010 M⊙, so it

is still a massive baryonic component in the LG.

The upper limit of the hot gas mass is from the fiducial single-phase model (i.e.,

5 − 6 × 1011 M⊙). Then, the possible range of the mass is between 3 × 1010 M⊙

and 6 × 1011 M⊙, while it is likely to be higher than 7 × 1010 M⊙ (9% of the LG

baryons). For a mass of 7 × 1010 M⊙, the conclusion still holds that the X-ray and

SZ enhancement is unlikely to be the M31 hot halo. If the enhancement is around

M31 at 750 kpc, the mass will be increased to 2.8 × 1011 M⊙ (a factor of 4), which

still breaks the M31 baryonic constraint: a total baryon mass of 1.6 − 3.2 × 1011 M⊙

(Kafle et al., 2018), ≈ 1 × 1011 M⊙ in the disk (Tamm et al., 2012), and a massive
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cool-warm CGM of > 4 × 1010 M⊙ (Lehner et al., 2020).

The upper limit of the Solar metallicity also reduces the 1σ upper limit of the

oxygen mass from 3.4 × 108 M⊙ to 2.1 × 108 M⊙. Then, the contribution to the

missing metals is reduced from 80% to 50% in the LG.

The density is proportional to the mass with the same geometry (cylindrical

bridge), which is not sensitive to the O VII, O VIII, and SZ y strengths. Applying a

similar estimation as the mass, the range of the density is about 2×10−4 to 10−3 cm−3.

This density is similar to the measured hot gas density of 1.2 ± 0.9 × 10−3 cm−3 of

the bridge in the galaxy group HCG 16 (a spiral rich galaxy group; O’Sullivan et al.

2014).

With the multi-phase correction, the preferred metallicity is about 0.02 to 0.12

Z⊙, which is consistent with the X-ray measurements of the HCG 16 intra-group

medium (O’Sullivan et al., 2014). Here we suggest that it is also possible to be higher

(even higher than the Solar metallicity) in the minimal SZ model considering the

uncertainty of the y measurement. The relatively low metallicity implies an intra-

group medium origin of the local hot bridge, because the CGM of the MW is expected

to have a higher metallicity (& 0.3 Z⊙; Bregman et al. 2018).

3.4 Conclusion

The diffuse hot gas feature projected around M31 is detected in both X-ray emis-

sion lines (O VII and O VIII) and SZ y signals with a total significance of 7σ (4.8σ

of O VII, 4.5σ of O VIII, and > 2.5σ of SZ). We rule out the possibilities that this

feature is the hot halo around M31, otherwise it exceeds the cosmic baryon fraction.

This hot gas feature cannot be in the MW halo, due to its excessively high thermal

pressure (∼ 100 times the ambient hot halo), or in the MW disk (too X-ray bright).

A preferred explanation is that this hot gas feature is a structure between the MW

and M31. A cylinder model suggests that the length of this structure is about 400
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kpc with a radius of 120 kpc. Therefore, it is a Local Hot Bridge connecting the hot

halos of the MW and M31. This bridge structure has a temperature of ≈ 2.2 × 106

K, a density of 2 × 10−4 − 10−3 cm−3, and a metallicity ≈ 0.02 − 0.12Z⊙. Such a hot

bridge contributes about ≈ 10− 50% (≈ 0.8− 4.2× 1011 M⊙) of the total baryons in

the LG, and ≈ 10−50% of the LG missing metals (i.e., oxygen, ≈ 0.4−2.0×108 M⊙).
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CHAPTER IV

The Warm Gaseous Disk and the Anisotropic

Circumgalactic Medium of the Milky Way

4.1 Introduction

The gaseous baryons in galaxies can be found in both gaseous disks (the interstellar

medium; Dickey & Lockman 1990) and gaseous halos (the circumgalactic medium;

CGM; Putman et al. 2012; Tumlinson et al. 2017). The gaseous disks are roughly

cospatial with the galaxy stellar disks, whereas the CGM are surrounding the stellar

disks. H I 21 cm line surveys or ultraviolet (UV) observations reveal that the gaseous

disks can extend beyond the stellar disks (up to 30 − 50 kpc along the major axis)

with masses from 107 M⊙ to . 1010 M⊙ for low-redshift galaxies (z . 0.2; Oosterloo

et al. 2007; Bregman et al. 2018). With statistical assembly of Quasar-galaxy pairs

in UV absorption lines, the CGM can be detected out to large radii (> 150 kpc) and

contribute a large amount of baryonic materials (& 1010 M⊙) for galaxies at z . 0.5

(Stocke et al., 2013; Werk et al., 2014; Lehner et al., 2015; Keeney et al., 2017).

The existence of these gaseous components is important for galaxy evolution by

mediating both accretion and feedback processes (Mo et al., 2010). For L & L∗

galaxies, the CGM is normally volume-filled by warm-hot gas (log T ≈ 5−7) together

with discrete cool gas clouds (log T ≈ 4 − 5), which is mainly shock-heated by gas
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accreted from the intergalactic medium (IGM) and altered by feedback processes from

host galaxies (Cen & Ostriker, 2006). The existence of the CGM could prevent direct

accretion from the IGM; instead, it provides cooling materials from itself by thermal

or gravitational instabilities (Kereš et al., 2009). These cooling flows from the CGM

supplement the gaseous disk, and sustain the star formation activities in the stellar

disk (Lehner & Howk, 2011; Li et al., 2014; Borthakur et al., 2015; Qu & Bregman,

2018b). In turn, the stellar and active galactic nuclei (AGN) feedback could enrich

the CGM by ejecting gas, energy, and metals (Borthakur et al., 2013; Fielding et al.,

2017b; Oppenheimer et al., 2018).

The warm (log T ≈ 5) gas is of special importance, since it is at transitional

temperatures (the peak of the radiative cooling curve). In this temperature range,

the gas could be the interaction layer between the cool gas and the warm-hot gas.

These interactions are mostly associated with galactic feedback (e.g., outflows) or

gas accretion onto the disk (e.g., accretion shocks). Therefore, the distribution of

the warm gas is crucial to investigate these fundamental processes. Observationally,

the warm gas distribution could be divided into two components: the warm gas disk

and the warm CGM. The warm gas disk has been studied for both other galaxies

(Boettcher et al., 2016; Zheng et al., 2017; Qu et al., 2019) and the Milky Way

(MW; Howk et al. 2002; Finkbeiner 2003; Savage et al. 2003; Wakker et al. 2012).

For other galaxies, the warm gas disk is detected in various observations. Direct

imaging on nearby edge-on galaxies has detected the warm gas disk at radii of ≈

1 − 10 kpc in X-ray band, UV band, or nebula emission lines (Rand et al., 2008;

Li & Wang, 2013; Boettcher et al., 2016; Hodges-Kluck et al., 2016a). However,

for the warm CGM, these observations are limited at larger radii (> 50 kpc) due

to the current instrument limitations and the low surface brightness of the diffuse

ionized gas. An alternative is to use UV absorption lines against the continua of

background AGN/stellar objects to detect gas with column densities as low as ≈
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1012 cm−2 (Tumlinson et al. 2017 and reference therein). The warm gas is traced by

intermediate-high ionization state UV ions, such as Al III, Si IV, C IV, and O VI

(Stocke et al., 2013; Werk et al., 2014; Johnson et al., 2015; Lehner et al., 2015; Zheng

et al., 2017; Qu et al., 2019). However, extragalactic absorption-line studies are all

limited by the sample of available sightlines for individual galaxies.

The MW is a unique target to study the warm gas distribution with hundreds

of sightlines over the sky mapping both the disk and the CGM (Savage et al., 1997;

Howk et al., 2002; Wakker et al., 2003; Savage & Wakker, 2009; Lehner & Howk,

2011; Lehner et al., 2012; Wakker et al., 2012; Fox et al., 2014, 2015; Bordoloi et al.,

2017b; Karim et al., 2018). Previous studies indicated that the warm gas could be

discrete kpc-size clouds, which can be detected as intermediate-velocity clouds (IVCs)

or high-velocity clouds (HVCs; Sembach et al. 2003; Wakker et al. 2003; Fox et al.

2004; Shull et al. 2009; Wakker et al. 2012; Werk et al. 2019). At large scales, the

warm gas distribution in the MW was modeled as a plane-parallel slab with only one

dimensional (1-D) variation over the vertical direction (perpendicular to the disk)

as an exponential function of n(z) = n0 exp(−|z|/z0), where z0 is the scale height

(Savage & Wakker 2009 and references therein; hereafter SW09). The scale height

of the warm gas disk is measured using column densities against UV-bright stars at

different z-heights and AGNs. In this model, the stellar sightlines are used to estimate

the ion density at the mid-plane of the disk. Combining with the sightlines toward

AGNs (determining the maximum projected column density), the scale heights of the

plane-parallel slab model are obtained for various ions, where no CGM component

is considered. However, more recent observations reveal the CGM also contributes

to the column densities of the intermediate-high ionization state ion measured in

the AGN sightlines (Werk et al., 2014; Johnson et al., 2015; Lehner et al., 2015;

Stocke et al., 2017; Zahedy et al., 2019). As pointed out by Zheng et al. (2019a,

hereafter Zheng19), the MW CGM contributes to a significant amount of column
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density to the Si IV absorption lines measured with 132 AGN sightlines obtained

by the Cosmic Origins Spectrograph (COS; Green et al. 2012) on the Hubble Space

Telescope (HST). They demonstrated that the warm gas in the MW, as observed

with all-sky AGN sightlines, should be modeled with a two-component model (i.e.,

a disk component and a CGM component). In their two-component model, the disk

component follows the 1-D plane-parallel slab model as SW09 adopted, and the halo

component is modeled as a uniform global background.

This paper is built upon the two-component model of Zheng19 to develop a disk-

CGM model that accounts for both the radial and vertical density profiles of the disk.

This model is applied to Si IV and O VI, which are typical ions tracing the transitional

temperature gas (Savage et al., 1997; Wakker et al., 2012). In Section 2, we summarize

the data used in this study, which includes column density measurements from MW

stellar sightlines by SW09, and from all-sky AGN sightlines by Savage et al. (2003,

hereafter Savage03) and Zheng19. We introduce our model in Section 3, and show

that the inclusion of the disk radial profile can alleviate the disagreement between the

plane-parallel slab model based on the stellar sample (SW09) and the two-component

model based on the AGN sample (Zheng19). The anisotropic CGM model is also

introduced in Section 3, showing that the MW is likely to have a warm CGM with

anisotropic column density distribution. In Section 4, we discuss the implication of

this work on the warm gas disk (Section 4.2), the warm CGM of the MW (Section 4.3),

and the north-south asymmetry of the MW warm gas absorption features (Section

4.4). The key results are summarized in Section 5.

4.2 Data

At the temperature of ≈ 105 K, the transitional gas can be traced by intermediate-

high ionization state ions, such as Si IV with ionization potential of 33.5 - 45.1 eV,

C IV (47.9 - 64.5 eV), N V (77.5 - 97.9 eV), or O VI (113.9 - 138.1 eV). These ions
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are detectable in absorption against the continua of background UV-bright stars or

AGNs. For observations of the MW warm gas disk and CGM, the stellar sightlines are

normally at low Galactic laitutdes (|b| . 5◦; SW09), whereas the AGNs are at high

Galactic latitudes (|b| & 30◦; Savage03; Zheng19). The stellar sightlines are employed

to measure the mid-plane density of the disk, while the AGN sightlines can trace

the large-scale variation of the disk (e.g., scale height of the disk) and the CGM.

Therefore, these two samples are equally important to constrain both the gaseous

disk shape and the CGM contribution. We only consider the ions that have high

S/N & 15 samples for both disk stars and AGNs of sample sizes N & 100.

Based on this criterion, Si IV and O VI are the two ions, which have both stellar

sightlines from SW09 and AGN sightlines from Savage03 and Zheng19. In this study,

we do not consider C IV, since the current largest AGN sample (N ≈ 30 − 40) from

Wakker et al. (2012) does not have sufficient sightlines to obtain a good fitting result.

All of the used three samples (Savage03; SW09; Zheng19) have similar velocity ranges

(|v| . 100 km s−1) for the measurement of the column density, so we only study the

low-intermediate velocity gas of the MW (without HVCs |v| & 100 km s−1). Zheng

et al. (2015) showed that a significant amount of the CGM is at low-intermediate

velocities using a MW-mass hydrodynamic simulation (Joung et al., 2012), so we

expect that we could detect both the warm gas disk and CGM using these samples.

For the stellar sample, SW09 summarized the FUSE, IUE, and Copernicus sight-

lines toward the 109 MW stars, 25 AGNs, and 6 LMC/SMC stars with good mea-

surements (σN < 0.4 dex) or limits of Si IV and O VI. This sample is mainly based

on the Galactic O VI surveys, such as Bowen et al. (2008) for low-latitude disk stars

and Zsargó et al. (2003) for halo stars. Compared to the Bowen et al. (2008) sample,

SW09 excluded sightlines with large uncertainties of O VI and other transitional ions

(e.g., C IV, Si IV; Savage et al. 2001). The excluded sightlines are mainly stellar

sightlines within 1 kpc. Since SW09 also included sightlines toward halo stars at
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Table 4.1: The Si IV and O VI Samples

Ion Nstar
a NAGN

a σp
b Ref.

Si IV 49 13 13 ... 0.30 SW09
... 119 11 0 0.13 Zheng19

O VI 73 0 4 ... 0.23 SW09
... 93 0 8 0.15 Savage03

a These two columns are the number of sightlines from the stellar or AGN sample,
respectively. In each column, three numbers are for sightlines with column density
measurements, lower limits, and upper limits, respectively.
b σp is the patchiness parameter (defined in Section 3.2), which represents the intrinsic
scatter of the column density measurements in each sample. The patchiness parameter
is derived to reduce the reduced χ2 value to 1 for each sample individually.

|z| > 1 kpc, this sample is better to constrain the scale height of the disk compo-

nent. We exclude sightlines that might be contaminated by foreground H II regions

as marked out by SW09. Besides the Galactic stellar sample, SW09 also included 6

stars in LMC/SMC, which are not used in our analyses. This is because one needs to

assume the radial density profile of the MW CGM to model the ion column densities

from stars at the distance of 50−60 kpc, which is highly uncertain. Therefore, we do

not implement this variation in our model, and omit the sightlines toward LMC/SMC

stars. The final stellar sample used in our analyses is composed of 77 sightlines, 75

of which have good column density (logN) measurements or limits for Si IV, and all

of them have good logN values or limits for O VI (Table 5.1).

For the AGN sample, we adopt two data sets. We make use of the Si IV measure-

ments from the COS-GAL sample (Zheng19), which is based on the Hubble Spectro-

scopic Legacy Archive (Peeples et al., 2017). Moreover, we retrieve the O VI mea-

surements from the FUSE observations analyzed by Savage03. We do not include the

AGN sample in SW09, since it has a large overlap with the Zheng19 sample (18/25)

and the Savage03 sample (22/25). The final AGN sample includes 130 sightlines for

Si IV and 101 sightlines for O VI (Table 5.1).
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4.3 Models and Results

4.3.1 Previous Models

Previously, the warm gas disk (e.g., traced by Si IV and O VI) of the MW is

modeled as an 1-D plane-parallel slab model (Jenkins 1978; Bowen et al. 2008; SW09).

The model only has one dimensional variation: the density distribution of the warm

gas over the disk height z as an exponential function of n(z) = n0 exp(−|z|/z0), where

n0 is the ion density at the mid-plane and z0 is the scale height. The current stellar

sightlines are normally close to the Sun with a distance of d . 2 kpc, which implies

that the average ion densities traced by these sightlines do not vary significantly at

large scales. Therefore, the stellar sightlines mainly determine the average density

of the mid-plane around the solar system (n⊙). For the AGN sightlines, both the

disk and the CGM are detected to show the large-scale variation. Based on AGN

sightlines, one could obtain the maximum projected column density along the z-

direction (N sin |b|) for the disk component, since in the plane-parallel slab model,

the CGM contribution is ignored. Combining these two measurements, the scale

height z0 in the plane-parallel slab model is derived as N sin |b|/n⊙ around the solar

neighborhood.

This model works well for the sample dominated by stellar sightlines, such as

SW09, which has ≈ 100 stellar sightlines and ≈ 20 AGN sightlines. However, this

model might have two problems with more and more AGN sightlines obtained by

HST/COS. First, for sightlines toward AGNs, the contribution from the MW CGM

is not considered, which has been shown as an important component for low redshift

galaxies (z . 0.5; e.g., Stocke et al. 2013; Werk et al. 2014; Johnson et al. 2015).

Second, the AGN sightlines could trace the large scale variation of the disk in both

the vertical and radial directions, so the plane-parallel slab model might lead to

divergence from the observations.
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The first problem is partially solved in Zheng19 by introducing an isotropic CGM

component (NCGM) into the plane-parallel slab model; their model is referred as

the two-component disk-CGM model hereafter. They applied the two-component

disk-CGM model to fit the Si IV column density distribution measured along 130

AGN sightlines across the Galactic sky, and found a significant contribution of the

MW CGM of logNCGM ≈ 13.53. The Zheng19 analyses provide the first statistical

evidence that the MW hosts an extended warm CGM. However, in this model, the

disk component (logNdisk = 12.1) is different from SW09 (logNdisk = 13.4) by more

than one order of magnitude. Therefore, there is still a huge gap between the model

dominated by stellar sightlines (the plane-parallel slab model; SW09) and the model

dominated by AGN sightlines (the two-component disk-CGM model; Zheng19). In

the following, we introduce a 2-D disk-CGM model with a disk radial profile that

alleviates the tension between the flat-slab model by SW09 and the two-component

disk-CGM model by Zheng19 in studying the warm gas in the MW.

4.3.2 The 2-D Disk-CGM Model

We improve the previous models by introducing a two-dimension (2-D) disk into

the two-component disk-CGM model of Zheng19. In this model, we consider the num-

ber density distribution of the disk component, which is a 2-D distribution (ndisk(r, z))

depending on the radius (r) from the Galactic center (GC), and the z-height above

and below the Galactic plane. For a given sightline at a given distance (l, b, and

d), we can calculate the column density contribution from the disk by integrating

the 2-D density distribution of the disk component. For the CGM component, we

first consider a constant CGM column density over all directions (isotropic NCGM;

the same as Zheng19). This CGM component is only applied to the AGN sightlines,

while the disk component is calculated for both stellar and AGN sightlines.
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For a given sightline, the model predicted column densities are

N(l, b, d) = Ndisk(l, b, d) for stars,

N(l, b) = Ndisk(l, b, dmax) + NCGM for AGNs, (4.1)

where dmax is the maximum distance for the disk component, which is set to be the

virial radius of the MW halo (Rvir = 250 kpc).

Here, we emphasize that the decomposition of the disk and the CGM component

is phenomenological, since we assume the stellar sightlines do not trace any CGM gas.

This is limited by the current sample, which does not have sightlines in the MW halo

that trace the radial profile of the MW CGM at large radii, so we cannot calculate the

CGM contribution to the column density measurements in stellar sightlines. However,

this assumption is also reasonable with the current sample. For stellar sightlines, most

stars are close to the disk mid-plane center |z| . 3 kpc, which are marginally affected

by the CGM component. There are only three stars have |z| > 3 kpc, leading a tiny

effect on the fitting results.

For the 2-D disk component, the radial and vertical profiles are assumed to be

independent from each other, so the ion number density distribution in the disk is

n(r, z) = n0fr(r)fz(z), (4.2)

where fr(r) and fz(z) are the profile functions in the radial and vertical directions.

For fz(z), we adopt the same exponential profile, fz(z) = exp(−|z|/z0), as the plane-

parallel slab model (SW09). We also assume the radial profile to be exponential as

fr(r) = exp(−r/r0), where r0 is the scale length. Both of the radial and vertical

exponential profiles are empirical as inferred from the H I disk and the stellar disk

(Kalberla & Dedes, 2008; Bovy & Rix, 2013). It is possible that the warm gas disk

follows a different density distribution, since the warm gas disk is more extensive

85



and affected by Galactic feedback. Therefore, in our following analyses, we also

consider the Gaussian function f(x) = exp(−(x/x0)
2) for both fr(r) and fz(z) to test

whether the shape of the warm gas disk can be distinguished from the observations.

In total, there are four phenomenological models for our disk density profiles, named

as REZE (exponential radial and vertical profiles), RGZE (Gaussian radial profile and

exponential vertical profile), REZG (Exponential radial profile and Gaussian vertical

profile), and RGZG (Gaussian radial and vertical profiles). In these models, the solar

system is placed at r⊙ = 8.5 kpc (Ghez et al., 2008) and z⊙ = 0 kpc.

We apply these models to the column density measurements of Si IV and O VI

(Savage03; SW09; Zheng19), and obtain the best parameters using the minimum

χ2 estimation. In our fittings, we include the lower or upper limits of logNSiIV

and logNOVI values, which are typically not considered in previous modelings (e.g.,

SW09). For these limits, we only calculated the χ2 value when it is opposite to the

limits, i.e., higher than the upper limit and lower than the lower limit; otherwise, the

χ2 value is fixed to 1 for these limits. The uncertainties of the sightlines are one-sided

uncertainty, which we set according to the intrinsic scatters (i.e., the patchiness pa-

rameter derived later; Table 5.1). Therefore, the uncertainty of limits in the stellar

sample is set as 0.3 dex, while the AGN sample is set as 0.1 dex.

Previous studies show that the intrinsic column density scatters of the disk and

the CGM are the major contributors of the deviation in the fitting (i.e., Bowen et al.

2008; SW09; Zheng19). The intrinsic scatter is modeled as the patchiness parameter

(σp), which is an additional uncertainty attached to the measurement uncertainty

as σ2
f = σ2

p + σ2
m. σf is the final adopted uncertainty in model fittings, and σm

is the measurement uncertainty. There are two methods to implement patchiness

parameters. The first method is varying the patchiness parameter to obtain the

reduced χ2 = 1, which is adopted in SW09 (and reference herein). The second method

is to implement the patchiness uncertainty into the Bayesian model as introduced in
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Zheng19. These two methods obtain similar results, and we adopt the first method in

our analyses. The calculated σp values are shown in Table 5.1, which leads to reduced

χ2 of 0.95−1.05 due to the significant figures. In SW09, the patchiness parameters of

Si IV and O VI are 0.266 and 0.233, respectively. The larger patchiness parameters

(0.30 and 0.23) in Table 5.1 are mainly due to the inclusion of upper or lower limits

in our fittings, and the exclusion of AGN sightlines, which normally have smaller

scatters. For the AGN samples, the previously σp are 0.18 and 0.25 for Si IV and

O VI, respectively (Savage03; Zheng19), which are larger than our values in Table 5.1

(0.13 and 0.15). The reduction of the patchiness parameter indicates that the radial

distribution of the disk affects the AGN sample more significantly.

The fitting results are summarized in Table 4.2. Overall, the exponential function

leads to smaller scale lengths or scale heights than the Gaussian function, because the

exponential function has a slower decay with the same characteristic length. With the

isotropic CGM, the RGZE model (indicating Gaussian function for the radial profile

and exponential function for the vertical profile) is preferred with the significance

of . 2σ (inferred from the difference of total χ2 . 4 ). Similarly, the anisotropic

CGM models show that no specific model is preferred, which will be described and

discussed in detail in Section 3.3. Therefore, we suggest that the current stellar and

AGN samples cannot distinguish the density profiles (exponential or Gaussian) of the

warm gas disk, and we set the REZE model as the fiducial model.
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Table 4.2: The Disk and CGM model for Si IV and O VI
Model logn0 r0 z0 logNCGM

mp logNCGM
nd red. χ2 (dof) logndisk

⊙ log n⊙z0 logMdisk

(cm−3) kpc kpc ( cm−2) ( cm−2) ( cm−3) ( cm−2) (M⊙)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

The 2-D disk-CGM models with isotropic CGM of Si IV
REZE −7.82 ± 0.24 4.3 ± 1.2 2.5 ± 0.6 13.18 ± 0.12 1.232 (201) -8.68 13.21 3.78
RGZE −8.21 ± 0.16 8.3 ± 1.5 2.8 ± 0.7 13.14 ± 0.15 1.182 (201) -8.67 13.26 3.70
REZG −7.74 ± 0.23 3.7 ± 0.9 3.3 ± 0.6 13.16 ± 0.11 1.267 (201) -8.73 13.22 3.80
RGZG −8.21 ± 0.15 7.4 ± 1.1 3.5 ± 0.7 13.12 ± 0.14 1.202 (201) -8.78 13.26 3.66

The 2-D disk-CGM models with isotropic CGM of O VI
REZE −7.19 ± 0.20 5.7 ± 1.8 2.3 ± 0.6 13.98 ± 0.14 1.210 (174) -7.84 14.02 4.39
RGZE −7.51 ± 0.13 9.8 ± 1.9 2.6 ± 0.7 13.93 ± 0.18 1.196 (174) -7.83 14.08 4.29
REZG −7.18 ± 0.20 5.4 ± 1.6 2.4 ± 0.5 14.03 ± 0.09 1.240 (174) -7.86 13.95 4.31
RGZG −7.50 ± 0.12 8.8 ± 1.4 2.7 ± 0.6 13.98 ± 0.12 1.222 (174) -7.90 14.01 4.16

The 2-D disk-CGM models with anisotropic CGM of Si IV
REZE −7.93 ± 0.20 5.2 ± 1.4 2.6 ± 0.6 12.62 ± 0.40 13.32 ± 0.08 1.128 (200) -8.64 13.27 3.86
RGZE −8.25 ± 0.14 9.2 ± 1.6 2.7 ± 0.7 12.67 ± 0.44 13.28 ± 0.10 1.106 (200) -8.62 13.29 3.74
REZG −7.89 ± 0.19 4.6 ± 1.0 3.4 ± 0.6 12.46 ± 0.45 13.32 ± 0.07 1.138 (200) -8.69 13.28 3.86
RGZG −8.27 ± 0.12 8.4 ± 1.2 3.5 ± 0.7 12.48 ± 0.52 13.28 ± 0.08 1.105 (200) -8.72 13.31 3.70

The 2-D disk-CGM models with anisotropic CGM of O VI
REZE −7.35 ± 0.15 8.0 ± 2.5 2.6 ± 0.6 13.21 ± 0.58 14.19 ± 0.08 1.104 (173) -7.82 14.08 4.55
RGZE −7.60 ± 0.09 12.2 ± 2.4 2.7 ± 0.6 13.18 ± 0.66 14.16 ± 0.10 1.108 (173) -7.81 14.11 4.40
REZG −7.33 ± 0.15 7.2 ± 2.2 2.9 ± 0.5 13.21 ± 0.50 14.22 ± 0.07 1.121 (173) -7.84 14.05 4.49
RGZG −7.59 ± 0.09 10.7 ± 1.8 3.0 ± 0.6 13.18 ± 0.57 14.19 ± 0.08 1.119 (173) -7.84 14.08 4.28

Notes: Column 1) The model name: R and Z denote radial and vertical directions; E and G denote exponential and Gaussian
profiles. Column 2) The density at the GC. Column 3) The scale length. Column 4) The scale height. Column 5) The CGM
column density along the disk mid-plane (‘mp’). For isotropic CGM model, this value is the same as the CGM column density
perpendicular to the disk. Column 6) The CGM column density perpendicular to the disk (‘nd’ denotes the normal line).
Column 7) The reduced χ2 and the degree of freedom. Column 8) The ion density at the solar system. Column 9) The disk
column density toward b = 90◦ at the solar system. Column 10) The disk mass of ions.

88



All of our four models show that both the disk and the CGM components con-

tribute significantly to the observed column densities in AGN sightlines. Using n0z0

as the characteristic column density of the disk, the disk component is comparable

to the CGM component for both Si IV and O VI (Table 4.2). Previously, the plane-

parallel slab model shows that the disk component has Si IV column density ranging

from logN = logn0z0 = 13.36 to 13.56, and O VI from logN =14.12 to 14.28 (SW09).

These values are all larger than our values of 13.21 − 13.26 (Si IV) and 13.95− 14.08

(O VI). The lower values of our disk component are because we take into account

the contribution of the MW CGM to ion column density measurements toward AGN

sightlines, whereas the plane-parallel slab model assumes no contribution from the

CGM. Our fitting results show that the CGM components are 13.12 − 13.17 (Si IV)

and 13.91 − 14.02 (O VI). These values are comparable with the Si IV and O VI col-

umn densities measured from transverse AGN sightlines at R ≈ 100 kpc (≈ 0.5Rvir)

for low redshift L∗ galaxies (z ≈ 0.5; Werk et al. 2013; Savage et al. 2014; Johnson

et al. 2015). Although the sightlines through the MW CGM have a different geometry

from sightlines for external galaxies, this consistency indicates a decreasing column

density dependence on the radius of a power law with a slope of about −1 (Werk

et al., 2013).

For the disk component, although we cannot distinguish between the exponential

and Gaussian profiles, the scale height (z0) and the scale length (r0) can be deter-

mined. In the fiducial model (REZE), the scale heights are 2.6±0.6 kpc and 2.4±0.6

kpc for Si IV and O VI, respectively. The scale lengths are 4.2±1.2 kpc and 5.6±1.7

for Si IV and O VI, respectively. The scale lengths are first measured in this work for

the MW warm gas disk.

The radial profile of the disk component is important to solve the divergence be-

tween the plane-parallel slab model (SW09) and the two-component disk-CGM model

(Zheng19), which have different relative contributions between disk and CGM compo-
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nents. In Fig. 4.1, we predict the projected column density distribution (logN sin |b|)

as a function of |z|-height and Galactic latitude (b) using the REZE model with

isotropic CGM with best-fit parameters in Table 4.2.

Before introducing the plots, we define the observed scale height, which is an

observable for the warm gas analysis. This parameter is defined as N sin |b|/n⊙,

where N sin |b| is the projected column density observed from the Sun, and n⊙ is the

mid-plane ion density around the Sun. The observed scale height could be estimated

as the z-height of the turnover point in the projected column density function of z-

height. For example, in the left panel of Fig. 4.1, the observed scale height is about

|zobs| ≈ 0.03 kpc at |b| = 0.1◦, while it is |zobs| ≈ 1 kpc at |b| = 5◦. This is different

from the scale height z0 defined in Equation (4.2), which is a constant over the entire

sky. The scale height z0 could be calculated as Nr,nd/nr,mp, where Nr,nd and nr,mp

are the column density toward b = 90◦ (the normal direction of the disk) and the

mid-plane density at any given radius of r.

The difference between the scale height (z0) and the observed scale height (zobs)

is mainly due to the radial density distribution of the disk component. Using two

AGN sightlines as an example, one sightline is toward b = 90◦, while another sightline

is toward the anti-Galactic center (anti-GC; l = 180◦) direction with any Galactic

latitudes. Considering the calculations of the scale height and the observed scale

height, the mid-plane densities are the same, since both of densities are around the

Sun. However, the projected column densities of the disk component are different:

the term Nr⊙,nd is always larger than N sin |b| at different b. This is a result of the disk

radial distribution, since N sin |b| could be approximated as Nr⊙,nd exp(−(r−r⊙)/r0),

where r is always larger than r⊙ for anti-GC sightlines. Therefore, we expected

that the observed scale height is always lower than the real scale height for anti-GC

sightlines. Also, since a low b leads to a small tan b value, the low latitude sightlines

need a longer path length to reach the same height. Then, the effect of the disk radial
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Figure 4.1: The prediction logN sin |b| using REZE model with the isotropic CGM.
The model parameters are adopted for Si IV (first row of Table 4.2). Left

panel: the predicted relationship between logN sin |b| and log |z| for stel-
lar sightlines at |b| < 5◦ with contribution only from the disk component.
Lower latitudes and larger longitudes lead to lower projected column den-
sities (N sin |b|), hence lower observed scale heights (N sin |b|/n⊙; see the
definition in the text), which is proportional to the projected column den-
sity. Middle panel: the predicted relationship between logN sin |b| and
log |b| for AGN sightlines at |b| & 30◦. The dashed lines are the disk com-
ponent, while the solid lines are the total model. Sightlines around the
anti-GC show rapid decrease of the projected column densities with lower
latitudes due to the disk radial variation. Right panel: the plane-parallel
slab model (SW09; the dashed line) and the two-component disk-CGM
model (Zheng19; the solid line). In these two models, logN sin |b| only
has dependence on Galactic latitude, since these two models only have
1-D disk with a density profile over the height-|z|.
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distribution is more significant for low latitude sightlines, and lower projected column

densities are expected for these sightlines (the left panel in Fig. 4.1).

The sightlines toward the GC (l = 0◦) is more complex, since the disk radial

distribution leads to higher density around the GC. However, the stellar sightlines

are mainly at low latitudes |b| . 5◦. In our fiducial REZE model, the scale heights of

both Si IV and O VI are higher than 2 kpc. Using this scale height and a Galactic

latitude of 5◦, one expects a radius difference of z0/ tan |b| > 20 kpc to reach the

scale height of the disk. With this radius difference, the final effect on the observed

scale height will be a competition between the high-density gas around the GC and

the low-density gas at large radii. Our numerical calculation shows that it is possible

to have larger observed scale heights around the GC direction (the left panel in Fig.

4.1). Therefore, the sightlines around the GC direction have higher projected column

densities than those toward anti-GC directions due to the high-density gas at the GC.

Since the solar system is at r⊙ = 8.5 kpc, this difference is most significant around

|z| = 8.5 tan |b| kpc, which is ≈ 0.7 kpc for |b| = 5◦.

In the middle panel of Fig. 4.1, we show the predicted projected column density

for the AGN samples using the fiducial REZE model. Our model predicts that the

projected column density has a dependence on both Galactic latitude and Galac-

tic longitude, while the previous models only have dependence on Galactic latitude

(SW09 and Zheng19; the right panel of Fig. 4.1). The logN dependence on both l

and b is due to the radial profile of the disk component, so it is similar to the case

in the disk-only model (the left panel of Fig. 4.1), but for higher Galactic latitudes

(|b| > 30◦). The projected column densities are generally higher toward the GC direc-

tion than the anti-GC direction, and all the values converge at |b| = 90◦. The anti-GC

sightlines show a more significant dependence on the Galactic latitude |b| (decreasing

rapidly), which is due to the radial profile in our model. The Zheng19 model also

reproduces this feature, but in a different way. The Galactic latitude dependence in
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the Zheng19 model is due to the term of NCGM sin |b|, and do not have dependence

on the Galactic longitude, so this model does not reproduce the feature that the GC

sightlines have higher column density than the anti-GC sightlines (also see Fig. 5 in

Zheng19, and Fig. 7 in Wakker et al. 2012).

4.3.3 The Anisotropy of the CGM Component

In the previous section, we adopt the isotropic CGM assumption from Zheng19.

However, this isotropic CGM profile over the entire sky may not best represent the gas

density distribution in the CGM. For example, Bordoloi et al. (2011) found that the

absorption features are stronger along the minor axis using Mg II absorption lines for

external galaxies (also see Lan & Mo 2018). Besides the absorption strength, Martin

et al. (2019) found that the non-detections of Mg II are mainly along the minor axis

(perpendicular to the disk), which indicates a lower detection rate along the minor

axis. Therefore, we consider the azimuthal variation of CGM in our 2-D disk-CGM

model of the MW.

For the MW, the azimuthal variation of external galaxies is equivalent to a vari-

ation of the CGM column densities as a function of Galactic latitude. We refine our

2-D disk-CGM model by changing CGM density from an isotropic distribution to

an anisotropic distribution with a dependence on Galactic latitude. In this model,

we define two characteristic CGM column densities: the column density along the

disk (Nmp; denoting the mid-plane) and the column density perpendicular to the disk

(Nnd; denoting the normal direction of the disk). These two directions are similar to

the major and minor axis directions for external galaxies. For simplicity, we assume

that the CGM column density depends on Galactic latitude b as an elliptical function:

logNCGM(b) =
√

log2Nmp cos2 b + log2Nnd sin2 b, (4.3)
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where Nmp and Nnd are free parameters in our model. For AGN sightlines, the term

NCGM in Equation 2 has a dependence on Galactic latitude (NCGM(b)). In this model,

we assume the variation of the CGM column density is in the logarithmic scale rather

than in the linear scale, i.e., NCGM(b) = (N2
mp cos2 b + N2

nd sin2 b)1/2. In the linear

scale variation model, if Nnd is much larger than Nmp (e.g., a factor of > 3), the

CGM column density will be dominated by Nnd sin b, and Nmp cannot affect the

fitting results. Therefore, the linear scale variation model does not have the ability

to trace the large amplitude CGM variation (i.e., | logNnd − logNmp| > 0.5 dex).

The χ2 fitting results show that the anisotropic CGM model is significantly better

than the isotropic CGM model (Table 4.2). The total χ2 values are reduced by

15.6 − 26.4 and 15.7 − 21.2 for Si IV and O VI, respectively. The mean values of the

χ2 difference are 20.8 and 18.5, which lead to a 4.6σ and 4.3σ significance considering

the degree of freedom (dof) is reduced by 1. According to the fitting, the CGM column

density is higher along the normal direction of the MW disk (Nnd) than the direction

along the disk (Nmp) by 0.6− 0.9 dex and ≈ 1.0 dex for Si IV and O VI, respectively.

The differences between Nnd and Nmp are consistent for different disk density profiles

(exponential or Gaussian). This consistency indicates the CGM anisotropy is a real

feature rather than an artificial feature due to the choice of the disk density profiles.

Therefore, we suggest that the anisotropic model is preferred at least at a level of

4.0σ for both Si IV and O VI distributions. Combining these two ions together,

the significance is about 6.3σ. However, this result does not imply the CGM has an

elliptical geometry, and it is even unknown whether this feature is completely due to

the CGM, which will be discussed in Section 4.3.

Adopting the anisotropic CGM model does not affect the disk parameters signifi-

cantly, but one interesting difference is the larger scale length. This is the result of the

smaller CGM column density at low Galactic latitudes. In the isotropic CGM model,

the CGM column density is dominated by the AGN sample at high Galactic latitudes.
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This isotropic column density (≈ Nnd) is higher than the real column density at low

Galactic latitudes (Nmp), and suppresses the extension of the disk component along

the radial direction. In the fiducial REZE disk model with an anisotropic CGM, the

scale lengths are 5.3 ± 1.4 kpc and 7.8 ± 2.4 for Si IV and O VI, respectively. These

numbers indicate that the warm gas disk is more extensive than the stellar disk (≈ 2

kpc; Bovy & Rix 2013) and the H I disk (≈ 3.5 kpc; Kalberla & Dedes 2008) at about

2σ.

Column density predictions by the preferred models (REZE disk with anisotropic

CGM) are compared to the observations in Fig. 4.2, Fig. 4.3, and Fig. 4.4 for

Si IV and O VI, respectively. We plot the stellar samples in the top panels, which

generally follow the model (REZE disk with isotropic CGM; Fig. 4.1) described in

Section 3.2. Different from the plane-parallel slab model (SW09), we predict the

maximum projected column density has a dependence on Galactic latitude due to

the radial profile of the disk (Section 3.2). However, the difference between low and

high Galactic latitude sightlines does not show up for the observed scale heights, since

there are no high-|z| stellar sightlines at low latitude (|b| . 3◦), which are expected

to follow the purple lines in the top left panels. The observations show the longitude

dependence of the projected column density, since the sightlines toward the anti-GC

generally have lower projected column density than the sightlines toward the GC.

The middle panels show the global variation of the total column densities predicted

for AGN sightlines. It is of interests to find that the predicted global minimum among

the AGN sightlines occurs around |b| = 30◦ − 50◦ around the anti-GC, which is the

combination of the disk variation and the anisotropic CGM. The disk component has

the minimum around the polar regions (|b| ≈ 90◦), where has the shortest path length,

while the anisotropic CGM component in our model has the minimum along the disk

radial direction (|b| = 0◦). Then, considering these two effects together, the minimum

of the total column density will be around |b| ≈ 45◦. Observationally, this feature
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Figure 4.2: The comparison between 2-D disk-CGM model predictions and observa-
tions for Si IV (the stellar sample). Two plots are color-coded in Galactic
latitude (|b|; left) and Galactic longitude (|l|; right), respectively. Lower
|b| sightlines have lower projected column densities since these sightlines
are more affected by the disk radial distribution (need longer path length
to reach the same height). Sightlines toward the GC have higher projected
column densities due to the high ion density around the GC.

was found by Wakker et al. (2012), showing an O VI deficit region at l = 70 − 280◦,

b = −60 to −10◦. This deficit is more clear in the southern hemisphere, since the

southern hemisphere has systematically lower column densities.

The projected column density of the AGN samples is plotted in the lower panels

of Fig. 4.2 and Fig. 4.4. The northern hemisphere sightlines have systematically

higher column densities than the southern hemisphere by 0.1 − 0.2 dex. The origin

of this north-south asymmetry is beyond the scope of this paper, but we discuss

it phenomenologically in Section 4.4. Here, we do not consider this north-south

column density asymmetry in our modeling. The predicted tendency stated in Section

3.2 matches with the observations, which show the anti-GC sightlines have lower

projected column densities.

We find that the anisotropic model can better reproduce the large logN varia-

tion at lower Galactic latitudes for two reasons (Fig. 4.2 and Fig. 4.4). First, the

variation of the projected column density at low latitudes is mainly caused by the
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Figure 4.3: The comparison between 2-D disk-CGM model predictions and observa-
tions for Si IV (the AGN sample). Upper panels: the global variation of
total column densities for the AGN sample plotted in the Aitoff projection
(the left panel). In the left panel, the white diamond-like region at the
GC (l = 0◦ and b = 0◦) has column densities of logN > 14.2, so it is left
as a blank region. The model predicts that the minimum column density
for AGN sightlines occurs around Galactic latitudes of 30◦−50◦, which is
a result of the competition between the disk component (the minimum at
b = 90◦) and the CGM component (the minimum at b = 0◦). The right
panel is the residual of logN(Observation)− log N(Model), which mainly
shows the north-south asymmetry (discussed in Section 4.4). Lower pan-
els: the comparison between anisotropic CGM model (left panel) and
the isotropic CGM model (right panel). The anisotropic CGM model is
4.6σ better than the isotropic CGM model by reducing the total χ2 of
20.8. The anisotropic CGM model reproduces the sharp decreasing of the
projected column density at low Galactic latitudes better for sightlines
toward the anti-GC (|l| = 180◦; also see Fig. 4.4).
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Figure 4.4: The comparison between model predictions and observations for O VI.
Each panels are the same as Fig. 4.2 and 4.3. For the top panels, we also
plot the Bowen et al. (2008) sample, which is not included in the fitting.
For O VI, the anisotropic CGM model is 4.3σ better by reducing the total
χ2 of 18.5.
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radial variation of the disk. The low column density along the disk radial direction

(logNmp) allows a more extended disk, which increases the column density variation

at low Galactic latitudes, since this variation is due to the variation of the disk (the

middle panel of Fig. 4.1). Second, the variation of the CGM column density leads to

a steeper decrease of the projected column density at low latitudes around the anti-

GC. Since the CGM column density is higher at b = 90◦, the total column density is

also increased at high latitudes.

In all, we prefer the REZE model with anisotropic CGM profile to other models

(Fig. 4.5). We examine the Si IV column density residuals to evaluate the per-

formance of the plane-parallel slab model (SW09; left column), the two-component

disk-CGM model (Zheng19; middle column), and our preferred model (right column).

The plane-parallel slab model (SW09) fits the stellar sample well, which does not have

unaccounted features in the residual (i.e., flat residuals over Galactic longitude), al-

though there is a large scatter. However, there are significant unaccounted structures

in the residuals for the AGN sample (low residuals at low Galactic latitudes), although

the intrinsic scatter is less than the stellar sample. The two-component disk-CGM

model (Zheng19) has comparable residuals to our 2-D disk-CGM model for the AGN

sample, but the residuals show a peak around l = 0◦. Also, this model predicts a

disk component of logN = 12.1, which is about one order of magnitude lower than

SW09 and this work (logN ≈ 13.3). The two-component disk-CGM model does not

have distance constraints, so the logN measurement from stellar sightlines cannot

be reproduced in this model (Zheng19). Our new model could reproduce the col-

umn density measurements from both the stellar and the AGN sightlines equally well

without unaccounted features in the residuals.

99



−100 0 100−1.0

−0.5

0.0

0.5

1.0

SW09 (longitude)
−100 0 100

Longitude (Degree)

Zheng19 (longitude)
−100 0 100

This Work (longitude)

−50 0 50−1.0

−0.5

0.0

0.5

1.0

Ob
se
r 
at
io
n 
- M

od
el
 (d

ex
)

SW09 (latitude)
−50 0 50

Longitude or Latitude (Degree)

Zheng19 (latitude)
−50 0 50

This Work (latitude)

Figure 4.5: The comparison of the Si IV residuals between three models: the plane-
parallel model (SW09; left panels), the two-component disk-CGM model
(Zheng19; middle panels), and the 2-D disk-CGM model (this work; right
panels). The filled gray circles are the residuals of the AGN sample,
while the open red diamonds are the stellar sightlines. Here, we only plot
measurements without upper or lower limits. The dotted lines are at levels
of ±0.3 dex. The SW09 model are comparable to the 2-D disk model for
the stellar sample (flat residuals but large scatters), while the Zheng19
model cannot reproduce the stellar sample. For the AGN sample, both
SW09 and Zheng19 models show hints for unaccounted features, such as
the peak around l = 0◦.
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4.4 Discussion

4.4.1 The Comparison with Zheng19

Using the archival data (Savage03; SW09; Zheng19), we build a 2-D disk-CGM

model to fit the Si IV and O VI column density measurements for warm gas moving at

|v| . 100 km s−1 from both the AGN and stellar sightlines simultaneously. Previously,

the plane-parallel slab model is commonly used to study the MW disk (Jenkins 1978;

Bowen et al. 2008; SW09). However, the plane-parallel slab model cannot explain a

mismatch between the AGN and stellar sample as noted and discussed in Zheng19,

which is due to the lack of CGM component in the plane-parallel slab model. Zheng19

introduced an additional isotropic CGM component to the plane-parallel slab model

to account for the CGM contribution in the AGN sightlines. Here, we mainly compare

our 2-D disk-CGM model with the two-component disk-CGM model with 1-D disk

(Zheng19).

For the model setting, the major difference is the inclusion of the disk radial

distribution in our 2-D disk-CGM model (Section 3.2), while a minor difference is an

improvement from the isotropic CGM model to the Galactic latitude-dependent CGM

model (Section 3.3). In Zheng19, the disk component is still the 1-D plane-parallel

slab model, which leads to a lower disk component. This is because the plane-parallel

slab model has a constant projected column density of AGN over different Galactic

latitudes. Therefore, the low Galactic latitude sightlines with low projected column

densities (Fig. 4.2 and Fig. 4.4) lead to a low value of the disk component in the two-

component disk-CGM model (Zheng19). For the CGM component, we find that the

column density distribution of MW CGM is likely to be a function of Galactic latitude

instead of an isotropic one (Section 3.3). Since the AGN samples are mostly around

the high latitude (|b| & 30◦), this CGM modification lead to a significant difference

(≈ 0.7 − 1.0 dex for both Si IV and O VI) at low Galactic latitudes between our
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models and the two-component disk-CGM model (Zheng19).

Another difference is the adopted statistical method, where we used the χ2 opti-

mization, while Zheng19 used the Bayesian frame. Assuming the Gaussian distribu-

tion for the measurement uncertainty and the uniform prior, these two methods are

equivalent in the sense to obtain the minimum of χ2 or the maximum of likelihood.

Besides the method to obtain the fitting results, another difference in the statistical

method is the choice of the likelihood or the uncertainty distribution. Zheng19 as-

sumed the column density uncertainty follows a normal distribution (the linear scale)

rather than a lognormal distribution, while the latter distribution is adopted in our

models. Although the real distribution of the uncertainty is unknown, the lognormal

distribution is more used for the data with a large variation (e.g., one order of mag-

nitude). It is worth to notice that these two distributions are similar to each other

when the uncertainty is small (≈ 0.02 for most sightlines in Zheng19).

Zheng19 also used the block bootstrapping to account for the possible unknown

large scale structures. From the residual map in Fig. 4.2 and Fig. 4.4, we noticed

the north-south asymmetry, which is the most prominent variation over the entire

sky. This feature is addressed and discussed phenomenologically in Section 4.4. In

section 4.5, we introduce several blocking tests for large scale structures, which show

consistent results with the unblocked fitting.

Another minor difference is that we obtain the patchiness parameter by reducing

the reduced χ2 to 1, while Zheng19 implemented the patchiness parameter in the

Bayesian frame. Again, Zheng19 assumed a normal distribution rather than a log-

normal distribution for this intrinsic scatter. Therefore, their patchiness parameter

estimate is Np = 1.4 × 1013 in the linear scale. We convert it into the logarithmic

scale by log10 e× Np

NSiIV
≈ 0.179, where NSiIV is the mean column density of the AGN

sample of Si IV. This value is larger than the one in our models (0.13 dex; Table 5.1),

and we suggest that this difference is mainly due to the inclusion of the disk radial
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profile to better account for the column density scatters as seen in the AGN data.

4.4.2 The Warm Gas Disk

The warm gas at (1 − 5) × 105 K is important for gas assembly and recycling in

a galaxy due to their high cooling rates and short lifetimes (≈ 10 Myr; Oppenheimer

& Schaye 2013). Theoretically, this gas normally trace the interaction layer between

cool and hot gases, and the cooling from hotter mediums (Gnat et al., 2010; Kwak

et al., 2015). These phenomena are usually associated with galactic outflows (feedback

processes), infall gas (gas accretion), and interactions between the disk and the CGM

(McQuinn & Werk, 2018; Qu & Bregman, 2018b). Therefore, one could obtain unique

insights into the disk and the CGM formation by observing the warm gas.

The scale height is a key property of the warm gas disk, since it indicates how

extensive the disk is, which is a test for the ionization mechanism and the gas origin

(Bowen et al. 2008; SW09; Wakker et al. 2012). For example, the scale height should

be larger for ions with higher ionization potentials under collisional ionization equi-

librium (CIE). However, as shown in SW09, the O VI disk (z0 = 2.6 ± 0.5 kpc) has

slightly lower scale height than both Si IV (3.2+1.0
−0.6 kpc) and C IV (3.6+1.0

−0.8 kpc) in the

SW09 model. This phenomenon might indicate that the Galactic Si IV and O VI are

produced under different ionization mechanisms (SW09).

However, as stated in Section 3.2, we find that the Si IV scale height is reduced

from 3.2+1.0
−0.6 kpc (SW09) to 2.6±0.6 kpc (the REZE model with the anisotropic CGM).

The O VI scale height (2.6 ± 0.6 kpc) is similar to SW09 (2.6 ± 0.5 kpc). Therefore,

our models do not support that Si IV and O VI have different scale heights. The

different behaviors between Si IV and O VI scale heights are because of: the inclusion

of the disk radial profile and the anisotropic CGM component, the different samples,

and the exclusion of AGN sightlines around the north Galactic polar region in SW09.

Besides the scale heights, we find that the scale lengths are also similar between
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Si IV and O VI within 1σ. Therefore, we consider whether both of the ions follow

the same density profile distributions of the disk component. A joint fitting model

is applied to Si IV and O VI samples simultaneously, where we tie the parameters

of the O VI model to the Si IV model, including the scale length (r0), the scale

height (z0), and the CGM difference between two axes (∆ logNCGM). In the model

where the three parameters are all tied (Table 4.3), the difference of total χ2 is 3.51

compared to the best model with all parameters are free (the models in Table 4.2).

Because the best model has a 3 more dof, it is 1σ better than the most limited

model, so the best model is not a significantly better model. We also tie these three

parameters in turn to check which is the most dominant factor in the χ2 difference.

We find that tying the scale length leads to the highest χ2, but the difference is still

insignificant. Therefore, we prefer the most limited model with all three parameters

tied, and suggest that there is no significant difference of the density profile between

Si IV and O VI adopting the new models.

Our model measures the scale length of the warm gas disk of the MW for the first

time. We can further estimate the total mass of the warm gas disk of the MW. First,

we obtain the total number of ions (N disk
total; for Si IV or O VI) within the warm gas

disk by integrating the ion number density over the radial and vertical directions:

N disk
total = n0

Rvir
∫

0

dr exp(− r

r0
)

Rvir
∫

−Rvir

dz exp(−|z|
z0

). (4.4)

Then, we calculate the masses of Si IV and O VI ions in the warm gas disk for

different models (Table 4.2 and Table 4.3). For each ion, various models lead to

similar ion masses within 0.3 dex. Summarizing our results, we obtain the mass of

Si IV is log(M/M⊙) = 3.8 ± 0.1, while the O VI mass is log(M/M⊙) = 4.4 ± 0.2.
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Table 4.3: The Joint Fitting Results of Si IV and O VI

Ion logn0 r0 z0 ∆ logNCGM a logNCGM
nd red. χ2 (dof) log ndisk

⊙ logndisk
⊙ z0 logMdisk

( cm−3) kpc kpc dex ( cm−2) ( cm−2) ( cm−3) ( cm−2) (M⊙)
Si IV −8.02 ± 0.12 6.1 ± 1.2 2.6 ± 0.4 0.82 ± 0.32 13.32 ± 0.07 1.126 (376) -8.63 13.28 3.91
O VI −7.22 ± 0.12 ... ... ... 14.17 ± 0.08 ... -7.83 14.08 4.46
Si IV −8.04 ± 0.13 6.1 ± 1.2 2.9 ± 0.5 0.86 ± 0.43 13.30 ± 0.08 1.123 (374) -8.64 13.30 3.93
O VI −7.21 ± 0.12 ... 2.3 ± 0.5 0.74 ± 0.32 14.20 ± 0.08 ... -7.81 14.04 4.42
Si IV −7.92 ± 0.16 5.2 ± 1.2 2.6 ± 0.4 0.69 ± 0.32 13.32 ± 0.07 1.117 (374) -8.64 13.26 3.86
O VI −7.36 ± 0.13 8.0 ± 2.3 ... 0.99 ± 0.49 14.19 ± 0.08 ... -7.82 14.08 4.56
Si IV −7.96 ± 0.16 5.5 ± 1.2 2.7 ± 0.5 0.81 ± 0.32 13.32 ± 0.08 1.118 (374) -8.63 13.29 3.89
O VI −7.32 ± 0.15 7.5 ± 2.1 2.4 ± 0.5 ... 14.18 ± 0.08 ... -7.82 14.06 4.50

Notes: Every two lines are one model, since these are joint models for both Si IV and O VI. The blank parameters of O VI are
tied to Si IV.
a ∆ logNCGM = logNCGM

nd − logNCGM
mp . Positive values indicate that the CGM column density is higher in the direction

perpendicular to the disk logNCGM
nd than the radial direction (logNCGM

mp ).
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To obtain the total mass of the Si IV or O VI-bearing gases, we assume the warm

gas has the solar metallicity, and adopt log(Si/H) and log(O/H) solar abundance

values from Asplund et al. (2009). Also, we assume the average ionization fraction

of 0.2 and 0.1 for Si IV and O VI, respectively (about half of the maximum in

CIE or PIE to represent the average ionization fraction; Gnat & Sternberg 2007;

Oppenheimer & Schaye 2013). Then, the expected total number of hydrogen atoms

is NH = N disk
total/f/a, where f is the ionization fraction of Si IV or O VI, and a is the

abundance of silicon or oxygen. Taking the helium mass into account, the total mass

of the warm gas disk is 1.3NHmH, where mH is the hydrogen atom mass. Finally, the

derived total masses of the warm gas disk based on Si IV and O VI are

log(MH/M⊙)diskSiIV = (7.6 ± 0.1) − log
fSiIV
0.2

− log
Z

Z⊙
,

log(MH/M⊙)diskOVI = (7.6 ± 0.2) − log
fOVI

0.1
− log

Z

Z⊙
, (4.5)

which are similar to each other.

The similarities of shapes and masses between Si IV and O VI disks indicate that

these two ions might trace the same gases. However, it does not mean that these two

ions are cospatial, since the ion ratio (Si IV/O VI) shows large scatters (≈ 0.5 dex;

SW09). Si IV and O VI occupy the same space at large-scale (Galactic scale) due to

the similarities of the disk shapes, but these two ion-bearing gases are clumpy to be

non-cospatial at small-scale (single cloud size; kpc size; Werk et al. 2019). The Si IV

gas is more clumpy than O VI because it has larger intrinsic scatters (the patchiness

parameter; Table 5.1). The same shapes of the Si IV and the O VI disk profiles from

our models indicate that the warm gas disk cannot be in equilibrium. If these ions

are in photoionization equilibrium, the Si IV gas should have a larger scale height,

while the thermal-supported collisional disk predicts the opposite behavior.

A possible explanation of the same scale heights for Si IV and O VI is that these
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ions are produced by feedback processes (e.g., the Galactic fountain; Bregman 1980;

Melso et al. 2019). In the Galactic fountain, the gas could be IVCs, which are separate

clouds (Wakker et al., 2008; Shull et al., 2009; Werk et al., 2019). Then, the Si IV

gas is close to the core of H I, while the O VI gas is likely to be the envelope, since

Si IV has a lower excitation potential. The scale heights of these two ions are both

set by the ejection due to Galactic feedback. It is also explained that the Si IV gas

is more clumpy than the O VI gas, since as an envelope, the O VI gas should have a

larger volume filling factor.

As a comparison to the neutral gas, the H I disk has a total mass of 7.1×109 M⊙,

a scale height of 0.15 kpc, and a scale length of 3.25 kpc within 30 kpc (Kalberla &

Dedes, 2008; Nakanishi & Sofue, 2016). Besides the thin H I disk component, there

is also a more extensive H I disk with a scale height of 1.6+0.6
−0.4 kpc, which contains a

mass of 3.2+1.0
−0.9× 108 M⊙ (named as the H I halo in Marasco & Fraternali 2011). The

warm gaseous disk has a larger scale height than the thick H I disk, while the mass

is about one order of magnitude lower.

4.4.3 The Anisotropic CGM

As stated in Section 3.2, the preferred CGM component in our model is anisotropic

with a dependence on Galactic latitude. The joint fitting of Si IV and O VI shows that

there is an enhancement of ∆ logN = 0.82±0.32 for the column density perpendicular

to the disk compared to the direction along the disk. It is worth noticing that although

the component is named as “CGM”, it does not mean that this enhancement of the

column density is completely due to the CGM of the MW. This column density

enhancement could be due to the enriched CGM of the MW or the interaction layer

between the disk and the CGM (e.g., interface layers around low-intermediate velocity

clouds).

In the first scenario, the CGM above the disk is enriched by feedback processes
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from the disk which ejected (and recycled) materials/metals into the CGM. Also, the

escaping ionizing fluxes are more intense in the z-direction, which could lead to higher

ionization states (Si IV and O VI) by photoionization. Another possibility is that

there is an interaction layer between the disk and the halo gas above the disk, such

as the Galactic fountain (Bregman, 1980), which can be observed as low-intermediate

velocity clouds (Wakker et al., 2008; Werk et al., 2019). If this component cannot

be included in the disk component in our modeling, then it has to be attributed to

the anisotropic “CGM” component, which might be the case here. Although these

two possibilities are both associated with the feedback processes, the difference is the

location of the gases, which could affect the estimation of the mass of the MW warm

CGM. However, current observations cannot determine the location of these gases.

Hereafter, we assume it is the enriched CGM scenario.

To estimate the mass of the warm CGM, we calculate the the average CGM

column density over the entire sky, which is 1
2

∫ π/2

−π/2
dbNCGM(b) cos b. The average

CGM column densities are logN = 12.84 and logN = 13.70 for Si IV and O VI,

respectively. The maximum radius of the CGM is fixed as the virial radius of the

MW (250 kpc). The total ion mass is log(M/M⊙) = (5.6±0.2)+2 log(Rmax/250 kpc)

assuming the uniform density distribution for Si IV, and log(M/M⊙) = (6.3 ± 0.2) +

2 log(Rmax/250 kpc) for O VI, where Rmax is the maximum radius of the CGM. The

metallicity of the MW CGM is assumed to be 0.5 Z⊙ (Bregman et al., 2018), and the

average ionization fraction is about the half of the peak from CIE or PIE (similar to

the disk calculation in Section 4.2). Then, the Si IV and O VI-bearing gases have
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masses of

log(MH/M⊙)CGM
SiIV = (9.8 ± 0.2) − log

fSiIV
0.2

− log
Z

0.5Z⊙
,

+2 log
Rmax

250kpc
,

log(MH/M⊙)CGM
OVI = (9.8 ± 0.2) − log

fOVI

0.1
− log

Z

0.5Z⊙
,

+2 log
Rmax

250kpc
. (4.6)

Different from the disk component, we cannot constrain whether Si IV and O VI have

similar shapes for the CGM, but if we assume they follow the same density profile,

the masses are the same for these two ions. If one wants to estimate the mass for the

interaction-layer scenario, one could use logN = 12.50 and logN = 13.36 instead in

the mass estimation, which is a difference of ≈ 0.34 dex.

The mass of the CGM has a dependence on the radial profile of the density.

Although the radial profile of the warm gas cannot be determined using current

observations for the MW, we show the effect of this variation as the following. For

simplicity, we assume a β-model of n(r) = n0r
−3β (a power law model), which is

empirical for the MW hot gas (Li & Bregman, 2017) and warm gas in external galaxies

(Werk et al., 2013; Johnson et al., 2015). Then, the new CGM mass is

Mβ

Mu
=

1 − 3β

1 − β

Rmax − Rmin

R3
max − R3

min

R3−3β
max −R3−3β

min

R1−3β
max −R1−3β

min

, (4.7)

where Mβ is the mass in the β-model, while Mu is the mass in the uniform density

model (Equation 5). Rmax and Rmin are the maximum and the minimum radii. With

a boundary of 10 kpc and 250 kpc, the Mβ/Mu ratio is 0.24 with β = 1/2 (the

theoretical hydrostatic equilibrium solution; Mo et al. 2010), which is a correction of

−0.6 dex for Equation 6. Generally, a larger β leads to a smaller mass of the CGM.

Varying β from 1/3 to 2/3, the mass ratio varies from 0.45 to 0.12, and the mass is
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always lower than the uniform model. Therefore, we suggest that the mass in the

Equation 6 is the upper limit if the radial profiles of Si IV and O VI are decreasing at

larger radii with the same assumptions of the abundance and the ionization fraction.

The suggested mass region is log(M/M⊙) ≈ 8.9−9.5 with a correction of − log Z
0.5Z⊙

.

The mass of the HVCs are not included in the previous discussion, since the

Savage03 and Zheng19 samples only measured absorption features at low and inter-

mediate velocities (|v| . 100 km s−1). One of the major contributor of the HVCs

is the Magellanic Systems (MS), which has a total mass of log(M/M⊙) ≈ 9.3 for

atomic and warm-ionized gases: ≈ 4.9× 108 M⊙ in H I; ≈ 1.0× 109 M⊙ in the warm

gas in MS; and ≈ 5.5 × 108 M⊙ in the envelope of the MS (Brüns et al., 2005; Fox

et al., 2014). Besides the Magellanic systems, other HVCs have a total H I mass of

2.6 × 107 M⊙ (Wakker, 2004; Putman et al., 2012). Assuming other HVCs have a

similar the H I/total warm gas ratio of MS (1:4), the total mass of other HVCs is

about 1 × 108 M⊙ (Lehner et al., 2012). Then, the total HVC mass in the MW is

log(M/M⊙) ≈ 9.4, which is comparable to the derived mass of low- and intermediate-

velocity gas in this paper. Therefore, the total mass of the warm-ionized gaseous halo

is about log(M/M⊙) ≈ 9.5 − 9.8 for the all velocity range.

This derived mass is consistent with the mass of log(M/M⊙) & 9.3 reported in

Zheng19, which only used the Si IV AGN sample to estimate the CGM column density

of the MW. Our estimation of the warm CGM mass is comparable to the Andromeda

galaxy, which has a total mass of log(M/M⊙) ≈ 9.1− log(Z/Z⊙) for the warm gas (up

to C IV; Lehner et al. 2015). The warm CGM mass of the MW is consistent with some

L∗ galaxy samples at redshifts of z . 0.2 with log(M/M⊙) ≈ 9.5−10.4 (Stocke et al.,

2013), while there are also samples showing significant differences of L∗ galaxies at

z ≈ 0.2 (e.g., COS-Halos), which obtained a mass of log(M/M⊙) ≈ 10.8−11.0 (Werk

et al., 2014; Prochaska et al., 2017). However, significantly different masses are derived

with different models using the same COS-Halos data, such as log(M/M⊙) ≈ 10.1
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(Stern et al., 2016; Bregman et al., 2018). These uncertainties suggest that the mass

estimation of CGM is model-depended, but the local L∗galaxies (i.e., the MW and

the Andromeda) do not favor a warm CGM with a mass comparable to the stellar

mass.

4.4.4 Comments on the North-South Asymmetry

As shown in Fig. 4.2 and Fig. 4.4, there is a significant north-south (NS) asym-

metry for the observed scale height of AGN samples, which indicates the asymmetry

of the warm gas distribution. This asymmetry is similar to the NS asymmetry of the

Galactic X-ray background, which shows more soft X-ray emission in the northern

hemisphere (Snowden et al., 1997). The physical origin of this asymmetry is unclear,

and beyond the scope of this paper. However, it is of interest to determine the origin

of the warm gas asymmetry phenomenologically (i.e., the disk or the CGM).

Based on previous results, we assume Si IV and O VI have the same behaviors for

both the disk and the CGM: the scale length, the scale height, and the CGM difference

between two axes. Considering the NS asymmetry, there are three possible variations

between two hemispheres: the scale height of the disk; the disk normalization density;

and the CGM column density. Here, we ignore the possible difference of the scale

length, which is fixed to the same for both hemispheres. Then, this model can have

different scale heights and different disk density normalizations between the north

and south disks, and different azimuthal CGM column densities (Table 4.4). The

total χ2 difference is 35.1, which is 5.3σ with a dof difference of 3. The fitting reveals

that the differences of the disk density normalizations and the CGM column density

normalizations are close to zero, within the uncertainty. The largest variation is due

to the difference in the scale heights.
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Table 4.4: The Fitting Results of the North-South Asymmetry

Ion logn0
a ∆ lognNS

0
b r0 zN0 zS0 ∆ logNCGM logNCGM

nd
a ∆ logNNS

CGM
b red. χ2 (dof)

( cm−3) ( cm−3) kpc kpc kpc dex ( cm−2) ( cm−2) ( cm−2)
Si IV −8.01 ± 0.12 0.06 ± 0.05 6.0 ± 1.1 3.4 ± 0.6 2.5 ± 0.4 0.92 ± 0.46 13.21 ± 0.14 −0.09 ± 0.15 1.034 (373)
O VI −7.20 ± 0.12 ... ... ... ... ... 13.96 ± 0.16 ... ...
Si IV −7.97 ± 0.12 0.14 ± 0.02 6.0 ± 1.0 2.9 ± 0.4 ... 0.98 ± 0.46 13.26 ± 0.08 ... 1.045 (375)
O VI −7.17 ± 0.11 ... ... ... ... ... 14.06 ± 0.11 ... ...
Si IV −8.03 ± 0.12 ... 5.9 ± 1.1 3.5 ± 0.5 2.3 ± 0.4 0.83 ± 0.41 13.26 ± 0.08 ... 1.039 (375)
O VI −7.23 ± 0.12 ... ... ... ... ... 14.04 ± 0.11 ... ...
Si IV −7.95 ± 0.13 ... 5.2 ± 1.0 2.5 ± 0.4 ... 0.56 ± 0.20 13.40 ± 0.06 0.29 ± 0.09 1.063 (375)
O VI −7.18 ± 0.12 ... ... ... ... ... 14.25 ± 0.06 ... ...

Notes: Every two lines are one model, since these are joint models for both Si IV and O VI. The blank parameters of O VI are
tied to Si IV.
a The disk density and the CGM column density are for the northern hemisphere.
b For the difference between two hemispheres, the positive value indicates that the northern hemisphere is higher than the
southern hemisphere.
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Quantitatively, we vary these parameters individually to determine the dominant

factor (Table 4.4). The fitting results show that the scale height is the dominant

parameter rather than the disk normalization or the CGM normalization with the

smallest reduced χ2. Only varying the scale height, this model is 0.8σ worse compared

to the “best” model (with all parameters free) by ∆χ2 = 1.78 and the dof difference

of 2. Similarly, the disk normalization model is 1.5σ away from the “best” model.

Although the scale height model is preferred, it is not a large statistical difference

between these two models with varied disk shapes. Compared to models where the

disk is varied, the model with CGM-only differences is less preferred since it is 2.9σ

away from the “best” model.

In the different scale height models, the northern and the southern hemispheres

have scale heights of 3.5 ± 0.5 kpc and 2.3 ± 0.4 kpc, respectively. The difference of

the scale heights is about 1.2 kpc, which is at about 2σ. As shown in Fig. 4.6, a

larger scale height leads to a larger scatter at low latitudes, which is favored by the

observations. In this model, the variation of the model parameters does not affect

the mass estimation in Section 4.2 and 4.3, which are all within 1σ. Therefore, we do

not report new values for the masses of both the disk and the CGM.

4.4.5 The Possible Non-Uniform Structures

It is well known that the warm gas disk and CGM of the MW both have lots

of structures, e.g., the Fermi Bubbles (FBs), HVCs, and the Local Bubble. These

structures may have a non-uniform contribution to the measured column density of

warm gases, which is opposite to our assumption that the density profile of the warm

gas can be modeled by smooth functions. Therefore, we adopt the blocking method

to test whether these possible non-uniform structures affect our fittings; a similar

method has also been used by Zheng19 to study the underlying gaseous structures

in the MW halo. For the blocking, we mean to block some part of the sky to obtain
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Figure 4.6: The varied scale height model to account for the north-south asymmetry.
The data and model are color encoded in the same way as Fig. 4.2 and
Fig. 4.4.

a new set of sample and fitting result. The (non-)consistency between blocked and

unblocked fitting results show the hints for the effect of the possible structures in the

blocked region.

First, we consider a known structure – the FBs. Bordoloi et al. (2017b) and Karim

et al. (2018) showed the enhancement of HVCs due to the FBs (both the northern

and southern bubbles), which are not included in our modeling. Therefore, we block

the sky region of −60◦ < b < 60◦ and −30◦ < l < 30◦ to avoid the AGN sightlines

(17 for Si IV and 5 for O VI) througth the FB. The stellar sightlines are not masked

out since none of the stars are distant enough to be in the FB. The fitting results are

R0 = 5.5 ± 1.1 kpc, z0 = 2.9 ± 0.5 kpc, and the CGM difference of 0.80 ± 0.34 dex.

This solution is within 0.5σ from the fiducial model (Table 4.3). The mass estimates

of the warm gas are all within uncertain of 0.2 dex for both the disk and the CGM.

Therefore, we suggest that the FBs do not contribute to the low-intermediate velocity

warm gas significantly, although detailed studies on the FBs show evidence for the

enhancement of HVCs (Bordoloi et al., 2017b; Karim et al., 2018).

Then, we consider possible unknown large scale structures, such as the possible
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connection with HVCs and IVCs (Sembach et al., 2003). Zheng19 used the block

bootstrapping to study it, while we consider this in a simple way. Following Zheng19,

the sky is divided into eight regions with 90◦ × 90◦ based on the latitude and the

longitude. Each region is blocked out in turn, so we have eight new samples with

about 7/8 sightlines of the fiducial sample. We applied the joint model to these

new samples. The fittings of the blocked sample lead to the parameter region of

R0 ≈ 5.2 − 7.4 kpc, z0 ≈ 2.2 − 3.0 kpc, and ∆ logNCGM ≈ 0.63 − 1.23. These results

are all within uncertainty (1σ) of the fiducial model, which indicates that there are

no significant contributions from the unknown structures, and our assumption of the

smooth profiles is roughly hold at large-scale.

4.5 Summary

We develop a 2-D disk-CGM model for the MW absorption line samples of Si IV

and O VI. The radial density profile of the disk is introduced to determine if it

alleviates the tension between the stellar sample and the AGN sample, where a thick

warm disk is supported by the stellar sample (SW09), but not by the two-component

disk-CGM model of the AGN sample (Zheng19). More details can be found in Section

4.1 for the difference between the new model and the previous studies (e.g., SW09;

Zheng19). Adopting the new model, we obtain the scale heights and the scale lengths

for the warm gas disk traced by Si IV and O VI, and estimate the masses in both the

gaseous disk and the gaseous halo. Here, we summarize our results:

1. For the MW, the preferred warm gas distribution has a 2-D disk component

(REZE) with exponential radial and vertical profiles (n(r, z) = n0 exp(−|z|/z0)

exp(−r/r0)) and an anisotropic CGM component (depending on Galactic lati-

tude). The joint fitting of Si IV and O VI shows that these two ions could be

modeled by the same density profile, which has a scale length of r0 = 6.1 ± 1.2
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kpc and a scale height of z0 = 2.6 ± 0.4 kpc. The same shape of Si IV and

O VI might indicate that these two ions are physically associated with each

other despite a significant difference in their ionization potentials. This scale

length is larger than the H I disk (≈ 3 − 4 kpc) and the stellar disk (≈ 2 kpc).

In SW09, O VI was found to have a lower scale height than Si IV, which was

suggested as an evidence for different ionization mechanisms between Si IV and

O VI. However, our fitting shows that there is no significant difference between

the Si IV and the O VI scale heights, but this does not mean that these two

ions are cospatial.

2. From our best-fit model (the REZE disk and anisotropic CGM), the total mass

of the warm gas disk (log T ≈ 5) is about log(M/M⊙)SiIV = (7.6±0.2)− log Z
Z⊙

.

3. The CGM component in our model makes a comparable contribution of the col-

umn density as the warm gas disk. Our modeling indicates that it has a higher

column density in the direction perpendicular to the disk than the direction

along the disk at > 4σ levels for both Si IV and O VI. Combining these two

ions, the difference is 0.82 ± 0.32 dex at about 6.3σ between the vertical and

radial directions. However, some of this difference may be due to an interaction

layer close to the disk, which we attribute to the CGM.

4. The mass of the low-intermediate velocity (|v| . 100 km s−1) warm (log T ≈ 5)

gas in the CGM is estimated to be log(M/M⊙) ≈ 9.8 ± 0.2 with a uniform

density distribution and a metallicity of 0.5 Z⊙. When we adopt a β-model

(power law; n(r) = n0r
−3β) to approximate the density profile to 250 kpc, the

total mass will be reduced to log(M/M⊙) ≈ 9.5 (β = 1/3), log(M/M⊙) ≈ 9.2

(β = 1/2), and log(M/M⊙) ≈ 8.9 (β = 2/3). Then, the total mass of the warm

CGM is estimated to be log(M/M⊙) = 9.5 − 9.8 for the MW, combining with

the HVC mass of log(M/M⊙) = 9.4 for the MW.
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5. The projected column density (logN sin |b|) of AGN indicates a significant

north-south asymmetry. Our models suggest that this asymmetry is more likely

due to an asymmetric disk rather than an asymmetric CGM at about 2σ. For

the asymmetric disk, the variation of the density or the scale height cannot be

distinguished, but the model with varying scale heights shows a smaller reduced

χ2 (at ≈ 0.7σ). The northern and the southern hemispheres have scale heights

of 3.5 ± 0.5 kpc and 2.3 ± 0.4 kpc, respectively.
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CHAPTER V

The Warm Gas in the MW: A Kinematical Model

5.1 Introduction

As part of the galaxy baryon cycle, the multi-phase gas exists in both the gaseous

disk (interstellar medium; ISM; Dickey & Lockman 1990; Cox 2005) and the gaseous

halo (circumgalactic medium; CGM; Putman et al. 2012; Tumlinson et al. 2017). The

gaseous disk is roughly cospatial with the stellar disk and provides fuels for current

star formation. The existence of the gaseous halo not only supplies the gaseous disk

for continuous star formation but also gathers the feedback materials from stellar

evolution. The gas exchange between the gaseous disk and the gaseous halo involves

fundamental processes in galaxy formation and evolution: the gas assembly and the

galactic feedback, which are still highly uncertain.

The warm-hot gas (log T ≈ 5) in galaxies is a unique tracer for accretion and

feedback processes, because it is at the peak of the radiative cooling curve, which

leads to short cooling timescale (log τ . 10 Myr; e.g., Oppenheimer & Schaye 2013;

Gnat 2017). The existence of this gas is unstable, so it needs to be refreshed by

accretion (e.g., accretion shocks McQuinn & Werk 2018; Qu & Bregman 2018b; Stern

et al. 2018) and feedback processes (e.g., galactic fountain and galactic wind; Shapiro

& Field 1976; Bregman 1980; Thompson et al. 2016).

The warm-hot gas is commonly observed in both external galaxies and the Milky
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Way (MW). For external galaxies, the extended warm-hot gas is detected in multi-

wavelength emissions (Howk & Savage, 2000; Rand et al., 2008; Li et al., 2014; Hodges-

Kluck et al., 2016b; Boettcher et al., 2016). The detection approaches utilizing warm

gas emission has a limitation of low emissivity at large radii (& 20 kpc). However, the

low-density warm-hot gas at large radii could be detected as absorption lines against

the continua of background AGN/stellar objects (Stocke et al., 2013; Werk et al.,

2013; Lehner et al., 2015; Johnson et al., 2015; Bowen et al., 2016; Tumlinson et al.,

2017; Burchett et al., 2019). For the warm-hot gas, the most popular intermediate-

to-high ionization state ions are in the UV band, such as Si IV, C IV, and O VI, with

a limiting column density of logN ≈ 13 at S/N = 10. The major limitation of the

absorption line studies is that the bright background UV targets (AGN or UV-bright

star for local galaxies) are rare to have a large sample (more than 10 sight lines) for

individual galaxies (Lehner et al., 2015; Bowen et al., 2016; Zheng et al., 2017; Qu

et al., 2019).

The only exception is the MW, which has hundreds of sight lines toward AGN

and stars within the MW halo observed in past decades (Jenkins, 1978; Cowie et al.,

1979; Bruhweiler et al., 1980; Savage & de Boer, 1981; de Boer & Savage, 1983; de

Kool & de Jong, 1985; Sembach & Savage, 1992; Sembach et al., 1994; Shull & Slavin,

1994; Sembach et al., 1997; Savage et al., 2001, 2003; Sembach et al., 2003; Fox et al.,

2004; Bowen et al., 2008; Savage & Wakker, 2009; Lehner & Howk, 2011; Wakker

et al., 2012; Fox et al., 2014, 2015; Bordoloi et al., 2017b; Karim et al., 2018; Werk

et al., 2019; Zheng et al., 2019a). These studies suggested that the MW has a thick

warm gas disk close to the stellar disk (e.g., Savage & Wakker 2009) and a massive

warm gas halo (e.g., Zheng et al. 2019a). However, the radial density distribution of

the warm gas is still poorly known, because the column density integrated over the

sight line cannot determine the density distribution directly.

Here, we propose a new method to extract the density distribution by considering
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warm gas kinematics. The basis of this method is that, given a bulk velocity field,

different radial density distributions will lead to significantly different absorption line

shapes. This is because gas close to the Sun will have small projected velocities,

while distant gas will have large velocity shifts. Then, different velocities (in the

absorption line shape) could be converted to distances of the gas. Combining with

column densities (amount of gas) at different velocities, the density distribution of

the warm gas could be derived.

The issue for this method is that the kinematics of the MW warm gas is not

completely understood, although it is important to understand the Galaxy evolution

(i.e., the continuous star formation; Lehner & Howk 2011). Previous studies suggested

that the warm gas in the MW shows signatures from both galaxy rotation (Wakker

et al., 2012) and gas inflow (−100 . vLSR . 0 km s−1; Lehner & Howk 2011; Zheng

et al. 2019a). This is consistent with both the H I disk (and the H I halo; Dickey

& Lockman 1990; Marasco & Fraternali 2011) measured from 21 cm line mapping,

and hot gas traced by X-ray absorption features (Hodges-Kluck et al., 2016b). For

both H I and X-ray observations, kinematical models have been applied to reproduce

the observed features (e.g., line centroids or line widths), and extract kinematics

information. The H I halo (up to z height ≈ 2−3 kpc) are co-rotating with disk with

a rotation velocity of vrot = 220 km s−1 and a vertical velocity gradient (disk-halo

lagging) of dvrot/dz = −15 ± 4 km s−1 kpc−1 (Marasco & Fraternali, 2011). Also,

the H I halo has a significant inflow with a velocity along the radial direction of

30+7
−5 km s−1 and a vertical velocity of 20+5

−7 km s−1. Similarly, the hot halo is also

co-rotating with the disk at vrot = 183 ± 41 km s−1, while the hot halo does not

have detected inflow, outflow, or lagging features due to the limitation of the X-ray

instrument (Hodges-Kluck et al., 2016b).

However, no such kinematical model has been applied to reproduce the warm gas

absorption features. Previous studies only modeled the (column) density distribution
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without kinematics, hence the density distribution at large radii cannot be obtained

(Savage & Wakker 2009; Zheng et al. 2019a; Qu & Bregman 2019; hereafter QB19).

To make up this gap, we build up a kinematical model, which contains free parameters

for both the warm gas density distribution, the gas kinematics (e.g., rotation, inflow.

or outflow), and the gas properties (e.g., the broadening velocity). In this kinematical

model, the absorption features are predicted to exist in the velocity range of ≈ −200

to 200 km s−1, which is mainly determined by galaxy rotation. To constrain this

kinematical model, we extract a Si IV differential column density line shape sample

based on the Hubble Space Telescope/Cosmic Origins Spectrograph (HST/COS; Green

et al. 2012) archival data, and obtain the best parameters to optimize the likelihood

of reproducing all Si IV line shapes.

In this paper, Section 5.2 summarizes the employed sight lines (mainly extracted

from the Hubble Spectroscopic Legacy Archive; HSLA; Peeples et al. 2017) and intro-

duces the data reduction of individual sight lines. In Section 5.3, we introduce the

previous models of the MW warm gas (column) density distribution (no kinematics

in models), which is the basis of the new kinematical model in this work. In the new

model, we assume that the warm gases are clouds or layers rather than a continuous

distribution, and assumptions of the cloud-like feature are introduced in Section 5.4.

The kinematical models are described in Section 5.5, which includes the density dis-

tribution (Section 5.5.1), the kinematics (Section 5.5.2), calculation of the differential

column density line shape (Section 5.5.3), and the Bayesian model to optimize pa-

rameters (Section 5.5.4). Section 5.6 describes the fitting results from the kinematical

model, where we extract the warm gas density distribution, the rotation velocity, the

radial velocity, and properties of single warm gas clouds. We discuss the results in

Section 5.7, such as the origin of the warm gas, the implications of kinematics, and

the warm gas mass and accretion rate. We summarize key conclusions in Section 5.8.
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5.2 Sample and Data Reduction

We consider both the stellar sample and the AGN sample in our analyses. The

CGM at large radii is only detected against the AGN continuum (r & 10 kpc; r is the

distance to the Galactic center; GC), and the large scale variation of the disk is also

dominated by the AGN sight lines (QB19). Due to the high sensitivity, the HST/COS

obtains hundreds of AGN sight lines, which could be employed to extract absorption

line shapes at high signal-to-noise ratios (S/N > 10). Using the line shape, one could

extract both the MW gas density distribution and kinematics (details in Section 5).

The stellar sample is employed to better constrain the midplane gas properties (hence

the disk properties).

In this study, we focus on the intermediate ionization state ion Si IV, which has

doublet lines at 1393.8 Å and 1402.8 Å. The doublet could be used to exclude con-

tamination and check saturation. Therefore, Si IV is a good choice to extract the

differential column density line shape. C IV is another important ion of interests,

which has doublet lines at 1548.2 Å and 1550.8 Å. With a higher element abundance,

the C IV absorption column density are typically ≈ 0.5 dex stronger than the Si IV

column density, which helps to extract weak features. However, the stronger absorp-

tion leads to more serious saturation issues for C IV at the peak of the differential

column density line profile (about the half of sight lines have flattened peaks due to

saturation). The flattened peaks will significantly affect the model constraints on the

gas distribution (i.e., the higher peak around v = 0 km s−1 means more gas close

to the Solar system). The method is beyond the scope of this paper to extract the

column density line profile from the modestly saturated lines, so we do not analyze

C IV in this paper.

We construct the Si IV line shape sample for AGN sight lines based on the HST

Spectroscopic Legacy Archive (HSLA; Peeples et al. 2017). For the stellar sight lines,

we only use the column density measurements (without line shapes) for Si IV in the

122



literature (Savage et al., 2001; Savage & Wakker, 2009; Lehner & Howk, 2011), which

is extracted using observations obtained by the International Ultraviolet Explorer

(IUE) and HST/Space Telescope Imaging Spectrograph (HST/STIS). There are 186

AGN sight lines with differential column density line profiles and 88 stellar sight lines

with column density measurements.

5.2.1 Stellar sight lines

The Si IV stellar samples are adopted from Savage & Wakker (2009) and Lehner

et al. (2011). Savage & Wakker (2009) mainly summarized column density measure-

ments from IUE observations (Savage et al., 2001). The Savage & Wakker (2009) sam-

ple includes five transitional ions (Al III, Si III, Si IV, C IV, and O VI) for 109 MW

stellar sight lines, 6 Large Magellanic Clouds/Small Magellanic Clouds (LMC/SMC)

stellar sight lines, and 25 AGN sight lines. In our analysis, we only use the MW stel-

lar sightlines, since COS gives a better AGN sample. These IUE observations have

typical spectral resolutions of ≈ 20 km s−1 and S/N & 5. The Lehner et al. (2011)

sample is composed of the HST/STIS observations, which typically have higher S/N

than the IUE sample, so we adopted STIS measurements for overlapping sight lines.

There are 14 sight lines observed by both IUE and STIS, among which 12 sight lines

are consistent within 2σ. Two sight lines have lower limits in the IUE sample, while

the STIS sample has measurements lower than these lower limits. This indicates that

the IUE observation may overestimate some continuum levels, which is limited by the

S/N .

To test the possible systematic uncertainty of the IUE sample, we built two models

in the fitting process (Section 5.6). One model uses the combination of both IUE and

STIS samples, while another one only uses the STIS sample. These two samples give

similar results (within 1σ), which indicates that the IUE sample is consistent with the

STIS sample (more details in Section 8.3). Therefore, we still use the combination of
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IUE and STIS samples for following analyses.

Savage & Wakker (2009) showed that H II regions have a significant contribution

to the Si IV column density, so we omit the sight lines that have known foreground

H II regions. The final sample has 65 Si IV column density measurements, 11 lower

limits and 12 upper limits, among which 27 are from STIS.

We do not use the COS archival stellar sight lines in the following analyses. To

constrain the midplane gas properties, we need sight lines that have suitable distances

(≈ 1 − 10 kpc) and low Galactic latitude (b . 20◦). However, there are few useful

sight lines in the COS archival data. The COS instrument was used to obtain spectra

in hundreds of stellar sight lines, with 354 of them having S/N > 10, but most sight

lines do not have suitable distances. More than two-thirds of these stellar targets

are nearby white dwarfs with distances of . 0.1 kpc. These sight lines mostly have

non-detection for Si IV due to small path-lengths. Among the remaining ≈ 100

targets, about half are LMC/SMC targets (Roman-Duval et al., 2019), similar to the

AGN (the column densities are sensitive to gas within ≈ 50 kpc), but affected by the

LMC/SMC ISM (at v ≈ 200 − 300 km s−1). There are 8 stellar sight lines in M33

(Zheng et al., 2017), which have the same role as AGN sight lines nearby.

The remaining sight lines (≈ 50) have distances of ≈ 1 − 10 kpc. However, about

half of these targets have strong stellar features (i.e., strong stellar winds, emission

lines, and structured continua), which make the extraction of absorption features

unreliable. Finally, there are only ≈ 20 sight lines close to the disk and with well-

behaved continua. These targets are mainly UV-bright stars in globular clusters (i.e.,

blue horizontal branch stars; Werk et al. 2019) at high b and |z|-height (above or

below the disk), which is opposite to our purpose to constrain the midplane density

of Si IV. Therefore, the archival COS data cannot improve our fitting significantly,

and we do not include the line shapes from COS for stellar sight lines in this study.
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5.2.2 AGN sight lines

For AGN sight lines, we limit the sample to S/N > 10, which is higher than the

threshold of the stellar sample (S/N & 5). This is because the line shapes in the AGN

sample is required to constrain the kinematical model, while for the stellar sample, we

only use the column density measurements. Si IV features normally have a velocity

width of ≈ 100 km s−1 (≈ 6 resolution elements for both IUE and COS; the STIS

sample has a higher resolution, but the IUE sample is dominant). Therefore, the

uncertainty of line shape (per resolution element) for AGN sight lines at S/N = 10

should be comparable to the total uncertainty of the integrated column density for

the stellar sample at S/N = 5.

We extract the line shape sample based on the HSLA database, which provides

a uniformly-reduced scientific-level database (Peeples et al., 2017). As a quick sum-

mary, the HSLA database archives all of the COS public data, extracts one-dimension

spectra for individual exposures, and coadds all exposures for one target to generate

the final coadded spectrum. The output spectra have wavelength bins of 9.97×10−3 Å

for the grating G130M and 12.23× 10−3 Å for the grating G160M. Based on the first

data release of the HSLA, Zheng et al. (2019a) constructed the COS-GAL sample, an

AGN sample for the MW absorption features, which includes Si IV column density

and line centroid measurements within |vLSR| ≤ 100 km s−1. Here, we construct an

updated Si IV sample for three reasons. First, the HSLA database has the second

release, which includes hundreds of new AGN sight lines, which also contains tens of

S/N > 10 sight lines. Second, Zheng et al. (2019a) employed an arbitrary velocity

criterion of 100 km s−1 to truncate the measurements, which excludes some wings

of high-velocity clouds (HVCs), which could affect our model constraints. Third,

we need to combine the two lines of the Si IV doublet to reduce the noise for the

differential column density line shape.

Si IV has the doublet at 1400 Å, so we focus on the G130M spectrum that covers
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the wavelength range of 1100−1450 Å. In the second data release of the HSLA, there

are 802 AGN sight lines, among which 402 sight lines have spectra using the grating

G130M.

Our construction of the Si IV line shape sample has two parts. In the first part,

we determine the continuum near 1393 Å and 1402 Å in a 5.6 Å interval (−600 km s−1

to 600 km s−1), and select the sight lines with S/N > 10 per resolution element (6

original pixels). To determine the continuum, we use an iteration method, which

masks out absorption features. First, we mask out pixels lower than the mean value

of the flux by 1.5 times the error and obtain the initial guess of the continuum using

the spline fitting for each interval. The factor of 1.5 is used to avoid the absorption

features that might affect the fitting of the continuum. With the initial continuum,

we mask out the pixels with flux lower than this continuum by 1.5 error and estimate

the new continuum. This step is iterated until the continuum converges, which means

the masked out region is the same for two successive continuum fittings. With the

final continuum, the S/N values are calculated for the two intervals of 1393 Å and

1402 Å. Normally, these two regions have similar S/N values, except that an AGN

broad emission line occurs in the Si IV region. We select all sight lines with S/N > 10

for either interval (1393 Å or 1402 Å). The 186 selected sight lines are summarized

in Table 5.1, and there are 9 sight lines with relatively low S/N < 10 for one interval.

Because we will combine two lines to obtain the final differential column density line

shape, the combined S/N is always higher than 10.

In the second part, we combine the differential column density line shape and

calculate the integrated column density. The line shape is calculated based on the

apparent optical depth method (AODM; Savage & Sembach 1991), which converts

the absorption depth into the apparent optical depth, hence the differential column
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density N(v) of the velocity (v):

N(v) =
mec

πe2fλ
ln

I0(v)

Iobs(v)
, (5.1)

where I0(v) and Iobs(v) are the continuum flux and the observed flux. To reduce the

uncertainty per data point in the line shape, the spectra are rebinned by 3 pixels

(half of the resolution element; 6.4 km s−1). Then the differential column densities

are calculated for both strong and weak lines. By comparing the shapes of the strong

line and weak line, we mask out the contamination regions in either line. We mainly

calculate the line shape in the velocity range of −300 km s−1 to 300 km s−1, which

is the velocity region that could be accounted for in our model (Section 5.5) and

continua of about 100 km s−1 in both sides. The coadded regions could be varied if

necessary to include HVCs with extremely high velocities of |v| > 300 km s−1. Fig.

5.1 shows two examples of the sight lines toward PG 1553+113 and Mrk 1392. The

coadded column density is calculated using column density errors as weights, then

the uncertainty of the coadded column density is 1/(1/σ2
Ns

+ 1/σ2
Nw

)1/2, where “s”

and “w” denote the strong and the weak lines.

Because we will model the line shape, it is not necessary to decompose the absorp-

tion features into individual components for the following analyses. However, for the

common use for the community, we decompose the components based on separated

peaks (Table 5.1). These components can be divided into two classes roughly based

on the line centroids (vc): the MW disk with low-velocity CGM (vc . 150 km s−1)

and HVC (vc & 150 km s−1). Using the coadded line shape, the total column density

and line centroid for each component are calculated by integrals:

N =
∫ vmax

vmin
N(v)dv

vc =
∫ vmax

vmin
N(v)vdv/

∫ vmax

vmin
N(v)dv,

(5.2)
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Figure 5.1: Two example sight lines of PG 1553+113 (left panel) and Mrk 1392 (right
panel) showing combination of the Si IV doublet to obtain the column
density line shape (the blue line). The black and red dots are the apparent
column density of the strong (1393.8 Å) and the weak (1402.8 Å) lines,
respectively. The shadowed regions are blocked out in the combination of
the doublet due to contamination or saturation.

where vmin and vmax are the minimum and maximum velocity for each component.

The column densities and line centroids for individual components are summarized in

Table 5.1, and plotted in Fig. 5.2. The HSLA spectrum is in the heliocentric frame,

so the reported velocities are also in the heliocentric frame. We do not convert this

velocity into the LSR frame, and the motion of the Solar system is modeled in the

kinematical model (Section 5.5.2).

There are three special issues need to note for the data reduction:

1. Wrong continuum. Most (> 70%) of the sight lines use the continua generated

in the first part of our method, using the automatically iterative method. However,

the automatic continuum may deviate from the true continuum significantly, due to

the AGN broad emission line (i.e., sharp features), and high S/N (i.e., the continuum

fitting progress catching the wing of absorption features). Therefore, we inspect every

automatic continuum fit, and do the continuum fitting by hand when necessary, where

we select the continuum regions by hand and apply the spline fitting.
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Table 5.1: The Column Density Measurements of the Selected Si IV Sample

Sightline l b S/N S/N vmin vmax logN σlogN vc σvc

deg. deg. Strong Weak km s−1 km s−1 dex dex km s−1 km s−1

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
Mrk 1392 2.8 50.3 24 23 −150 50 13.75 0.02 −37.1 1.2
LQAC 209+017 004 2.9 71.8 25 25 −140 30 13.70 0.01 −42.8 1.4
PG 1352+183 4.4 72.9 37 39 −180 60 13.65 0.01 −45.0 1.1
RBS 1768 4.5 −48.5 20 20 −220 −60 13.17 0.03 −141.7 3.4

−60 120 13.58 0.02 29.7 1.6
LQAC 350-034 001 5.5 −69.4 17 18 −130 −70 12.68 0.07 −102.2 2.6

−70 50 13.23 0.03 −15.7 2.3

Columns: (1) Target name; (2) Galactic longitude; (3) Galactic latitude; (4) S/N of the strong line continuum; (5) S/N of the
weak line continuum; (6) Lower bound of absorption component; (7) Upper bound of absorption component; (8) Total column
density of a component; (9) Column density uncertainty; (10) Line centroid of a component; (11) Line centroid uncertainty.
The entire version of this table is in the publication version (https://iopscience.iop.org/article/10.3847/1538-4357/ab774e).
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Figure 5.2: The column density (left panel) and the line centroid (right panel) of the
MW Si IV line shape sample. The entire sky is divided into 20 regions
based on the Galactic longitude and Galactic latitude grids. For each
region, we stack the column density line shape to obtain an average line
shape in Fig. 5.8.

2. Saturation of the strong line. Due to the higher oscillator f factor, the strong

line of the Si IV doublet is twice stronger than the weak line, which might be affected

by saturation. The saturation is shown as the feature that the weak line has a higher

AODM column density than the strong line. However, the higher column density

of the weak line does not necessarily mean saturation occurred, because it can also

be due to contamination in the weak line. Therefore, we use Voigt fitting to test

whether the weak line and the strong line are matched (i.e., two lines can be modeled

by one Voigt model). If the two lines are matched, we need to check whether the

weak line is significantly affected by saturation. We suggest that the weak line is not

significantly affected by saturation if the AODM column density of the weak line is

within 2σ of the summation of the fitting components. Then, we use the peak of the

weak line column density shape as the peak of the combined line shape instead of the

combination of both the strong and weak lines (Mrk 1392 in Fig. 5.1). In practice,

all of the saturation features are weak saturation features, where we could extract the

peak shape of the column density line shape from the weak line, although the strong

line is partially saturated.
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3. Badly blended features. If the two lines of the doublet are both blended with

contamination lines, the true line shape cannot be extracted using the AODM ap-

proach. There are 12 sight lines with the badly blended features, and we omit these

sight lines from our sample (not in Table 5.1).

One additional issue is name consistency. The HSLA archive uses the target name

in the HST proposals, among which some are nonstandard, and can be challenging

to follow. Therefore, we check the database SIMBad to extract more formal target

names. AGN are normally first detected in radio, optical, and X-ray surveys, so we

choose names from these surveys. Because this work is in the UV band, we prefer the

UV name first (e.g., the Mrk survey), then the optical, X-ray, and radio names, The

high-frequency surveys are HE, Mrk, PG, and RBS, as shown in Table 5.1.

5.3 Previous Models without kinematics

For the MW warm gas, various models have been proposed to explain the mea-

sured column density in both stellar and AGN sight lines (Savage & Wakker 2009;

QB19; Zheng et al. 2019a). In Fig. 5.3, the comparison between these three models

are shown, and the observation data are from Table 5.1. The detailed comparisons

between these models are in Zheng et al. (2019a) and QB19. Here we just describe

these models briefly.

Based on the stellar dominated sample (≈ 100 stellar sight lines and ≈ 20 AGN

sight lines), a thick warm gas disk is suggested (Savage & Wakker, 2009). Previous

studies employed a plane-parallel slab model, where n(z) = n0 exp(−|z|/z0), and z0 is

the scale height. For the intermediate to high ionization state ions (e.g., Si IV, C IV,

and O VI), the scale heights are about 2 − 4 kpc (Savage et al., 2003; Bowen et al.,

2008; Savage & Wakker, 2009). This is a model with a one-dimensional (1D) variation

over the z height (above or below the disk), and the expected column density has

a dependence of the column density on Galactic latitude (Nslab(b) = Nslab,0/ sin b)
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Figure 5.3: Three previous models are compared to the new line shape sample: the
Savage & Wakker (2009) model (left panel), the Zheng et al. (2019a)
model (left panel), and the QB19 model (right panel). The circles are
the measurements of column densities, while triangles are upper limits.
The Savage & Wakker (2009) model and the Zheng et al. (2019a) model
are the original ones in literature, while the QB19 model is the new one
fitted to the new sample, which is consistent with the original model in
QB19. With the new sample, it is more clear that the projected Si IV
column density has dependences on both Galactic longitude and Galactic
latitude, which implies the necessity of the 2D disk-CGM model.

for AGN sightlines, showing logNslab,0 = 13.36 for Si IV (Savage & Wakker, 2009).

However, Zheng et al. (2019a) found the expectation in the slab disk model shows con-

flicts with their AGN sample (the COS-GAL Si IV sample). At low Galactic latitudes,

AGN sight lines have lower column density than the prediction of the slab disk model.

To solve this problem, Zheng et al. (2019a) proposed a two-component model, which

contains both the 1D slab disk and an isotropic CGM component. Applying this

model to the AGN sample, they obtained a massive CGM model (logNCGM ≈ 13.5)

with a relatively small disk (logNslab,0 ≈ 12.11). This solution improves the fitting on

the AGN sample (Fig. 5.3), however, it is inconsistent with the thick disk supported

by the stellar sample. Therefore, there is tension between the slab disk model (dom-

inated by the stellar sample) and the two-component disk-CGM model (determined

by the AGN sample).

To relieve the tension between these two models, QB19 proposed the two-dimensional
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(2D) disk-CGM model by introducing the radial profile of the disk into the two-

component disk-CGM model. Instead of the 1D variation of the disk n(z) = n0 exp(−|z|/z0),

the 2D disk has a density distribution given by n(z) = n0 exp(−|z|/z0) exp(−|rXY|/r0),

where rXY is the radius in the Galactic XY plane (the disk midplane) and r0 is the

scale length. Compared to the previous two models, the column density not only

depends on Galactic latitude but also Galactic longitude (i.e., sight lines toward the

GC |l| = 0 have higher measured column densities; Fig. 5.3). Based on the 2D disk-

CGM model, QB19 suggested that the stellar sample and the AGN sample are not

mutually incompatible, but can be fit with one model.

We applied the QB19 model to the new AGN sample (Table 5.1) and the Savage

& Wakker (2009) stellar sample (the same one used in QB19). The AGN sample only

uses components within |vc| < 150 km s−1, which could be modeled by our kinematical

model (Section 5.5). The fitting suggested similar results as QB19 (notations taken

from QB19, and QB19 values in brackets): the disk scale length r0 = 6.62± 0.86 kpc

(5.9 ± 1.1 kpc); the disk scale height in northern hemisphere zN0 = 3.86 ± 0.89 kpc

(3.5 ± 0.5 kpc); the disk scale height in northern hemisphere zN0 = 3.43 ± 0.61 kpc

(2.3±0.4 kpc); the CGM component perpendicular to the disk direction logNCGM
nd =

12.96±0.31 (13.26±0.08); the CGM component along the disk direction logNCGM
mp =

10.70 ± 1.90 (12.43 ± 0.42). This similarity of the fitting results suggests that the

absorption column densities between 100 km s−1 < |v| . 150 km s−1 have a minor

effect on the large scale structure in the column density-only model. In the following

analyses, we will introduce the kinematics into the 2D disk-CGM model and adopt

conclusions from QB19 as the basis of the fiducial model. Namely, we assume the

north-south difference is mainly due to the scale height of the disk and will fix the

midplane disk density and CGM density to be the same for the northern and southern

hemispheres (details in Section 5.6.1).
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5.4 The Cloud Path-Length Density

The observations of the MW absorption features reveal that the warm gaseous

components are clumpy rather than smoothly and uniformly distributed in the gaseous

disk and halo (Savage et al., 1997, 2003; Lehner et al., 2003; Wakker et al., 2003;

Zsargó et al., 2003; Bowen et al., 2008; Savage & Wakker, 2009; Wakker et al., 2012;

Zheng et al., 2019a). The clumpy nature of the warm gas could be modeled by the

patchiness parameter method. The patchiness parameter is an additional uncertainty

to lower the reduced χ to 1, when one wants to compare the observation with the

model (Savage & Wakker 2009 and reference therein). For intermediate-to-high ion-

ization state ions (e.g., Si IV, C IV, and O VI), the typical values of the patchiness

parameter are about 0.2 − 0.4 dex for stellar-dominated samples, and 0.1 − 0.2 dex

for AGN-dominated samples.

This intrinsic scatter could have physical meanings. To account for the intrinsic

scatter, we assume the cloud nature of the warm gas, which is suggested by simulations

(Kwak & Shelton, 2010; Shelton & Kwak, 2018; Hummels et al., 2019; Ji et al., 2019a;

Liang & Remming, 2020). In our modeling, the warm gas is assumed to be separated

clouds with a typical column density of logNsg (“sg” denotes single). Along a given

sight line (l, b, d), the predicted number of clouds in the model is the Nc, which is

an integral of the path-length density of clouds (X). Then, the predicted column

density is NsgNc. Because the number of clouds Nc follows the Poisson distribution,

the number of clouds has an intrinsic uncertainty of N 1/2
c , hence the column density

uncertainty is NsgN 1/2
c . Then, the uncertainty due to the number of cloud variation

is N−1/2
c log10 e dex.

If this uncertainty is caught by the patchiness parameter, one could use the patch-

iness parameter to estimate the typical column density for the warm gas. In Section

5.3, we applied the QB19 model to the new AGN sample, and obtain a set of new

parameters. Using the new parameters, we estimate the patchiness parameters (fit-
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ting the residuals with a Gaussian function) are 0.162 dex for the AGN sample and

0.360 dex for the stellar measurements. For the AGN sample, σNc
/Nc = σN/N =

0.162/ log10 e = N−1/2
c , then we know the average number of clouds is Nc ≈ 7.2.

The median column density of the AGN sample is logN = 13.53, then the estimated

typical column density of single cloud is logNsg = 12.67. Similarly, the average

number of clouds is Nc ≈ 1.5 for the stellar sample, and the typical column density

of single cloud is logNsg = 13.00 (with a median stellar sample column density of

logN = 13.15).

The typical column density of a single cloud of the stellar sample is much larger

than the AGN sample by a factor of 0.3 − 0.4 dex. This difference has two interpre-

tations on whether this difference is real. First, if this difference is real, then there is

a physical difference between the gas on the warm gas disk and the gas beyond the

disk (i.e., CGM), which indicates the warm cloud in the CGM has a smaller typical

column density than the disk. This might be caused by the pressure difference in the

disk (high pressure; ≈ 103 K cm−2) and in the CGM (low pressure; ≈ 1−102 K cm−2).

Assuming that clouds in the disk and the CGM have a similar total mass and tem-

perature (determined by ionization state), the column density has a dependence on

the pressure as N ∝ P 2/3, which leads to lower typical column density in the CGM.

Another possibility for the physical difference is that the ISM might be more

structured than the CGM, which is affected by stellar activity, such as from spiral

arms. Based on O VI observations, Bowen et al. (2008) suggested that the scatter

of the O VI column density does not depend on the distance, which indicates that

the scatter caused by the ISM structures dominates the statistical scatter due to a

number of clouds. In this case, the column density of a cloud should be a distribution

rather than a fixed column density. Here, we emphasize that it is also unclear whether

the CGM could be approximated by a fixed column density, so the cloud model of

the warm gas is still an assumption. However, it is certain that there are significant
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differences between the stellar sample (for disk) and the AGN sample (mainly for the

CGM).

Second, the difference between the disk and the CGM clouds may not be real,

because there are several other observational uncertainties for the stellar sample. For

example, the distance to a star may have significant uncertainties. The reported

distance uncertainties in Savage & Wakker (2009) are about ≈ 0.1 dex. The dis-

tances in the Savage & Wakker (2009) sample are from Bowen et al. (2008), which

are mainly spectroscopic distances (i.e., obtaining absolute magnitude based on the

spectral type and estimating the distance by comparing with apparent magnitude;

see their Appendix B for more details). We believe that this is the best way to obtain

a large uniformly-reduced distance sample, but the uncertainty of this method can

be large (Shull & Danforth, 2019), which contributes to the difference between the

stellar sample and the AGN sample. Also, the stellar continua sometimes contain

intrinsic features (e.g., stellar winds, and absorption close to the star). Especially

in the relatively low S/N (≈ 5) spectrum, the stellar features may be difficult to

identify, which could introduce additional uncertainty in the column density mea-

surements of interstellar absorption. This explanation is supported by the result that

the additional patchiness parameter of the stellar sample is sightly reduced when we

only use the STIS sample (Section 8.3). However, the STIS-only fitting model still

has a none-zero additional patchiness parameter (σp = 0.15±0.09). This may be due

to the systematic uncertainty of the STIS sample, but it is highly likely that the ISM

is physically different from the CGM.

The reason for the difference between ISM and CGM is beyond the scope of

this paper, since the structure of the ISM is a huge topic. Here we just introduce an

additional patchiness parameter to the stellar sample (σp). This patchiness parameter

may be due to the stellar intrinsic features, or physical difference between the warm

gas in the disk and the CGM gas. Then, the cloud assumption is only applicable
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to the CGM observation to model the intrinsic scatter, which cannot be applied to

ISM, because the additional patchiness parameter σp significantly affects the scatter

of column density measurements in stellar sight lines (Section 8.3).

In the following analyses, we use the path-length density (X) and logNsg for a

single cloud to replace the density distribution. This implementation of the density

formulation not only predicts the total column density, but also predicts model un-

certainty for each sight line due to the variation of the total number of clouds along

the sight line (Nc). For the AGN sample, the model uncertainty will be used to repro-

duce the intrinsic scatter (previously, the patchiness parameter). For the stellar sight

line, the predicted column density uncertainty will be combined with the additional

patchiness parameter (more details in Section 5.5.3).

5.5 The 2D disk-CGM Model with kinematics

In addition to the QB19 model, we consider the kinematics in the new model,

which includes two major parts: the ion density distribution and the bulk velocity

field. The density distribution is divided into two components as the disk and the

CGM phenomenologically (Section 5.5.1). Here, we note that this decomposition

does not imply that these two components are physically de-associated with each

other. Instead, the combination of both components is to approximate the real warm

gas distribution. For the velocity field, there are also two components, the rotation

velocity and the radial velocity (Section 5.5.2). With all of these assumptions, we

calculate the differential column density distribution to compare with the observed

column density line shape sample (Section 5.5.3). The Bayesian framework employed

to estimate the best parameters is introduced in Section 5.5.4.

The assumptions and implementation of this model are described in the following

subsections, while the varied parameters in the kinematical model are summarized in

Table 5.2.
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Table 5.2: Parameters in the Kinematical Model

Syms Description
Xdisk

0
a The path-length density of clouds for the disk component at the GC.

r0 & αrxy The scale length and the index parameter of the disk density distribution along the radial direction:
n(rXY) = exp(−(rXY/r0)

αrxy).
z0

a & αz The scale height and the index parameter of the disk density distribution along the z direction: n(z) = exp(−(z/z0)
αz).

Rdisk
a The size of the disk without radial velocities, in the units of the scale height or scale length.

σp The additional patchiness parameter for the stellar sample.
Xmp

0
a The path-length density of cloud for the CGM component at the core region along the midplane of the disk.

Xnd
0

a The path-length density of cloud for the CGM component at the core region along the normal direction of the disk.
rc The core radius of the β-model for the CGM component.
β The slope in the β-model for the CGM density distribution.
vrot The rotation velocity on the flat part of the rotation curve in the midplane.

vrad,10
a The radial velocity at 10 kpc assuming constant accretion Ṁ .

vabs The intrinsic broadening velocity of the Si IV absorption, = 0.707 b factor.
vrand The random motion of the cloud along the sight line direction.
Nsg The Si IV column density of single cloud.

a For these parameters, they may have NS asymmetry. Then, “N” or “S” denote values for the northern or southern hemispheres,
respectively.
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5.5.1 The Density Model

Before introducing the Si IV density distribution for both disk and CGM com-

ponents, we note that the model has the origin at the Galactic center (GC) rather

than the Solar system. Therefore, we need to convert a given position in the Galactic

coordinate system (l, b, and d) to the Galactic XYZ coordinates (x, y, and z; Fig.

5.4):

x = 8.5 kpc − d cos l cos b,

y = −d sin l cos b,

z = d sin b. (5.3)

Here, we assume the Solar system is at r⊙ = 8.5 kpc (Ghez et al., 2008). The

coordinates x and y are in the disk midplane, while z is the height above or below

the disk midplane. Then, the distance to the GC (r), the XY plane distance to the

GC (rXY), and the corresponding spherical angles (φ and θ; Fig. 5.4) are

r = (x2 + y2 + z2)1/2,

rXY = (x2 + y2)1/2,

sinφ =
y

rXY
, cosφ =

x

rXY
, sin θ =

z

r
. (5.4)

These parameters will be used in the definition of the ion density distribution and

the velocity field.

Following the QB19 model, the total cloud path length density is the summation

of the disk and the CGM components. The total cloud path length density is

X(l, b, q) = Xdisk(rXY, z) + XCGM(r, θ), (5.5)
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Figure 5.4: An illustration of the kinematical model (not scaled). Left panel: the
coordinate parameters (x, y, z, φ, and θ) and parameters to describe
the velocity field (vrot, vrad, and v⊙). Right panel: the parameters that
describe the ion density distribution: the disk component (r0, z0, and
Xdisk

0 ) and the CGM component (rc, β, Xmp
0 , and Xnd

0 ).

where Xdisk and XCGM are the path density of clouds for the disk and the CGM

components, respectively.

The disk density distribution is 2D (rXY and z) and axial symmetric with the axis

as the disk normal line through the GC. The 2D disk density distribution includes

both radial (rXY) and vertical (z) profiles, which are independent between each other.

Empirically, both radial and vertical profiles are exponential. Then, the cloud path

length density of the disk component has a format of:

Xdisk(rXY, z) = Xdisk
0 exp(−|rXY|

r0
) exp(−|z|

z0
), (5.6)

where Xdisk is the path-length density for the disk component, and r0 and z0 are the

scale length and the scale height of the disk. As discussed in QB19, the radial and

vertical profiles might have other formats (e.g., the Gaussian function). Therefore,

140



we parameterize this variation by introducing two index parameters (αrxy and αz):

Xdisk(rXY, z) = Xdisk
0 exp(−(

|rXY|
r0

)αrxy − (
|z|
z0

)αz). (5.7)

Larger αrxy or αz values lead to sharper edges of the ion distribution for the radial or

the z-height directions. If αrxy or αz are 1, the density distributions are exponential,

while if αrxy or αz are 2, the density distributions are Gaussian.

Previously, the CGM component is modeled as the column density distribution

(isotropic in Zheng et al. 2019a or dependent on Galactic latitude in QB19) rather the

density distribution. This is the limitation of models that only consider the integrated

column density (without line shape; i.e., kinematics) sample. In the new kinematical

model, we could constrain the CGM density distribution with the velocity field. Here,

we assume the β-model for the CGM density distribution, which is commonly adopted

in X-ray investigations to study the quasi-hydrostatic equilibrium hot gas for both

the MW and external galaxies (Bogdán et al., 2013a; Miller & Bregman, 2013; Li &

Bregman, 2017; Li et al., 2017a, 2018a).

XCGM(r, θ) = XCGM
0 (θ) × (1 + (

r

rc
)2)−3β/2, (5.8)

where XCGM
0 (θ) is the core density, rc is the core radius, and −3β is about the power

law index at large radii. XCGM
0 (θ) has a dependence on θ, which accounts for the

anisotropy of the MW CGM as introduced in QB19.

QB19 found that the MW warm CGM column density distribution (traced by

both Si IV and O VI) is anisotropic, which is not a constant column density over the

entire sky. This is also found in external galaxies for the cool gas (≈ 103 K; traced

by Mg II and Fe II) in the CGM (Bordoloi et al., 2011; Lan & Mo, 2018; Martin

et al., 2019). These studies showed that the Mg II or Fe II column density depends

on the azimuthal angle (the projected angle related to the minor axis). In QB19, we
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considered this variation by assuming a column density distribution as a function of

Galactic latitude. Here, we improve on this assumption by introducing a dependence

on θ (XCGM
0 (θ)) instead of Galactic latitude b, where θ is the angle measured from

the midplane with the origin at the GC (see the cartoon in Fig. 5.4):

logXCGM
0 (θ) = logXmp

0 cos2 θ + logXnd
0 sin2 θ, (5.9)

where Xmp
0 is the cloud path-length density along the radial direction in the disk

midplane (“mp”), and Xnd
0 is the cloud path-length density along the z direction (the

normal direction; “nd”) perpendicular to the disk. This is similar to the format in

QB19 (logNCGM(b) =
√

log2Nmp cos2 b + log2Nnd sin2 b). Here, we omit the square

root in the new function, because logX could be negative, while logN ≈ 12 − 13

is always positive. These two formats show similar variations (with differences <

10%) when the difference of logN or logX in two directions are within 1 − 2 (i.e.,

| logXmp − logXnd| < 2 or | logNmp − logNnd| < 2).

The β-model converges to the power law model at large radii (r >> rc). Typically,

the rc of external galaxies are not resolved by current X-ray instrument, so it is . 10

kpc (Bogdán et al., 2013b; Li et al., 2018a). For the MW, rc is measured to be 2.5 ±

0.2 kpc using O VII and O VIII X-ray emission lines (Li & Bregman, 2017). However,

in our Si IV absorption line study, this parameter cannot be constrained, because few

sightlines pass through the GC at distances < 2.5 kpc. Therefore, we fix rc to 2.5

kpc in the following analyses, which will not affect the power-law approximation at

large radii.

The β-model should have a maximum radius (Rmax), because the total number of

ions does not converge when β < 0.7, which is pretty likely (β = 0.5 for hot gas in the

MW; Li & Bregman 2017). Here, Rmax is fixed to 250 kpc (about the virial radius of

the MW). Our model is not sensitive to this parameter as discussed in Section 5.6.3.
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5.5.2 The Velocity field

The bulk velocity field has two major contributors: the Galactic rotation and the

radial motion (outflow or inflow). For a given position (r, θ, and φ; Fig. 5.4), the

total velocity is the combination of both rotation and radial velocities:

~vbulk(r, θ, φ) = ~vrot(r, θ, φ) + ~vrad(r, θ, φ). (5.10)

The rotation velocity is approximated by a linear part (rXY ≤ 0.5 kpc) and a flat

part (rXY > 0.5 kpc; Kalberla & Dedes 2008). At the midplane, the velocity of the

flat part is a free parameter in our model (vrot):

vrot(rXY) = (rXY/0.5 kpc)vrot, rXY ≤ 0.5 kpc

= vrot, rXY > 0.5 kpc. (5.11)

When it is above (the northern hemisphere) or below (the southern hemisphere) the

midplane, we consider a rotating cylinder (i.e., no z-component velocity). Then the

value of rotation velocity is

vrot(r, θ) = vrot(rXY) cos θ, (5.12)

and the three-dimensional (3D) rotation velocity vector is

~vrot(r, θ, φ) = (− sin φ, cosφ, 0) · vrot(r, θ). (5.13)

The radial velocity is introduced to account for the possible inflow or outflow of

the warm gas. The warm gas disk is expected to have no radial velocity, which is

similar to the H I disk (Marasco & Fraternali, 2011). Therefore, we assume that

there is a boundary for the radial velocity, and the boundary follows the shape of the
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isodensity line of the disk component (as stated in Section 5.5.1):

(
|rXY|
r0

)αrxy + (
|z|
z0

)αz = Rdisk, (5.14)

where Rdisk is a dimensionless parameter to describe the size the disk without the

radial velocity. At this boundary the cloud path density of the disk component is a

constant of Xdisk
0 exp(−Rdisk).

We assume that the radial velocity is spherically symmetric, so it only has a

dependence on the distance to the GC (r). For the radial velocity dependence on the

radius, we assume a constant accretion/outflow rate at different radii for the CGM.

4πr2vrad(r)NsgX
CGM(r) = Ṁ = const., (5.15)

where NsgX
CGM(r) is equivalent to the ion density of the CGM component, and Ṁ is

the mass loading rate (outflow) or the accretion rate (inflow) of the CGM component.

For simplicity, we use the radial velocity at 10 kpc as the characteristic radial velocity.

Then, the radial velocity dependence on the radius is

vrad(r) =
102XCGM(10)

r2XCGM(r)
vrad,10, (5.16)

where vrad,10 is the free parameter in our model (Table 5.2). Positive value of vrad,10

indicates outflow, while negative vrad,10 means gas accretion. Then, the 3D radial

velocity is

~vrad(r, θ, φ) = (
x

r
,
y

r
,
z

r
) · vrad(r). (5.17)

Because the calculated velocity of the line shape sample is in the heliocentric frame,

we need to consider the Solar motion in the velocity calculation. We have two ways to

include the Solar motion. One is fixing the Solar motion to ~v⊙ = (−9,−232, 7) km s−1

(Delhaye, 1965), while another choice is varying the velocities of the Solar motion as
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free parameters. Based on our tests, the Si IV sample is insufficient to constrain the

Solar motion, because of the sample size and the complicated variation of the warm

gas distributions and kinematics (affected by stellar activity). Therefore, we fix the

Solar motion as (−9,−232, 7) km s−1 in the fiducial motion in Section 5.6.1. The

warm gas velocity relative to the Solar motion is:

~vbulk,rel = ~vrot + ~vrad − ~v⊙.

Finally, the projected velocity is (because we define the Galactic radial velocity in

Section 5.5.2, we use the “projected velocity” to represent the normal radial velocity):

vproj(l, b, q) = ~vbulk,rel(l, b, q) · ~n, (5.18)

where ~n = (− cos l cos b,− sin l cos b, sin b) is the direction vector toward l and b.

In addition to the bulk velocity field, a single cloud may have a random motion.

For this variation, we assume the random motion follows a normal distribution with

a mean value of 0 km s−1 and a standard deviation of vrand, which is a free parameter

in our model (Table 5.2). The inclusion of vrand in the kinematical model is described

in Section 5.5.3 and Section 5.5.4.

5.5.3 The Model Prediction

Based on the assumptions of the density distribution and the bulk velocity field,

we could predict the observed column density (stellar) and differential column density

line shape (AGN) for each sight line. As stated in Section 5.4, we also consider the

associated model uncertainty due to the number variation of clouds in each sight line.

For each stellar sight line (l, b, and d), we calculate the total number of clouds

(Nc) by integrating X (the cloud path length density) over the path length to the

target. Then, the predicted column density of stellar sight line is expected to be

145



Nst = NcNsg, where Nsg is the column density for individual clouds. To consider the

model uncertainty, we assume the distribution of the cloud number follows a Poisson

distribution. Therefore, the cloud number uncertainty is N 1/2
c , and the model uncer-

tainty of the column density is σN = N 1/2
c Nsg in the linear scale. In the logarithm

scale, the model uncertainty is σN = N 1/2
c log10 e dex. Besides the model-predicted

uncertainty, the stellar sample also suffers from an additional uncertainty (patchiness

parameter; σp) as discussed in Section 5.4. Then, the total uncertainty of one stellar

sight line is σ2
st = σ2

N + σ2
p.

For the AGN sample, we need to consider the line shape by introducing the velocity

field (Section 5.5.2). For each AGN sight line (l, b), there are five steps to obtain

the model prediction of the line shape. (1) We calculate the max path length (dmax)

within the MW halo (Rmax = 250 kpc), which is the distance between the Sun and the

maximum radius of the sphere along a sight line (l and b). (2) The entire path length

is divided into bins with a width of ∆q = 0.1 kpc. Because the cloud path length

density at 250 kpc is extremely low, we ignore that the last bin that may not be 0.1

kpc. (3) For one bin at a distance of q, we calculate the cloud path-length density

(X(l, b, q)) in the bin using Eq. (5.5) and the corresponding projected (observed

radial) velocity vproj(l, b, q) using Eq. (5.18). Then, the cloud number in the path

length bin is ∆Nc(l, b, q) = X(l, b, q)∆q. This indicates that there are ∆Nc clouds

at the projected velocity of vproj. (4) After the calculation of all path length bins,

we rebin the cloud number based on the projected velocity. The adopted projected

velocity bin is the observed velocity bin for each AGN sight line. Therefore, we could

know the cloud number in each observed velocity bin (Nc(v)). (5) The cloud number

in each velocity bin is converted to the column density (Nc(v) = (Nc(v)Nsg).

Similar to the stellar sample, we also calculate the corresponding model uncer-

tainty for the line shape. For each bin, the uncertainty of the cloud number is Nc(v)1/2,

based on the Poisson statistic assumption. Then, the naive column density uncer-
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tainty is Nc(v)1/2Nsg for individual velocity bins.

However, there is one issue when applying this naive column density uncertainty to

the column density line shape. By varying logNsg, we expect to capture the intrinsic

scatter of the integrated column density as stated in Section 5.4. Nevertheless, this

logNsg value for the integrated column density overestimates the uncertainty in each

bin of the column density line shape.

Here, we use the χ2 framework to show the basic idea, although we implement

the Bayesian frame in the following analyses (Section 5.5.4). For one sight line,

the total observed column density is N , the model column density is M , and the

model uncertainty is E. With a suitable logNsg, one could always obtain a reduced

χ2 = (N − M)2/E2 = 1. The situation is different for the line shape calculation.

Assuming there are m bins for the spectrum, each bin has an average column density

of N/m, a model column density of M/m, and a model uncertainty of E/m1/2, based

on the Poisson statistics. Then, for each bin in the spectrum, the corresponding

χ2 = 1/m, which is unacceptable, although the adopted logNsg makes the total

column density sample have reduced χ2 = 1. We make the model self consistent by

using the line width (in number of spectral bins) to reduce the naive model uncertainty

for each bin (i.e., Nc(v)1/2Nsg/m
1/2). Here, for each sight line the value of m is not

the number of bins for the entire spectrum, because the spectrum also contains the

continuum, which should not contribute to m. Finally, the value of m is fixed to be

the number of spectral bins that have model column densities > 1010 cm−2 (much

lower than the detection limits in our sample). Using this criterion, we exclude the

continuum region, which would lower the significance of the model.

By now, the model column density and the uncertainty are both intrinsic val-

ues, which have not been affected by several broadening processes (e.g., thermal or

turbulence broadening). These broadening processes cannot be distinguished from

observations, so we introduce the absorption broadening velocity vabs to model them
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together. Using vabs, we generate a Gaussian kernel and convolve this kernel to the in-

trinsic column density model and uncertainty. The convolved model and uncertainty

are the model for AGN sight lines, considering the density distribution and the bulk

velocity field.

As introduced in Section 5.5.2, warm gas clouds could also have random motions

besides the bulk velocity. To determine the random motion component, we extract

the power spectrum from the cross-correlation of the convolved model (without the

random motion) and the observation for every sight line. Then, the peak position

of the power spectrum corresponds to the required velocity shift (vshift) to account

for the random motion. We show two examples (3C 57 and HE 2259-5524) in Fig.

5.5, where the input model is the preferred model in Section 5.6.1. The bulk velocity

model of 3C 57 shows a similar shape as the observed line shape, but the line centroid

is shifted. The bulk velocity model with a velocity shift of −19.2 km s−1 reproduces

the line shape better, which is the final model to compare with the data. For HE

2259-5524, the line shape is not reproduced as well as 3C 57, but the velocity shift

also shows up by the peak of the column density line shape. Here, we emphasize that

the velocity shift is part of the kinematical model to obtain the final model-predicted

line shape for AGN sight lines as well as the ion density distribution and the bulk

velocity field.

Finally, for the stellar sample, we have the model predicted column density and

the total uncertainty of the column density (the combination of both the model un-

certainty and the stellar patchiness parameter). For each AGN sight line, we have

the predicted column density line shape, associated uncertainty line shape, and the

velocity shift for the random motion.
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Figure 5.5: Two examples sight lines of 3C 57 (left) and HE 2259-5524 (right) showing
the velocity shift along the sight line direction. The red dashed lines are
the predicted column density line shape without the random motion (i.e.,
only with the bulk velocity field). The red solid lines are the model con-
sidering the random motion along the sight line direction determined from
the power spectrum of the cross-correlation. The blue dashed lines are
the total uncertainty combining both the observation uncertainty (cyan
lines) and the model uncertainty.

5.5.4 The Bayesian Analysis

We use the Bayesian framework (together with the Markov Chain Monte Carlo

method; MCMC) to compare the model prediction and the observation sample and

obtain the best parameters of the kinematical model (Zheng et al., 2019a). Compared

to the χ2 minimization method, the Bayesian method could obtain the entire posterior

distribution rather than the most likely parameter (with the minimum χ2). The

posterior distribution is necessary when there are unconstrained parameters in the

model, which is the case here (Section 5.6.1). The MCMC simulation is run by using

the emcee package (Foreman-Mackey et al., 2013).

In the Bayesian approach, we need to optimize the likelihood function (ptot(θ|D)),

where D and θ are the observation data and the model parameters, respectively. The

total likelihood function contains two major parts for both stellar (pst) and AGN
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(pAGN) samples:

ptot(θ|D) = pst(θ|D) × pAGN(θ|D).

Based on Bayes’ theorem, the likelihood depends on

p(θ|D) =
p(D|θ)p(θ)

p(D)
,

where p(D|θ) is the possibility for a model with parameters of θ to reproduce the

data D, p(θ) is the prior knowledge for the parameters, and p(D) is the possibility

to have the observation data. In our implementation of the Bayesian simulation,

p(θ) is assumed to be uniform in the given parameter space, so it is a constant.

The boundary of the parameter space is determined to allow each parameter to have

sufficient variation (except for parameters only have limits) as shown in Fig. 5.6.

p(D) is a complex term, but this term is the same for all model, so it can be ignored

in practice. Finally, p(D|θ) is determined by comparing the model prediction and

the observation. In the following analyses, ln p stands for ln p(D|θ) or ln p(θ|D). The

difference between these two values is constant, which does not affect the results.

The stellar sample only provides a column density, so the likelihood function

only has one term for the total column density. Following Zheng et al. (2019a), the

logarithmic value of the column density likelihood (for the stellar sample in our work)

is

ln pst = −
75
∑

k=1

(ln σt,k +
1

2

(logNk − logNm,k)
2

σ2
t,k

), (5.19)

where σ2
t,k = σ2

logN,k + σ2
logNm,k + σ2

p is the total uncertainty of the k-th stellar sight

line, and m denotes for the model prediction. Nk is the k-th observed column density,

while Nm,k and σlogNm,k are the model predicted column density and uncertainty.

For the AGN sight line, there are three components for the total likelihood (pAGN):
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the line shape (pls), the random motion along the sight line (prand), and the total

column density (pcd):

ln pAGN =
186
∑

k=1

(ln pls,k + ln prand,k + ln pcd,k). (5.20)

The total likelihood of the AGN sample is the summation for the 186 sight lines. For

each sight line, the first term is the line shape, where we compare the model-predicted

line shape (Section 5.5.3) and the observed column density line shape (Section 5.2).

We note that the model prediction includes the velocity shift along the sight line

(vshift). Then for each bin, we could calculate the likelihood, and the total likelihood

is the summation of the logarithmic likelihoods of individual bins:

ln pls = − 1

m′

m
∑

j=1

(ln σt,j +
1

2

(Nj −Nm,j)
2

σ2
t,j

), (5.21)

where σ2
t,j = σ2

N,j + σ2
Nm,j , m is the total number of bins in the spectrum, and j

denotes the j-th bin in the column density line shape. Compared to Eq. (19),

there are three differences. First, the calculation here is in the linear scale, while

Eq. (19) is in the logarithm scale. This is because the total column density is

always a large number (logN & 12), and the distribution is better approximated by

a lognormal distribution. However, the differential column density in each bin of the

line shape could be negative (continuum region or low significance features), which is

also included in the modeling. For these bins, the logarithm scale is not appropriate,

so we use a linear scale. Second, σt,k does not have an additional patchiness parameter

as discussed in Section 5.4. Third, we normalize the total logarithm likelihood by a

factor of 1/m′, where m′ is defined as the number of bins with observed column density

> 1010 cm−2 rather than the total number of bins in the entire spectrum. Similar

to the χ2 arguments, each bin in the line shape has a reduced χ2 = 1, then AGN

sight lines have m times more weights than stellar sight lines if no normalization is
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applied. By adopting this normalization, all sight lines (both stellar and AGN) have

similar weights. Here, we use m′ instead of m to do the normalization because the

continuum region in the line shape is constant for different models, which will not

affect the fitting results. The choice of 1010 cm−2 criterion is to exclude the continuum

region that dilutes the model significance.

The second term (ln prand) is the likelihood for the velocity shift (vshift) along the

AGN sight line. We assume that vshift follows a normal distribution with a mean of

zero and a standard deviation of vrand:

ln prand = − ln vrand −
1

2

v2shift
v2rand

. (5.22)

The last term (ln pcd) is for the total column density derivation for AGN sight lines.

This term is similar to the stellar sample, but without the patchiness parameter:

ln pcd = − ln σt −
1

2

(logN − logNm)2

σ2
t

, (5.23)

where σ2
t = σ2

logN + σ2
logNm

is the total uncertainty of the column density. These

two terms (ln prand and ln pcd) do not need the normalization as the line shape term

(ln pls), because these two terms should be applied to each pixel (e.g., every pixel

should be moved by vshift; Fig. 5.5). Therefore, the calculation is already normalized.

5.6 Fitting Results and Implications

5.6.1 Overview of the Fiducial Model

In Section 5.5, we introduce the basic assumptions of the kinematical model. In

practice, there are additional improvements that could be considered, such as the NS

asymmetry. There is a systematic NS asymmetry for the Si IV and O VI column

density distribution for northern and southern hemisphere (measured in the AGN

152



sample; Savage et al. 2003; Zheng et al. 2019a). Based on the column density-only

sample (and model), QB19 suggested that this NS asymmetry is mainly caused by

the difference of the exponential disk density distribution in two hemispheres (i.e.,

the scale height). In this subsection, we introduce the our fiducial model and tests

that we used to finalize it, while a more detailed discussion are on the fitting results

(Section 8.3), the density distribution (Section 5.6.3), the gas kinematics (Section

5.6.4), and the gas properties (Section 5.6.5).

With the new kinematical model, we can learn more about the variation for the

NS asymmetry: the ion density distribution, the warm gas kinematics, and the gas

properties. For the density distribution, the disk component has five possible varia-

tions: the disk normalization (the GC density; logXdisk
0 ); the scale length (r0); the

scale height (z0); and two index parameter for disk expansion (αrxy and αz). The

CGM component has another four parameters: the CGM normalization (the density

at the core; logXmp and logXnd), the core radius (rc), and the β factor.

QB19 excluded the NS variation of the disk normalization and the CGM normal-

ization based on tests, so we adopt this conclusion in the kinematical model. QB19

suggested the scale length is the same, and we adopt this assumption for two reasons.

First, the scale length is related to the stellar disk, which is supposed to be the same

for both hemispheres. Also, the difference of the scale length is at low Galactic lati-

tude, but there are very few AGN sight lines at low Galactic latitude (|b| < 20; 4/186)

to distinguish it. We assume that αrxy of both hemispheres are the same for similar

reasons. For the CGM component, the core radius of the β-model is fixed to 2.5 kpc

(obtained from the X-ray emission modeling), because the warm gas absorption line

sample cannot be used to measure the gas within . 2 kpc of the GC. Finally, there

are only three parameters left: the scale height, the αz index parameter and the β

factor. As stated in Section 5.5.1, we are using two components (disk and CGM, with

different profiles) to approximate the real warm gas distribution. Then, the index
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parameters and β are degenerate with each other. As will shown in Section 5.6.3, αz

and β both determine the gas slope at 20 − 50 kpc along the z-direction, so we only

keep the NS variation for one of these parameters. Here we choose β in following

modelings. In our test, the only varying the β leads to a difference of ≈ 5 for the

Bayesian information criterion (BIC; moderately significant), so we retain this in the

fiducial model. Adding variation of αz does not improve the model (BIC < 2).

For the kinematics, the rotation velocity is assumed to be the same for both hemi-

spheres, because the midplane velocity should be continuous. The radial velocity is

found to be different between two hemispheres because the same radial velocity model

leads to a BIC difference of > 10 (very significant). Therefore, the NS asymmetric ra-

dial velocity is included in the fiducial model. Additionally, we also consider the radial

velocity boundary difference for both hemispheres (Rdisk). This parameter mainly de-

termines the amount of gas with a significant radial velocity, while the radial velocity

determines the velocity shift of the gas.

The gas property may be different in both hemispheres, such as the column den-

sity per cloud, the absorption width, and the random velocity of absorption features

along the sight line. Based on our test, these parameters are roughly same with

BIC . 3, which indicates that the model with more parameters (NS asymmetry for

these parameters) is not a better model than the simple model (with the same pa-

rameter for both hemispheres). For the absorption broadening velocity, the variation

among individual sight lines is larger than the difference between the two hemispheres.

Therefore, our model only obtains the average broadening velocity. The random ve-

locity of absorption features shows smaller scale variation, rather the NS asymmetry,

as discussed in Section 5.6.5. Therefore, we do not include the NS asymmetry for

these three parameters.

Finally, the fiducial model has 19 parameters (Fig. 5.6 and Table 5.2).
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5.6.2 Fitting Results

For the MCMC fitting to our Bayesian model, the parameter space is sampled

with 100 walkers and each walker has 20000 steps to fully thermalize the posterior

distribution. As stated in Section 5.2.1, we fit the fiducial model with two different sets

of observation samples. The preferred fitting model uses both IUE and STIS stellar

sample, while another model only uses the STIS sample. The COS AGN sample

is the same for these two fitting models. The fitting results are consistent between

two models within 1σ uncertainty (expect for the additional patchiness parameter of

the stellar sample). Typically, the STIS-only model has larger uncertainties for some

parameters (e.g., cloud number density of the disk component), because fewer stellar

sight lines are considered in this model. The patchiness parameter of the stellar

sample is slightly smaller for the STIS-only model (0.15 ± 0.09) compared to the

combined-sample model (0.19+0.07
−0.10). This indicates that the IUE sample has a larger

systematic uncertainty, but this uncertainty is modeled by the patchiness parameter,

which does not affect other parameters significantly. Therefore, we suggest that there

is no physical difference between these two models. In the following analyses, we only

discuss the results from the combined-sample model.

The fitting results are presented in Fig. 5.6, where most parameters are con-

strained, except for four of them. The 1 σ limits for these four unconstrained pa-

rameters are the disk boundary for the radial velocity in the south Rdisk,S > 3.4, the

radial velocity in the south vrad,S < −12 km s−1, the CGM component in the midplane

logXmp
0 < −2.1) and the CGM component cloud path-length density perpendicular

to the disk (logXnd
0 < −4.2).

These unconstrained parameters (Rdisk,S, vrad,S, logXmp
0 , and logXnd

0 ) has two

physical implications. First, there is an insufficient number of absorbing clouds in

the southern hemisphere at 10 − 20 kpc, which are needed to determine the radial

velocity. This also leads to the unconstrained radial velocity and boundary (Section
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Figure 5.6: The posterior distribution of the parameters in the fiducial model. In
this model, the NS asymmetry are modeled by four parameters: the disk
scale height (z0), the boundary of the radial velocity (Rdisk), the β factor,
and the radial velocity (vrad,10). Most parameters are constrained, except
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5.6.4). This is consistent with the large β value in the south, which confirms less

gas at large radii (excluding the LMC/SMC). Second, the upper limits of the CGM

component path-length densities suggest that the gas distribution is dominated by the

disk component (Section 5.6.3). We note that the disk component defined in Section

5.5.1 is more extended in the z-direction than the previously adopted exponential

disk (e.g., Savage & Wakker 2009). The implication of all parameters is described

and discussed in details in following subsections on various topics: the warm gas

distribution, the warm gas kinematics, and the warm gas property. Here, we compare

the model prediction to the observation.

In Fig. 5.7, we plot the column density distribution and the model predictions

for both the stellar sample and the AGN sample. The behaviors of the models are

similar to the observations and the QB19 model (details are described in QB19). We

find that sight lines with high Galactic latitudes (|b|) and small Galactic longitudes

(|l|) have higher projected column density (logN sin |b|) for stellar sight lines at the

same z heights. For the AGN sample, the kinematical model captures the feature

that the projected column density is higher for sight lines toward the GC (|l| = 0◦)

compared to the anti-GC (|l| = 180◦) direction. For sight lines toward the anti-GC,

the projected column density shows a rapid decrease toward low Galactic latitudes.

Then, the inclusion of the kinematics in the model does not break the self-consistency

with the previous column density-only model (QB19; more comparisons are in Section

5.7.1).

To test the role of the warm gas kinematics, we compare the stacked line shapes

based on the AGN sample and the model predictions. The kinematical model predicts

that the line shape has a dependence on Galactic longitude and Galactic latitude.

Therefore, we divide the entire sky into 20 regions, which roughly have a similar

number of sight lines (∼ 10) in each region. Galactic longitude have grids of 0◦−45◦,

45◦ − 135◦, 135◦ − 225◦, 225◦ − 315◦, and 315◦ − 360◦, while the Galactic latitude
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Figure 5.7: The comparison between the fiducial model and the observed column
density of the stellar sample (left) and the AGN sample (right). The
behavior of the kinematical model is similar to the QB19 because we
use the 2D disk-CGM model as the basis of the kinematical model. In
the left panel, we only plot the model of the northern hemisphere for
simplicity. The southern hemisphere model is slightly lower than the
northern hemisphere due to the NS asymmetry.

grids are −90◦ to −55◦, −55◦ to 0◦, 0◦ to 55◦, and 55◦ to 90◦ (grids in Fig. 5.2).

In each region, we stack the differential column density line shape by obtaining the

mean value for all sight lines as shown in Fig. 5.8, where we also plot the fiducial

model. The fiducial model reproduces the major absorption features around −150 to

150 km s−1 including some intermediate-velocity clouds (IVCs) and HVCs in specific

regions (e.g., sight lines in region B.4 have HVCs at < −100 km s−1).

However, there are still some HVC features are not accounted for in the kinemat-

ical model, such as negative HVCs at ≈ −300 to −150 km s−1 in regions C.4, C.5,

D.4, and D.5, and the positive HVC at ≈ 300 km s−1 in region C.2. The negative

HVCs could be a population of clouds associated with the Local Group (LG; Bouma

et al. 2019), while the positive HVCs are likely to be associated with the LMC/SMC

(discussed further in Section 5.7.3.3.

For individual sight lines, the difference between the model predictions and the

observed total column density are shown in Fig. 5.9. Broadly, these residuals of
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Figure 5.8: The comparison between the stacked line shape of observation and the
kinematical model prediction: the sky is divided into 20 regions (the grids
in Fig. 5.2). The observed line shapes (black lines) are consistent with
the model predictions (red lines) within the uncertainty (blue lines) for
most regions. The dashed yellow lines are the model without the radial
velocity component (other parameters are the same as the fiducial model).
In the northern hemisphere, the yellow lines have systematically positive
shifts compared to the observation and the fiducial model, which is the
evidence of systematic inflow. The southern hemisphere does not show
these systematic shifts, although the region C.1 shows an outflow feature
(positive shifts). In some regions (e.g., B.5), the absorption broadening
velocity is smaller than the average broadening velocity in the fiducial
model, which leads to broader features. Some regions show features that
cannot be accounted for by the kinematical model, which is suggested to
have other origins: C.2 might be affected the MS (Fox et al., 2014), while
C.4 and nearby regions might be an HVC population associated with the
LG (Bouma et al., 2019).
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Figure 5.9: The column density residual (left), the velocity shift (right) maps. For the
column density residuals, both hemispheres show average values about the
zero, which shows no large scale differences (& 90◦). However, at small
scale (≈ 20◦), the column density residual shows clustering (e.g., the
positive structure around l = 180◦ and b = 60◦). Similarly, the velocity
shift also shows the small scale structure, but the kinematical structure
(≈ 50◦) is larger than the column density variation. These qualitative
results are confirmed in more accurate estimation in Fig. 5.12.

column density are uniformly distributed over the entire sky at the large scale but

shows some clustering (coherence) on scales of ≈ 20◦ (with similar enhancements or

deficits). There is no significant connection between the column density enhancement

or deficit and the known HVCs or IVCs detected in H I. The velocity shifts of indi-

vidual sight lines (Fig. 5.9 right panels) also show clustering, but on a larger scale

than the column density variation (more details are discussed in Section 5.6.5). The

positive and negative shifts occur over the entire sky, which suggests that the bulk

velocity field included in the kinematical model is the first-order approximation of

the velocity of absorption features.

5.6.3 The Gas Distribution

In the fiducial model, the cloud path-length density of the warm gas clouds is about

1.3 ± 0.2 per kpc at the GC, while it is 0.6 ± 0.1 per kpc at the Solar neighborhood.

For the Solar neighborhood, this path-length density is consistent with the nearby
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Figure 5.10: The equivalent Si IV density distribution along the radial (left) and
the z (right) directions. The vertical cyan dashed lines indicate the
limiting radius (20−50 kpc), which is set by the limiting column density.
In the fiducial model, the radial direction density distribution (the red
solid line) shows a sharp decay at about 10 − 20 kpc compared to the
exponential function (the red dashed line) and the Gaussian function
(the red dotted line). Oppositely, the z direction density distribution is
more extended than the exponential function. The difference between
the two directions suggest that the MW warm gas traced by Si IV is
affected by feedback processes originated from the disk.

(d . 0.2 kpc) WD stellar sample, where no ISM Si IV has been detected. The path-

length cloud densities set upper limits of the cloud size of about 0.8 kpc at the GC and

1.5 kpc at the Solar neighborhood. If individual clouds have sizes much larger than 1.5

kpc, the warm gas traced by Si IV will be smoothly continuous rather than the cloud-

like variation (i.e., the intrinsic scatter traced by the patchiness parameter). It is not

clear whether there is a real difference between the GC and the Solar neighborhood,

but some differences are expected because the GC has higher pressure for the warm

gas, where could lead to smaller cloud sizes. This constraint for the warm gas is

consistent with our more accurate estimation of cloud size in Section 5.6.5 (1.3 kpc).

We calculate the equivalent density profile (the cloud path-length density times

the column density per cloud; XNsg) for every single point in the MCMC chain and

obtain the median and the 1 σ uncertainty (Fig. 5.10). For both density distributions,

the outskirts suffer from large uncertainties. Here, we set the observation limits
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as ≈ 10−11 cm−3, which is the ratio of the limiting column density (1012 cm−2)

and the typical path length of (30 − 50 kpc). Then, we suggest that the warm gas

density distribution are well constrained within the limiting radius (although the

model extend to 250 kpc): ≈ 20 kpc in the rXY direction and ≈ 50 kpc in the

z-direction.

The majority of gas contributing to the column density is within 20 kpc to the

GC. Quantitatively, we calculate the average distance of the warm gas with weights

as the column density (
∫

nrdr/
∫

ndr). In rXY and z-directions, the distance are 20

and 13 kpc, respectively. With the origin at the Sun, we could calculate the average

observed gas distance. Then, the average distance of the observed absorbing gas has

distances of 3 kpc (rXY), 5 kpc (z in the south), and 9 kpc (z in the north). Therefore,

we suggest that the observed Si IV features can be considered at ≈ 5 kpc, and we use

this value as a typical distance to estimate the cloud physical size in Section 5.6.5.

There is a significant difference between the rXY and z directions, where the density

distribution along the z-direction is more extended than the rXY-direction. For the

z-direction density distribution, the CGM component begins to take over at about

100 kpc, although it is a minor contributor to the column density, so the statistical

constraints are poor. Within the distance range of 10 − 100 kpc, the approximated

power law slope is about −1.5 to −2 (β ≈ 0.5 − 0.7). The rXY density distribution

has a much sharper edge than the z-direction density distribution at about 10 − 20

kpc, which is about the size of the stellar disk.

The difference of the Si IV density distributions between the rXY and z-directions

indicates that the warm gas distribution traced by Si IV depends on the disk orien-

tation. This could be explained as that the warm gas is more associated with the

disk phenomena (i.e., feedback) rather than accretion from the IGM. Theoretically,

feedback processes could enrich the warm gas above or below the disk by ejecting gas

and metals or providing more ionizing photons to photo-ionize Si IV. The gas above
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and below the disk is more affected by Galactic feedback than the disk radial direc-

tion. Therefore, it is expected that the gas dominated by feedback follows a disk-like

shape, while accretion leads to more spherical geometry (e.g., Stern et al. 2019). The

origin of the warm gas is discussed further in Section 5.7.3.

5.6.4 The Gas kinematics

In the kinematical model, we consider the first-order approximation of the bulk

velocity field as the combination of the rotation velocity and the radial velocity. Here

we mainly consider the kinematics of the major absorption features (with centroids

at ≈ 0 km s−1), but these features are not necessary to be low velocity (e.g., in some

sky regions, the features could extend to HVCs; |v| > 100 km s−1).

The fiducial model suggests that the rotation velocity of the warm gas is about

−214.8+3.3
−3.0 km s−1 at the midplane, which is comparable to the H I disk (and halo; ≈

−220 km s−1Kalberla & Dedes 2008) and the stellar disk (≈ −200 km s−1; Huang et al.

2016). This measured rotation velocity in the kinematical model has a dependence on

the Solar motion, especially the Y -component, which is fixed to −232 km s−1 in the

fiducial model. Physically, the line shapes of the Si IV absorption features in the AGN

sight lines suggests that the rotation velocity of warm gas is about 15 − 20 km s−1

smaller than the Solar rotation velocity.

Above or below the midplane, the rotation velocity is found to have a velocity

gradient (i.e., lagging). In the kinematical model, we do not employ the linear format

of the lagging, which could reverse the rotation direction at z ≈ 20 − 30 kpc, if the

lagging is ≈ 10 km s−1 kpc−1. However, absorption line investigations on external

galaxies shows that the CGM is co-rotating (the same rotation direction) with the disk

(Martin et al., 2019). By adopting vrot(r, θ) = vrot cos θ, we assume a cosine function

for the velocity lagging, which never break the co-rotation between the CGM and

the disk. In this assumption, an equivalent linear velocity gradient is d|v|/d|z| ≈

163



−8 km s−1 kpc−1 within |z| = 10 kpc around the Solar system.

The radial velocity is found to behave differently in the northern and southern

hemispheres. The northern hemisphere has a radial inflow velocity of −69.3+6.9
−6.0 km s−1

at 10 kpc, while the radial velocity in the southern hemisphere is not well constrained,

with vrad,N < −12 km s−1.

In the northern hemisphere, the kinematical model assumes that radial velocity

depends on the radius (Eq. 16), which is approximated as vrad ∝ r3β−2. The β factor

is 0.21+0.15
−0.16, which indicates that the accretion velocity is larger in the inner region of

the northern hemisphere. The accretion velocity is 30 − 200 km s−1 between 30 kpc

and the boundary of the accretion. The boundary for the radial velocity (Rdisk) is

given by the boundary surface:

(
rXY

12.35 kpc
)αrXY + (

z

4.9 kpc
)αz = 0.72+0.22

−0.19. (5.24)

We show this boundary for the northern hemisphere in Fig. 5.11. Because most col-

umn densities are from the warm gas within 30−50 kpc, the accretion velocity is also

dominated by the behavior in this region; the radial velocity beyond 50 kpc is uncon-

strained. Because the radial format of the radial velocity is a model assumption, we

do not suggest that the radial velocity is necessary to be the r3β−2 format. However,

it is concluded that the inner region has higher radial velocities, because the constant

radial velocity model (beyond the boundary) is significantly worse (∆BIC > 6)

For the southern hemisphere, both the radial velocity (vrad < −12 km s−1) and the

boundary of the radial velocity (Rdisk > 3.4) are unconstrained. The boundary and

the radial velocity are degenerate to some degree for the southern hemisphere. Ideally,

the radial velocity determines the velocity shift of the gas beyond the boundary, while

the boundary position determines the amount of gas that is shifted. Thus, the total

column density away from the peak of the rotation-only model is roughly proportional
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Figure 5.11: The boundary of the radial velocity in the northern hemisphere. The
thick red solid line is the boundary of the radial velocity, below which
there is no radial velocity. This line follows the isodensity contour of the
disk component of (rXY/r0)

αrxy + (|z|/z0)αz = 0.72. The black dashed
lines are also isodensity contours at different levels. Because the majority
of absorbing gas is within 20 − 50 kpc, the majority of radial velocity is
about 30 − 200 km s−1 in the northern hemisphere.

to the gas beyond the boundary times the velocity shift. The absorption features in

the southern hemisphere do not show shifted column densities that would constrain

both the radial velocity and the boundary.

To show the effect of the radial velocity, we plot the model without radial mo-

tions for both northern and southern hemispheres (other parameters are the same

as the fiducial model) in Fig. 5.8. All regions in the northern hemisphere show line

shapes (for both the observation and the fiducial model) with negative shifts compared

to the model without the radial velocity. These negative shifts indicate that there

is accretion in the northern hemisphere. For the southern hemisphere, the models

with/without radial velocity and the observation do not have a significant differences

in the line centroids for most sky regions. However, the region C.1 shows the outflow
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feature as a positive shift to the model. In this sky region, 4/5 of sight lines pass

through the Fermi Bubble (FB), so expansion of the FB might be responsible for

this feature. This outflow feature is for the majority of the warm gas (e.g., the disk)

in this direction, so it is different from individual HVCs as detected in Karim et al.

(2018). As a comparison, there is no sight line passing through the FB in regions

C.5 and B.1. The region B.5 has 5/9 sight lines passing through the FB, but this

region does not show significant outflow for the absorption features around 0 km s−1,

although HVCs associated with the FB are detected in Bordoloi et al. (2017b).

The velocity shifts (vshift) of individual sight lines are shown in Fig. 5.9, which

is introduced to account for the random motion of warm gas cloud along sight lines.

The random motion is not completely random, because there is clustering in both

hemispheres. In the northern hemisphere, random velocities are reduced in four

regions roughly with centers at (270◦, 40◦), (180◦, 55◦), (135◦, 40◦), (45◦, 55◦). In the

southern hemisphere, these clustering regions have centers at (225◦, −55◦) and (90◦,

−40◦), and the possible FB feature in C.1. These clustering regions imply that the

warm gas has kinematical structures with angular sizes of coherent 40◦ − 50◦.

We exclude the possibility that these features are artifacts of how the model

was constructed. If the radial velocity is not well determined, the northern or the

southern hemispheres should show the systematic positive or negative shifts in Fig.

5.9. However, this feature is not evident, as the average shifts in both hemispheres

are close to the zero. For the rotation velocity, the most significant features should

occur near 270◦ or 90◦, and they should be of opposite sign: 270◦ negative and 90◦

positive (this means the fitting rotation velocity |vrot| is larger), or 270◦ positive and

90◦ negative (the smaller fitting rotation velocity |vrot|). If the rotation velocity is not

well determined, both hemispheres should have the same signal at different Galactic

latitudes (e.g., both positive or negative shifts at 270◦). These features also are not

seen in the velocity shift map in Fig. 5.9. Therefore, we suggest that both rotation
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and radial velocities are well determined and the clustering patterns are due to local

features rather than poor fitting of global features. The physical origins of these

features are discussed in Section 5.7.3.

5.6.5 The Gas Properties

In the kinematical model, we assume that the warm gas is cloud/layer-like, which

introduces intrinsic scatter for the observed column density. The fiducial model sug-

gests that the column density of single cloud (logNsg = 12.86−0.04
+0.05) is slightly larger

than the estimation based on the patchiness parameter (logNsg = 12.68; Section 5.4)

in the column density-only model (no kinematics). This is because when applying

logNsg to the line shape, it not only accounts for the uncertainty of the column

density, but also the uncertainty of the kinematical model.

The absorption broadening velocity is 29.8+1.3
−1.0 km s−1, which is an average of

all sight lines (Fig. 5.8). This broadening velocity contains three major contribu-

tors: the COS instrumental broadening, the thermal broadening, and the turbulence

broadening. The resolution of COS/FUV is 12.8 km s−1 at 1400 Å, so the intrinsic

broadening due to the warm gas is 26.9 km s−1. This velocity is equivalent to the

b-factor of 38 km s−1, and a full width half maximum (FWHM) of 63 km s−1. This

result is consistent with the direct measurements of from Wakker et al. (2012), which

has an FWHM of 63 ± 11 km s−1 for Si IV.

We suggest that the intrinsic broadening (≈ 27 km s−1) is more dominated by

turbulent broadening rather than thermal broadening. It is not clear whether the ob-

served Si IV has multiple components in our sample, because the HST/COS cannot re-

solve features with velocity separation . 15 km s−1. However, using higher-resolution

STIS spectra (∆v ≈ 2 km s−1), Lehner et al. (2011) detected much narrower Si IV

features in sight lines toward disk stars, which set the constraint on the temperature

and the thermal broadening of the Si IV gas (≈ 10 km s−1), which is well below the
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intrinsic broadening of 27 km s−1.

Another fundamental property of the warm gas cloud is the cloud size. Here we use

a similar method to Werk et al. (2019), which proposed the method to estimate the

cloud size based on the relationship between the angular distance and the absolute

column density difference of AGN-AGN pairs. It is equivalent to extracting the

angular power spectrum of the column density variation. When two sight lines are

close enough to pass through the same cloud, the absolute difference of the column

density is less at a smaller distance. If two sight lines are distant, there is no relation

between the two column density measurements in these sight lines, so the absolute

column density difference is more random.

We examine column density and velocity variations over the angular separation

by using 17205 AGN-AGN pairs extracted from 186 sight lines. First, for each AGN-

AGN pair, we extract the angular separation and the absolute difference between the

measured (original) column density (left panel of Fig. 5.2). Then, we extract the

distribution of the absolute column density difference for every angular distance bin

of 3◦. For each angular distance bin, the histogram of the absolute column density

difference distribution (upper left panel in Fig. 5.12) is approximated by a Gaussian

function (i.e., even at a large angular separation, the largest possible difference is also

0). Combing histograms, we found that at small angular distances (purple lines), the

peaks of the distributions are higher and the corresponding wings are narrower than

the distributions at large angular distance (red lines). This becomes clearer when we

extract the 1σ width (68% percentile; σdN ) of the absolute column density difference

distribution (lower left panel in Fig. 5.12). This value is equivalent to the power

spectrum of the column density variation at a given angular separation. The value of

σdN keeps increasing within the angular distance of ≈ 55◦, after where σdN has a flat

part. Within the angular distance of ≈ 55◦, σdN is significantly smaller, which indi-

cates there are physical correlations between sight lines within this separation. This
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is consistent with the conclusion in Werk et al. (2019), who found a tight correlation

for halo stars with z-heights of ≈ 3 − 10 kpc up to 40◦, indicating an angular size of

the warm gas of at least 40◦.

However, the column density has a global variation due to the disk and the CGM

variations (e.g., the minimum of column density in |b| = 40◦ − 60◦ and |l| = 180◦;

QB19). This global variation could introduce additional correlations between column

densities at large angular separations. Therefore, we try to correct for the global

variation by subtracting the fiducial model from the column density measurements.

We make similar plots using the column density residuals in the fiducial model (left

panel of Fig. 5.9) instead of the original column density. By using the column density

residuals, we exclude the global variation of column densities. The result is shown in

the middle left panel of Fig. 5.12, which appears similar to the upper left panel. Also,

we extract the 1σ width of the column density difference distribution (in the lower

left panel of Fig. 5.12), which shows that the correlation of the column density is

within ≈ 15◦ (i.e., flat part after 15◦). By comparing the non-corrected variation and

the model-corrected variation, it is clear that the correlation disappears at angular

scales of ≈ 15◦−55◦. This phenomenon means that the moderate scale correlation at

≈ 15◦−55◦ is due to the global variation of the Si IV column density rather than the

local variation due to individual clouds. Then, we divide the entire angular separation

into three ranges: individual clouds (. 15◦), the global variation (≈ 15◦−55◦; due to

the large-scale warm gas distribution), the random variation (& 55◦; no correlation).

This does not mean the correlation seen in the Werk et al. (2019) sample is also

due to the global variation, because these halo star sight lines have relatively smaller

distances and different z-heights, which may affect the column density behaviors.

This two-point correlation of the Si IV gas is consistent with what has been found

for HVCs, where a legacy HVC survey was done for the MW using the COS archival

data (Richter, 2017). It is found that a strong correlation occurs within ≈ 20◦, and
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Figure 5.12: Plots to show the the coherence of the column density (left panels) or
the velocity variations (right panels) as a function of angular scales. In
the top two rows, the distribution of the absolute difference of column
density or velocity (see the text for details). These distributions are
color-encoded by the angular separation (in 3◦ bins) from purple (0◦) to
red (180◦; encoded in rainbow colors, see the lower panels for a detailed
match). The first row is for the original maps (Fig. 5.2), while the sec-
ond row is for the model-corrected maps (residual maps; Fig. 5.9). The
common feature is that the purple lines (small separation) typically have
higher peaks and narrower wings than the red lines (large separation).
This indicates that the smaller angular separation leads to a smaller
variation of both the column density and the velocity. The 1σ widths of
the distribution are plotted in the lower panels: original data (red cross)
and model-corrected data (circles colored for increasing angular sepa-
ration). The flat part of the 1σ dependence on the angular separation
means that there is no correlation between two sight lines at this angular
separation. Based on both original and residual variations, we divide the
angular separation behavior into three parts: the cloud variation (lower
than the vertical blue lines), the global variation (between the blue and
cyan lines), the random variation (larger than the cyan lines). The cloud
size is about 15◦, and the global variation is about 55◦. The kinematic
structure is about 55◦, and the global variation goes up to 80◦.

170



a weak correlation is present up to ≈ 70◦ (Richter, 2017). This consistency indicates

that rotation and inflow in the northern hemisphere are the two dominant factors for

the HVCs, which is the high-velocity tail of the warm gas distribution.

The 15◦ angular size can be converted into a physical size by adopting a distance.

Using the density distribution in Section 5.6.3, the mean distance of the warm gas

(weighted for the column density;
∫

nzdz/
∫

ndz or
∫

nrXYdrXY/
∫

ndrXY) is about 5

kpc from the Solar system. Then, the warm gas cloud size is estimated to be 1.3 kpc.

This value is consistent with the estimation based on the cloud path-length density,

which has an upper limit of . 1.5 kpc around the Solar system. We can estimate the

volume filling factor by combining the physical size of the warm gas and the cloud

path-length density. At the Solar neighborhood, the volume-filling factor is about

(1.3 kpc × 0.6 kpc−1)3 ≈ 50%.

These kpc-size structures are also seen in external galaxies. Hα and BVI imaging

of NGC 891 indicates that there are 0.1 − 1 kpc-size diffuse ionized gas features at

z-heights of 1−2 kpc (Howk & Savage, 2000). The Si IV gas has a higher temperature

than the gas traced by Hα, so the smaller size of Hα is expected.

Combining the cloud size with the single cloud column density, one can derive a

Si IV density of 1012.86 cm−2/1.3 kpc = 2 × 10−9 cm−3, which is slightly higher than

the average Si IV density around the Solar system. The value 2 × 10−9 cm−3 is the

average Si IV in a warm gas cloud, but it is not necessary for the Si IV density to

be uniform in the cloud. The Si IV-bearing gas could be a shell surrounding a cooler

core (e.g., H I seen in Hα). Then, we suggest that the estimated volume filling factor

(50%) of warm gas is the upper limit, because it is not clear whether the core region

is also the warm gas.

For kinematical structures, we also extract the power spectra of the line centroid

velocity (right panel of Fig. 5.2) and the model velocity shift (right panel of Fig.

5.9), which allow us to understand the size of the kinematical structures of the MW
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warm gas (Fig. 5.12). The difference between the non-corrected and model-corrected

angular variation is much more significant than the column density. This is because

the kinematics of the gas (i.e., the rotation and the accretion in the northern hemi-

sphere) has more significant global effects (e.g., rotation leads to opposite shifts at

l = 90◦ and 270◦). For the kinematical structure, the angular size is 80◦ without the

model correction, while it is reduced to 55◦ after the model correction. Then, the

kinematical structure has a physical size of 4.8 kpc at a distance of 5 kpc. This is

larger than the column density structures by a factor of ≈ 3−4, which indicates that

every kinematical structure could contain multiple clouds (Section 5.7.3).

5.7 Discussion

5.7.1 Comparison with the QB2019 Model

In Section 5.3, we introduced three previous models, which are the basis of the

kinematical model. The 2D disk-CGM model proposed in QB19 could fit both the

stellar and the AGN samples simultaneously, showing a comparable contribution of

the disk (logN ≈ 13.0) and the CGM component (logN ≈ 13.2) for Si IV. This

conclusion differs from the new results based on the kinematical model, where we

find that the cloud path-length density of the CGM component only has an upper

limit. Therefore, the CGM column is much lower than the disk component in the

kinematical model. Here, we discuss whether there are physical differences between

the QB19 model and the kinematical model. For the comparisons between three

previous models, more details can be found in Zheng et al. (2019a) and QB19.

There are three major differences between the kinematical model and the QB19

model: the inclusion of the cloud nature, the density distribution (disk and CGM),

and the kinematical constraints. The kinematical model assumes the cloud nature of

the warm gas (with the path-length density and the column density of a single cloud;
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Section 5.4) instead of the ion density distribution. This method not only predicts

the column density of individual sight lines (l, b, and d), but also predicts the intrinsic

uncertainty (based on the Poisson noise of the number of clouds). Therefore, the cloud

nature of the gas also introduces additional variation to the measured column density,

which is similar to the traditional method of the patchiness parameter. However, the

patchiness method assumes a constant additional variation to all AGN sight lines,

which implies a constant weight on different sight lines. The cloud nature suggests

the variation has a dependence on the path length. For AGN sample, the path length

is large (≈ 250 kpc), which leads to similar uncertainty for these sight lines. For the

stellar sample, the uncertainty variation is large, such as from 0.4 dex to 0.2 dex from

1 kpc to 10 kpc, which is equivalent to having different weights for stellar sight lines.

These weights of the stellar sample do not affect the large scale structure in the fitting

results (e.g., r0 and z0) significantly, because the stellar sample has typically small

distances and mainly determine the midplane properties. Therefore, we suggest that

the cloud nature mainly determines the column density of individual clouds, and has

little effect on the gas distribution due to the weights on the stellar sample.

The density distributions in the kinematical model are similar to the QB19 model,

but there are three significant differences. First, the CGM component in QB19 has

a column density distribution over l and b that is limited by the ability to constrain

the CGM radial density distribution. This method implies an origin at the Solar

system, which is impractical. In the kinematical model, the CGM radial density

distribution could be extracted based on the kinematics, so we consider the GC as

the origin (φ and θ in Fig. 5.4). Second, the QB19 CGM model only has a column

density distribution, and only applies to AGN sight line predictions, which implies

no CGM gas cospatial with the disk. In the kinematical model, we also consider the

core region of the CGM, which could affect the stellar sight lines. Third, we introduce

the α parameters in the disk model, which is a more detailed way of representing the
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disk extension in both direction r and z. This variation could affect the distribution

of CGM, i.e., the z-direction density distribution of the disk is more extended, which

suppresses the CGM component.

Finally, the most important factor is the kinematics, based on which the distance

to the gas could be estimated. In QB19, we extract a density distribution for the disk

component, but this is mainly based on the global variation of the AGN sample (and

the midplane gas properties determined by the stellar sample). The scale length is

constrained by the variation at low Galactic latitude of AGN sight lines. However,

the distribution profile was not well constrained in QB19, in which the exponential

and Gaussian profiles show similar fitting results. The scale height is the variation

over different Galactic latitudes. Similarly, the profile in the z direction was also

poorly constrained. Therefore, we suggest that the scale height and scale length in

QB19 are not accurately measured parameters from the column density-only sample.

With the bulk velocity field in the kinematical model, we measure the spatial

density distribution of the warm gas, from the line shape at different velocities. We

find that the most of warm gas (contributing to the MW absorption features) is close

to the disk (. 20 − 50 kpc) rather at large radii (i.e., 100 kpc) (Section 5.6.3). For

gas close to the disk, we find the modified disk model (with α) adequately models

the gas distribution, which sets the upper limit for the CGM. For the CGM at large

radii (> 100 kpc), we obtain the upper limit for the average ion density.

5.7.2 The MW Warm Gas Mass and Accretion Rate

With the measured density distribution, we estimate the mass of the warm gas.

Combining the density distribution with kinematics, we could also estimate the ac-

cretion rate from the warm gaseous halo.
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5.7.2.1 Mass

In the kinematical model (Section 5.5), we use two functions to approximate the

density distribution of the warm gas: an “exponential” disk (sharp decrease at large

radii) and a power-law CGM (slow decrease at large radii). As stated in Section 5.6.3,

the disk component dominates the ion density distribution within 50 kpc, and the

density distribution has a large uncertainty at > 50 kpc.

To estimate the mass, we first integrate the ion density distribution to obtain

the total ion number of Si IV (NSiIV). Then, the total silicon number is NSiIV/f ,

where f is the ionization fraction, which is assumed to be 0.2 for Si IV (bout half

of the maximum in CIE or PIE to represent the average ionization fraction; Gnat &

Sternberg 2007; Oppenheimer & Schaye 2013). The hydrogen number is estimated

by accounting for the metallicity (assumed to be Z = 0.5Z⊙; Bregman et al. 2018)

and silicon abundance (a = 3.24 × 10−5; Asplund et al. 2009). Therefore, the total

hydrogen number NH = NSiIV/f/Z/a. Finally, the total mass is 1.3NHmH, where 1.3

accounts for the helium mass and mH is the mass of the atom hydrogen.

We use two ways to report the masses. First, we calculate the masses based

on the disk and the CGM components. To obtain the model-predicted mass (with

uncertainty), we not only use the median value of the posterior distribution in Fig.

5.6, but all models in the MCMC chain to estimate the uncertainty of the mass.

For the disk component, the mass distributions are shown in Fig. 5.13 for both

hemispheres. The northern disk has a mass of logM = 7.89+0.05
−0.04, while southern

disk is logM = 7.66+0.06
−0.05; the total disk component mass is about logM = 8.09+0.05

−0.04.

These masses could be scaled according to the ionization fraction and the metallicity

as − log(f/0.2) − log(Z/0.5Z⊙). For the CGM component, we could only obtain an

upper limit. Within 250 kpc, the 3σ upper limit is logM < 9.1 for the northern

hemisphere and 8.0 for the southern hemisphere. Combining the two hemispheres,

the total CGM component has a 3σ upper limit mass of logM < 9.1 (excluding the
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Figure 5.13: The estimations of the warm gas disk mass (left panel) and the accretion
rate (right panel). Vertical dashed lines and dotted lines are the median
and the 1σ uncertainty. The disk component dominates the mass within
50 kpc, which has a total mass of logM = 8.09+0.05

−0.04. The CGM compo-
nent might dominate the mass upto 250 kpc, which has a 3σ upper limit
of logM < 9.1 (no MS contribution). The accretion rate in the southern
hemisphere is close to the zero, but has a 3σ upper limit of −0.4M⊙ s−1.

Magellanic system; MS).

Another approach is to report the total mass within the given radii. As shown in

Fig. 5.10, the density distribution of the warm gas are well constrained at 30-50 kpc

for both z and r directions. The density distribution of warm gas is dominated by the

disk component within 50 kpc, and the total mass is logM(r < 50 kpc) = 8.09+0.05
−0.04.

For warm gas within 250 kpc, although the column density measured from the Sun

is dominated by the gas close to the disk, the mass may be dominated by the gas

at large radii (> 50 kpc). The mass upper limit, from combining the disk and the

CGM component, is logM < 9.1 within 250 kpc at 3 σ(excluding the MS). This is

consistent with QB19 that the warm gas in the MW is dominated by the MS, which

has a mass of logM ≈ 9.4 (Fox et al., 2014).
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5.7.2.2 Accretion Rate

With the kinematical model, we determine the accretion velocity (for the northern

hemisphere) and obtain the bulk accretion velocity field at different radii. We estimate

the accretion rate by combining the density distribution and the radial velocity. As

described in Section 5.5, we set a boundary for the radial velocity (Rdisk), within

which there is no radial velocity. Here we calculate the total mass accretion rate at

this boundary.

At the boundary surface, we integrate the product of the inflow velocity vrad and

the equivalent ion density n = XNsg:

Ṁ = A

∫

n(z, r)vrad(r)dS, (5.25)

where S is the surface area of the boundary, and A = 1.3mH/f/Z/a is the conver-

sion factor from Si IV ion number to total mass. Similar to the mass estimation,

we calculate the accretion rate for every model in the MCMC chain and plot the

posterior distribution in Fig. 5.13. For the northern hemisphere, the accretion rate is

−0.60+0.11
−0.13 M⊙ s−1. For the southern hemisphere, the accretion rate is estimated to be

0.00+0.00
−0.14 M⊙ s−1, and the 3 sigma upper limit of accretion is −0.4 M⊙ s−1. The distri-

bution of the southern hemisphere accretion rate is not a Gaussian-like distribution,

but has a very high peak and a sharp edge at 0.00 M⊙ s−1. Therefore, the preferred

accretion rate in the southern hemisphere is 0.00 M⊙ s−1, although the distribution

of the accretion rate shows a negative wing. Combining both hemispheres, the total

accretion rate is −0.64+0.14
−0.17 M⊙ s−1.

5.7.3 Physical Implications of the kinematical Model

The fitting results of the kinematical model are described in Section 8.3. Here we

discuss the implications of the kinematical model, focusing on the warm gas origins
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and the warm gas kinematics.

5.7.3.1 Galactic Fountain Origin of the Warm Gas

The warm gas in the MW has four possible origins considering the location where

it is formed from the inner region to the outskirts: the ISM on the disk, the ejected

material from the disk (feedback), the cooling flow in the MW gaseous halo, and the

direct accretion from the IGM. The warm gas density distribution could provide hints

to distinguish between these origins. Theoretically, the first two possibilities indicate

that the warm gas distribution follows a disk shape (Fielding et al., 2017a), while the

accretion from IGM is expected to be more spherical, because no cosmic filament is

observed in local galaxies around the MW (Tully et al., 2019).

As introduced in Section 5.6.3, there is a significant difference between the vertical

direction (perpendicular to the disk; z) and the radial direction (along the midplane;

rXY). The warm gas in the z direction is more extended than in the rXY direction,

so we suggest that the warm gas distribution is affected by Galactic feedback. This

effect is not only for the disk itself, but also extends to 20 − 50 kpc, as shown in Fig.

5.10. For the MW, more warm gas above or below the disk implies that the disk

feedback processes are important to understand the warm gas formation.

The most direct explanation is that the warm gas is formed by the Galactic wind,

where ejected gas could reach the virial radius (and beyond). Galactic winds could

produce a large amount of warm gas at 10 − 100 kpc in the z direction through

radiative cooling (Thompson et al., 2016). Along the disk r-direction, a Galactic

wind could not be launched, which leads to less warm gas. This scenario could explain

the warm gas distribution observed in the MW. However, one issue remains for the

Galactic wind model as the warm gas is mainly accreted (the northern hemisphere)

or there is no systematical radial flow (the southern hemisphere). In the Galactic

wind model, Galactic wind is mainly outflowing, except for the large mass loading
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case (i.e., more ejected hot gas than the star formation rate; Thompson et al. 2016).

An alternative model is the Galactic fountain, where some of the ejected material

(typically warm gas) is recycled (accreted) to the disk instead of leaving the galaxy

halo with the Galactic wind (Bregman, 1980; Fraternali, 2017; Kim & Ostriker, 2018).

In the Galactic fountain scenario, the warm gas fountain is a byproduct of the hot

wind, which is formed in the Galactic wind shocks. The kpc-scale numerical simu-

lation suggests that the warm gas in the hot wind has a periodic outflow and inflow

cycles with a timescale of ≈ 50 Myr (regulated by stellar activity; Kim & Ostriker

2018). The majority of the outflow and inflow velocity is within −50 to 50 km s−1

at any epoch. Then, one could estimate the length scale of the size of the Galactic

fountain structure to be ≈ 3 kpc.

The theoretical predictions of Galactic fountains are consistent with our measure-

ments of the MW warm gas. Based on the kinematical model, inflow and outflow

features are observed in addition to the bulk velocity field (i.e., rotation and inflow).

These inflow and outflow features have a velocity dispersion of ≈ 20 km s−1 (vrand).

This velocity dispersion is the projected value along sight lines, so the 3D dispersion

is higher. Assuming the random motion is isotropic, the 3D velocity dispersion is

≈ 35 km s−1, which is consistent with the velocity distribution predicted in Kim &

Ostriker (2018).

As stated in Section 5.6.5, the kinematical structure typically has a size of ≈ 5

kpc, which is 3−4 times the cloud size (1.3 kpc; i.e., column density structures). One

kinematical structure could contain multiple clouds. In sub-kpc-scale (≈ 0.1 kpc)

numerical simulations, the warm gas is generated in interaction (or mixing) layers

between cool gas (≈ 103 − 104 K) and hot gas (≈ 106 K; Gnat et al. 2010; Kwak

& Shelton 2010). Recent simulations predict the Si IV column density per layer is

logN ≈ 11 (Ji et al., 2019a) or logN ≈ 12 (Kwak et al., 2015). For a cloud, the sight

line could pass though the mixing layer at least twice for a cool gas core or filament,
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so the predicted Si IV column density per cloud is about logN = 11.5 or 12.5. The

Ji et al. (2019a) model has a lower number density (10−2 cm−3; hence the pressure)

for the cool gas than the Kwak et al. (2015) model (10−1 cm−3). We suggest that

the Ji et al. (2019a) model is more similar to Si IV clouds in the galaxy halo, while

the Kwak et al. (2015) model is more appropriate to the galaxy disk. For the MW,

the observed Si IV features are mainly due to warm gas in or close to the disk (. 20

kpc), which has the higher pressure, and is more similar to the Kwak et al. (2015)

model (logN ≈ 12.0 − 12.5).

5.7.3.2 The Origins of the Net Inflow in the Northern Sky

As a significant NS asymmetry, the northern hemisphere has a net accretion flow

(also more massive; Section 5.7.2), while the southern hemisphere does not. This

net accretion flow is also observed as prominent IVCs and HVCs in the northern

hemisphere, which are detected by the H I 21 cm line (Wakker, 2004) and nebular

lines such as Hα (Haffner et al., 2001). For the hotter gas (log T ≈ 6), current X-ray

instruments are not sensitive to this level of accretion. Here, we limit the discussion

to the cool and warm gas.

There are two possible origins for the inflow in the northern hemisphere: asym-

metric disk activities or accretion histories. We suggest that even though the inflow

might be due to the accretion from the IGM, the warm gas is still shaped by feedback

processes to account for the density distribution (Section 5.6.3).

For the disk origin, the northern hemisphere inflow might be due to a one-sided

hot wind burst. In zoom-in simulations, the hot wind is not necessarily symmetric

between the two hemispheres, which could lead to different density distribution and

kinematics (Kim & Ostriker, 2018). If the hot wind is temporarily blocked in one

side, one only expects the recycled (accreted) gas in the other side. Then, an one-

sided gigantic burst in the past might regulate the Galactic fountain, and lead to net

180



accretion in the northern hemisphere. However, there are three remaining issues for

this scenario. First, small Galactic fountain structures are supported by numerical

simulations (i.e., ≈ 3 kpc; Kim & Ostriker 2018). This typical size cannot cover the

entire northern hemisphere (> 10 kpc at 5 kpc). Second, the timescale of the Galactic

fountain cycle is about ≈ 50 − 150 Myr. Then the burst should happen within the

past . 1 Gyr to keep the systematic accretion feature, otherwise the random motion

will dominate the kinematics. Third, there is about M ≈ 3× 107 M⊙ more warm gas

in the northern hemisphere, which is comparable with the total mass of the warm

gas disk of the MW. It is almost impossible that the disk activities lifted all of the

logM ≈ 7.5 more warm gas in the north.

Therefore, the inflow in the northern hemisphere should also reflect the accretion

history of the MW. There are two possible accretion modes onto the MW, through the

sub-halo or the cosmic filament, which cannot be distinguished by our observations.

In the sub-halo scenario, the inflow in the northern hemisphere is due to a merger of

a dwarf galaxy in the past. The mass of the dwarf galaxy cannot be small, which is

limited by the momentum conserved in the gas inflow. Then, this merger may lead to

observable features in the MW stellar halo (Deason et al., 2019). Another possibility

is that the gas inflow is due to the continuous accretion of the IGM through a cosmic

filament in a given direction. The materials accreted from the IGM could cool down

within the MW halo, which could lead to significant inflow (vr ≈ 100 km s−1) close

to the disk (Stern et al., 2019).

5.7.3.3 The kinematics of IVC/HVC

The absorption systems of the MW are divided into three classes based on the

velocity: absorption features due to the MW disk (|vLSR| . 20 km s−1), IVCs

(20 km s−1 . |vLSR| . 90 km s−1), and HVCs (90 km s−1 & |vLSR|). As discussed

in Wakker (1991), this classification is arbitrary, and it does not consider Galactic
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rotation. Therefore, Wakker (1991) introduced the deviation velocity (vDEV), which

is the velocity difference between the observed line centroids and the predictions in

a rotation-only model. Based on the deviation velocity, Wakker (1991) defined IVCs

(35 km s−1 < |vDEV| < 90 km s−1) and HVCs (|vDEV| > 90 km s−1). As summa-

rized in Wakker (2004), prominent H I IVCs with negative velocities show up in the

northern hemisphere (e.g., IV-Arch and IV-Spur). Because the deviation velocity ex-

cludes the effect of Galactic rotation, the existence of prominent IVCs indicates that

the kinematics of IVC cannot be accounted for by a rotation-only model. Similarly,

Sembach et al. (2003) found that the velocity distribution of O VI HVCs prefers a

static halo (at |z| > 3 kpc) rather than a co-rotating halo.

However, as shown in Fig. 5.8, the major absorption features (−150 km s−1 .

vhelio . 150 km s−1 including some IVCs and HVCs) could be reproduced by our

fiducial model, which contains both Galactic rotation and inflow. There are three

differences between our fiducial kinematical model and the rotation-only model used

in Wakker (1991) and Sembach et al. (2003), which lead to the different conclusions

whether the IVCs and HVCs could be reproduced in a rotation scenario. First,

the velocity lagging is important to understand the velocity of warm gas at high

latitudes. A lagging of 10 km s−1 kpc−1 leads to a velocity difference of −30 km s−1

at a vertical height of 3 kpc. After the projection along the sight lines, it is about −20

to −30 km s−1 at high Galactic latitudes (|b| & 60◦). Second, our density distribution

extends to higher z and larger rXY, while previous studies typically assume a boundary

of z = 3 kpc for the warm gas. A more extended density distribution means a

larger lagging effect to account for more negative absorption features. Third, the

radial velocity (inflow) is important for the northern hemisphere. This is of special

importance for warm gas at |l| ≈ 180◦, which has a negative-velocity HVC. Therefore,

we suggest that the MW rotation-inflow halo could explain most IVCs and HVCs seen

in the Si IV absorption features.
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Besides these MW halo IVCs and HVCs, there are still high-velocity features that

cannot be modeled in the fiducial model. In Fig. 5.8, the region C.2 shows a features

at about 250−400 km s−1, while regions C.4, C.5, D.4, and D.5 show unaccounted for

features −400 to −100 km s−1. We suggest that these features could be divided into

two populations. One is the HVCs associated with the MS (mainly around LMC). For

this population, Fox et al. (2014) has a detailed analyses, which is found to contribute

a significant amount of the total warm gas mass in the MW halo (Zheng et al. 2019a;

QB19). Another population is the gas associated with the LG, which shows extremely

high-velocity HVC at v < −300 km s−1 towards the barycenter of the LG (Richter

et al., 2017; Bouma et al., 2019). The LG barycenter is located in the region C.4 in

Fig. 5.8, where one sees the unaccounted features. We note that the LG population

may not only contain extremely HVCs but also HVCs (even low-velocity features),

which might be misidentified as MW warm gas, and lead to additional variance in our

kinematical model. To distinguish better between the LG and the MW absorption

features, one needs a better understanding of the LG kinematics, which is beyond

the scope of this paper. Here we suggest that the unaccounted features around the

region C.4 may be associated with the LG.

5.8 Summary and Conclusions

In this paper, we extract the line shape sample of the MW Si IV absorption

features using the HST/COS archival data, and develop a kinematical model. Using

the kinematical model to reproduce the line shape sample, we constrain the ion density

distribution of Si IV, the bulk velocity field (i.e., the rotation velocity and the radial

velocity), and the warm gas properties (i.e., the broadening velocity). Here, we

summarize the key results:

1. In the kinematical model, we approximate the warm gas density distribution
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by two components: an exponential-like disk component of n(rXY, z) = n0

exp(−(rXY/r0)
αrXY ) exp(−(|z|/z0)αz) and a β-model CGM component of n(r) =

n0(1+(r/rc)
2)−3β/2. The parameters αrXY

of 3.4±0.8 and αz of 0.8±0.2 indicate

that the warm gas distribution is significantly more extended in the z direction

(perpendicular to the disk) than the radial direction of the disk (Fig. 5.10). The

scale length of the Si IV disk is 12.5 ± 0.6 kpc, which leads to a shape decay of

density at the disk edge. Similar to QB19, we note that there is a significant NS

asymmetry for the warm gas distribution. The northern hemisphere has a larger

scale height (z0,N = 6.3 ± 1.5 kpc) than the southern hemisphere (z0,S = 3.6+1.0
−0.9

kpc). The CGM component only has upper limits, which indicates that the

majority of the observed column density is close to the disk rather than at large

radii of > 50 kpc.

2. The warm gas in the MW is co-rotating with the stellar or H I disk at a ro-

tational velocity of −215 ± 3 km s−1. Above and below the disk, there is also

rotation velocity gradient (lagging) of ≈ 8 km s−1 kpc−1 at z = 3 kpc, and

smaller at higher z heights. This velocity gradient is important for fitting the

absorption features at high Galactic latitudes. The radial velocity shows a NS

asymmetry as a significant inflow of −69 ± 7 km s−1 (at 10 kpc) in the north-

ern hemisphere, while the southern hemisphere does not show a significant net

outflow or inflow.

3. The total mass of the disk component is logM = 8.09 − log(Z/0.5Z⊙), which

is also the dominant mass contributor in the inner 50 kpc. At larger radii, the

total mass of the warm gas in the MW halo might be dominated by the CGM

component, which has an upper limit of logM < 9.1 − log(Z/0.5Z⊙) at 3σ

(excluding the warm gas associated with the MS). Combining the ion density

distribution with the kinematics, we estimate the accretion rate in the northern
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hemisphere is −0.60+0.11
−0.13 M⊙ yr−1. For the southern hemisphere, we set a 3σ

upper limit to the accretion of −0.4 M⊙ yr−1.

4. In the kinematical model, we adopt the cloud model rather than continuously

smooth density distribution (Section 5.4). Using the cloud model, we determine

the average column density of individual clouds of logN(SiIV) ≈ 12.6 − 12.8.

By subtracting the model from the observation, we estimate the cloud size by

analyzing the angular power spectrum of the column density residual (Fig. 5.9

and Fig. 5.12). The angular size of the cloud is found to be ≈ 15◦, which

corresponds to a physical size of 1.3 kpc at 5 kpc (the average distance of the

observed column density; Fig. 5.10). Similarly, we determine the size of the

kinematical features based on the velocity residuals, showing an angular size

of ≈ 55◦ and a physical size of 4.8 kpc at 5 kpc. This indicates that every

kinematical structure contains multiple clouds.

5. We suggest that most of the observed features could be explained in the Galactic

fountain scenario rather than Galactic winds and continuous accretion from the

IGM. First, the warm gas observed in absorption is mainly co-rotating with the

stellar disk (with the velocity gradient). Second, the Si IV density distribution

shows a significant dependence on the disk-shape (not spherically distributed),

which suggests the origin of Si IV is more associated with feedback processes

rather than accretion. Third, we see kpc-size variations of the kinematical

structures for both northern and southern hemispheres, which contain both

inflow and outflow (after excluding the bulk velocity field), which is consistent

with recent simulations (Kim & Ostriker, 2018).

6. Based on the kinematical modeling, we find that a considerable amount of IVCs

and HVCs could be explained in the scenario of Galactic rotation and inflow in

the northern hemisphere. The remaining HVCs in Fig. 5.8 might be associated
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with the MS and the LG.
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CHAPTER VI

HST/COS Observations of the Warm Ionized

Gaseous Halo of NGC 891

6.1 Introduction

The formation of L∗ galaxies leads to a hot halo with T ∼ Tvirial and extending

to or beyond the virial radius, (Rvir; White & Rees 1978; Cen & Ostriker 1999; Mo

et al. 2010; Soko lowska et al. 2018). The gas density of the hot halo increases inward

so that the cooling time falls below the Hubble time at R ∼ 100 kpc (Thompson

et al., 2016; Qu & Bregman, 2018b). As this gas cools, it slowly flows inward and can

accrete onto the galaxy, provided that feedback from the galaxy does not completely

offset the cooling (Kereš et al., 2005; Nelson et al., 2013).

Feedback, at the level we expect today in spiral galaxies, will expel hot gas from

the disk but rarely at velocities great enough to unbind the gas from the galaxy

halo, even during starburst events (Veilleux et al., 2005; Fielding et al., 2017a). This

feedback creates a galactic fountain of typical height 5 − 10 kpc above the disk and

is seen in X-ray emission studies of edge-on galaxies (e.g., Strickland et al. 2004;

Hodges-Kluck & Bregman 2013; Li & Wang 2013). One does not expect a sharp

boundary between the galactic fountain and extended hot halo, as particularly hot

plumes can rise further and there can be mixing between the two regions (e.g., Fielding
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et al. 2017a). Nevertheless, regions close to the disk should be dominated by galactic

fountain activities and regions further away by the long-lived hot halo.

Metallicity may offer a diagnostic to distinguish between the extraplanar and halo

gas. The metallicity of galactic fountain gas should be about solar (Fox et al., 2015,

2016; Savage et al., 2017), as it flows upward from the disk, although the metallicity

may be further enhanced by the supernovae that drive the flow (Scannapieco et al.,

2008; Li et al., 2017b). The metallicity of the extended hot halo gas should be lower,

as material falling onto galaxies is predicted to have less enrichment (Oppenheimer

et al., 2016). This is supported by absorption line observations of extended gas,

where the metallicity is typically 0.1− 0.5Z⊙ (Lehner et al., 2013; Wotta et al., 2016;

Prochaska et al., 2017).

It is challenging to obtain metallicities near the transition between the galactic

fountain and the extended hot halo. For the Milky Way, the intermediate velocity

clouds are typically a few kpc above the disk and from ultraviolet (UV) absorption

line studies, one finds a typical metallicity of ≈ 0.5 − 1.0Z⊙ (Fox et al., 2016; Savage

et al., 2017), although there are infalling high velocity clouds at heights of ∼ 10 kpc

and with metallicities of about 0.3Z⊙ (Wakker, 2001; Wakker et al., 2008; Barger

et al., 2012; Fox et al., 2018). X-ray emission and absorption studies infer a mean

metallicity of about 0.5Z⊙ for gas within 50 kpc (Bregman et al., 2018).

Background AGN sightlines through external galaxies rarely pass through the

disk, and when this occurs, it is impossible to spatially assign a height to the ab-

sorption. The exception to this is for edge-on galaxies, which have been studied in

X-ray emission (Strickland et al., 2004; Hodges-Kluck & Bregman, 2013; Li & Wang,

2013) and through dust-scattering halos (Hodges-Kluck & Bregman, 2014; Hodges-

Kluck et al., 2016a). The dust-scattering halos indicate a change in the nature of the

dust metallicity at 5 − 10 kpc, suggesting a transition to the extended hot halo. The

X-ray emission has the potential to yield the metallicity as a function of height, but

188



this demands lengthy observations with current instruments. The first observation

capable of making this determination, from XMM-Newton observations of NGC 891,

is discussed in a separate work (Hodges-Kluck et al., 2017, 2018).

An absorption line study of this transition gas in an edge-on galaxy is possible for

NGC 891, where a background AGN (LQAC 035+042 003) projects to 5 kpc above the

disk and for the inner part of the galaxy (Bregman et al., 2013). Spectra taken with

STIS on Hubble Space Telescope (HST) revealed absorption lines of Fe II, Mg I and

Mg II, with different abundances from subsolar to nearly solar. The limitations of this

study are that the lines were not well resolved and the elements probed are subject to

depletion onto grains. These shortcomings could be overcome by the Cosmic Origin

Spectrograph (COS; Green et al. 2012), which provides high resolution ultraviolet

(UV) spectra.

In this paper, we present the analyses of the COS/far-ultraviolet (FUV) spec-

trum of LQAC 035+042 003, which probes absorption by a number of elements and

ionization states, including refractory elements that are not heavily depleted in halo

clouds (Savage & Sembach, 1996). Another target (3C 66A) projected along the disk

major axis at 108 kpc is also presented, which probes the outer region of the halo. In

Section 2, we describe the observation data (UV and H I 21 cm lines), the data re-

duction method and the column density measurements. The photoionization models

are described in Section 3 for all detected systems, leading to the hydrogen density

and hence the path length of the absorption structures. We discuss the origin for the

detected UV absorption systems in Section 4 and summarize our results in Section 5.
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6.2 Observations and Data Analysis

6.2.1 LQAC 035+042 003

6.2.1.1 The QSO

The background QSO located at RA = 02h22m24.4s, DEC = +42◦21′38′′ (J2000)

was discovered as an X-ray source in the ROSAT image by Read et al. (1997) and

identified as a QSO in a followup optical spectroscopic observation (see details in

Bregman et al. 2013). This QSO is projected near the edge-on disk of NGC 891 with

an angular separation of 106′′, which is 4.7 kpc at the NGC 891 distance of 9.12 Mpc

(Tully et al., 2013). The AGN is also projected close to the minor axis of the disk

with a separation of 11′′ (0.5 kpc; Bregman et al. 2013).

6.2.1.2 The HST/COS Spectrum

The HST/COS spectra were acquired on 22-24 August 2013 in the FUV band

and 22 July 2013 in the near-ultraviolet (NUV) band (HST proposal GO 12904; PI:

Bregman). The high resolution FUV spectrum (R ≈ 20000) was obtained with the

grating G130M, and the total exposure time is 23.7 ks. The central wavelength in

each exposure is 1291 Å, and multiple FP-POS positions are employed to reduce the

fixed pattern noise. The low resolution grating G230L was employed for the NUV

spectrum (R ≈ 2500), and the total exposure time is 10.2 ks. Similar to the FUV

observations, the NUV exposures have different FP-POS positions at the same central

wavelength (2870 Å).

To coadd different exposures, we follow the procedure described in Wakker et al.

(2015), for which we give a brief summary here. In each exposure, we calculate the

net gross counts using the net rate and the exposure time, which is corrected for the

background and the fixed pattern noise. Then, we coadd the total counts from each

exposure and divide by the total exposure time at each wavelength to obtain the net
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count rate. The final noise is the Poisson noise derived from the total counts, which is

found to be better matched with the measured noise of the coadded spectrum Wakker

et al. (2015). It is known that COS spectra may have velocity shifts (≈ 20 km s−1)

due to the geometric distortion and wavelength solutions from CALCOS. However,

in this spectrum, the continuum count rates are too low (most pixels have zero/one

gross count in one exposure) to do the cross correlation or to measure line centroids

of single lines, which is necessary to correct the wavelength solution of individual

exposures. Therefore, we adopt the CALCOS wavelength solutions and do not align

different exposures using strong Galactic lines in this stage. The median S/N is 7.5 in

the coadded COS/FUV spectrum at R = 20000 and 14.4 in the coadded COS/NUV

spectrum at R = 2500.

The coadded spectrum is binned by three pixels (yielding the bin width of ∆λ =

0.02991 Å) for fitting and line identification in NGC 891 (see the Appendix for details

for other systems). Twelve ions are detected near the systemic redshift of 528 km s−1

(z = 0.001761; de Vaucouleurs et al. 1991): C I (2.1σ), C II, C II∗, Fe II, Si II,

Si III, Si IV, S II, N I, N V, Ni II, and P II. In addition to the primary absorption

system, there is a weaker absorption system at v = 90 − 100 km s−1 related to the

systemic velocity of 528 km s−1, which we refer as a high velocity cloud (HVC). The

properties measured from fitting Voigt profiles to these lines are given in Table 6.1,

and the best-fit models are shown in Fig. 6.1. For each ion, different lines are fitted

simultaneously and the continuum is determined using spline fitting in intervals of

3 − 6 Å. The Voigt profile model is convolved with the COS line spread function to

address the non-Gaussian broadening of COS, and the preferred solution is determined

by minimizing the χ2. Extra one component is added if the χ2 difference is larger

than 10 (> 2σ at degrees of freedom of 3).

In the primary absorption features at ≈ 0 km s−1, N I, Fe II, C II, Si II, and

Si III show saturated features, which might affect the column density measurements.
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Table 6.1: The COS/FUV Absorption Line Measurements

Ion logN σlogN b σb va vgc σv

cm−2 dex km s−1 km s−1

NGC 891 (LQAC 035+042 003)
C I 13.76 0.17 23.5 15.7 −34.6 −16.7 10.0
C II 15.8 > ... ... −25.0 −7.1 2.6
C II* 14.14 0.05 33.3 5.5 −34.2 −16.3 3.6
N I 15.71 0.10 34.1 1.7 −24.0 −6.1 1.3
N V 13.97 0.10 42.8 14.7 −27.3 −9.4 9.4
Mg IIf 15.5 < ... ... ... ... ...
Si II 14.8 > ... ... −39.1 −21.2 1.1
Si III 14.7 > ... ... −50.2 −32.3 5.3
Si IVb 13.89 0.08 48.1 8.6 −69.2 −51.3 8.3
Si IVb 13.62 0.16 22.4 7.7 −5.4 12.5 4.3
Si IVb 12.93 0.31 32.5 29.4 75.8 21.8
P II 13.76 0.09 25.1 9.6 −4.1 13.8 6.0
S II 15.33 0.02 50.9 3.2 −25.5 −7.6 2.2
Fe II 15.10 0.04 55.1 4.6 −34.1 −16.2 3.2
Ni II 14.19 0.06 53.0 10.4 −36.1 −18.2 6.7

NGC 891 HVC
C Ic 13.66 0.23 7.3 14.0 81.4 99.3 5.7
C II 13.97 0.18 10.0 ...d 107.1 125.0 3.1
N If 13.8 < ... ... ... ... ...
N V 13.47 0.15 19.7 12.8 99.6 117.5 7.1
Si II 13.50 0.08 14.8 2.1 89.4 107.3 1.5
Si IIIe 13.1 > ... ... 89.4 107.3 ...
Si IVf 12.5 < ... ... ... ... ...
Fe II 13.77 0.18 20.0 ...d 106.8 124.7 11.0

NGC 891 (3C 66A)
C II 13.03 0.11 10.0 ...d 35.0 57.8 4.0
C IV 13.79 0.03 23.2 2.3 31.1 53.9 1.5
Si IIf 11.9 < ... ... ... ... ...
Si III 12.70 0.05 22.8 4.3 28.2 51.0 2.6
Si IV 12.45 0.10 14.8 7.3 32.4 55.2 4.2

a The velocity shift is calculated at z = 0.001761, which corresponding to the bulk
velocity of NGC 891 (528.3 km s−1).
b Si IV has multiple components for the absorption associated with NGC 891.
c C I only has one detected line λ1328.8 Å, while another strong line λ1277.2 Å is in
the gap between two segments.
d For these ions, b factors can not be well constrained, so we fixed them in the fitting
at values of 10 − 20 km s−1.
e The HVC Si III is completely blended with the AGN outflow Ne VI, which leads to
large uncertainty of the measurements. See text for discussions on this ion.
f These ions have the upper limits calculated from the limiting EW at the 2σ level.
g The velocity measurements are corrected by aligning the FUV spectra and the H I
21 cm lines (see the text for details).
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Figure 6.1: The spectra and best-fit models for identified lines for NGC 891. The
black histograms are the observed spectrum, while the cyan lines are the
error. The red solid lines are the total model for all identified lines, while
the black dotted lines are decomposed spectral lines associated with NGC
891. The label for each identified line is the ion, the wavelength and the
velocity relative to z = 0.001761.
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For saturated lines, the column densities are degenerate with b factors that cannot

be well determined using single lines. For N I, Fe II, and Si II, multiple lines from

the same ion break the degeneracy between the b factor and the column density.

N I and Fe II have multiple lines including unsaturated lines, which constrains the

column densities and b factors. The situation is different for Si II, since all of the

three observed lines are saturated. The simultaneous fitting of multiple lines leads

to acceptable measurement uncertainties (logN = 15.60 ± 0.26 and b = 39.2 ± 2.9).

However, this measurement may have additional systematic errors that are dependent

on the coadding method and the continuum determination, which is more sensitive

for saturated lines. Therefore, besides the direct measurement from the Voigt profile

fitting, we also determine a lower limit of logN > 14.8 for Si II at the 1σ level. For

Si III, there is only one absorption line, which would result in the lower limit of the

column density. One possible solution is using the Si II b factor to constrain the b of

Si III. As adjacent ions, Si II and Si III are believed to be in a similar phase, which

leads to similar b factors. We adopted the column density by fixed Si III b factor to

40 km s−1 (the Si II b factor), leading to a column density of logN = 15.11 ± 0.24.

Otherwise, we obtain the lower limit for Si III similar to Si II, and the 1σ lower limit

is logN = 14.7 for Si III. Therefore, we have two sets of measurements for Si II and

Si III (Voigt profile fittings and lower limits), which will be used in the modelings

(Section 3.1).

For C II, we cannot assume that C II has the same b factor as C I (low significance)

or C II*, since a C II b factor of 23 − 33 km s−1 leads to an unrealistically large

column density (logN > 18) and wide line wings that are not observed. This might

be because C II* is from a dense region with a small b, while the C II line probably

includes additional components from low-density ionized gases (e.g., the HVC at

v = −88 km s−1). However, the line shape of C II cannot be decomposed because

it is saturated. Therefore, we varied the b factor to give a lower limit of the column
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density. As a constraint, the b factor cannot be lower than 35 km s−1 or higher than

66 km s−1 (1σ bounds), with logN = 18.5 to 15.8, correspondingly. In the following

analysis (Section 3.1), we do not include C II to constrain the photoionization model,

but we will consider the consistency of C II with other ions.

In the HVC, we detected absorption lines from C II, Si II, Si III, N V, and

Fe II. C I is detected at the significance level of 1.7σ with a velocity separation of

81.4 ± 5.7 km s−1, which is more than 2σ different from most other ions. Si III is

contaminated by the Ne VI lines at z = 1.1655 (an AGN outflow with multiple com-

ponents over 1000 km s−1; see the Appendix for details). A possible v = −170 km s−1

at z = 1.1655 component of the AGN outflow (shown by O V, Ne V, and Ar VII)

is near the v = 86 km s−1 component of the NGC 891 Si III line λ1206.5 Å. This

AGN outflow component affects the line shape of the HVC Si III line, which may lead

to a smaller v value. Both Si III and Ne VI are isolated in the wavelength coverage

of the current QSO spectrum, so one cannot break this degeneracy using other lines

from these two ions. To remove this degeneracy, we fixed the velocity of Si III to

that of Si II (see Appendix) . The b factor of this Si III cannot be well constrained,

but it should lie between 15 km s−1 (Si II) to 20 km s−1 (N V). The adopted column

density is logN = 13.37±0.14 for the Si III HVC component with b = 20 km s−1 and

logN = 13.68±0.25 with b = 15 km s−1. The difference between these two values has

complex reasons: the possible saturation of this line and the uncertainty of the AGN

outflow Ne VI line. Therefore, we set a lower limit of logN = 13.1 for the HVC Si III,

and the upper limit of this ion has a large uncertainty. In Section 3.2, we will show

that it is the lower limit of Si III that constrains the photoionization model, so the

uncertainty of the upper limit of the HVC Si III will not affect our photoionization

modeling (Fig. 6.8). Si IV has a component at v = 57.9± 21.8 km s−1, which may or

may not be associated with the NGC 891 HVC. In following analysis we assume it is

associated with the major component at v = −30 km s−1.
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For the HVC, we also measure the upper limit of the N I and Si IV column

densities, which may have constraints on the physical conditions. The 2σ upper

limits for Si IV (λ1393.8Å) and N I (λ1200.7Å) are logN < 12.5 and 13.8 cm−2,

respectively.

The COS/NUV G230L spectrum has a lower spectral resolution, so the line mea-

surements (e.g., b factors) are less accurate. There is only one detectable ion (i.e.,

Fe II) in this band, which is also detected in the FUV band. Therefore, we only use

this NUV spectrum to check the consistency of Fe II measurements, and we project

the Fe II properties obtained from the FUV spectrum into the NUV lines (Fig. 6.2).

The NUV spectrum is consistent with the measurements obtained from the FUV

spectrum, although the MW Fe II shows some differences. We suggest that the NUV

MW Fe II might be affected by unknown fixed pattern noise. However, the individual

exposures have too few counts to check for this effect. The measurements from the

FUV spectrum are adopted in the following analysis for three reasons. First, the FUV

spectrum shows two matched strong lines with significance > 6σ, which is unlikely to

be by chance. Second, four of the NUV lines from both the MW and NGC 891 are

consistent with the FUV measurements. Third, the COS/NUV G230L spectrum is

different from the STIS spectrum at the same wavelengths. The STIS spectrum shows

stronger absorption around 2382.0 Å (Bregman et al., 2013), which corresponds to

the unmatched MW line Fe II λ2382.0 Å in the COS/NUV spectrum.

6.2.1.3 The STIS Spectrum

The STIS spectrum is reduced and reported in Bregman et al. (2013); therefore,

we do not describe the STIS observational details here.

From the STIS spectrum, Bregman et al. (2013) obtained the Fe II column density

of logN = 14.44 ± 0.14, the Mg I upper limit of 12.67 (EW = 0.50 ± 0.17 Å), and

Mg II of 15.48+0.36
−0.27. Mg I and Mg II can not be measured in the COS data, but
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Figure 6.2: The Fe II lines from the FUV spectrum are projected onto the NUV
spectrum. The continuum level is set to be a constant at 4.2 ×
10−16 erg s−1 cm−2 Å−1. The solid red line is the projected Fe II us-
ing the measurements from the FUV band, while the dashed yellow lines
are the major absorption component and the HVC of NGC 891. The
NGC 891 Fe II line strengths are consistent between the FUV and the
NUV spectra, while the MW Fe II may be affected by fixed pattern noises.

the Fe II measurement from COS is logN = 15.10 ± 0.04. The Fe II in the STIS

spectrum is measured from the line λ2343.5 Å, since two other lines (λ2373.7 Å and

λ2382.0 Å) are completely blended with the Galactic Fe II lines. However, the line

λ2343.5 Å is also partially blended with the Galactic line. Therefore, we adopt the

measurements from the COS/FUV spectrum, which is supported by the matched and

separated COS/FUV and COS/NUV spectral lines (Fig. 6.1 and Fig. 6.2).

We update the measurements of Mg I with accurate dynamic information from

the high resolution FUV spectrum. Mg I is an isolated line in STIS spectrum with

a velocity of v = −43 ± 79 km s−1, which is consistent with lines from N I, C I, and

C II*. These ions should be cospatial, considering the major contributor of C I, N I,

and Mg I is the neutral phase, and C II* traces the high density gas that is also

more neutral than other ions (e.g., C II or Fe II). Therefore, we assume the Mg I also

has a b factor of 33 km s−1 (the thermal broadening is ignored, which is less than

10 km s−1), which is the b factor from C II* and N I. The C I b factor is not preferred

because C I is at a low significance (< 3σ) leading to a large uncertainty. Then, the

Mg I column density is determined to be logN = 12.76 ± 0.24.

The Doppler b factor of Mg II should be similar to Fe II, Ni II, etc., which have
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b factors around 55 km s−1. This b factor is consistent with the previously assumed

value of 56 km s−1 from the width of the H I 21 cm line (Bregman et al., 2013).

However, Bregman et al. (2013) determined the Mg II column density using only the

line at Mg II λ2802.7 Å (logN = 15.48+0.36
−0.27). For the Mg II λ2795.5. Å line, we

measured logN = 15.3+1.2
−0.9 (EW = 2.31± 0.61 Å assuming b = 55 km s−1). There are

two undetectable Mg II lines λ1239.9 Å and λ1240.4 Å in COS/FUV spectrum, so we

also obtain constraints from these two lines. Using the limiting EW of 12.0 mÅ (1σ),

the upper limit of the Mg II column density is logN = 15.5 (2σ) or logN = 15.1

(1σ). Therefore, we prefer the measurement from the Mg II λ2795.5. Å line, and

adopt logN = 15.3 ± 0.3 for the Mg II column density.

6.2.1.4 The H I 21 cm Line

The MW H I 21 cm line is obtained from the Leiden/Argentine/Bonn (LAB)

Survey of Galactic H I with an effective beam size of 0.2◦ around the QSO (Kalberla

et al., 2005). The H I 21 cm line data of NGC 891 is from Oosterloo et al. (2007),

and extracted around the QSO with a beam size of < 1.0′. Both H I 21 cm lines show

multiple components, and we fit the spectra using Gaussian functions, shown in Fig.

6.3 and Table 6.2.

For NGC 891, there are two high velocity clouds shown in the H I 21 cm line:

−88 km s−1 and +114 km s−1. The component at +114 km s−1 is observed in multiple

ions, while the HVC at −88 km s−1 is only probably detected in Si IV with a velocity

difference of ≈ 20 km s−1 (> 2σ). Therefore, we do not consider this component as a

separate HVC in the following analysis. The NGC 891 absorption system is divided

into two components – the major component at v = −30 km s−1 and the HVC at

v = +100 km s−1. The summation of the three low-velocity components leads to a

total H I column density of logN = 20.06 ± 0.08. For the HVC at 110 km s−1, the

H I column density is logN = 19.08 ± 0.09.
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Table 6.2: H I 21 cm Line Fitting Results

logN σN b σb v σv

MW (LQAC 035+042 003)
20.32 0.01 27.49 0.62 -24.50 0.87
20.35 0.01 13.11 0.23 -3.34 0.15
19.24 0.01 1.29 0.05 0.53 0.02
20.22 0.01 5.71 0.08 1.64 0.06
19.16 0.02 1.52 0.08 5.15 0.04

NGC 891
19.05 0.10 10.9 2.4 -88.7 1.6
19.82 0.06 30.5 4.1 -27.4 3.0
19.58 0.10 20.5 2.9 19.0 2.6
19.08 0.09 12.6 2.6 114.7 1.9

MW (3C 66A)
19.65 0.13 40.93 4.30 -37.39 4.66
20.13 0.02 17.20 0.76 -34.64 0.42
19.70 0.02 6.13 0.21 -19.53 0.12
20.58 0.01 12.02 0.12 -2.26 0.08
19.56 0.03 2.34 0.11 -0.25 0.16
20.14 0.01 2.56 0.04 3.07 0.06
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Figure 6.3: The H I 21 cm line fitting results for both the MW (left panel) and
NGC 891 (right panel). Each line is fitted by five (MW) / four (NGC
891) Gaussian components and results are shown in Table 6.2. The data
and the fit are shown in the black and red solid lines respectively, while
individual components are shown in the black dashed lines. The cyan
lines are the residuals shifted by −1× 1018 cm−2 km−1 s for the MW and
−5 × 1017 cm−2 km−1 s for NGC 891.
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We examine whether the 21 cm line is consistent with the FUV Lyα absorption fea-

ture to exclude a possible contamination within the radio beam. The FUV spectrum

should be aligned with the H I 21 cm line spectrum, since the COS/FUV spectrum

may have a velocity shift up to ≈ 30 km s−1 (Wakker et al., 2015). We employ galactic

Si III, C I, and C II* lines to do this alignment, since N I may be affected by geocoro-

nal emission. The mean velocity in the FUV spectrum is −16.3 km s−1 (13.7 km s−1

at z = −0.0001), while the peak of the H I 21 cm line is approximately 1.6 km s−1.

Therefore, the velocity difference is 17.9 km s−1 and the corrected velocities are re-

ported in Table 6.1. Here, the LAB H I 21 cm lines are in the local standard of

rest frame, while other spectra are in the heliocentric frame. The difference between

these two frames is a constant (1.4 km s−1) over different wavelengths. Applying the

velocity shift of 17.9 km s−1, we correct the COS/FUV wavelength calibration, and

convert the COS/FUV spectrum into the local standard of rest frame.

In Fig. 6.4, we project the fitted H I from 21 cm lines into the Lyα absorption

including the velocity shift. The two components of NGC 891 are plotted separately

and the QSO continuum is fitted by a second order polynomial function within 1190−

1250 Å. Against the Lyα wing, other absorption features occurs, so we compare the

projected Lyα shape with the continua at . 1208 Å and & 1220 Å. The red wing of

the Lyα (. 1224 Å) matches with the H I 21 cm line projection, while in the blue

wing (. 1208 Å), the continuum region around 1205 Å shows consistency between

the UV and radio observations. Therefore, we suggest that the average H I in the

radio beam is consistent with the FUV Lyα absorption lines.

6.2.2 3C 66A

6.2.2.1 The AGN

3C 66A is a BL Lac AGN at RA = 02h22m39.6s and DEC = +43◦02′08′′ with the

redshift of z = 0.444, which is 41.2′ away from the galactic center of NGC 891. This
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Figure 6.4: The projected Lyα absorption feature. The MW component (the dashed
yellow line) is the summation of four Gaussian components fitted to the
H I 21 cm line. The NGC 891 contribution is divided into the two com-
ponents: the major absorption at v = −30 km s−1 (the broad component
in the dotted yellow lines); and the HVC at +100 km s−1 (the narrow
component). The continuum (the magenta dashed line) is a second order
polynomial function. The total model (the red solid line) matches the
wing feature of the observed Lyα.

AGN is close to the major axis of NGC 891, which is offset from the position angle

of the major axis by 21.8◦ (clockwise) north of the disk and is in the same side as the

QSO LQAC 035+042 003. The impact parameter of this sightline is 108.3 kpc and

it is 18.4 kpc above the disk mid-plane.

6.2.2.2 The HST/COS Spectrum

The COS spectra of 3C 66A were observed in the HST program 12612 (1 Nov

2012; PI: Stocke) and 12863 (8 Nov 2012; PI: Furniss). The total exposure times are

12.6 ks for the G130M and 7.2 ks for the G160M. Using the data reduction processes

similar to LQAC 035+042 003, we coadd the COS spectra for 3C 66A. The coadded

spectra have median S/N values of 25 for the G130M and 15 for the G160M.

The line list is available in Danforth et al. (2016); therefore, we focus on the

absorption system associated with NGC 891. The measured line properties are listed

in Table 6.1, while the best-fit models are shown in Fig. 6.5. Our measurements

are all consistent with Danforth et al. (2016), except for the detectable C II in our
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Figure 6.5: The spectra and best-fit models for identified lines toward 3C 66A and
near the systemic velocity of NGC 891. The red solid lines are the total
model for all identified lines, while the black solid lines are spectral lines
associated with NGC 891.

spectrum with a significance of 3.4σ. For these weak features, it is possible that the

coadd process could affect the completeness.

We also measure the upper limit for Si II of logN < 11.90 at 2σ, which is obtained

from the line Si II λ1260.4 Å assuming b = 20 km s−1 (similar to Si III).

6.2.2.3 The H I 21 cm Line

The MW H I 21 cm line spectrum is also from the LAB survey. Following the

previous steps, we fit the H I 21 cm line and project the shape into the Lyα feature.

The fitting results are shown in Table 6.2. The projected Lyα agrees with the FUV

spectrum, and there are no obvious components due to the NGC 891 absorption

features, which gives an upper limit of logN(HI) < 19.5 at the 2σ level.

Again, we obtain a velocity of −19.7 km s−1 at z = 0.0 for the 3C 66A FUV

spectrum using the Galactic N I and O I lines, and a shift of 22.8 km s−1 between

the FUV spectrum and the H I 21 cm line.
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6.3 Model

Based on the measured ion column densities, we estimate the ionization parameter,

the gas temperature, and the metallicity in the ionization equilibrium model with

the photoionization modification. The density of the absorption system with v =

−30 km s−1 can be derived separately from the density sensitive line C II* λ1335.7 Å.

6.3.1 The Low Velocity System at v = −30 km s−1 toward LQAC 035+042

003

6.3.1.1 The Photoionization Model

To build the photoionization model, we employ the photoionization code Cloudy

(version 17.00; Ferland et al. 2013). Due to the proximity to the galactic center of

NGC 891, the radiation originating from the galaxy disk cannot be ignored during the

calculation. Therefore, the incident field should be the summation of the universal

ultraviolet background (UVB) and the escaping light from the disk. However, the

escaping light is difficult to determine and there is no published radiation field of

NGC 891. We assume the escaping light has the same shape of the UVB at low

energies, where the observed low ionization state ions of NGC 891 occur. Then,

although the incident field is more intense than the UVB, we can use the UVB-only

field to determine the ionization parameter. In this case, we adopt the UVB at

z = 0.0 from Haardt & Madau (2012) in the following calculation to set the shape of

the incident field. The uncertainty of this assumption is discussed in Section 3.1.3.

In the Cloudy model, we fix the neutral hydrogen column density to the measured

value from the H I 21 cm line (i.e., logN = 20.06), and the metallicity is fixed to

the solar metallicity (Asplund et al., 2009). We explore the parameter space for the

density of log nH = −5.0 to −1.5 (roughly ionization parameter logU = −1.5 to −5.0)

and the temperature of log T = 3.4 to 4.4.
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Figure 6.6: Left panel: the photoionization model of the v = −30 km s−1 system. The
shadowed belts are the acceptable regions (1σ) for each ion column density
ratio. The open cyan star is the preferred solution of logU = −3.06±0.10
and log T = 4.22 ± 0.04. Right panel: the density measurement from the
C II*/C II ratio. The colored bar is the 1σ uncertainty of the observed
C II*/C II ratio, while the black lines are the CHIANTI predictions at
different log T of 3.0 (dashed), 4.2 (solid) and 5 (dotted).

Using the different ionization state ions from one element, one can obtain the con-

straints on the ionization parameter and the temperature without involving element

abundances. As shown in Fig. 6.6, we consider three elements: silicon, carbon and

nitrogen, which have two or more observed ions. Silicon has three consecutive ions,

which could give a best solution for the gas phase properties. Adopting measurements

from the Voigt profile fitting, we obtain logU = −3.06±0.10 (log nH = −3.44±0.10)

and log T = 4.22 ± 0.04. This solution has a weak dependence on the metallicity;

therefore, we use the solar metallicity in our model (Asplund et al., 2009), since NGC

891 is similar to the MW.

Besides this solution, we also build a Markov chain Monte Carlo (MCMC) model

to constrain the properties using the lower limits of Si II and Si III. In this model, we

follow the method in Fumagalli et al. (2016), adopting the Gaussian function as the

likelihood for good measurements (i.e., Si IV), and a rescaled cumulative distribution

function for lower limits (i.e., Si II and Si III). We employed emcee to sample the
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parameter space with 100 walkers and 500 steps, and the first 50 steps are masked

out as the thermalization stage (Foreman-Mackey et al., 2013). The final solution is

similar to the solution using Voigt fitting results, but with larger uncertainties. As

shown in Fig. 6.7, the gas properties are logU = −3.14+0.07
−0.12 (log nH = −3.36+0.12

−0.07),

log T = 4.25+0.08
−0.15, and logNH = 20.06+0.08

−0.08. There are two reasons for the larger

uncertainty: the inclusion of the H I uncertainty in the model; and the lower limits

of Si II and Si III. In the ratio-matched model, the H I column density is fixed as a

constant, while in the MCMC model, the variation of H I column density could lead to

a larger uncertainty. Compared to the measurements with two-sided constraints, only

using the lower limits softens the constraints. The reason for the similarity between

the two models is because the acceptable parameter space is determined by the lower

limit of the Si III column density and the Si IV column density. The measurements

of Si IV set a strong constraint of the temperature of log T < 4.4 as shown by the

sharp turnover in Fig. 6.7, which is due to the ionization fraction peak of Si IV

(the parameter space can extend to log T = 5). The lower limit of Si III leads to a

lower limit of the temperature; therefore, the temperature can be determined well.

In the MCMC solution, the predicted column densities of these ions has a systematic

difference compared to the ratio-matched model. The MCMC model predicts higher

column densities by 0.1− 0.3 dex for 11/13 metal ions, except for two relatively high

ionization state ions (Si IV and N V). This systematic difference occurs because this

model predicts a higher H II column density (logN = 21.01 compared to 20.68).

With a difference of 0.3 dex, both models predict that the major absorption system

is dominated by the ionized gases, which is about 5−10 times more massive than the

H I gases.

The ratio between C I and C II has a large uncertainty due to the uncertain C II

measurement. Therefore, we only check the consistency between the C II line and

the model prediction. Applying the C I to C II ratio of the preferred solution from
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Figure 6.7: The marginalized posterior distributions in MCMC model for the major
absorption system at v ≈ 30 km s−1. The cyan lines indicate the medians
for all parameters.

the silicon ions, the predicted C II column density is logN = 16.8. Direct Voigt

profile fitting to the C II line leads to logN = 16.4± 0.5 and b = 53 ± 8 km s−1 with

a total χ2 = 292.6 and a degree of freedom (dof) of 256. By fixing the b factor at

47 km s−1, the corresponding column density is logN = 16.8 with χ2 = 293.1, which

only increases the χ2 by 0.5. Therefore, the predictions from the preferred model are

consistent with the C II observation.

The ratio between N I and N V is not consistent the preferred solution, as the

N V column density is too high, which indicates that N V is not in the same phase

as low ionization state ions. The N IV to N V ionization potential, 77.5 eV, is twice

the ionization potential from Si III to Si IV (33.5 eV; the second highest potential

among detected ions). Therefore, we suggest that N V is not produced in the same
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phase of the low ionization state gas.

In the preferred model (logU = −3.06 and log T = 4.22), the total hydrogen

column density logN = 20.81. By comparing the model column densities with the

observed ion column densities, we calculate the residuals for different ions, which

indicates the element abundances. The results are summarized in the Table 6.3. For

each element, the relative abundance is calculated as the average value for all ions

belonging to the element. The uncertainty of the abundance is affected by two factors

– the uncertainty of the photoionization model (assumed to be σPI = 0.2 dex) and

the observed uncertainty of the total column densities for one element (σN). The

total uncertainty is σ[X/H] = (σ2
PI + σ2

N)1/2. For magnesium, the uncertainty is the

scatter between the measurement of Mg I and Mg II. As stated previously, we noticed

that there is a systematic difference for the column densities of metal ions between

the ratio-matched model and the MCMC model, which is mainly due to the higher

hydrogen column density in the MCMC model. This difference in column densities

leads to a systematic difference of the absolute abundances (related to hydrogen) for

the metal elements. This bias is proportional to the total hydrogen column, so it

is affected by the H I and H II ratio. Based on our modeling, we found that this

ratio is about 5, but could have variation of a factor of 2. Therefore, the absolute

metallicity has an uncertainty of 0.3 dex. However, this abundance bias will not affect

the relative abundance between metal elements, which indicates that the abundance

pattern between metals is relatively robust.

The median metallicity of the three volatiles (C, N, and S) is [X/H] = −0.3.

Relative to this value, we can see whether the refractory elements have the same

metallicity or are lower. This may occur due to depletion onto grains, where Sembach

& Savage (1996) show the relative depletions for different types of clouds, including

warm diffuse halo clouds. In such clouds, they show that Fe and Ni are depleted

(relative to S) by about −0.57 and −0.77 dex, with a range of about 0.1 (after
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Table 6.3: Photoionization Model and Metallicity

Ion logN σN logN logN [X/H]a [X/H]a

obs. dex Ratio MCMC Ion Element

H I 20.06 0.10 20.06 20.06 ... ...
H II ... ... 20.68 21.01 ... ...
C I 13.76 0.17 14.04 14.49 −0.28 −0.3 ± 0.5b

C II 15.8 > 17.15 17.43 ...
N I 15.71 0.10 15.91 16.02 −0.20 −0.2 ± 0.2
N V 13.97 0.10 13.07 12.86 0.90c

Mg I 12.76 0.24 14.03 14.32 −1.27 −0.9 ± 0.4
Mg II 15.3 0.3 15.86 16.13 −0.6
Si II 14.8 > 16.13 16.34 ... −0.7 ± 0.2
Si III 14.7 > 15.79 16.12 ...
Si IV 14.11 0.04 14.80 14.69 −0.69
P II 13.76 0.09 14.13 14.41 −0.37 −0.4 ± 0.2
S II 15.33 0.02 15.73 16.06 −0.40 −0.4 ± 0.2
Fe II 15.10 0.04 15.88 15.96 −0.78 −0.8 ± 0.2
Ni II 14.19 0.06 14.97 15.24 −0.78 −0.8 ± 0.2

a The relative abundances of the ions are calculated using the ratio-matched model.
The uncertainty in the photoionization model is assumed to be 0.2 dex.
b The abundance of carbon is derived from C I, but the carbon amount is dominated
by C II. Therefore, we use the uncertainty from the C II fitting.
c N V is not from the same phase of the N I, so we ignore this ion when calculating
the nitrogen abundance.
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their Fig. 6). We find a similar relative depletion (Table 3) of −0.5 ± 0.1. The

relative depletions given by Sembach & Savage (1996) are less for Si (−0.18) and Mg

(−0.42) and are consistent with our relative abundance differences of −0.4 ± 0.2 (Si)

and−0.6 ± 0.3 (Mg). We conclude that the our absorption line system is similar to

warm diffuse Galactic clouds where depletion affects the refractory elements. The

depletion-corrected metallicity appears to be about [X/H] = −0.3 ± 0.3.

6.3.1.2 C II Density Sensitive Line

The C II* λ1335.7 Å is absorbed from an excited level, which means the gas

density should be high enough to collisionally populate the lower level. Therefore,

the strength of this line can be used to determine the density. In collisional ionization

equilibrium (CIE),

N(C II∗)

N(C II)
=

nek01
nek10 + A10

, (6.1)

where k01 and k10 are the upward and downward collisional rate coefficients, and A10

is the spontaneous decay rate. Then, the C II*/C II ratio has a dependence on the

density (ne) and the temperature (the temperature is in the terms k01 and k10).

We used the atomic data from CHIANTI to calculate the level populations at

different temperatures and densities (Del Zanna et al., 2015). Since the C II* cannot

be photoionized, radiation transfer is ignored and the ratio between level populations

in CIE is the observed column density ratio (Fig. 6.6).

Since the C II column density cannot be well constrained, we adopt the prediction

of the photoionization model as logN = 16.8, and the uncertainty is adopted from

the direct Voigt profile fitting as 0.5 dex. With the C II* column logN = 14.14±0.04,

the adopted logN(CII)/N(CII) ratio is −2.7 ± 0.5. As described in the last section,

the preferred temperature is log T = 4.22 ± 0.04, so the expected density is lognH =

−1.26 ± 0.51.

Combined with the ionization parameter derived from the photoionization model,
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the strength of the incident field is determined to be 150 times larger than the UVB.

This value is consistent with the escaping light at 5 kpc for the MW, which is derived

from the OB stars (Fox et al., 2005).

In summary, we find that the absorption system at v = −30 km s−1 has a density

of log nH = −1.26±0.51, and the fixed-temperature photoionization model suggests a

temperature of log T = 4.22 ± 0.04 and a total hydrogen column density of logNH =

20.81± 0.20. Then, the path length of the absorbing gas is 3.8+8.5
−2.6 kpc combining the

measured density and the model hydrogen column density.

6.3.1.3 Uncertainties in the Photoionization Model

We made several assumptions to build the photoionization model, which may

lead to uncertainties of the derived physical parameters. First, we assumed that the

H I column density from the 21 cm line corresponds to the UV absorption system,

although the UV line of sight is a pencil beam while the H I emission is from an

approximately 1′ beam. If the gas is rotating, the two components around 0 km s−1

seen in the H I 21 cm line are from different sides of the minor axis, while the UV

absorption features will only show one component in the red or blue side. However,

as discussed in the section 4.1, the line width is not dominated by the rotation, which

indicates the line profiles should be similar at both sides of the minor axis. Also, Fig.

6.4 shows the H I 21 cm line is consistent with the Lyα feature.

Second, we assumed that the temperature is a constant, ignoring the radiation

transfer. In our model, we varied the temperature rather than adopting the pho-

toionization temperature from the Cloudy calculation because of two reasons. First,

The photoionization temperature in the our model is incorrect, where we employ the

UVB to obtain the ionization parameter, and increase the density and the incident

field correspondingly to account for the escaping flux. This increase could keep the

same ionization parameter, but will break the balance between the cooling and the
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heating, which have different dependence on the density. Therefore, the calculated

photoionization temperature in our model is not the true temperature when we cor-

rect the escaping flux. Second, as discussed in Section 4.1, the dynamics of this gas

is dominated by the turbulence or the outflow, which indicates the gas is not in a

quiescent state. These mechanisms introduce additional heating sources (e.g., the

shocks), which raises the photoionization temperature. Therefore, in our model, the

temperature is a variable that need to be inferred.

Third, we assumed that the shape of the incident radiation field could be approxi-

mated by the cosmic UVB. For NGC 891, although the spectrum of the escaping light

is not known, studies of the diffuse ionized gas indicate that the expected incident

field is more intense and harder than from the MW, shown by the high helium ion-

ization fraction (≈ 70%) and the high [Ne III]/[Ne II] ratio (Rand, 1997; Rand et al.,

2008). Therefore, the escaping flux of NGC 891 may be different from the UVB, since

the MW escaping light has a similar shape to the UVB (Fox et al., 2005).

Here, we consider whether the variation of the incident light can affect our mod-

eling of low ionization state ions. The ionization fraction is dominated by the tem-

perature and the incident field strength near the ionization potential. For low and

intermediate ionization state ions (lower than Si IV), the escaping light should have a

similar shape (at low energies) to the UVB, which is dominated by star light. Model-

ing of the NGC 891 diffuse ionized halo also suggested that low ionization metal lines

(lower than Ne III; 63 eV) can be modeled by a photoionization model with escaping

star light (Rand et al., 2008). The temperature in our model is not adopted from the

photoionization model, thus, it is not affected by the incident field. Therefore, we

suggest that our modeling should not be affected significantly by the variation of the

incident field shape with the similar low energy radiation.

The shape of the UVB also leads to variations in the metallicity (Zahedy et al.,

2019). This is mainly affected by the relative radiation strength between HI and metal
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ions. Roughly, the UVB shapes are approximated as power laws with a constant

slope at low energies (lower than Si IV) in different UVB models (Haardt & Madau,

2012; Khaire & Srianand, 2015). Therefore, the uncertainty of the slope leads to

biases of relative abundance measurements for different elements in one system. The

absolute abundances could be increased or decreased systematically, while the relative

abundances between metals should not change significantly.

6.3.2 The High Velocity Cloud at v = 100 km s−1 toward LQAC 035+042

003

We built a pure photoionization model with Z = Z⊙ for this HVC using the

UVB-only radiation field. The H I column density is adopted for the v = 114 km s−1

component, while UV ions are around v = 90−110 km s−1. As shown in Fig. 6.8, we

find a solution with log nH = −3.0 ± 0.3 (logU = −3.4 ± 0.3), which is determined

by the three silicon ions. This solution is driven mainly due to the overlap between

the lower limit of Si III and the upper limits of Si II and Si IV. Therefore, the Si III

uncertainty caused by the AGN outflow Ne VI will not affect the photoionization

model. In this model, the metal abundances are [C/H] = −1.9, [Si/H] = −1.4 and

[Fe/H] = −1.1. The total hydrogen column density is logNH = 19.71 ± 0.36.

The upper limit of C II* is logN < 13.2 for a 2σ constraint assuming b =

20 km s−1. This implies a density of log nH < 1 cm−3, which is much larger than

the preferred density in the photoionization model. Similar to the absorption system

at v = −30 km s−1, the incident radiation field is larger than the UVB-only field.

Assuming the incident field is 10 times larger, the density will be 10 times larger cor-

respondingly, hence the path length will also be 10 times smaller (1.7+2.5
−1.0 kpc). From

Section 6.3.1, it is known that the star light is 150 times more intense than the UVB

at 5 kpc. A 10 times larger incident field would imply a distance of 19 kpc assuming

the radiation is isotropic in all directions. If the distance is 10 kpc (typical distances
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Figure 6.8: Left panel: the photoionization model of the HVC at v = +100 km s−1

with Z = Z⊙. The Si IV and N I are upper limit measurements, while
the others are detections. The model prediction is in the thin line, while
the thick line is the observation constraint. Most ions can be reproduced
in the phase of log nH = −3.0. In this model, the relative abundances
are [C/H] = −1.9, [Si/H] = −1.3 and [Fe/H] = −1.1. Right panel:
the solution for the system toward 3C 66A without radiation transfer.
The solution is log T = 4.40 ± 0.05 and log nH = −4.15 ± 0.05. The
solution with radiation transfer agrees with this solution, so this is the
final solution for this system. The relative abundance between carbon and
silicon are solar (Asplund et al., 2009). Since the Si II column density
only has a upper limit, the uncertainty is one-sided. The colored regions
are the 1σ uncertainty regions.

for the MW’s HVCs; Wakker et al. 2008), the path length will be 0.45+0.67
−0.27 kpc.

In the preferred model, most of the detected ions and the upper limit measure-

ments are reproduced in the same phase, except for C I and N V. The very weak

C I (≈ 2σ) cannot be in the same phase as the much stronger line of C II. Also, the

velocity of C I (81 km s−1) is ≈ 20 km s−1 offset from the mean velocity of other ions

(100 km s−1), which is a ≈ 2σ difference. Therefore, we suggest that the offset C I at

v = 81 km s−1 might be contaminated by other systems (e.g., a weak Lyα system).

The high ionization state ion N V is not in the same phase of the low ionization state

ions (i.e., lower than Si IV) and may be related to cooling or mixing between the hot

X-ray gas and the warm component.
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Table 6.4: Ionization Models for the 3C 66A System

Ion logN σN logNm logNm logNm

obs. dex OS13 [Z/H] = 0 [Z/H] = −2
H I 19.5 < 14.91 14.92 16.84
C II 13.03 0.11 13.03 13.02 13.00
C IV 13.79 0.03 13.81 13.81 13.78
Si II 11.9 < 11.50 11.42 11.39
Si III 12.70 0.05 12.79 12.71 12.69
Si IV 12.45 0.10 12.53 12.55 12.54

6.3.3 The Cloud at v = 30 km s−1 toward 3C 66A

For this system, the Cloudy model is not well-constrained, since there are no pre-

cise measurements on the H I column density. Therefore, we try to find a solution,

initially ignoring radiation transfer effects. The ionization fractions from Oppen-

heimer & Schaye (2013) are adopted, which include the UVB-only radiation and

assume ionization equilibrium. As shown in the right panel of Fig. 6.8, the preferred

solution is log T = 4.40±0.05 and log nH = −4.15±0.05. In this model, the required

total hydrogen column density is logN = 18.06 assuming solar metallicity.

Using these values, we run a Cloudy model to determine the effect of radiation

transfer. In this model, we fix the metallicity at the solar metallicity, the temperature

at log T = 4.40, and the density at lognH = −4.15. Adding the radiation transfer

does not affect the predicted column densities of all ions (Table 6.4). We also consider

a model with lower metallicity Z = 0.01Z⊙ (and logN(H) = 20.06), which predicts a

higher H I and similar column densities of other ions compared to the solar metallicity

model.

The path length of this system varies from 5.26+0.64
−0.57 kpc to 526+64

−57 kpc for the

metallicity of Z⊙ to 0.01Z⊙. Since the impact parameter is 108 kpc, the strength of

the galaxy radiation field is about half of the UVB, adopting 150 times the UVB at

5 kpc (Section 3.1.2) and spherical symmetry. Then, the path length is reduced by a

factor of 1.5 due to the increased incident field. The metallicity is unlikely to be as
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low as 0.01Z⊙, which leads to a path length larger than the virial radius of NGC 891.

If we adopt the extended hot gas metallicity of 0.14Z⊙ (Hodges-Kluck et al., 2018),

the path length is around 20 − 40 kpc.

6.4 Discussion

6.4.1 The Major System in LQAC 035+042 003

This work presented UV spectra toward a quasar (LQAC 035+042 003) that is

projected behind the edge-on galaxy NGC 891 at a height of 5 kpc from the midplane

and near the minor axis. A previous HST/STIS observation, with the G230L grating,

detected absorption lines at the systemic redshift of NGC 891, notably from the ions

Fe II and Mg II. The resolution of that observation was 400 km s−1 (FWHM) at

2400 Å. The COS FUV G130M spectrum presented here improves on the spectral

resolution by about a factor of 25 (15 km s−1 ), which has been crucial in identifying

lines and resolving individual velocity components. Also, the COS spectrum includes

lines from elements that are usually not strongly depleted onto grains (C, N, S) as

well as elements that, under the right conditions, can be strongly depleted onto grains

(Fe, Ni, Si). By measuring the abundance of this range of elements, we obtain the

metallicity of the absorbing gas and the degree of depletion, which appears to be low.

Two absorption systems were identified toward LQAC 035+042 003, a broad set of

lines from the warm ionized gaseous halo and a lower column cloud that is separated

from the main emission by about 110 km s−1, referred to here as the high velocity

cloud (NGC 891 HVC). Columns for 13 ions are obtained for the primary absorption,

and when modeled with CLOUDY, we obtain a consistent fit with logT = 4.22±0.04,

lognH = −1.25±0.51, logNH = 20.81±0.20, and a characteristic size for the absorbing

region of ≈ 4 kpc. The metallicity was obtained for eight elements (Table 6.3).

For this warm gas, we obtained a metallicity of [X/H] = −0.3±0.3, which is higher
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than that obtained from the X-ray emitting gas. The metallicity of the kT = 0.2 keV

hot halo is Z = 0.14+0.09
−0.04Z⊙ ([X/H] = −0.85 for both O and Fe; Hodges-Kluck et al.

2018), about three times lower than the half solar ([X/H] = −0.3) that we find in the

absorption system. These two metallicities differ at the 2 σ level, so the difference is

significant. Metallicity values can be a tracer for the origin of the gas, and one might

posit that a hot extended halo is lower metallicity than gas rising up from the disk,

which should have a near-solar metallicity. Within this construct, we would identify

the X-ray emitting gas as part of the hot extended halo that is accreting onto the

galaxy disk. Then, the 104 K UV absorbing gas would be understood as a mixture of

the disk gas and the hot X-ray emitting medium. Interaction and mixing between the

two components has been proposed (Fraternali, 2017), although it is not clear whether

this is a viable explanation in detail, as the hot halo mass (≈ 2.4 × 108 M⊙; Hodges-

Kluck & Bregman 2013; Hodges-Kluck et al. 2018) is about order of magnitude less

than the neutral and warm ionized gas for scale height < 10 kpc.

The observed UV absorption system could have three origins: infall from beyond

the virial radius; outflow from the disk; and a rotating disk. First, infall is not

preferred due to the relatively high metallicity of ≈ 0.5Z⊙. Then, to distinguish

between outflow and a rotating disk, we consider the dynamical information from

the H I 21 cm line and UV metal lines, since the dynamics of observed gases are

dominated by the non-thermal broadening, as the thermal broadening at log T ≈ 4.2

is only around 16 km s−1. The 21 cm line and the UV lines have similar velocity

ranges, lying between −100 km s−1 and 50 km s−1, and with b factors of ≈ 50 km s−1

(the single component fitting of H I line in Bregman et al. 2013 and Table 6.1). This

favors the outflow model rather than the rotating disk. According to Oosterloo et al.

(2007), the rotation curve at z = 4.5 kpc has a linear dependence on the radius until

R ≈ 8 kpc. With this rotation curve, the rotation velocity dispersion is small at a

given projected radius, while the velocity offsets are different at different projected
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radii. If the line widths are dominated by the rotation, the H I 21 cm line should

have a larger b factor than the UV lines because of the lower spatial resolution (the

large beam size) of radio observation. However, the opposite occurs. Therefore,

we conclude that the velocity dispersion of this absorption system is non-thermal

and not due to rotation, and an additional broadening mechanism is required to

reproduce the observations around the galactic center. This is consistent with the

studies of extended diffuse ionized gas (Boettcher et al., 2016), which showed the Hα

emission line profile favors a ring model with an inner boundary of & 2 kpc. However,

current observation cannot uniquely identify the additional mechanism, which might

be random turbulence or a biconical outflow. In the outflow model, the geometry has

to be biconical to have the observed radial velocity, since outflows perpendicular to

the disk will have a zero radial velocity for edge-on galaxies. Then, the line widths of

different ions are mainly determined by the gas density distribution along the sightline

(Fox et al., 2015; Savage et al., 2017).

The total hydrogen column is greater than the 21 cm HI column along the same

direction, with the ratio being N(HI + HII)/N(HI) = 5 − 10. This result is driven

by the relatively large columns of singly and doubly ionized elements, mainly C and

Si. If the UV absorption system is from a turbulent gaseous disk, then this hydrogen

ionization fraction can apply to the low halo material in general (z < 10 kpc), which

means most of the gaseous mass in the halo is warm ionized gas. The H I halo gas

mass is found to be 1.2 × 109 M⊙ (Oosterloo et al., 2007), which is an unusually

high value for edge-on galaxies. The presence of this large amount of gas is already

challenging to explain (Hodges-Kluck et al., 2018), which becomes worse if a factor

of five increase in the mass applies to the whole halo (≈ 6 × 109 M⊙). These warm

gases (log T ≈ 4) will be accreted onto the disk. The accretion velocity is assumed

to be vac = 100 km s−1, and the dynamical timescale will be about 4.9 × 107 yr at

5 kpc. Applying the factor of 5 to the H I mass, the accretion rate from the warm
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gases is 1.2 × 102vac100 M⊙ yr−1, where vac100 is the accretion velocity in the units of

100 km s−1. This accretion rate is much higher than the current star formation rate

(SFR) of NGC 891 (3.8 M⊙ yr−1; Popescu et al. 2004), and will likely elevate the star

formation rate in the future, probably causing a disk-wide starburst event.

If this warm gas is a biconical outflow from the galactic center, the hydrogen

ionization fraction can only apply to the gas around the galactic center. Then, the

situation is more complicated, so no estimate can be derived for the accretion rate,

but these warm gases cannot be buoyant. Therefore, it is more likely to be a galactic

fountain that enhances the gaseous halo.

It is also of interest to consider whether the warm gas is in pressure balance with

the hot X-ray emitting gas. Using the XMM-Newton and Chandra spectrum, the

virialized hot halo has an approximate thermal pressure of nHT = 2.5 × 103 cm−3 K

assuming nH = ne (Hodges-Kluck et al., 2018). Considering the filling factor, this

value is the lower limit of the pressure, since the density is derived from the normal-

ization parameter (
∫

nenHdV ). The modeling of the UV absorption system leads to

a thermal pressure of nHT = 0.9 × 103 cm−3 K. For the warm gas, the density is

obtained from the density sensitive line, which is not affected by the volume filling

factor. Therefore, there is a significant pressure difference between the warm and hot

gases. This difference may be made up by involving other pressure terms, such as the

turbulent pressure or the magnetic pressure, since the thermal pressure is found to

be non-dominant in the MW interstellar medium (Cox, 2005).

6.4.2 The HVC in LQAC 035+042 003 – Cold Mode Accretion?

We detected an absorption system at v = 640 km s−1 (110 km s−1 relative to

NGC 891), which is not necessarily a HVC of NGC 891. For completeness, it is worth

noting that a galaxy group with the central galaxy of NGC 1023 (v = 637 km s−1;

de Vaucouleurs et al. 1991) is 0.85 Mpc away from LQAC 035+042 003 (Trentham &
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Tully, 2009). Although this galaxy group is closer to the absorption system in velocity,

we suggest that it is unlikely to be associated with the galaxy group, because the H I

column is too high (logN > 19) to be typical of the intragroup medium (logN ∼ 14;

Stocke et al. 2014). Therefore, the absorption system at 640 km s−1 is associated

with the galaxy NGC 891 rather than large structures beyond the NGC 891 halo.

The modeling of the HVC at 110 km s−1 indicates that it has a metallicity of

[X/H] ≈ −1.5, which is lower than the main body of the absorbing gas ([X/H] = −0.3)

and the X-ray emitting extended halo ([X/H] = −0.85). The low metallicity suggests

that this gas is accreted from the intergalactic medium (IGM; Lehner et al. 2013;

Wotta et al. 2016), or dwarf galaxies within the NGC 891 halo (e.g., UGC 1807;

Mapelli et al. 2008). It may represent a cloud or filament due to the cold mode

accretion (Kereš et al., 2009; Nelson et al., 2013).

Assuming this system is a spherical cloud, the mass of this HVC is logM/M⊙ = 5.8

at a distance of 19 kpc (the radiation field is approximately 10 times the UVB at this

radius) or logM/M⊙ = 4.6 at 10 kpc. Then, the accretion rate from this cloud

is around 6.8 × 10−3M⊙ yr−1 or 9.2 × 10−4M⊙ yr−1 assuming the infall velocity of

200 km s−1. The number of such clouds within each radius is estimated assuming

the volume filling factor of HVC is ≈ 2% (Richter, 2012) which leads to 2.0 × 102

or 2.8 × 101 clouds within 10 kpc or 19 kpc. Finally, the accretion from the HVC is

0.2M⊙ yr−1 in both cases, which is comparable with the measured accretion rate of

the MW HVC (0.08M⊙ yr−1; Putman et al. 2012). This values set an upper limit of

the cold mode accretion rate, since not all of the HVCs have low metallicity. Another

way to estimate the HVC mass of NGC 891 is by assuming the HVC has a covering

factor of 50% within a radius of 10 kpc or 19 kpc. Then, the total mass of the HVC

is logM = 8.1 or logM = 8.7 with the assumed radii, which is also comparable with

the MW (logM = 7.9; Putman et al. 2012)

In the MW, studies of sightlines towards the galactic center discovered that HVCs
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are common (Fox et al., 2015; Savage et al., 2017). The metallicity measurements

indicate the disk origin of these gases with [S/H] = 0.02 or [S/H] = 1.38 (Savage

et al., 2017), which are consistent with the outflow from the disk. In the case of NGC

891, we found the HVC in LQAC 035+042 003 cannot be an outflow due to the low

metallicity, but it is not clear whether this system is close to the galactic center. It

is still possible that this system is at the edge of the NGC 891 disk with a small

projected distance to the galactic center.

6.4.3 The Absorption System in 3C 66A

The 3C 66A sightline has an impact parameter of 108 kpc, roughly the major

axis direction and 21.8◦ above the disk. This gas is modeled by a photoionization

model, with log T = 4.40± 0.05 and lognH = −4.15± 0.05. Considering the escaping

flux from NGC 891, the incident field can be boosted by a factor ≈ 1.5. Then the

density is increased correspondingly, which leads to a pressure of 3−5 cm−3 K, which

is lower than the expected ambient gas pressure (50 − 100 cm−3 K) assuming the

virial temperature (≈ 106 K) and the typical density (two hundred times the critical

density; n200 ≈ 5 × 10−5 cm−3).

It is unknown whether this system is assigned to NGC 891, since there are several

satellites with smaller projected distances to 3C 66A. GSC2.3 NCIA030805 is found

to have a projected distance of 31.2 kpc from 3C 66A, and 95.5 kpc from NGC 891.

A spectroscopic redshift is not available for this galaxy, but it is assigned to be in the

NGC 891 group by its color (Schulz, 2014). Another dwarf galaxy is UGC 1807 (or

GSC2.3 NBZ5012371), which is projected 59.8 kpc away from 3C 66A and 75.9 kpc

from NGC 891. This galaxy is believed to be within the virial radius of NGC 891,

based on leading interaction features on the H I disk (Mapelli et al., 2008).

The radial velocity (583 km s−1) of the UV absorption system is opposite to the

rotation of NGC 891. The gaseous halo is more likely to be co-rotating with the disk
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out to the half of the virial radius (Ho et al., 2017). Therefore, this absorption system

towards 3C 66 is unlikely to be a part of the extended co-rotating gaseous halo of

NGC 891. Perhaps this gas was stripped from the nearby dwarf or it is accreting onto

one of these galaxies from the near side.

6.5 Summary

We analyzed the HST/COS spectra to detect the gaseous components in the NGC

891 halo either close to the minor axis (LQAC 035+042 003) or further away along the

major axis (3C 66A). Three absorption systems are detected in these two sightlines.

Our results are summarized as:

• In the spectrum of LQAC 035+042 003, the primary absorption system near

v = −30 km s−1 at z = 0.001761 is modeled as a gas with log T = 4.22 ± 0.04,

lognH = −1.26±0.51, and logNH = 20.81±0.20. Abundances are measured for

eight elements, showing a typical depletion pattern seen in the MW warm diffuse

gas. The volatile elements (C, N, S) show a metallicity of [X/H] = −0.3 ± 0.3,

which suggests that the high-metallicity disk-originating gas is mixed with the

virialized hot halo (Z ≈ 0.14Z⊙) seen in the X-rays (Hodges-Kluck et al., 2018).

This leads to a more massive warm gas disk than the H I disk from 21 cm

emission, and along this sightline; the H/H I ratio is about 5 ± 1.

• The HVC in LQAC 035+042 003 is separated from the primary system by

≈ +110 km s−1, with logU = −3.4 ± 0.3 and the metallicity is lower than

0.1Z⊙ with an average value of [X/H] = −1.5 for C, Si, and Fe. This is different

from the HVC seen in the MW (about solar metallicity) around the galactic

center (Savage et al., 2017), which are about the solar metallicity. Therefore,

we suggest that this low metallicity HVC in NGC 891 is likely to be an accreted

cloud from the more distant halo and has not mixed effectively with the hot
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halo or the warm gas closer to the disk.

• The absorption system in the 3C 66A spectrum is suggested to be associated

with a satellite around NGC 891 rather with NGC 891 itself, which is mainly

because the velocity of this system is opposite to the rotational velocity of the

H I disk.
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CHAPTER VII

The Mass and Absorption Columns of Galactic

Gaseous Halos

7.1 Introduction

Recently, more and more observational evidence has been found to show the im-

portance of gaseous components (the circumgalactic medium; CGM) in galaxy halos

(Anderson & Bregman 2010; Ménard et al. 2010; Werk et al. 2014; see the review of

Tumlinson et al. 2017). These gaseous components surrounding the galaxy disk are

formed during the galaxy formation and are modified by various feedback processes,

such as stellar feedback and active galactic nucleus (AGN) feedback (White & Frenk,

1991). The existence of a CGM also modifies the evolution of the galaxy by provid-

ing fresh materials for star formation (Kereš et al., 2005; Sancisi et al., 2008; Kereš

et al., 2009), and by heating materials accreted from the intergalactic medium (IGM)

through the gravitational potential release and the accretion shock (Mo et al., 2010).

The existence of gaseous halos is also helpful to explain various observational

issues, such as the missing baryon problem (the baryonic fraction is significantly lower

than the cosmic baryonic fraction of 0.16; Dai et al. 2010; McGaugh & Schombert

2015; Planck Collaboration et al. 2016a). One solution is that the missing baryons

stay in the galaxy but in an invisible phase (low density and high temperature), which
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could be the hot gaseous halo (Fukugita & Peebles, 2006; Bregman & Lloyd-Davies,

2007). Theoretically, simulations found that the cool gas (104 K) in the early Universe

(z > 4) is heated, becoming a warm-hot intergalactic medium (105 − 107 K) during

galaxy formation, which accounts for more than 30% of total baryons (Weinberg et al.,

1997; Cen & Ostriker, 1999).

The final temperature of these heating processes is about the virial temperature

of the galaxy, which is determined by the galaxy halo mass. Massive galaxies have

higher virial temperatures than low-mass galaxies, and the virial temperature of low-

mass galaxies (Mh ∼ 1011 M⊙) is around 105.5 K, which is also the peak temperature

of the radiative cooling curve and can lead to rapid cooling with a cooling timescale

of < 1 Gyr. Therefore, whether the gaseous halo exists is a result of the competition

between various heating processes and the radiative cooling, and this competition

results in a multi-phase medium in the gaseous halo (Oppenheimer et al., 2016).

Multi-wavelength observations of both emission and absorption reveal different

phase mediums in the gaseous halo. The hot components in the gaseous halo can be

detected in emission by direct X-ray imaging (Anderson & Bregman, 2010; Bogdán

et al., 2013a; Goulding et al., 2016; Li et al., 2016), and in absorption or emission

from high ionization state ions (e.g., O VII, Ne VIII and Mg X; Nicastro et al. 2002;

Savage et al. 2005; Miller & Bregman 2015; Qu & Bregman 2016). These studies

found that the mass of the hot gaseous halo is comparable to the stellar mass of the

galaxy, and about half of total baryons are still missing. Some studies show that the

hot gas may account for all missing baryons in the Milky Way (MW; Gupta et al.

2012; Nicastro et al. 2016a), however, they overestimate the emission measurement by

more than one order of magnitude (Bregman et al., 2018; Li et al., 2018a). Ultraviolet

(UV) absorption line studies on low and intermediate ionization state ions show the

existence of cool clouds in the halos, but the mass is model-dependent with a variation

from 6% to 40% of the total baryon mass (Werk et al., 2014; Stern et al., 2016).
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With a large amount of gas in the halo, radiative cooling may lead to a significant

cooling flow onto the galaxy disk, which will be transformed into the stellar content of

the disk through star formation (Sancisi et al., 2008). This astrophysical connection

between the radiative cooling and the star formation suggests that the cooling rate

and the star formation rate (SFR) should be comparable with each other. Although

the net cooling rate is also modified by heating from galactic feedback or accretion

from the IGM, observations showed that the cooling rate is approximately the SFR

for star-forming galaxies (with large scatter; Li et al. 2014).

In this paper, our starting point is that the SFR is balanced by the radiative

cooling rate of the gaseous halo within the cooling radius. Then, we employ a set of

assumptions for the gaseous halo – the density profile, the temperature distribution,

hydrostatic and ionization equilibrium, and build up a halo model to connect the

properties of the gaseous halo (i.e., mass and ion column density) to other galaxy

properties (i.e., stellar mass and star formation rate). The details of the model

assumptions are described in Section 2. In Section 3, we present the mass and column

density of the gaseous halos, and their dependence on model parameters (e.g., stellar

mass, SFR, or metallicity). The comparison with observations and implications are

discussed in Section 4; our results are summarized in Section 5.

7.2 Model

We consider a spherical volume-filling gaseous halo model to connect the galaxy

properties with the gaseous halo properties. In this section, the employed assumptions

will be described and discussed.

7.2.1 General Picture

During the formation of the galaxy, the accreted material is heated by the released

gravitational potential through the accretion shock. Without radiative energy losses,
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the final temperature of a gravitationally self-bound system is the virial temperature

that is determined by the total mass. However, a realistic gaseous halo suffers from

radiative cooling, which is crucial for the formation of galaxy disk.

Once the galaxy disk is formed, star formation leads to stellar feedback, injecting

gas, dust, and energy into the gaseous halo. Stellar feedback affects the galaxy in

several ways: stellar winds of massive stars; mass-loss of asymptotic giant branch

stars; and supernovae from either massive stars or degenerate stars (Zaritsky et al.,

1994; Willson, 2000; Scannapieco et al., 2008). Another main feedback channel is

the central supermassive black halo that is in an active galactic nuclei (AGN) phase,

which injects ionizing photons and high-energy particles (Fabian, 2012). These feed-

back processes can offset radiative cooling, or reheat the cooled gas (Li et al., 2015).

Although these processes are poorly resolved and implemented with different subgrid

models in cosmological simulations, their effects on the galaxy evolution have been

confirmed showing that no single feedback channel can dominate across all galaxy

masses (Vogelsberger et al., 2014; Schaye et al., 2015; ?). However, the relative con-

tributions for different processes are still controversial (?Suresh et al., 2017).

Besides the feedback from the galaxy disk, accretion from the IGM also provides

additional energy to the gaseous halo as material falls deeper into the gravitational

potential well. Then, the energy conservation of the gaseous halo leads to

Lnet,cl = Lrad − Lnet,acc − Lfb, (7.1)

where symbols denote the net cooling, the radiative cooling, the net accretion heating

and the feedback heating. For simplicity, we ignore the heating from the accretion

of the IGM gas in our models, since the actual value of accretion heating depends

on several uncertain factors – the accretion rate from IGM, the accretion shock pro-

cess and the structure around the virial radius. However, an estimation shows that
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the contribution from accretion heating is not significant when the hot gaseous halo

already exists. Assuming the accreted material is virialized at the virial radius, the

released gravitational potential energy is 2kBTvir, which is slightly larger than the

internal energy of the virialized halo of 3/2kBTvir. Additionally, the energy to ionize

electrons from atoms will increase the internal energy by several tens of eV per atom,

which is equivalent to a temperature around 105 − 106 K (depending on the ioniza-

tion state that is proportional to the virial temperature). Therefore, the energy used

to ionize atoms cannot be transformed into internal energy, which decreases the net

heating from the IGM accretion. Finally, we consider the net cooling rate that is only

related to the radiative cooling and the heating due to galactic feedback.

The net cooling flux is related to the accretion flow since the cooled gas cannot

be buoyant in the halo due to the gravitational potential. Once the gas from the

halo is accreted onto the disk, it will interact with the disk interstellar medium or

outflows launched from the disk, which leads to the disruption of the cool gas and

the condensation of the hot gas (Marinacci et al., 2010; Scannapieco & Brüggen,

2015). Additionally, various processes are involved in this interaction, such as the

disk dynamics and the thermal conduction, which lead to complex situations in dif-

ferent galaxies (Oosterloo et al., 2007; Armillotta et al., 2016; Zheng et al., 2017).

These phenomenon are beyond the scope of this paper, therefore, we assume that the

accreted cold gas could be mixed with the existed ISM instantly to avoid detailed

interactions between disk and halo gases.

Studies of the MW molecular clouds showed that the star formation timescale is

comparable to the dynamical timescale of the cloud (∼ 1 − 10 Myr), and the star

formation efficiency is less than 2% (Larson, 1981; Myers et al., 1986; Leroy et al.,

2008). Considering the SFR of the MW as ≈ 1 M⊙ yr−1 (Robitaille & Whitney, 2010),

around 100 M⊙ yr−1 gas should be transformed into the star-forming molecular clouds

since the lifetime of molecular clouds is short (. 20 Myr ; Larson 1981, 1994). The
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total atomic gas mass in the MW is around 7 × 109 M⊙ (Nakanishi & Sofue, 2016),

which means that the atomic gas will be refreshed in around 70 Myr. Therefore,

the timescale is around several 107 yr to form stars using accreted cool gas from the

gaseous halo. This timescale is comparable with the timescale of current measurement

methods (i.e., UV/IR) of SFR for external galaxies, which measure the average SFR

over 107 to 108 yr (Madau & Dickinson, 2014). In this sense, the measured net cooling

flow mass has a physical connection with the measured SFR.

The cold mode accretion provides an additional gas origin besides the hot mode

accretion (the radiative cooling and accretion of the virialized halo), which requires

the density of at least one order of magnitude higher than n200 (10−3−10−4 cm−3) and

the low temperature (104−5 K) for the gas to remain cool during the accretion (Kereš

et al., 2005). The cold mode accretion leads to cool gas filaments in the halo, directly

connecting the disk and the IGM and transporting gases into the disk (Kereš et al.,

2009). However, the existence of a hot ambient halo (T ≈ Tvir) near hydrostatic

equilibrium could destroy these cold gas filaments by the mixing and interaction,

which makes the contribution from the cold mode accretion less than one-third of the

hot mode in the low redshift universe (z < 2; Nelson et al. 2013). Therefore, involving

cold mode accretion will not break the balance between the cooling flow and the star

formation, so we adopt the assumption that the net cooling rate is equal to the SFR.

Feedback processes must the included, as they will offset some of the radiative

cooling. For a star-forming galaxy without a merger, the gas for star formation is

originally from the gaseous halo, and the accretion from a gaseous halo is modified by

the strength of stellar feedback (i.e., proportional to the SFR) when the redshift is low.

Therefore, for a galaxy dominated by stellar feedback (with a dim AGN or without

an AGN), the stellar feedback strength is proportional to the radiative cooling rate,

which can be modeled as Ṁstellar,h = αṀrad,cl. Then, a simple relationship between
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the SFR and the radiative cooling rate is

SFR = γṀrad,cl, (7.2)

where γ = 1 − α is smaller than unity to account the heating by stellar feedback,

and Ṁrad,cl is the total radiative cooling rate of the gaseous halo. For simplicity, we

assume that γ is unity for the following calculation; the effect of variations in this γ

factor is discussed in Section 4.

This relationship will be broken by several physical processes, such as feedback

from an AGN or a starburst event. For AGN feedback, there is no direct connection

with the SFR, therefore, there is no direct relationship between AGN feedback heating

and the radiative cooling. For merging galaxies that trigger starburst events, the

connection between the SFR and the radiative cooling rate is not valid either, since

the interaction between gases in the two galaxies triggers the star formation, which

is not related to the gaseous halo cooling. Therefore, Equation (2) is only applicable

for stably-evolving star-forming galaxies without powerful AGNs.

Therefore, in our model, the SFR and radiative cooling from the gaseous halo are

tightly connected. This model is most applicable to field galaxies, rather than group

or cluster galaxies, which can be greatly affected by the intragroup or intracluster

medium (Balogh et al., 1998). With these constraints, we adopt the conditions where

the SFR is equal to the radiative cooling rate of the gaseous halo. The radiative

cooling rate is limited within the cooling radius, where the cooling timescale is equal

to the Universe age (13.8 Gyr; Planck Collaboration et al. 2016a) or the cosmic epoch

at a given redshift. In the following calculation, we use H0 = 67.8 km s−1 Mpc−1,

Ωm = 0.308, and Ωb = 0.0483 (Planck Collaboration et al., 2016a).
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7.2.2 Galaxy and Gaseous Halo Properties

To construct sample galaxies, we adopt several empirical relationships. For a

given stellar mass, we obtain the halo mass based on the stellar mass-halo mass

(SMHM) relationship (Behroozi et al., 2013; Kravtsov et al., 2018). These two SMHM

relationships sdiverge when Mh > 1011.5 M⊙, and Kravtsov et al. (2018) has a higher

stellar mass than Behroozi’s relationship. At the halo mass of 1013.5 M⊙, the stellar

mass difference is around 0.5 dex. We choose the Kravtsov’s SMHM relationship,

since it describes the case that is more similar to the MW, where a ≈ 2 × 1012 M⊙

halo hosts a 5 − 8 × 1010 M⊙ galaxy disk. Once the halo mass is determined, the

virial radius and the virial temperature are calculated as:

Rvir = R200 =
Mh

4π∆virρcrit/3
,

V 2
c =

GMh

Rvir
= 100H2

0R
2
vir,

Tvir =
µmp

2kB
V 2
c , (7.3)

where ∆vir = 200 is the collapse factor, and ρcrit = 3H2
0/8πG is the cosmic critical

density. The quantities Rvir and Tvir are input parameters of our models and can

be varied by introducing additional factors (as the model of the MW in Section

4.5). Therefore, the choice of the SMHM relationship does not affect our results

significantly.

The star formation rate can be inferred using the star formation-stellar mass plane

(Renzini & Peng, 2015; Morselli et al., 2016):

log(SFR) = (0.72 ± 0.02) logM⋆ − 7.12, (7.4)

in the stellar mass range of M⋆ = 108.5 − 1011.25M⊙. Therefore, we set the range of

halo mass to 1010.5 − 1013.5 M⊙. The star formation also has a dependence on the
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redshift (Pannella et al., 2009):

SFR ≈ 270
M⋆

1011 M⊙

(

t

3.4 × 109 yr

)−2.5
M⊙

yr
, (7.5)

where t is the cosmic epoch. This relationship can be rewritten as a dependence on

the redshift directly sSFR ∝ (1 + z)3 at z < 2 (Lilly et al., 2013).

The structure of the gaseous halo is also fixed to reduce the degree of freedom,

and we adopt the β-model for gaseous halos for all galaxies with different masses,

which has the density profile:

ρ(r) = n0

(

1 +
r2

r2c

)−3β/2

, (7.6)

where n0 is the normalization parameter, and rc is the core radius. Normally, core

radii for galaxies are small, and cannot be modeled for isolated galaxies (Li et al.,

2016). Then, we rewrite the profile as

ρ(r) =
n0r

3β
c

r3β
, (7.7)

which is valid for r >> rc, and then the degeneracy of n0r
3β
c will not be broken. X-ray

imaging studies on nearby massive galaxies showed that the β factor is around 0.5

within the radius ≤ 50 kpc (Anderson et al., 2016). Recently, the Circum-Galactic

Medium of MASsive Spirals (CGM-MASS) project shows that β is a constant of ≈ 0.4

extended to around the half of virial radius (≈ 200 kpc for massive star-forming spiral

galaxies; Li et al. 2018b). Therefore, we adopted β as a constant over all of the radius

range for one gaseous halo, but β can be varied for different models.

Since the total mass of the β-model is not convergent with increasing radius,

we need to set the radius range for this model. In the inner region, other physical

processes occur (e.g., the interaction with disk gases), therefore, the hydrostatic as-
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sumption is broken, and the β-model may not be applicable. This radius is set by

the competition between the free-fall timescale and the radiative cooling timescale,

which is around 5 − 10 kpc using the radiative cooling timescale of the MW from

Miller & Bregman (2015). Massive galaxies have larger inner radii that can be larger

than 10 kpc, but our model does not show significant dependence on the innermost

radius. From 5 kpc to 10 kpc, the mass of the gaseous halo is increased by up to 15%,

which is only for the most massive galaxies (Mh > 1013 M⊙) due to their small cooling

radii. For L∗ galaxies, this change is smaller than 10%, therefore, we fix the innermost

radius as 5 kpc for all galaxies. For the outer region, the maximum radius is set to

the virial radius for a given halo mass, which means that the density goes to zero

at the virial radius. However, it is shown that the massive system (galaxy cluster)

could have detectable gas reaching R200, which implies that the gaseous component

could extend beyond the virial radius (Baldi et al., 2012). Therefore, this assumption

may not be correct, however, there are no other means to set an unbiased boundary

condition.

The normalization parameter n0 is calculated based on the assumption that the

SFR is equal to the radiative cooling rate:

SFR =

min{R200,Rcl}
∫

5kpc

Λ(r)n2(r)

ǫ(r)
µmp4πr2dr, (7.8)

where Λ(r) is the average radiative cooling emissivity, while the ǫ(r) is the average

internal energy at a given radius, defining as

Λ =

∫ Tmax

Tmin
M(T )n(T )Λ(T )dT

∫ Tmax

Tmin
M(T )n(T )dT

, (7.9)

ǫ =

Tmax
∫

Tmin

M(T )
3

2
kBTdT. (7.10)
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M(T ) is the mass distribution depending on the temperature, which has the normal-

ization of
∫ Tmax

Tmin
M(T )dT = 1. Here, we also assume that the average mass of particles

(µ) is 0.59 for the temperature range considered (T > 104.5 K), since this value is

dominated by the ionization state of the hydrogen, which is almost completely ion-

ized in this temperature range. The choice on the radiative cooling model will be

discussed in the following section.

The radial dependence of temperature is still observationally poorly constrained

for isolated galaxies. X-ray studies on galaxy clusters showed that the temperature

variation is less than one order of magnitude within R500 (Baldi et al., 2012). For

isolated star-forming galaxies, Anderson et al. (2016) showed that NGC 1961 also

has a small variation, but only out to ∼ 50 kpc. Here, we assume that there is no

radius-dependence of the temperature.

7.2.3 Cooling Emissivity

The radiative cooling rate is directly affected by the emissivity, which has a de-

pendence on the temperature, the density and the metallicity. For the temperature

range of a gaseous halo (∼ 104.5 − 107 K), the radiative cooling is dominated by lines

of various ions. Therefore, for a given temperature and density, the ionization state

of different ions can be determined and the cooling rate is calculated involving the

metallicity. Here, we assume that the gaseous halo is in ionization equilibrium, and

consider two ionization processes – collisional ionization and the modification due to

photoionization.

For collisional ionization equilibrium (CIE), we adopt the emissivity calculated

using CHIANTI (version 8.0.6; Del Zanna et al. 2015). In this calculation, the

metallicity is set to 0.1 Z⊙, 0.3 Z⊙, 1.0 Z⊙ and 2.0 Z⊙, and the solar metallicity

of Z⊙ = 0.0142 is adopted from Asplund et al. (2009).

The photoionization due to the ultraviolet background (UVB) can modify the
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ionization distribution of different elements (Wiersma et al., 2009), and the pho-

toionization model is employed to model the low and intermediate ionization ions

in intervening systems (Savage et al., 2014; Werk et al., 2014). Also, the high ion-

ization state ions might be photoionized at low densities of . 10−5 cm−3, which is

the expected density in the outskirts of gaseous halos (Hussain et al., 2015, 2017).

Therefore, we include the photoionization from the UVB to compare with the pure

collisional ionization mode.

Galaxies also provide a part of the ionizing flux to photoionize the CGM or nearby

IGM, which is known as the escaping ionizing flux. The escape fraction is believed

to be large (& 10%) in the early Universe (z > 6) to contribute to the re-ionization

(Mitra et al., 2013), while studies of the low redshift IGM (z < 2) found the escape

fraction is several percent (Khaire & Srianand, 2015). The small escape fraction has

the implication that those ionizing photons mainly affect the innermost ∼ 50 kpc

region of the gaseous halo, thus, we ignore ionizing photons from the galaxy disk

(Suresh et al., 2017).

For the photoionization equilibrium (PIE), we adopt the calculation from Oppen-

heimer & Schaye (2013), who tabulated results for different redshifts, densities, and

temperatures. Several UVB models have been provided, and we choose the UVB form

Haardt & Madau (2012) in our models. In this database, authors also include the

cosmic microwave background (CMB), with the dependence on the redshift. The exis-

tence of the CMB provides a large number of low-energy photons, which can be heated

by inverse Compton scattering, thereby cooling the high-temperature electrons.

In Fig. 7.1, we show the comparison between CIE and PIE cooling curves. High

energy photons from the UVB photoionize low ionization state ions to higher states,

which suppresses the cooling in the low-temperature region. Due to the lack of H I,

the first peak around 2 × 104 K is missing. The photoionization also changes the

ionization fraction of metals and contributions to the radiative cooling, suppressing
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low ionization state cooling (e.g., C II and O II) and increasing high ionization cool-

ing (e.g., O VI). Therefore, the cooling emissivity is lower in the low-temperature

regime for the PIE model than the CIE model. Inverse Compton cooling due to

CMB dominates the high temperature and low-density gas. The emissivity of inverse

Compton scattering is proportional to nT , while the free-free emission has the depen-

dence n2T 1/2. Therefore, there is always a critical combination of temperatures and

densities, above which the inverse Compton cooling is dominant. However, in the low

redshift Universe (z < 2), the number density of CMB photons is sufficiently low so

that gases have a cooling timescale longer than the Hubble timescale. Therefore, the

effect due to the CMB can be ignored for the low redshift (z < 2) Universe. The

effect of the radiative cooling model will be described in details in Section 3.

7.2.4 Temperature Dependence of the Mass Distribution

Multi-phase gas in gaseous halos have been detected by various observations

(Nicastro et al., 2002; Danforth & Shull, 2008; Anderson et al., 2013; Werk et al.,

2013; Savage et al., 2014; Qu & Bregman, 2016). Unfortunately, obtaining an ac-

curate distribution of the multi-phase medium by mass remains a challenge both

observationally or theoretically (e.g., the divergence on O VI abundance; Oppen-

heimer et al. 2016; Suresh et al. 2017). Therefore, for the simplest model, we assume

that the gaseous halo is a single phase medium at the virial temperature.

We also consider a stable cooling model, which is a time-independent solution. In

this model, we assume the mass cooling rate is the same at all temperatures:

L(T ) = Λ(T )n2(T )
M(T )

µmpn(T )
= const., (7.11)

where L(T ) is the luminosity at a given temperature T , and M(T ) is the mass distri-

bution dependence on the temperature. Another assumption is the pressure balance,
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Figure 7.1: Comparison between the cooling curve for pure collisional ionization
(CIE) and with the modification from photoionization (PIE). The cooling
curves in CIE have metallicities of 1 Z⊙ (the solid line) and 0.3 Z⊙ (the
dashed line). The three PIE cooling curves all have the same metallicity
of 0.3 Z⊙. The dotted line has a density of 10−4 cm−3 (typical of the
density of the inner gaseous halo) and at z = 0, while the dash-dotted
line has a lower density of 10−6 cm−3 (typical of the density in the halo
outskirts) at the same redshift. The up-triangle shows the cooling curve
at z = 1 with a density of 10−4 cm−3.
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Figure 7.2: The unnormalized mass distribution for cooling gas as a function of tem-
perature. CIE cooling curves with metallicities of 0.1 Z⊙, 0.3 Z⊙, 1.0 Z⊙

and 2.0 Z⊙ are shown in dotted, dashed, solid and dot-dashed lines, re-
spectively. With temperature limits, which are related to the galaxy mass,
this function can be normalized as

∫ Tmax

Tmin
M(T )dT = 1 to obtain the mass

distribution M(T ).

which implies n(T ) ∝ 1/T . Thus, the mass distribution is

M(T ) =
T

Λ(T )
/

Tmax
∫

Tmin

T

Λ(T )
dT, (7.12)

the temperature upper limit (Tmax) is set to the virial temperature, while the lower

limit is fixed to 104.5 K, under which forbidden lines dominate the cooling, along with

dust and molecules. An example of M(T ) without normalization is shown in Fig.

7.2.

Our model does not include all relevant physics that occurs in galaxy halos (e.g.,

thermal instabilities), but it allows us to explore a wide range of parameter space

and to identify robust results. Detailed calculations show that the stable cooling
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model has applicability for the cooling in a temperature range of 104 K to 106.5 K in

stellar feedback dominated galaxies (Thompson et al., 2016). Their breaking of this

cooling assumption in the high-temperature range is mainly because they consider

the hot gas from the stellar feedback, which softens the assumed boundary condition

that the high-temperature gas can be supplied infinitely. However, in the gaseous

halo scenario, this condition could be satisfied when a hot and long radiative-cooling

timescale gaseous halo exists.

7.3 Results

We calculate three models with different cooling models and temperature distri-

butions – CIE: the single temperature collisional ionization model; PIE: the single

temperature photoionization model; TCIE: the collisional ionization model with the

mass distribution described in Section 2.4. In this section, we show our main results

for these models on the gaseous halo mass and the ion column density.

7.3.1 Fiducial Galaxies

There are four factors affecting the properties of the gaseous halo in our simpli-

fied models – the metallicity (Z), the specific star formation rate (sSFR defined as

SFR/M⋆), the slope of the β-model (β) and the redshift (z). Based on these four

dimensions, we have fiducial galaxies defining as logMh = 10.5 − 13.3, Z = 0.3 Z⊙

(cosmic metallicity), sSFR = 10−10 yr−1 (star-forming), β = 0.5 (hydrostatic equilib-

rium structure) and z = 0. For each modeled gaseous halo, we calculate the gaseous

halo mass enclosed in the radius range of 5 kpc to the virial radius, and the cooling

radius. The calculation results are shown in the Fig. 7.3.

For the fiducial case, all three models have masses of gaseous halos that are smaller

than corresponding stellar masses around the (sub-)L∗ galaxies. The largest difference

of ≈ 0.5 dex occurs at sub-L∗ galaxies (Mh ≈ 4 × 1011 M⊙). Overall, the CIE model
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Figure 7.3: Left panel: The gaseous halo mass and the normalization factor of differ-
ent models at z = 0. The blue lines are the gaseous halo masses, while the
red lines are the normalization factors in the β-model. CIE, PIE and TCIE

models are shown in dash-dotted, dashed, and solid lines. The magenta
line is the stellar mass from stellar mass-halo mass relationship (Kravtsov
et al., 2018). Right panel: The cooling radius, the radius within which
the cooling time equals the local Hubble time, as a function of halo mass.
The blue lines are the absolute cooling radius (left scale), while the red
lines are the cooling radius in the unit of the virial radius (right scale).
The range in the cooling radius only changes by a factor of four over the
range in which the halo mass changes by three orders of magnitude.
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shows convergence with TCIE in the low-mass region and converges with PIE for

massive galaxies. With the halo mass decreasing, the temperature range for TCIE

(with Tmin = 3 × 104) is also decreasing, which leads to the similarity with CIE.

Both of collisional ionization models have lower mass gaseous halos than the PIE

model because they have a higher radiative emissivity in the low temperature, and

the photoionization due to the UVB can support a relatively more massive halo for

low-mass galaxies.

In the massive galaxy range, the radiative cooling is reduced at high temperatures,

which results in a massive gaseous halo, consistent with theoretical expectations (Mo

et al., 2010). These halos are supported by their buoyancy even for the PIE model.

The convergence between CIE and PIE is due to the higher density in massive galaxies

– in the inner region (inside of the cooling radius), the average density is higher

than 10−4 cm−3. This high density corresponds to the low ionization parameter

(U = nph,ionizing/nH), indicating the weakening of the photoionization. As shown

in Fig. 7.1, the CIE cooling is consistent with the PIE cooling with a density of

10−4 cm−3. TCIE has a lower mass gaseous halo than CIE or PIE, due to its higher

average emissivity since this model always has low-temperature gas with a higher

radiative emissivity.

Overall, the cooling radius varies only modestly over the halo mass range in each

model. Specifically, the variation is less than one order of magnitude, and this varia-

tion corresponds to the changes in the average emissivity. With the higher emissivity,

the cooling radius is larger, however, the changes in the cooling radius is smaller than

the emissivity changes. Meanwhile, the cooling radius shows a similar convergence as

the gaseous halo mass between CIE and TCIE for low-mass galaxies, and between CIE

and PIE for massive galaxies.
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Figure 7.4: Gaseous halo properties as a function of the halo mass for variations in
the metallicity (left), the sSFR, the slope of the density profile, and the
redshift (right). CIE, PIE and TCIE models are shown in cyan, magenta
and red, and the ratios are the values relative to the functional form of
the fiducial galaxy has parameters of Z = 0.3 Z⊙, sSFR = 10−10 yr−1,
β = 0.5, and z = 0 (in the solid black lines).

7.3.2 The Effect of Galaxy Properties

By changing the four parameters (Z, sSFR, β and z), we show the effect of these

parameters on the resulting hot halo and column densities. For each parameter, we

have four choices: the metallicity – 0.1 Z⊙, 0.3 Z⊙, 1 Z⊙, or 2 Z⊙; the specific SFR

– 10−9 yr−1, 10−10 yr−1, 10−11 yr−1, or 10−12 yr−1; the β parameter – 0.3, 0.4, 0.5, or

0.6; and the redshift – 0, 0.2, 0.5, or 1. In Fig. 7.4, we show the change corresponding

to these parameters as the ratio between varied models and the fiducial model.

The high metallicity increases the cooling emissivity, which reduces the normaliza-

tion parameter in the β-model, and subsequently the halo mass. With the variation

of metallicity in the range 0.1 − 2.0 Z⊙, the change of the gaseous halo mass is less

than a factor of 5, whereas the change of metallicity is a factor of 20. This implies

241



that lower metallicity gaseous halos have a lower total metal mass to account for

the same cooling rate. The cooling radius of CIE and TCIE models has a positive

dependence on the metallicity due to the increase of emissivity. However, inclusion

of photoionization shows a similar cooling radius for different metallicities in the low-

mass end, which indicates that the radiative cooling due to the low ionization metal

ions is suppressed by the photoionization.

A sSFR of 10−11 yr−1 is used as a boundary between a star-forming galaxy and a

quiescent galaxy, while normal star-forming galaxies have sSFR around 10−10 (Renzini

& Peng, 2015). By increasing the sSFR, the total radiative cooling rate is increased,

which means that a massive gaseous halo is needed. For CIE and TCIE, this effect

is almost a constant over all mass regions, and PIE shows a similar tendency in the

high mass region (> 1012 M⊙). However, for low-mass galaxies, PIE models with

different sSFR values show a significant convergence of the gaseous halo mass, which

indicates the effect of a changing sSFR is not as large as CIE or TCIE. The reason for

these phenomena is that there are two ways to increase the radiative cooling rate –

higher density or higher emissivity. In CIE and TCIE models, the emissivity cannot be

increased when the temperature distribution is fixed. Therefore the only way to raise

the cooling rate is by increasing the density, which makes the density proportional

to the square root of the sSFR for all halo masses. In the PIE model, the emissivity

has a dependence on the density as shown in Fig. 7.1. Within the cooling radius,

the density is higher than 10−4 cm−2, and the PIE cooling curve does not deviate

from the CIE cooling curve significantly in the temperature range of ≈ 105.5− 106 K.

For galactic gaseous halos with these temperatures (Mh > 1012 M⊙), the emissivity

shows a similar behavior as the CIE models, therefore, the change of the density

(and the gaseous halo mass) is also similar to the CIE models. For low-mass galaxies

with low-temperature halos, the PIE cooling deviates from the CIE cooling curve

significantly since the cooling is suppressed for low ionization state ions. Raising the
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density decreases the photoionization effect, and increases the emissivity to the value

of CIE models. Therefore, in the PIE model, the high density not only increases the

cooling rate by the squared dependence on the density itself but also increases the

emissivity, which leads to a smaller change in the density to account for the high

sSFR.

The variation of the sSFR is equivalent to changing the γ factor with the sSFR

unchanged. For an example, sSFR = 10−9 with γ = 1 is the same model as sSFR =

10−10 but with γ = 0.1. Therefore, our models show that the gaseous halo mass has

a square root dependence on the inverse γ factor.

With a larger β, the gas is more concentrated in the central region (at the same

gas mass), which leads to the higher emissivity. Since the mass is linearly dependent

on the density, the larger β results in a smaller gaseous halo mass. Due to the

concentrated emission, the cooling radius is also decreases as β is increases. The

effect of larger β also has a dependence on the halo mass – with a more massive halo,

the ratio of masses is larger, as shown in Fig. 7.4. This correlation occurs because

the massive galaxy has a relatively small cooling radius compared to the virial radius,

and the flat β-model can host more mass in the region out of the cooling radius.

A higher redshift can affect the gaseous halo through three means – the higher gas

density, the younger Universe age and the more intense cosmic background. First, due

to the Universe expansion, the higher redshift Universe has a higher density, which

leads to the smaller virial radius, and hence higher virial temperature. Second, the

younger Universe age at the higher redshift determines a shorter cooling timescale,

which reduces the cooling radius and the total cooling rate within this radius. Since

CIE and TCIE models have no photoionization involved, these two models are only

affected by these two factors. The gaseous halo mass has an anti-correlation with the

cooling emissivity of the gas, but the emissivity is a result of a competition of two

factors – the increasing emissivity due to the higher density and the changing due
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to virial temperature. Together, these complex effects leads to a small variation of

the gaseous halo mass, with small variations reflecting the shape of the cooling curve

(i.e., the bump around Tvir ≈ 105.5 K, also the peak of the cooling curve). For the

cooling radius, the effect is clear that the higher redshift leads to a smaller cooling

radius. The cooling radius of a z = 0 galaxy is about 1.5 times larger than the same

mass galaxy at z = 1 galaxies.

The cosmic background includes two parts – the UVB and the CMB. As stated

in Section 2.3, the inverse Compton cooling is negligible in the low-redshift universe

(z < 6), but the UVB changes the ionization state distribution, leading to the reduced

radiative cooling in the low-temperature region. Therefore, for the low-mass galaxies

(Mh . 1011.3 M⊙), a more massive gaseous halo is required to account for the same

SFR with the UVB increasing at the higher redshift, which results in the mass ratio

being slightly larger than 1. For the high-temperature end, the PIE model converges

with the CIE model, which is expected.

7.3.3 The Ion Column Densities

With the calculated density profile and the temperature distribution, we calculate

the column density for ions of interests (mainly high ionization state ions), which are

more common in the hot ambient medium. For CIE and TCIE models, we adopt the

ionization distributions from Bryans et al. (2006), which only has a dependence on

the temperature. The PIE ionization fraction is adopted from Oppenheimer & Schaye

(2013), which is tabulated based on the redshift, the metallicity, the density and the

temperature.

For the TCIE model, we calculate the average ionization fraction using

f i =

Tmax
∫

Tmin

fi(T )M(T )dT. (7.13)
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Here, we assume that multi-phase medium has similar covering factors around 1,

which implies that the multi-phase medium is well-mixed. This assumption should

be good for high ionization state ions. Werk et al. (2013) shows that intermediate

ionization ions (i.e., C III, Si III, Si IV) and high ionization ions (i.e., O VI) have

comparable covering factors around 0.8, except that O VI seems to be less in quiescent

galaxies. However, this is probably caused by quiescent galaxies that are usually

massive galaxies with higher virial temperatures (Oppenheimer et al., 2016).

In Fig. 7.5, we compare the three models (CIE, TCIE and PIE), showing ion column

densities for star-forming galaxies (i.e., Z = 0.3 Z⊙, z = 0, sSFR = 10−10 yr−1 and

β = 0.5). To show the dependence on the stellar mass, we fix the impact parameter

to 0.3 Rvir, which is a typical impact parameter in the COS-Halos program and

also leads to a similar column for ions observed in the MW from the Sun. Similar

to the result of the gaseous halo mass, CIE and PIE shows the convergence of H I

column densities from Mh = 4×1011 M⊙ and above, which indicates that the cooling

emissivity is almost the same. However, other ions do not show the same similarity,

which indicates that the ionization fractions are not similar. Only the most massive

halo (Mh > 1013 M⊙) has similar ionization fractions for CIE and PIE due to the

relatively higher density. In low-mass galaxies (at the left side of the ionization peak

for different ions), PIE leads to extended tails for high ionization state ions (e.g., O VI

and O VII) because of the low density.

Compared to CIE or PIE without cooling temperature distributions, TCIE does not

show the shape of the ionization fraction function directly, but it shows a flattened

peak for high ionization state ions. For O VI and O VII, column density peaks

are & 1014 cm−2 and 7 × 1015 cm−2, respectively. O VI is higher than 1013.5 cm−2

over a halo mass range of 2 × 1011 M⊙ to 4 × 1012 M⊙. Ne VIII and Mg X show

comparable flattened column density distributions in the range of 1013.5−1014.0 cm−2,

while Ne VIII occurs in lower mass galaxies compared to Mg X.
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Figure 7.5: Comparison of the ion column density between three models, CIE, PIE
and TCIE at z = 0, which are shown in dashed, dotted and solid lines,
respectively. Different ions are shown in different colors: blue – hydrogen
(reduced by a factor of 104); green – O VI; red – O VII; yellow – O VIII;
cyan – Ne VIII; and magenta – Mg X. Left panel: The column density
dependence on the halo mass. The galaxy sample is the fiducial galaxy
locus, and the impact parameter is fixed to 0.3 Rvir. Right panel: The
column density dependence on the impact parameter for the galaxy with
M⋆ = 7 × 1010 M⊙, and SFR = 3 M⊙ yr−1, Z = 0.3 Z⊙, and β = 0.5.

To show the ion column density dependence on the impact parameter, we choose

a MW-like galaxy with M⋆ = 7 × 1010 M⊙, SFR = 3 M⊙ yr−1, Z = 0.3, β = 0.5 and

z = 0. In CIE and TCIE models, the ionization fraction does not have a dependence

on the density, so the average ionization fraction has no dependence on the impact

parameter. Therefore, all columns follow a general radial decrease of the β-model.

For the PIE model, the significant flattening of O VIII in the small impact parameter

region shows that the ionization fraction in the inner region is much smaller than

the outer region, where the photoionization generates more O VIII (Oppenheimer &

Schaye, 2013). The turnover point is about the half of the virial radius, where about

half of O VIII is produced beyond this radius.

We consider the redshift dependence of the PIE model in Fig. 7.6, which is other-

wise similar to Fig. 7.5. At higher redshifts, the more intense UVB leads to a stronger

tail of high ionization state ions in low-mass galaxies. Also, high ionization ions (e.g.,
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Figure 7.6: Comparison of the ion column density of the PIE model at different red-
shifts. Ions are encoded in the same colors as Fig. 7.5, while solid, dotted,
and dot-dashed lines are PIE models with z = 0, z = 0.2, z = 1.0, re-
spectively. The galaxy sample configuration is also the same as Fig. 7.5.
Left panel: The column density dependence on the halo mass. Since the
virial temperature has the dependence on the redshift, the shown Tvir is
at z = 0. Right panel: The column density dependence on the impact
parameter. The higher redshift leads to a higher virial temperature, and
shifts the peaks of ions to lower-mass galaxies. Both the higher virial
temperature and more intense UVB increase the higher ionization state
ion column densities for higher redshift galaxies.

O VIII) show peaks at the lower halo mass for the high redshift galaxy, as the O VIII

column density peak moves from Mh ≈ 7 × 1012 M⊙ (z = 0) to Mh ≈ 4 × 1012 M⊙

(z = 1). This is mainly due to the increasing virial temperature at higher redshifts.

For these higher virial temperatures, the O VIII column density is no longer flat in the

small impact parameter region at z = 1, which means that the ionization of O VIII is

no longer dominated by the photoionization. Although the high density in the inner

region still reduces the ionization fraction of O VIII, a significant amount of O VIII

is produced in the inner region through collisional ionization.

7.3.4 Galaxies with the SFR Main Sequence

Using the relationship between the SFR and the stellar mass (Morselli et al., 2016),

we generate a set of galaxies with typical SFR, and calculate the ion column densities,
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Figure 7.7: The gaseous halo mass and the cooling radius of galaxies where the SFR
is given by the mean fundamental plane SFR-stellar mass relationship
of Morselli et al. (2016). Left panel: The gaseous halo mass and the
normalization factor. Right panel: The cooling radius dependence on the
halo mass. These two plots are encoded in the same way as Fig. 7.3.
The relatively higher sSFR for low-mass galaxies, leads to more massive
gaseous halos and larger cooling radius, while massive galaxies have lower
mass and smaller cooling radius compared to Fig. 7.3.

showing the result in Fig. 7.7. The sSFR has a weak dependence on the stellar mass

as sSFR ∝ M−0.28
⋆ , so the changes are modest compared to Fig. 7.3, where the

sSFR is constant for different galaxies. Due to the high sSFR of low-mass galaxies

(Mh < 1011 M⊙), these galaxies have higher normalization factors in the β-model and

gaseous halo masses. The gaseous halo mass at the high-mass end (Mh ≈ 1013 M⊙)

is decreased by a factor of two, due to the small sSFR. The cooling radius has a

moderately narrow range of 50 kpc to 200 kpc as a function of the halo mass for a

given model. Therefore, the increasing Rvir leads to a decrease of the relative cooling

radius in units of Rvir. Compared to Fig. 7.3, the cooling radius in the low-mass

range is raised until Mh ≈ 1011.5 M⊙, while it is suppressed for the massive galaxy,

corresponding to the change of sSFR. For dwarf galaxies (Mh . 5 × 1011 M⊙), the

entire gaseous halo is radiatively cooling in CIE or TCIE models, while the PIE model

always shows the cooling radius smaller than the virial radius.

We also consider the SFR modification on the ion column density, shown in Fig.
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Figure 7.8: The column density dependence on the halo mass of galaxies with fun-
damental plane SFR. The ion colors are same as Fig. 7.5. Similar to the
comparison between Fig. 7.7 and Fig. 7.3, the changing of sSFR leads to
higher column densities for low-mass galaxies, and lower column densities
for massive galaxies, compared to Fig. 7.5.

7.8. Due to the more massive gaseous halo of low-mass galaxies, the total hydrogen

column density is increased significantly, while high ionization state ions (e.g., O VII

and O VIII) changes within a factor of 1.5. The massive galaxy shows ions with

column densities slightly smaller than Fig. 7.5. Overall, the sSFR dependence on

stellar mass does not change the phenomena illustrated by the fixed sSFR models,

such as the convergence between models.

7.4 Discussion

Currently, modeling of gaseous components in halos often assume a single-temperature

CIE model or a photon-heated PIE model (Stocke et al., 2013; Werk et al., 2014;

Miller & Bregman, 2015; Nicastro et al., 2016a; Faerman et al., 2017). Improvements
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in such assumptions are warranted by observations that indicate the presence of multi-

phase medium and temperature variations over different radii (Anderson et al., 2016;

Tumlinson et al., 2017). However, both of these two temperature issues are not

well constrained observationally – there is not a universal temperature distribution

for multi-phase gas or a universal radial-dependence of the temperature (Anderson

et al., 2016; Bogdán et al., 2017; Tumlinson et al., 2017).

Besides the gas temperature, the contribution by photoionization is controversial

regarding the effect on high ionization state ions. The photoionization model is

employed to explain the low and intermediate ionization state absorption system seen

against the UV spectrum of background QSOs (Werk et al., 2014). High ionization

state ions (e.g., O VI and Ne VIII) are normally explained in the collisional ionization

model (Savage et al., 2005; Narayanan et al., 2012; Meiring et al., 2013; Pachat et al.,

2017), while they are also possible to be modeled by photoionization (Hussain et al.,

2015, 2017).

In the last decade, the effect of the photoionization and the radiative cooling has

been considered in theoretical calculations (Wiersma et al., 2009; Oppenheimer &

Schaye, 2013; Gnat, 2017). Benefiting from these numerical calculations, we apply

two improvements to the modeling of gaseous halos – the photoionization modification

and the radiative cooling multi-phase medium. These two improvements change the

radiative cooling rate of the gaseous halo, subsequently the mass of the gaseous halo,

and ions hosted by the halo. In this section, we compare our models with observations

and theoretical simulations, and discuss implications and limitations.

7.4.1 The Most Applicable Models

In our gaseous halo model, we consider the modification of the photoionization

and the effect of the radiatively cooling multi-phase medium, separately. In general,

the photoionization mainly affects the low temperature or the low-density regions. In
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the context of a gaseous halo, the low temperature gas is most common in low-mass

galaxies, while the low-density gas is on the outskirts of gaseous halos. Meanwhile,

the radiative cooling mainly occurs within the cooling radius, where the density is

high enough for the effective radiative cooling. However, these modifications have

several limitations, which should be considered when one evaluates the applicability

of these models.

For the photoionization of the gaseous halo, there are two main limitations – the

lack of ionizing photons from the host galaxy and the lack of the radiation transfer

inside the halo. First, we only employ the UVB to supply ionizing photons, however,

it is not the only source of the high-energy ionizing photons. The host galaxy also

provides ionizing radiation from the star formation or soft X-rays from shock heated

gases due to stellar winds and supernovae. Assuming an escape fraction of the unity

of soft X-rays, Suresh et al. (2017) show that the impact of the photoionization due

to the host galaxy is limited to the inner 50 kpc traced by the O VI. Typically, the

escape fraction is only several percent for low-redshift galaxies (z < 2; Grimes et al.

2009; Khaire & Srianand 2015), which indicates that the galaxy escaping ionizing

flux dominates the innermost region within the cooling radius. Second, ionizing UVB

photons will be diluted by the absorption inside the gaseous halo, which leads to

the suppression of the photoionization with the decreasing radius. The decreased

photoionization means that the medium in the inner region is more likely to be

collisionally ionized. Therefore, the UVB-only PIE model is more likely the case

for the outer region of massive halos.

We assume a time-independent cooling model for the multi-phase radiatively cool-

ing medium, where the mass cooling rate is constant over all temperatures. This

model has two assumptions – the gases at different temperatures are “well-mixed”

and the hot medium can always be supplied to keep the cooling time independent.

The first assumption means that the multi-phase ionic structure should have a physi-
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cal connection (mixture) at various temperatures to keep the same mass cooling rate,

and the cooling is only due to the radiative losses of the whole gaseous halo. How-

ever, some of the physical aspects surrounding the cooling are still uncertain, which is

related to various processes besides the pure radiative cooling – the galactic fountain,

the accretion from IGM and even the tidal effect due to nearby galaxies (Bregman,

1980; Kwak & Shelton, 2010; Marinacci et al., 2010; Gnat, 2017). These processes

introduce perturbations to the gaseous halo, which leads to denser regions and possi-

ble thermal instabilities that might enhance the radiative cooling (Armillotta et al.,

2016, 2017). These processes cannot be investigated in our analytic model, but might

find solutions in the highest resolution cosmological simulations, which is beyond the

scope of this paper. However, Thompson et al. (2016) show that the cooling can

follow the constant mass cooling rate model in a detailed radiative-cooling hot-wind

model with mass-loading and energy transfer. In their calculation, the stable cooling

model is evident in the large mass-loading factor Ṁhot/SFR & 1 case, which is related

to another assumption on the boundary condition.

This boundary condition – an infinite ambient hot medium – is required in a steady

state model to balance the cooling rate of the gas. Without this boundary condition,

the cooling will reduce the mass and the density of the hot gas, and subsequently

reduce the cooling rate in the high temperature region, which violates the constant

mass cooling rate assumption. In Thompson et al. (2016), the low mass-loading case

shows the flattened dL/d lnT in the high temperature region, indicating the lower

cooling rate, which directly results from the weakening of the boundary condition.

In the context of our gaseous halo model, this boundary condition could be satisfied

automatically when the cooling radius is significantly smaller than the virial radius,

which means that the gas beyond the cooling radius can be treated as the ambient

hot phase gas to supply the cooling medium.

Based on above discussions, we suggest that gaseous halos should be divided
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into two categories based on their host galaxy masses. For the low-mass galaxy

(Mh . 4×1011 M⊙), the PIE model is a good assumption, since its halo size is small,

and the virial temperature is low. For such a gaseous halo, the photoionization must

be considered, since it provides additional heating to support a more massive gaseous

halo, and changes the distribution of ionization states significantly. Also, low-mass

galaxies normally have lower SFR (. 1 M⊙ yr−1), which reduces the ionizing flux

from the host galaxy, and it is approximately correct to assume the UVB-dominated

photoionization. However, one potential issue is that the stellar feedback is stronger

with the decreasing halo mass, which implies the feedback heating is higher and the

γ factor is smaller in Equation (2). Considering this effect, the low-mass galaxy

may host a higher mass halo than the PIE model predicts. Considering the radiative

cooling, we could use the TPIE model, which is more realistic, since the cooling radius

is smaller than the virial radius as shown in Fig. 7.7. In the next section, we will

show that the photoionization modification on the TCIE model is similar to its effect

on the CIE model.

For a high-mass galaxy (Mh & 4 × 1011 M⊙), the virial temperature is high

(> 105.5 K) and the cooling radius is smaller than the virial radius. Therefore, we

suggest that the whole gaseous halo should be divided into two parts – the inner high-

density region within the cooling radius and the outskirts , which is a low-density

region. In the inner region, the cooling produces a multi-phase medium, therefore,

the TCIE model is preferred. Also, in this case the boundary condition is satisfied to

maintain the system in a steady-state. Beyond the cooling radius, the PIE model is

appropriated due to the density of . 5 × 10−5 cm−3.

7.4.2 The Multi-Phase Cooling Medium With Photoionization

The TPIE model – the stable radiative cooling model with the photoionization

– is a more complex extension of the earlier models, and there are two potential
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issues with such a model. First, with the effect of photoionization increasing, the

gas could be in a net heating phase, which could break our assumption on the stable

radiative cooling model. This phenomenon is important where the photoionization

might support gaseous components in special situations, such as at 104 K and within

∼ 1 kpc of the plane (as occurs in the Milky Way – the gaseous disk). However, this

case is not the aim of our models. Second, the TPIE model leads to a radial dependence

in the temperature distribution, since PIE cooling curves have a dependence on the

density. This involves the modeling of the cooling flow, which is not included in our

models. Meanwhile, as we will show below, the TCIE and PIE models can be a good

approximation for the TPIE model in different situations.

In the TPIE model, there are two modifications compared to the previously defined

model. First, the lower limit of temperature in TPIE is no longer fixed at 104.5 K

due to the potential heating. We set a minimum emissivity of 10−26 erg cm3 s−1

(corresponding to a minimum temperature), which sets a dynamic range of more

than three orders of magnitude for the emissivity. If this temperature is higher than

104.5 K, then the local minimum temperature is changed to the new temperature

with the minimum emissivity. In practice, only few percent of gas has the new lower

limit of temperature (about 5 × 104 K to 105 K), which is not far from our fixed

minimum temperature (3 × 104 K). Second, for different temperatures, the density

is also different due to the pressure balance, which leads to different cooling curves.

However, this involves radiative transfer to obtain the photon spatial distribution

in the gaseous halo. Therefore, we ignore such an effect and use the cooling curve

of the total density to calculate the mass-temperature distribution for all different

temperatures.

In the calculation of TPIE, we use the galaxy sample with the typical SFR depen-

dence on the stellar mass. Other parameters are fixed, including the metallicity of

Z = 0.3 Z⊙, redshift of z = 0, β = 0.5, and the impact parameter of 0.3 Rvir. The
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Figure 7.9: The comparison between PIE, TCIE, and TPIE models. Ions have the same
colors as in Fig. 7.5, while solid, dotted and dot-dashed lines are TCIE,
PIE, TPIE models, respectively. Left panel: We compare the TCIE and
TPIE models, which are the most realistic. For Tvir values below the peak
column densities of the TCIE model, the column is considerably enhanced
for the metal ions due to the photoionization modification. Right panel:
We compare the PIE and TPIE models, where more relatively low ions for
massive galaxies (e.g., O VI) is produced due to the cooling of the high
temperature medium.

results are compared to TCIE and PIE models, as shown in Fig. 7.9.

The gaseous halo mass is proportional to the normalization factor in the β-model,

which is also indicated by the hydrogen column density. For the gaseous halo mass,

the TPIE model converges to the TCIE model for massive galaxies (& 1012.5 M⊙),

and show similarities with the PIE model (with the shift to the high mass galaxy)

for low-mass galaxies (. 1011.5 M⊙) as expected. Overall, the TPIE is roughly a

direct summation of the effect of the photoionization and the cooling temperature

distribution. For massive galaxies, the TCIE model is a good approximation of the

TPIE model, which has enhanced “low” ionization state ions (e.g., O VII from the

cooling of O VIII). In the low-mass range, the gaseous halo is mainly dominated

by the photoionization, which enriches the high ionization state abundance at low

temperatures (e.g., O VI or O VII). Therefore, the TPIE model can be approximated

by a combination of PIE and TCIE models for all mass ranges.
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7.4.3 The γ Factor

In our model, we introduce a γ factor in Equation (2) to account for the stellar

feedback heating. In the previous calculation, this γ factor is fixed at unity for

simplicity. However, the γ factor varies over different galaxies, which is determined

by the detailed physics of the stellar feedback – supernovae (SNe), stellar winds,

photoionization due to the star light and the radiation pressure (?). ? shows that

the SN feedback dominates the stellar feedback, although only SN feedback cannot

produce observations.

SNe can launch a galactic wind that ejects materials and energy into the gaseous

halo or beyond the virial radius (Fielding et al., 2017a). The strength of the galactic

wind can be modeled by the mass-loading factor η as Ṁout = ηSFR. The mass-loading

factor (at 0.25 Rvir) has a dependence on the galaxy halo mass (Muratov et al., 2015):

η = 2.9(1 + z)1.3
(

Vc

60 km s−1

)−3.2

, Vc ≤ 60 km s−1,

η = 2.9(1 + z)1.3
(

Vc

60 km s−1

)−1.0

, otherwise, (7.14)

where Vc is the circular velocity. This is a specific wind model obtained by parametriz-

ing the galactic winds in the FIRE simulations (Hopkins et al., 2014). For the energy

carried by the galactic wind, we only consider the kinetic energy, ignoring the internal

energy, since the temperature of the galactic wind is found to be much lower than

the virial temperature in simulations (Fielding et al., 2017a). For the wind internal

energy, Thompson et al. (2016) showed a semi-analytic model for the cooling wind,

and found a drop of the temperature at the radius of 5−10 kpc for high mass-loading

cases (η > 0.8), which agree with Muratov et al. (2015). The wind temperature is

only about one tenth of the virial temperature, when it enters the innermost radius

in our model. Therefore, the internal energy of the wind is negligible compared to

the virial temperature of the halo.
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Figure 7.10: The stellar feedback parameter γ as a function of halo mass, where higher
1/γ indicates stronger stellar feedback heating.

The wind velocity is Vwind = 0.85V 1.1
c , which is also measured at 0.25 Rvir (Muratov

et al., 2015). Based on these relationships, we can set an upper limit for the stellar

feedback, since not all of the kinetic energy can be converted into the internal energy

of the gaseous halo. Some of the galactic wind will be recycled before it is well-mixed

with the gaseous halo, and some will be ejected out of the galaxy halo. Therefore,

the lower limit of γ factor is calculated by:

1

γ
= 1 + η(Vc)(

V 2
wind

V 2
c

− 1), (7.15)

Then, the γ factor is around 0.14 for the lowest mass galaxies, and around 0.5 for

galaxies with masses higher than 1011 M⊙. We show the halo mass dependence of γ

in Fig. 7.10.
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7.4.4 The O VI Puzzle

From our models, we find that the O VI column lies in a moderately narrow

range close to 1014 cm−2 for all masses of galaxies due to either the photoionization

(in low-mass galaxies) or the low-temperature cooling medium (in massive galaxies;

Fig. 7.11). Current observations show that the O VI has a significant dependence

on the star formation rather than the stellar mass (Tumlinson et al., 2011), which

seems to be reproduced by the TPIE model. Therefore, we compared the prediction

from our models with observations, and we adopt three samples – COS-Halos (Werk

et al., 2013), Johnson et al. (2015) and Johnson et al. (2017). Our models have the

parameters Z = 0.3 Z⊙, β = 0.5 and the SFR is from the main-sequence relationship

(also modified using redshift; sSFR ∝ (1 + z)3). The impact parameters of 0.3 Rvir

and 0.6 Rvir are shown since the COS-Halos sample is limited to < 0.55 Rvir. The

redshift is set to 0.2 since most of the O VI samples have z̄ ≈ 0.2. As shown in Fig.

7.11, the TPIE model can be approximated by the combination of PIE and TCIE with a

broad transition around Mh ≈ 3×1011M⊙. Therefore, in the following discussion, the

TPIE designation represents the combination of PIE and TCIE models. For low-mass

galaxies (Mh . 3 × 1011M⊙), the O VI is mainly ionized through photoionization

for the whole gaseous halo, while for the higher mass galaxies, the cooling medium

corresponds to the majority of observed O VI. The TPIE model predicts a narrow

range of column densities from Mh = 3 × 1010 M⊙ to 2 × 1013 M⊙. In most mass

regions, the TPIE model predicts an O VI column density of 1013.5 cm−2 to 1014.1 cm−2.

For the COS-Halos sample, the line shape of O VI usually shows multiple compo-

nents, which can be separated by using the Voigt profile fitting. However, in addition

to component separation, there is the issue of the host galaxy. Werk et al. (2013)

assigned one galaxy for each multi-component absorption system and calculated the

SFR. Therefore, we adopt their measurements based on the apparent optical depth

method, which does not separate different components. One caveat is that this treat-
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Figure 7.11: Comparison of O VI columns in our models and observations. Left panel:
Comparison with O VI-galaxy pairs. The cyan lines are the TPIE model,
and the solid line has an impact parameter of 0.3 Rvir, while the dashed
cyan line is 0.6 Rvir; most observations fall between these two impact
parameters. The black dashed line is the TCIE model with an impact
parameter of 0.3 Rvir, while the yellow dashed line is PIE model with
the same impact parameter. The filled circle marks the O VI column
in Werk et al. (2013), and the red color indicates that the SFR is lower
than the typical SFR, while the blue color indicates higher SFR values.
The upper limit for column density is the detection threshold. The
sample of Johnson et al. (2015) is shown by diamond symbols, and the
color indicates whether the galaxy is early-type (red) or late-type (blue).
The sample of Johnson et al. (2017) is shown in yellow left triangles.
The COS-Halos sample lies about 0.5dex over our models. Right panel:
Comparison with blind O VI surveys. Three samples are marked in blue,
black slashed, and red slashed regions for Thom & Chen (2008a), Chen
& Mulchaey (2009), and Savage et al. (2014), respectively. The median
value for these samples are shown in corresponding solid lines, which are
consistent with our models.
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ment of different components might give higher O VI column densities than the

isolated gaseous halo. Several galaxies in the COS-Halos sample have other lower

mass galaxies at the same redshift in the same field or lie in galaxy groups, which

may introduce contamination from the other galaxies or from the intragroup medium.

Since the COS-Halos sample also provides the SFR for each galaxy, we mark with

blue a galaxy that has a SFR higher than the SFR calculated from the SFR main

sequence, while a lower one is red. For galaxies with non-detections of O VI, we set

the upper limit as the detection limit if it is available.

The Johnson 2015 sample considered galaxies in groups or clusters with isolated

galaxies, so we used only isolated galaxies with impact parameters smaller than the

virial radius. Johnson et al. (2015) do not have information on the SFR, but they

report the galaxy type. Therefore, we assign early-type galaxies with red colors

and late-type with blue colors. This color encoding is different from the COS-Halos

sample, but will not affect the general tendency. The Johnson 2017 sample focuses

on dwarf galaxies with stellar masses in logM⋆ = 7.7 − 9.2 (Johnson et al., 2017).

For these galaxies, no color is assigned, since no SFR information is available.

In Fig. 7.11, most of the detected O VI have column densities of & 1014 cm−2, no

matter whether the SFR is above or below the typical SFR. Overall, the difference

is about 0.3 − 0.5 dex, which may be accounted for by two explanations. One is the

heating from the stellar feedback, which might produce a smaller γ factor in Equation

(2). A factor of 4 to 10 can raise the normalization factor in the β-model by a factor

of 2 to 3, which also raises the O VI column density by the same ratio. Similarly,

McQuinn & Werk (2018) showed that a cooling flow with 100 M⊙ yr−1 can account

for the observed O VI column density, and that most of the cooling flow might be

destroyed by stellar feedback. However, the galactic wind only feedback model is

unlikely to be sufficiently energetic based on our calculation in Section 4.3. Another

possibility is that the observed O VI is overestimated due to the intragroup medium
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contamination or the overlap of multiple gaseous halos in the sightline (Stocke et al.,

2014).

To address this possibility further, we do not limit the sample to O VI-galaxy

pairs, but also consider all intervening O VI absorption systems from blind surveys.

We consider three samples – Thom & Chen (2008a), Chen & Mulchaey (2009), and

Savage et al. (2014). These three samples have some overlap with each other, but since

the detection methods are not the same, they are also complementary to each other.

In Thom & Chen (2008a), the median O VI column density is logN(OVI) = 13.9 with

a standard deviation of 0.4 dex, while in Chen & Mulchaey (2009), the O VI column

density has a median value of logN(OVI) = 13.8 and a scatter of 0.4 dex. In Savage

et al. (2014), the components are reported separately. The median column density of

single O VI components is logN(OVI) = 13.68 with a range of 13.00 to 14.59. The

average number of components per O VI absorption system is around 1.6, which leads

to the average O VI column density for each O VI system of logN(OVI) = 13.87.

These three surveys are consistent with each other in terms of the median and range

of N(OVI).

Although these intervening O VI systems currently do not have detected host

galaxies, it is possible that they are also the gaseous halo of galaxies, whose luminosi-

ties are below 0.1 L∗ (Mh < 3×1011 M⊙; the detection limit of the COS-Halos galaxy

sample). If this is the case, these O VI observations show a significant difference from

the COS-Halos sample, whose median is logN(OVI) = 14.5 with a scatter of 0.26 dex

(only accounting for the detected O VI).

Since the COS-Halos sample provides the SFR for each O VI-galaxy pair, we built

a specific model (with γ) for individual systems based on its stellar mass, SFR, and

impact parameter from Werk et al. (2014). We only use the physical impact parameter

from the COS-Halos sample, and we recalculate the relative impact parameter using

Rvir calculated from Equation (3) with a mean halo density of 200ρcrit rather than
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200ρmatter. These recalculated virial radii are smaller than those presented in Werk

et al. (2014) by a factor of ≈ 30 − 40% within the redshift range of z = 0.14 − 0.36.

This modification leads to larger relative impact parameters. For the QSO-galaxy

pair J1437+5045 and 317 38 (here we use the same notation of COS-Halos sample –

position angle and angular separation), our calculation leads to the virial radius of

140.2 kpc, which indicates that the absorption system is beyond the virial radius at

z = 0.246 with the impact parameter of 143 kpc. Although different stellar mass-halo

mass relationships and different cosmological constants can lead to different results

on the virial radius, the systems with reported ρ/Rvir > 0.5 are actually further out

in the halo (ρ/Rvir > 0.8).

Our calculations for the O VI column density are shown in Fig. 7.12. If the

SFR of a galaxy is the upper limit, we can only derive the upper limit of the O VI

column density. Among 30 systems with detectable O VI, there are five that do

not have measurable SFRs. It is clear that some of these five systems are in galaxy

groups – the galaxy 211 33 of QSO J1133+0327 has a similar redshift (∆z < 0.0002)

to the galaxy 110 5 adopted in the COS-Halos study, and the galaxy 35 14 of QSO

J0910+1014 has the similar redshift of the galaxy 242 34. For these O VI absorption

systems, it is possible that they are due to the intragroup medium or smaller galaxies

that are closer, since we have shown that the O VI column density can be detected for

low-mass galaxies (Mh < 3×1011 M⊙), which is consistent with observations (Johnson

et al., 2017). Such contamination may also explain some of the difference between

the model and the observation. As shown in Bregman et al. (2018), there are two

small galaxies surrounding QSO J1009+0713 with a redshift of 0.3556 similar to the

galaxy 170 9 (0.3557). For this system, the O VI has four components, which have

velocities of −95 km s−1, 25 km s−1, 117.2 km s−1, and 200.7 km s−1. For the galaxy

170 9, our model predicts logN(OVI) = 14.41, while the two components of two high

velocities are 14.21± 0.16 and 14.34± 0.05, respectively. The two components at low
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Figure 7.12: Specific models for the COS-Halos O VI sample. Left panel: For each
system, the predicted O VI column density is calculated with the re-
ported stellar mass, the SFR, and the impact parameter. If the SFR is
only an upper limit, then our models predict an upper limit. The solid,
dashed, and dotted lines indicate models are equal to observations, 10%,
and 1% of observations. For detected objects, the model are typically a
factor of 3− 5 lower than the observations, which is consistent with Fig.
7.11. Right panel: The sSFR dependence of the O VI column density.
The red diamonds are the observations, while the cyan squares are our
models.

velocities are larger contributors (14.61 ± 0.05 and 14.52 ± 0.12) to the total O VI

column density of 15.00± 0.03, and we suggest that they may be associated with the

two small galaxies with slightly lower redshifts. Overall, our specific models show a

difference of 0.5 dex smaller than the detected O VI from COS-Halos, which is similar

to our general comparison shown in Fig. 7.11.

In Fig. 7.12, we also show the relationship between the sSFR and the O VI

column density. Our models show results similar to the Evolution and Assembly of

GaLaxies and their Environments (EAGLE) simulation (Oppenheimer et al., 2016).

For star-forming galaxies, the predicted O VI column densities are about 0.5 dex

lower than the observation, while we predict lower O VI column densities for passive

galaxies (our upper limit is lower than those simulated in EAGLE; Oppenheimer et al.

2016). The difference for passive galaxies may be due to the lack of AGN heating

in our models. The AGN feedback is also proposed to explain the strong O VI in
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star forming galaxies (?), but as discussed above, this difference is possibly due to

contamination in COS-Halos sample.

7.4.5 The Galactic O VII/O VIII

The O VII and O VIII ions have resonant lines in the X-ray band at 21.60 Å

and 18.97 Å. However, the detection of these two ions is limited by the current

X-ray observatory sensitivity, and only O VII and O VIII in the Milky Way have

been confirmed in both absorption and emission (Nicastro et al., 2002; Wang et al.,

2005; Henley & Shelton, 2012). The modeling of the O VII and O VIII emission

lines shows that the gaseous halo of the MW has a normalization parameter of

1.35±0.24×10−2/Z cm−3 kpc−1.5 (Miller & Bregman, 2015). For the MW model, we

adopt M⋆ = 7× 1010 M⊙, Mh = 1.7× 1012 M⊙, Z = 0.3 Z⊙ and a SFR of 1 M⊙ yr−1.

This MW model leads to a normalization parameter of 1.75 × 10−2 cm−3 kpc−1.5,

1.62× 10−2 cm−3 kpc−1.5, 1.24× 10−2 cm−3 kpc−1.5 and 1.15× 10−2 cm−3 kpc−1.5 for

the CIE, PIE, TCIE and TPIE models, respectively. For a distance to the galactic center

of 8 kpc, the sightline with the galactic latitude of 90◦ has a column density that is half

of the sightline with an impact parameter of 0.03 Rvir (8 kpc). Then, the predicted

column density is logN(OVII) = 15.6, 15.7, 15.8, 15.6 for CIE, PIE, TCIE and TPIE,

respectively. These column densities lead to an EW of 12 mÅ (logN(OVII) = 15.7),

which is less than the most of the observations as summarized in Hodges-Kluck et al.

(2016b), where the mean in this direction (b > 60◦) is about 25 mÅ. The correspond-

ing O VIII column densities are 13.9, 14.7, 13.0 and 14.4 for our four models, which

is about one order of magnitude lower than observations (Gupta et al., 2012). These

modelings show two issues – the ratio of N(OVIII)/N(OVII) is too low and the total

amount of oxygen is less than the observation.

For the N(OVIII)/N(OVII) ratio, there are two ways of improving the agree-

ment with Galactic observations – raising the maximum temperature or extending
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the gaseous halo beyond the virial radius. First, for a Mh = 1.7 × 1012 M⊙ halo, the

virial temperature is around 106 K, while the measured hot gas temperature is around

1.5− 2× 106 K (Henley & Shelton, 2012; Miller & Bregman, 2015; Nevalainen et al.,

2017). Also, it is evident that the hot gas temperature is higher than the virial tem-

perature for most elliptical galaxies (Davis & White, 1996; Brown & Bregman, 1998;

Goulding et al., 2016). This higher temperature can increase the N(OVIII)/N(OVII)

ratio significantly, since the O VIII ion traces the higher temperature gas. Second,

an extended gaseous halo also changes this ratio involving the photoionization modi-

fication as shown in the Section 3.3. Therefore, increasing the maximum radius helps

to increase the N(OVIII)/N(OVII) ratio.

To increase the total amount of the oxygen, there are also two approaches – having

an extended gaseous halo and increasing the metallicity. For the MW, the cooling

radius is smaller than the virial radius, which means that the larger maximum radius

will not reduce the normalization factor in the β-model, so this modification only

increases the gaseous component surrounding the galaxy, hence the metal mass. As

stated in Section 3.2, for a given galaxy-gaseous halo pair (fixed the SFR and the halo

mass), higher metallicity leads to a higher total metal mass, although the gaseous halo

mass is reduced. Therefore, a higher solar metallicity halo can solve the problem of

the small O VII column density in our model.

To illustrate these possibilities, we construct a TPIE model to match the galactic

O VII and O VIII observations. In the modified model, we vary two parameters –

the maximum temperature Tmax = αTvir and the metallicity. We use the observation

summarized in Faerman et al. (2017), which has N(OVII) = 1.4(1.0−2.0)×1016 cm−2

and N(OVIII) = 0.36(0.22−0.57)×1016 cm−2 (also see Gupta et al. 2012; Fang et al.

2015). The O VI is also considered to show whether it can be reproduced in the same

model, and the column density of halo O VI is logN(OVI) = 13.95 ± 0.34 (Sembach

et al., 2003). For the O VI column density, the contribution from the disk is excluded
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Figure 7.13: Modified model for Galactic O VII and O VIII, constrained by observa-
tions, as a function of metallicity and temperature. Left panel: Models
with the nominal value for γ (= 1). The dashed lines indicate the ac-
ceptable region for each ion within 1σ. O VIII, O VII, and O VI are
in yellow, red, and green, respectively. The thick colored lines indicates
the median value of different ions. The blue star indicates the preferred
solution with T ≈ 1.90 × 106 K and Z = 1.02 Z⊙. Right panel: Models
with enhanced stellar feedback (γ = 0.5), as given in Fig. 7.10. The
symbols are the same as the left panel, but the preferred solution is
T ≈ 1.93 × 106 K and Z = 0.55 Z⊙.

based on the velocity criterion (Savage et al., 2003).

In Fig. 7.13, we explore the parameter space of α = 1.5−3 and Z = 0.3−1.2 Z⊙,

which is determined by the N(OVIII)/N(OVII) ratio and column densities. The

acceptable region for each ion is constrained by the observational limits, therefore,

the overlap region indicates the preferred parameter space, while the cross of lines

indicates the preferred model. Our modified model suggests a super-solar metallicity

of 1.02 Z⊙ and a maximum temperature of 1.9×106 K. This high metallicity solution

is not favored since it is very unlikely for the gaseous halo to have higher metallicity

than the galaxy disk. This high metallicity is caused by the high oxygen column

density in the observation, which can be solved when the γ factor is considered.

Involving the γ factor in Equation (2) can lead to a higher mass gaseous halo, since

a γ < 1 leads to a higher radiative cooling rate. The typical γ factor for the MW is

around 0.5. Applying this modification to our model, we will obtain lower metallicity
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solutions, since the small γ factor leads to a more massive gaseous halo and more

metals. Then it is not necessary to have high metallicities to account for observed

oxygen. We obtain the best model of the MW gaseous halo with the metallicity of

0.55 Z⊙ and the maximum temperature of 1.9 × 106 K, showing column densities of

logN = 13.95, 16.15 and 15.53 for O VI, O VII, and O VIII ions, respectively. The

normalization factor of the β-model is 1.91 × 10−2 cm−3 kpc3β , and the gaseous halo

mass is 1.94×1010 M⊙, which contributes 7% to the total baryon mass. The emission

line studies of O VII show a normalization factor of 3.39+0.67
−0.55× 10−2 cm−3 kpc3β with

0.3 Z⊙ (Li et al., 2017b), which is equivalent to 1.85×10−2 cm−3 kpc3β with 0.55 Z⊙.

Therefore, our MW gaseous halo solution also matches with the emission line study.

We now consider the magnitude of column density increases when the gaseous

halo is extended beyond the virial radius. Assuming the maximum radius is twice

the virial radius, the change in the column density is about 5% to 8%, which is not

enough to account for the observed O VII and O VIII column density. Therefore,

compared to the heating due to the stellar feedback, extending of the maximum radius

is a secondary effect for the column density, although it leads to a significant increase

in the mass, which will be discussed in Section 4.7.

7.4.6 Intervening Ne VIII/Mg X Systems

The Ne VIII and Mg X occurs in the extreme UV band (770 Å and 610 Å respec-

tively), which can only be detected for extragalactic galaxies due to the wavelength

limit of Galactic absorption (912 Å) and due to the UV observing band of HST/COS

(1150 − 1750 Å). The Ne VIII is detectable in the redshift of 0.5 to 1.3, while the

Mg X is detectable between z = 0.9 and 1.8. At higher redshift, galaxies have a

higher mean sSFR, which results in a more massive gaseous halo. In the redshift

range of z = 0.7 to z = 1.2, the SFR is raised by a factor of 5 − 10, which makes the

gaseous halo 2− 3 times more massive, with a similar increase in the column density
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Figure 7.14: Comparison of Ne VIII (cyan) and Mg X (magenta) in our models and
observations. The solid, dashed, and dotted lines are the TPIE model
with impact parameters of 0.3 Rvir, 0.6 Rvir, and the TCIE model with
0.3 Rvir. The Ne VIII-galaxy pair data is from Narayanan et al. (2012),
while the Ne VIII absorption in PG 1206+459 is broken into seven com-
ponents, and it is not clear which one corresponds to the reported galaxy
(Tripp et al., 2011).

of Ne VIII and Mg X. In Fig. 7.14, we show our models of the Ne VIII and Mg X

columns at the redshift of 1.

As summarized in Pachat et al. (2017), the median of the detected Ne VIII is

logN(NeVIII) = 13.98 ± 0.31, varying in the range of logN(NeVIII) = 13.30 to

14.65. The observed Ne VIII column density shows consistency with our model in

a wide galaxy mass range. For the host galaxy, current observations show it varies

from 0.08 L∗ to ≈ 2 L∗(Narayanan et al. 2012 and reference herein), which is also

well matched with our models. For MgX, there is only one detection towards LBQS

1435-0134, with the column density of logN(MgX) = 13.89 ± 0.10 (Qu & Bregman,

2016), which is also consistent with the model for a (sub-)L∗ galaxy.
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The Mg X system in LBQS 1435-0134 is a good example to study the multi-phase

medium in the gaseous halo since it has a wide ionization state coverage (i.e., from

O III to Mg X), and most of them are high ionization state ions (higher than O IV).

In Qu & Bregman (2016), it is modeled by a three-temperature CIE model or a power

law model of the column density-temperature distribution with an index of 1.55. This

power law model has a total χ2 of 3.3 with 7 degrees of freedom. We notice the power

law index is approximately the slope of the mass-temperature distribution M(T ) in

the cooling model, therefore we fit this Mg X system using the TCIE model (Fig.

7.15). The only one variable is the stellar mass, and the SFR is calculated based on

the stellar mass and modified by the redshift of 1.2. We use three different impact

parameters of 0.2, 0.3 and 0.6. The fitting results are logM⋆ = 10.76 (logMh = 12.1)

with total χ2 = 65.7 (dof = 10), 10.64 (12.0) with χ2 = 30.0 (10) and 10.56 (11.9)

with χ2 = 131.1 (10), respectively. Therefore, the Mg X system is likely to be a (sub-

)L∗ galaxy at the redshift of 1.2. For the best model with ρ = 0.3 Rvir, the most of χ2

(22.0/30.0) is from three ions H I, O IV and Ne VIII. These deviations may be caused

by the uncertainty in the lower and the upper limits of the temperature distribution.

Extending the lower limit can increase the low and intermediate ionization state ions,

while extending the upper limit can decrease the Ne VIII column density as shown

in Fig. 7.14 regarding the logMh = 12.0. Therefore, although the best reduced χ2 is

around 3, it is a valuable step in modeling such a complex object (the gaseous halo)

with a simple physical model.

7.4.7 Mass Budget

The galaxy missing baryon problem is a crucial aspect of both observation and

theory for galaxy formation and evolution, so we also check whether our gaseous halo

model can address this issue. In Fig. 7.16, we show the baryonic fraction for models

considered for typical star-forming galaxies. In all mass regions, the cosmic baryonic
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Figure 7.15: The fitting result of TCIE for the Mg X system in the sightline to-
wards LBQS 1435-0134 (Qu & Bregman, 2016). For each ion, the
temperature is the peak temperature of the ionization fraction, and
the error bar is the full width of the half maximum, while the y axis
value is the normalized column density gradient, which is given by
dNH,ion

dT
=

dNH,model

dT
×Nion,observed/Nion,model. The solid line is the power law

model in Qu & Bregman (2016), while dashed, dotted, dash-dotted lines
are stable cooling models with impact parameters of 0.3 Rvir, 0.2 Rvir,
and 0.6 Rvir, respectively. Note that the ρ = 0.2 Rvir line overlaps with
the ρ = 0.3 Rvir line. Therefore, it is clear that the observed power law
column density distribution is actually a result of the cooling medium.
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Figure 7.16: The baryonic fraction dependence on the halo mass. Left panel: The CIE,
PIE, TCIE and TPIE models are shown in dot-dashed, dotted, solid and
dashed lines, while the black dashed line is the cosmic baryonic fraction,
and the red solid line is the stellar content baryonic contribution. Blue
lines are the gaseous-halo-only baryonic fraction, while cyan lines are
the total baryonic fraction enclosed in the virial radius. The magenta
diamonds are the baryonic fraction from the EAGLE simulation (Schaller
et al., 2015). Right panel: The baryonic fraction due to the gaseous halo
is increased for the enhanced stellar feedback given in Fig. 7.10. The
largest increases occur at lower masses and points at which the stellar
and gaseous halos are equal occur at Mh = 6 × 1010 M⊙ for the TPIE

model.

fraction is significantly higher than the total baryonic fraction of galaxies, which

indicates that the gaseous halo within the virial radius cannot account for missing

baryons of galaxies in the mass region considered. The overall tendency shows that

the low-mass galaxy is more baryon-poor than the massive galaxy, showing a sharp

rise between Mh ∼ 1011 M⊙ and 4 × 1011 M⊙. The baryonic fraction is almost a

constant fb ≈ 0.05 − 0.06 for galaxies with higher masses than 5 × 1011 M⊙.

These baryonic fractions are the median values for galaxies at different masses,

while it is possible to have significant scatter due to the SFR scatter. With the SFR

scatter of 0.4 dex (Renzini & Peng, 2015), the baryonic fraction could have a scatter

of 0.2 dex based on the square root relationship between the sSFR and the gaseous

halo mass. This scatter is consistent with cosmological simulations, which shows

the baryonic fraction can vary between 20% to 100% of the cosmic baryonic fraction
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(Marinacci et al., 2014; Muratov et al., 2015; Schaller et al., 2015; Suresh et al., 2017).

That low-mass galaxies have a low fb is the direct result of both low stellar mass

and the high cooling rate. Although they have a relatively high sSFR, the gaseous

halo is still low mass and comparable to the stellar mass within a factor of 2. This

tendency is consistent with the simulation effort (EAGLE) when the halo mass is

smaller than ≈ 3 × 1012 M⊙ (Schaye et al., 2015; Schaller et al., 2015). EAGLE

has prescriptions for the star formation, stellar evolution, stellar feedback and AGN

feedback. The discrepancy between the EAGLE simulations and our models in the

high mass region is due to the lack of heating from the AGN feedback in our model,

which is positively related to the halo mass rather than the stellar mass. In the low-

mass region, the baryonic fraction in our model is slightly less than Schaller et al.

(2015) by a factor of . 2 at the halo mass of 1011 M⊙. This might emphasize the

importance of the stellar feedback for the low-mass galaxies, and a γ factor of 0.1−0.2

can account for such a difference. Involving the γ factor described in Section 4.3, we

set the upper limits for the baryonic fraction in our models, which is also shown in

Fig. 7.16. The modification on the γ factor leads to higher baryonic fraction in low-

mass galaxies, which is consistent with our hypothesis that low-mass galaxies have

higher stellar feedback heating.

However, the trend of increasing baryonic fraction with the halo mass is signifi-

cantly different from the Illustris simulation, which also has full stellar physics and

AGN feedback (Vogelsberger et al., 2014). The Illustris simulation shows the oppo-

site tendency with the low-mass galaxy having more baryonic material (even higher

than the cosmic baryonic fraction) enclosed in the virial radius (Suresh et al., 2017).

This result may be a result of the photoionization, which is included in Illustris but

not EAGLE. Our models show that the photoionization modification is important for

low-mass galaxies, since it can support a more massive gaseous halo. Nevertheless,

the divergence between Illustris and EALGE is very unlikely to be caused by the

272



photoionization modification, since it has also been shown that the photoionization

can only raise the gaseous halo mass by a factor of about 2, down to the stellar mass

of 8 × 107 M⊙ (see Section 3.1). This difference is more likely to be caused by the

weak stellar feedback employed in Illustris, which is set to keep gas inside the halo

(Suresh et al., 2017).

Another consideration that might moderate the missing baryon problem is having

a gaseous halo extending beyond the virial radius. When we change the outermost

radius for the gaseous halo from one virial radius to twice the virial radius, the gaseous

halo mass is increased by a factor of the 2−3. For an L∗ galaxy (Mh = 1.7×1012 M⊙,

SFR = 5 M⊙ yr−1), the cooling radius is 173 kpc (less than the virial radius of

253 kpc), which indicates that the increasing of outermost radius will not change

the normalization factor in the β-model. Modifying the outermost radius raises the

mass from 2.6 × 1010 M⊙ to 7.4 × 1010 M⊙, raising the baryon fraction from 0.055 to

0.083. Therefore, in the case that the cooling radius is smaller than the virial radius,

the factor is fixed to 2.83, otherwise, the factor is slightly smaller but still around

2. This would raise the baryonic fraction, but still not enough to account for all of

the missing baryons for L∗ galaxies. For the high mass and the low-mass end of the

galaxy distribution, the total baryonic fraction is raised by a factor of ≈ 2, since most

of the mass is in the gaseous halo rather than the stellar content.

7.4.8 Future Observations

An issue highlighted by this work is that one needs measurements for ions that

are the dominant volume filling ions, which traces the gas that is near hydrostatic

equilibrium and is at the temperature of most of the gaseous mass. In practice, this

requires that we obtain O VII and O VIII absorption line data for galaxies with

Mh > 3 × 1011 M⊙. Absorption in O VII is available for the MW for about two

dozen sight lines and in O VIII for a handful of objects (Fang et al., 2015; Hodges-
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Kluck et al., 2016b). A significant advance can be realized through improved S/N for

O VII and especially O VIII as well as for a larger number of sightlines. This will not

happen with existing instruments (XMM-Newton and Chandra), which have already

devoted about 20 Msec of observing time toward bright objects, so improvements

would require several times this amount.

For external galaxies, no O VII or O VIII absorption lines have been detected

(Nicastro et al., 2016b). Sight lines through the halos of external galaxies (0.3−1 Rvir)

are expected to be nearly an order of magnitude weaker than those from the MW.

The failure to see these lines is consistent with model predictions, given the sensitivity

of current instruments and the amount of redshift space that has been probed.

Detecting O VII and O VIII through a sample of external galaxy halos will require

a new instrument with capabilities that offer at least an order of magnitude improve-

ment. Such an instrument would also offer a breakthrough in the study of these lines

in the MW. This level of improvement is possible through Arcus (Smith et al., 2016b),

an Explorer class mission that will have nearly an order of magnitude improvement

in both spectral resolution and in collecting area, relative to the XMM-Newton/RGS

(and a larger improvement relative to the Chandra/LETG). The spectral resolution

will be about 3000 (100 km s−1), providing kinematic information as well as insights

into turbulence. The Athena mission will also add to our understanding of these

absorption systems, but its spectral resolution is poorer than that of XMM-Newton

(1300 km s−1), so kinematic information will be limited (Barcons et al., 2017). The

Lynx mission concept will offer another order of magnitude increase in collecting area,

relative to Arcus and with double the resolution (50 km s−1), which approaches the

thermal width of gas at 2 × 106 K (Gaskin et al., 2016). It will be sensitive to much

weaker lines and will provide excellent kinematic information.
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7.5 Summary

We report upon a gaseous halo model connecting the SFR and the radiative cooling

rate, including photoionization and a multi-phase medium. This model predicts a

comparable gaseous halo mass to the stellar mass, and can be employed to understand

observations of high ionization state ions (i.e., O VI, O VII, Ne VIII, Mg X, and

O VIII). We summarize our major results:

1. Photoionization is the most important physical process in determining the rela-

tive ion distribution in the entire extended gaseous halo of low-mass galaxies and

the outskirts of massive galaxies. For low-mass galaxies (Mh < 3 × 1011 M⊙),

photoionization supports a more massive gaseous halo, and generates high ion-

ization state ions (e.g., O VI and O VII). For more massive galaxies, photoion-

ization leads to more high ionization state ions in the outskirts (i.e., the O VIII

of the MW).

2. The multi-phase medium within the cooling radius can be modeled by the dis-

tribution of M(T ) ∝ T/Λ(T ). This multi-phase medium leads to a flattened

dependence of high ionization state ion column densities with galaxy halo mass.

More relatively low ionization state ions (compared to the virial temperature)

are generated because of the cooling from the high temperature medium.

3. Overall, our models predict the mass of the gaseous halo is comparable to the

stellar mass (within one order of magnitude) for star forming galaxies over all

halo masses. The cooling radius is expected to vary between 50−200 kpc, which

is a small variation when compared to the two order of magnitude range in the

halo mass.

4. O VI has a narrow range (logN(OVI) = 13.5 − 14.3) for galaxies with Mh <

1013 M⊙. Above Mh = 3 × 1011 M⊙, the O VI is mainly from the collisional
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ionization, while below this mass, photons from the UVB ionizes most of O VI

ions. The predicted O VI column density range is consistent with blind O VI

surveys.

5. A modified model is constructed for the Galactic O VII and O VIII, with

changes in the standard metallicity of 0.55 Z⊙ and a maximum temperature

of 1.93 × 106 K, which is above the virial temperature but similar to that

derived from emission ratios. Such a gaseous halo leads to a hot halo mass of

1.9 × 1010 M⊙ within the virial radius, which contributes to 7% of the total

baryonic mass of the MW.

6. For intervening Ne VIII and Mg X at z = 0.5 − 1.3, our models predict column

densities of ≈ 1014 cm−2, which is consistent with observations and informs the

detection limit for future observations.

7. Such a gaseous halo cannot close the census of the galaxy missing baryons within

Rvir. Where it is possible to compare, our models results are similar to those of

the EAGLE simulations, and about the half of baryons are still missing for L∗

galaxies within the virial radius.
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CHAPTER VIII

The Mass and Absorption Column Densities of

Galactic Gaseous Halos. II. The High Ionization

State Ions

8.1 Introduction

During the formation and evolution of galaxies, gases in the cool intergalactic

medium (IGM; T ∼ 104 K) fall into dark matter halos and are heated to form the

warm-hot intergalactic medium (WHIM; 105−107 K) by accretion shocks and various

galactic feedback processes (Weinberg et al., 1997; Cen & Ostriker, 1999). These

warm-hot gases could account for 30 − 40% of the total baryon contents and exist in

different forms: the hot galactic gaseous halo; the intra-group (cluster) medium; and

the cosmic web (Cen & Ostriker, 2006). However, these warm-hot gases are difficult

to detect because of their low densities and high temperatures.

Currently, direct X-ray imaging can detect the intra-group (cluster) medium ex-

tending to about the virial radius, while for isolated galaxies, X-ray imaging can

only detect the emission from hot gases surrounding nearby massive galaxies within

about 50 kpc (Anderson & Bregman, 2010; Bogdán et al., 2013a; Goulding et al.,

2016). An alternative detection approach is to stack microwave images to measure

the average Sunyaev-Zel’dovich (SZ) effect, which is useful for systems with masses
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above logMh = 12.3 (Lim et al., 2018). Stacking galaxy pairs also reveals the exis-

tence of hot cosmic filaments between galaxy pairs within ≈ 15 Mpc, which account

for 20 − 30% of the total baryonic content of the universe (??). However, smaller

galaxies (< L∗) have too weak an SZ signal, even in a stack (< 5σ), to measure a

useful constraint on the mass or temperature. A third way to detect the hot gaseous

component in the universe is by measuring absorption lines from high ionization state

ions towards background AGNs – O VI, Ne VIII, O VII, Mg X, and O VIII – which

can trace the gas with temperatures from 105 K (O VI) to 5 × 106 K (O VIII).

In the past decade, several observational studies of these ions have constrained the

column density distributions and the cosmic abundances (Meiring et al., 2013; Savage

et al., 2014; Danforth et al., 2016; Frank et al., 2018). The lithium-like ions O VI,

Ne VIII and Mg X have strong resonant doublets in the far-ultraviolet (FUV) band

with wavelengths of 1031.9 Å, 770.4 Å, and 609.8 Å, respectively (for the strongest

of the doublet lines). Using the current FUV instruments (i.e., Hubble Space Tele-

scope/Cosmic Origin Spectrograph; HST/COS), these ions are detectable in the red-

shift range of around 0.1 − 0.7, 0.5 − 1.3, and 0.9 − 1.9. O VI has the largest sample

among these high ionization state ions because of the low redshift and the high abun-

dance of oxygen (Tripp et al., 2008; Thom & Chen, 2008a). Ne VIII and Mg X

are more difficult to detect because they are less abundant than oxygen and require

a higher continuum S/N ratio (> 20). Currently, fewer than 10 sightlines have re-

ported Ne VIII absorption lines (see the summary in Pachat et al. 2017 and references

therein), while there is only one intervening Mg X detection (in the sightline toward

LBQS 1435-0134; Qu & Bregman, 2016). O VII and O VIII occur in the X-ray

band and have resonant lines at 21.60 Å and 18.96 Å. The detection of O VII and

O VIII absorption lines is limited to the Milky Way (MW; Nevalainen et al. 2017),

as detections around external galaxies are still controversial (Fang et al., 2010; Nicas-

tro et al., 2016a). A larger sample of O VII and O VIII will only be feasible with
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next-generation X-ray telescopes (e.g., Arcus; Smith et al. 2016b).

Absorption lines from high ionization state ions make it possible to study the

connection between galaxies and their halos. For example, O VI is more frequently

around star forming galaxies, using the COS-Halos sample (Tumlinson et al., 2011;

Werk et al., 2016). This phenomenon is also confirmed for star forming dwarf galaxies,

which host O VI absorption of ≈ 1014 cm−2 (Johnson et al., 2017).

However, the contributions of gaseous halo to the cosmic high ionization state ions

remain as a question, since it is controversial regarding the total baryonic content and

the dominant component of gaseous halos. Both the cool gas (≈ 104 − 105 K) and

the hot gas (≈ 106 K) are claimed to account for the missing bayons in L∗ galaxies

(Gupta et al., 2012; Werk et al., 2014; Nicastro et al., 2016a; Prochaska et al., 2017).

Meanwhile, there are other observational studies and theoretical predictions that the

total amount of the gases in halos is . 30% of the total baryon mass for L∗ galaxies

(Miller & Bregman, 2015; Schaller et al., 2015; Li & Bregman, 2017; Bregman et al.,

2018).

In Qu & Bregman (2018b, hereafter, QB18), we proposed a semi-analytic galactic

gaseous halo model (GGHM) that is consistent with most observations of the high

ionization state ions. This model enables us to consider the contribution to the cosmic

high ionization state ions due to galactic gaseous halos. In this paper, we estimate the

column density distribution originating from the galactic gaseous halo by combining

the GGHM model with the spatial density of galaxies (i.e., the stellar mass function;

SMF). By comparing the predicted column density distribution to observations, we

obtain the relative contribution due to the galaxy and constrain the GGHM model. In

Section 2, we give a brief summary of the GGHM model and the assumptions required

to predict the column density distribution. In Section 3, we find the preferred model

parameters, while in Section 4, we discuss our results and implications.
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Figure 8.1: The GGHM model for high ionization state ions (i.e., O VI, Ne VIII,
O VIII, Mg X, O VIII). The fiducial model has Z = 0.5Z⊙, Tmax = 2Tvir,
Rmax = Rvir at z = 0. For UV ions (i.e., O VI, Ne VIII, Mg X; upper
panels), the dashed contour lines are 13.5, 14.0 and 14.5 respectively. The
X-ray ions (i.e., O VII and O VIII; lower panels), the contour levels are
14.5, 15.0 and 15.5, respectively.
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8.2 Methods

To calculate the galaxy contribution to high ionization state ions in the universe,

one needs a galactic gaseous halo model and the galaxy number density (i.e., the star-

forming galaxy SMF). We adopted the gaseous halo model introduced in QB18, which

connects the galaxy disk and the gaseous halo for star-forming galaxies. Subsequently,

the column density distribution is derived by convolving the gaseous halo model with

the SMF.

8.2.1 The Gaseous Halo Model

The gaseous halo model is the TPIE model in QB18, including the photoionization

modification due to the ultraviolet background (UVB) and a time-independent model

of the radiative-cooling multi-phase medium. To summarize, our basic assumption

is that the star formation rate (SFR) of the galaxy disk is balanced by the radiative

cooling rate of the gaseous halo within the cooling radius, where tcooling = tHubble.

In QB18, we also consider heating due to feedback processes, which could modify

the properties of the gaseous halo. Specifically, we included a galactic wind model

from the FIRE simulation (Muratov et al., 2015), which is believed to have a tight

relationship with the SFR. In our modeling, a γ factor (SFR = γṀcooling) is introduced

to include the heating by stellar feedback, which varies from 0.14 to 0.70 from low-

mass galaxies (M⋆ = 3 × 107 M⊙) to massive galaxies (M⋆ = 1012 M⊙). Therefore,

once the SFR of the galaxy is obtained, the radiative cooling rate is determined, which

will be used to calculate the density of the gaseous halo. The SFR is fixed for different

stellar masses and redshifts using the star formation main sequence (Pannella et al.,

2009; Morselli et al., 2016). Generally, the low-mass galaxies have lower SFR values

but higher specific SFR (sSFR = SFR/M⋆) and higher redshift galaxies have higher

SFR, roughly SFR ∝ (1 + z)3.

Our multi-phase medium model assumes that there is a hot ambient gas supplying
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the “steady-state” gaseous halo and the mass cooling rate is constant over different

temperatures, which lead a universal distribution for the mass-temperature distribu-

tion (QB18). Photoionization modifies the cooling curve and the ionization fractions

at different temperatures; ionization equilibrium is assumed. The gas density profile

is fixed as a β-model (ρ(r) = ρ0r
−3β) and β is fixed to 0.5 such that the halo is near

hydrostatic equilibrium. In the GGHM model, there are also free parameters – the

upper temperature limit (Tmax; the ambient gas temperature), the lower temperature

limit (Tmin; setting the cooling temperature range), the metallicity (Z) and the max-

imum radius (Rmax; setting the cutoff of the β-model). Since we only consider the

high ionization state ions, our results are not sensitive to the lower temperature limit,

therefore, it is fixed to the fiducial value (3 × 104 K) in QB18.

We explore the effect of varying the other parameters (Tmax, Z, and Rmax) in

Section 8.3, but here present a fiducial model. We adopt twice the virial temperature

as the fiducial Tmax. QB18 showed that a gaseous halo at the virial temperature

significantly underestimates the total amount of O VIII gases of the MW. The pre-

ferred model indicated that the MW has an ambient gas temperature about twice the

virial temperature. This is consistent with X-ray observations of external galaxies,

which shows that the gas temperature is about twice the virial temperature (Goulding

et al., 2016). In the same model, the derived metallicity of the MW gaseous halo is

0.5−0.6 Z⊙ (as argued by Faerman et al. 2017 and Bregman et al. 2018). The column

density measured around the MW is not sensitive to Rmax in the β-model. Raising

the maximum radius from the virial radius to twice the virial radius only increases

the O VII and O VIII column densities by 8% (within the measurement errorbar

≈ 20%). Therefore, the maximum radius is unconstrained by Galactic observations,

but a larger halo does significantly increase the detectable cross-section (Section 8.3).

Thus, our fiducial model has Tmax = 2Tvir, Z = 0.5Z⊙, and Rmax = Rvir.

In Fig. 8.1, we show the high ionization state ion column densities in the fiducial
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model, quantifying the dependence on the stellar mass and the impact parameter.

In the GGHM model, the origins of high ionization state ions (i.e., O VI, Ne VIII,

O VII, Mg X, O VIII) could be divided into three categories: the photoionized

virialized gaseous halo; the collisional virialized gaseous halo; and the radiatively-

cooling flow (QB18). As galaxy mass increases, collisional ionization becomes more

important than photoionization, with the transition at the mass where the virial

temperature corresponds to the peak ionization fraction for each ion. Each ion also

has the highest column density around the galaxies with the transition mass, which

is set by the ionization potential. The transition galaxy mass for O VI is around

M⋆ ≈ 3 × 109 M⊙ or halo masses of Mh ≈ 2 × 1011 M⊙, while the transition stellar

masses are 1 × 1010 M⊙, 4 × 1010 M⊙, 8 × 1010 M⊙, and 1 × 1011 M⊙ for Ne VIII,

O VII, Mg X, and O VIII, respectively. Above the transition mass, the ions are

generated in the cooling flows from the hotter ambient gas. The radial dependence

of the column density decreases as one expects from the β-model since the ionization

fraction is constant over different radii. Below the transition mass, photoionization

becomes more important, which weakens the column density dependence on the radius

(showing a flattened distributions in the inner region) and allows high ionization state

ions to exist for a wide range of stellar masses (see QB18 for details).

8.2.2 The Contribution of Galaxies

To consider the cosmic galaxy contribution, we adopt the SMF to represent the

galaxy number density in the universe. The adopted redshift-dependent SMF is from

Tomczak et al. (2014), where the SMF is calculated in redshift bins of ∆z ≈ 0.2. In

Fig 8.2, we show the path-length density (detection rate) of galactic gaseous halos

at different redshifts where the maximum radius equals the virial radius. Since the

difference between the SMF at z = 0.0 and z = 0.5 is small (< 10%; Behroozi et al.

2013), we use the same SMF at 0.2 < z < 0.5 for these two redshifts (Tomczak et al.
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Figure 8.2: Left panel: The differential detection rate of gaseous halos as a function
of galaxy stellar mass assuming the maximum radius is the virial radius.
The adopted SMF is only for star-forming galaxies (Tomczak et al., 2014).
Right panel: The cumulative detection rate of gaseous halos.
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284



2014; in logM⋆ = 8.00 − 11.25). At z = 1.0, we use the SMF for the redshift bin of

z = 0.75 − 1, which is measured in the stellar mass range of logM⋆ = 8.50 − 11.25.

As the redshift increases, the comoving galaxy density decreases, while the comoving

covering area per gaseous halo increases due to increasing of the scale factor. Overall,

the detection rates at different redshifts are similar, showing total cross section values

of dN /dz = 6.0, 6.8 and 5.5 at z = 0.0, 0.2, and 1.0, respectively. However, the

similarity of total detection rate does not imply that the column density distribution

is also similar to each other.

For a given column density, only a part of the gaseous halo cross section contributes

to the detection of systems that are higher than the column density. To represent the

cross sections of different column densities, we define the relative impact parameter

(or radius), within which the column density due to the gaseous halo is higher than

the given column density (the left panel of Fig. 8.3 for O VI). Since the inner regions

typically have higher column densities, this treatment applies in most stellar mass

ranges for all ions; while for the most low-mass galaxies, there is a modest decrease

in the inner region (of 0.2 dex) because of the photoionization modification (QB18).

However, one expects that there are ionizing photons escaping from the galaxy disk,

which will boost the high ionization state ion column density in the inner region,

although the treatment of an escaping flux contribution is beyond the scope of this

paper. Therefore, we ignore the decrease in the innermost regions of low-mass galaxies

and apply the relative impact parameter to all galaxies and all column densities.

Applying the relative impact parameter (rcf), we calculate the cumulative detec-

tion rates at different column densities for different stellar masses:

d2N (> N)

dzdM⋆
= π(rcfRvir(1 + z))2 ×F(M⋆), (8.1)

where z is the redshift to account for the scale factor and F(M⋆) is the comoving

285



SMF at different stellar masses. Our results are shown in the right panel of Fig. 8.3

for O VI, showing that the high O VI column density (N > 1014 cm−2) systems are

mainly from the galaxies with stellar masses between 108.5 M⊙ and 1010.5 M⊙, while

low column density systems occur in all galaxies. The cumulative column density

distribution is calculated by integrating over all stellar masses:

F(N) =
dN (> N)

dz
=

∫

d2N (> N)

dzdM⋆
dM⋆, (8.2)

where F(N) is the cumulative detection rate for different column densities. Meanwhile

the column density distribution function is defined as

f(N) =
dN (> N)

dzdN
=

dF(N)

dN
. (8.3)

In the following sections, we mainly use the cumulative column density distribution

for comparison with observations, while the column density distribution function is

used to compare with cosmological simulations.

8.3 The High Ionization State Ions

Once the ion column density distribution is calculated, we can compare the model

with observations to constrain the free parameters and the physical conditions of ob-

served systems. For O VI systems, there are a variety of observations to be compared

with, while for other ions, we mainly show the predictions of the galaxy contributions.

8.3.1 Intervening O VI at z ≈ 0.2

Observations constrain the column density as a function of impact parameter. In

Fig. 8.4, three data sets are shown – the COS-Halos sample (Werk et al., 2013, 2014),

the Johnson et al. (2015) sample, and a dwarf galaxy sample (Johnson et al., 2017).
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Figure 8.4: The radial dependence of O VI in the GGHM models and observations.
The GGHM models are for galaxies with stellar masses of logM⋆ = 7.5,
8.5, 9.5, 10.5, and 11.5 at z = 0.2, respectively. The observations are from
COS-Halos (Werk et al. 2014; marked as circles; upper panels), and the
surveys of (Johnson et al. 2015; square; lower panels), and (Johnson et al.
2017; diamond; lower panels). Both the models and the observations are
color-coded by the stellar masses. Left panels: Dependence on the physical
impact parameter. Right panels: Dependence on the impact parameter
in the units of the virial radius. Low mass galaxies (logM⋆ < 8.5) have a
flattened radial dependence, which is consistent with Johnson’s sample.
Higher mass galaxies (logM⋆ > 8.5) show a decline with radius, which
is consistent with the COS-Halos sample, but the O VI column density
from COS-Halos is systematically higher than our model predictions.
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Figure 8.5: The predicted column density distributions in the GGHM models with
varied parameters at z = 0.2. The data consist of intervening O VI with or
without galaxy information. The data are from Danforth & Shull (2008),
Thom & Chen (2008a), Tripp et al. (2008), and Danforth et al. (2016).
For Tripp et al. (2008), two column density distributions are shown for
components (“C”) or systems (“S”). In each panel, we show the result
of varying one parameter while keeping the others fixed at the fiducial
values (Tmax = 2Tvir, Z = 0.5Z⊙, and Rmax = Rvir). Left panel: The
dependence on Tmax. Middle panel: The dependence on Z. Right panel:
The dependence on Rmax.

For the comparison models, we adopt z = 0.2 with Rmax = Rvir or Rmax = 2Rvir,

since each sample has a median redshift z ≈ 0.2. The COS-Halos sample selected L∗

galaxies (logM⋆ = 9.7 − 11.5) within the virial radius, while Johnson et al. (2017)

focus on dwarf galaxies (logM⋆ = 7.7− 9.2). The Johnson et al. (2015) work shows a

QSO-selected sample with impact parameters up to ten times the virial radius, which

probes beyond the halo itself, and we selected isolated and late-type galaxies from this

sample. Savage et al. (2014) presented an O VI absorption-based sample of galaxy-

absorption pairs, which is biased to detect O VI absorption features not near known

galaxies; therefore, we do not include this sample in the comparison (see discussion

in Section 8.4.4). In the comparison with the COS-Halos, our models underestimate

the observed O VI column densities by a factor of ≈ 0.3 dex systematically, which

is discussed in detail in QB18. Nevertheless, the radial decline of the ≈ L∗ galaxies

(M⋆ & 1010 M⊙) is reproduced with the similar magnitude. The maximum O VI

column density systems occur in around M⋆ ≈ 109.5−1010.5 M⊙. For low mass galaxies

(M⋆ . 108.5 M⊙), our models appear to match the data showing the turnover in the
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radial direction (the flattened radial distribution; Johnson et al. 2017). Also, the

modeling favors the solution with the Rmax = 2Rvir to best reproduce the observations

based on measurements and non-detections of the Johnson et al. (2015) sample.

We also consider O VI absorption blind survey samples that are different from

galaxy-QSO pair samples. In Fig. 8.5, we show the comparison with these four

samples – Danforth & Shull (2008), Thom & Chen (2008b),Tripp et al. (2008), and

Danforth et al. (2016), which have median redshifts of 0.20, 0.25, 0.22, and 0.29.

In these four samples, the detected O VI systems may not have galaxy information

and all of the detected O VI contributes to the total column density distribution.

Specifically, these samples have redshift regions of z < 0.36, 0.1 < z < 0.5, z <

0.5, 0.1 < z < 0.7, respectively. For Danforth & Shull (2008) and Danforth et al.

(2016), we used the reported differential column density distribution to calculate

the cumulative column density distribution. For Tripp et al. (2008), we assume a

Doppler b factor of 30 km s−1 to convert the rest-frame equivalent width (EW) into a

column density, since the average b factor is 27 ± 14 km s−1 in this sample. In Tripp

et al. (2008), there are two reported column density distributions based on whether a

system is broken into separate components – components (“C”) and systems (“S”).

Therefore, the “S” column density distribution is more flattened, having more high

column systems. Our fiducial model has the parameters Z = 0.5 Z⊙, Tmax = 2 Tvir,

and Rmax = Rvir at z = 0.2. The results of varied Z, Tmax and Rmax are also shown

in Fig. 8.5.

All of the GGHM models underestimate the detection rate of the observed O VI,

showing a gap with a factor of ≈ 4−10 over all column densities (Fig. 8.5). However,

the GGHM models predict the general shape of the observed column density distribu-

tion. Danforth et al. (2016) shows that the column density distribution can be fitted

by a broken power law with a break point at logN(OVI) = 14.0± 0.1 and two power

law indices of 2.5±0.2 (high column density end) and 0.56±0.16 (low column density
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end). Our models show a similar break around logN(OVI) = 14, which is indicated

by a relatively sharp decrease of the detection rate. As we will show in Section 4, this

decrease is due to the contribution from low-mass galaxies and the break indicates

that there is a lower column density limit for O VI systems with galaxy origins. As

shown in Fig. 8.1, the majority of the gaseous halos have N(OVI) ≈ 1014 cm−2 for

low-mass galaxies (. 108.5 M⊙), which leads to the sharp decrease of the cumulative

column density distribution around the break point.

Increasing the maximum temperature moves the O VI transition galaxy mass from

logM⋆ = 10.2 (Tmax = Tvir) to 9.5 (Tmax = 2Tvir) and affects the column density distri-

bution by changing the detection rate of the corresponding galaxies. As shown in Fig.

8.2, the detection rate of galaxies changes only modestly from 1010 M⊙ (Tmax = Tvir)

to 109.5 M⊙ (Tmax = 2Tvir), which corresponds to high column density O VI systems.

Therefore, the high column density end of the O VI column density distribution does

not change significantly. Higher ionization state ions (e.g., O VII and O VIII) could

be affected significantly, since there are many fewer massive galaxies. We also notice

that the break point is slightly smaller for the high temperature model. This is mainly

because the high temperature model predicts lower column densities in the low-mass

galaxies that contribute to the break. In low-mass galaxies, the radiative cooling is

suppressed by photoionization, and increasing the temperature reduces the impact of

photoionization (see Fig 1. in QB18). The high radiative cooling emissivity could

reduce the gas density in high temperature gaseous halo models, which leads to lower

O VI column densities.

Increasing the metallicity helps with the problem that our models lie below the

observation, since raising the metallicity increases the O VI column density in all

galaxies (QB18). This effect moves all column density toward higher values, which

can make up some of the gap at the high column density end (shown in the middle

panel of Fig. 8.5). However, varying only the metallicity cannot make up the entire
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Figure 8.6: The redshift evolution of the O VI column density distribution. The
observations used are color-coded as Fig. 8.5. The higher redshift leads
to the higher specific SFR, which raises the O VI columns of all galaxies.

gap between the model and observations, since it cannot increase the total detection

rate of O VI in the low-column density range.

The total model detection rate of galactic gaseous halos (≈ 6 per unit redshift)

is far below the observed detection rate of O VI systems (≈ 40 per unit redshift at

logN = 12.8; Danforth et al. 2016). Increasing the maximum radius can increase the

halo cross section; therefore, we consider models with the maximum radius of twice

the virial radius, which is shown in the right panel of Fig. 8.5. With a larger maximum

radius, the low column density system (logN(OVI) < 14) is raised significantly by

factor > 2, while the high column density system detection rate is only increased by

several percent and is still significantly underestimated. At low column densities, the

difference cannot be made up completely by the extension of the maximum radius.

The gaseous halo has a non-zero lower bound for the column density (see Fig. 8.1),

which means that the differential distribution would decrease to zero at a given column

density. However, the observed column density distributions do not show such a
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Figure 8.7: The effect of varying maximum temperature on O VII (Left panel) and
O VIII (Right panel). Increasing the maximum temperature could in-
crease the detection rate for O VII and O VIII by a factor of 0.2−0.3 dex
at high column densities.
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The predicted column detection rate of O VII and O VIII are about 2−20
and 0.2 − 7 per unit redshift with limiting EW of 1 mÅ at z = 0.0 − 1.0.
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decrease. Therefore, we suggest that the cosmic filaments (gas not associated with

galaxy halos) might be another origin for low O VI column density systems, which is

discussed in Section 4.4.

Finally, we consider the redshift evolution of the O VI column density distribution.

Since the redshift dependence of sSFR is approximately ∝ (1 + z)3, the high redshift

(z & 1) leads to a significant higher SFR, which affects a gaseous halo by increasing the

density (QB18). This higher density occurs because the higher rate of star formation

requires a higher cooling rate of mass from the halo. The increase of the gaseous

halo density is approximately the root square of the sSFR, therefore a significant

increase of the O VI column density is expected for high redshift galaxies (Fig. 8.6).

The z = 1.0 column density distribution fits the observed distribution in the high

column density end phenomenally, although this fitting is non-physical, because the

observation samples have smaller redshifts (z ≈ 0.2). Since the redshift mainly affect

the SFR, the z = 1.0 model is equivalent to a higher SFR model (see discussion in

Section 8.4.1) or a stronger feedback model (larger γ than our assumption from a

galactic wind model) at low redshifts.

8.3.2 O VII and O VIII in the Local Universe

The O VII and O VIII ions show similar predicted column density distributions

to O VI, while the break point is moved to a higher column density about 1015 cm−2.

This change of the break point is mainly because these two ions have higher ionization

fractions than O VI and are associated with more massive galaxies, which normally

have higher total hydrogen column densities. Increasing the metallicity will move

the distribution toward higher column densities, and increasing the maximum radius

raises the detection rate of low-column density systems.

Increasing the maximum temperature increases the detection rates of both O VII

and O VIII at high column densities, which is due to the higher ionization potentials
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Figure 8.9: The redshift evolution of Ne VIII (Left panel) and Mg X (Right panel).
The predicted column detection rate of Ne VIII and Mg X are about 2−5
and 1−3 per unit redshift with limiting column density of logN = 13.7 at
z = 1.0. Current observations are not consistent for Ne VIII at logN =
13.4, an issue that needs to be resolved in order to constrain the models.

of these two ions. Once the maximum temperature is increased, O VII and O VIII

occur in lower mass galaxies, which have higher number densities and larger detection

rates (Fig. 8.2). Specifically, the abundance of O VII detections are ≈ 0.3 dex higher

for high column density systems (> 1015 cm−2), and this effect is more significant for

O VIII systems (≈ 0.7 dex).

Fig. 8.8 shows the redshift evolution of the O VII and O VIII column density

distribution, which is similar to the O VI column density distribution in Fig. 8.6.

With the maximum radius varying between 1 or 2 Rvir, our model predicts the de-

tection rate of O VII is 1 − 10 in the redshift range z = 0.0 − 1.0 with a limiting

column density of 1015 cm−2 (EW ≈ 3 mÅ), or 2− 20 with a limiting column density

of 3 × 1014 cm−2 (EW ≈ 1 mÅ). For O VIII, the predicted detection rate is 0.2 − 7

in the redshift range z = 0 − 1 with a limiting column density of 1015 cm−2 (EW

≈ 1 mÅ).
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8.3.3 Intervening Ne VIII/Mg X near z = 1.0

The Ne VIII and Mg X column density distributions have similar characteristics

as O VII and O VIII, since Ne VIII and Mg X have similar ionization potentials to

O VII and O VIII, respectively. Fig. 8.9 shows the redshift evolution and the effect of

extending the maximum radius for these two ions. Our models predict the detection

rate of Ne VIII and Mg X are about 1 − 2 and 0.4 − 1 systems per unit redshift,

respectively, at z = 1 with a limiting column density of 1014 cm−2, which requires a

continuum S/N ≥ 15 at a spectral resolution of HST/COS.

For Ne VIII, there are observational studies on the detection rate that can con-

strain the GGHM models. Meiring et al. (2013) shows three Ne VIII absorption

systems in the sightline of PG 1148+549 around z = 0.7 with matched O VI ab-

sorption features. Based on this sightline, the derived Ne VIII detection rate is

dN /dz = 7+7
−4 with a limiting column density of 1013.7 cm−2. However, the detec-

tion rate from Meiring et al. (2013) seems to be inconsistent (at the 2σ level) with

a stacking Ne VIII study (Frank et al., 2018). The non-detections in the stacked

Ne VIII spectrum set an upper limit of the Ne VIII column density distribution; oth-

erwise, the weaker doublet line should show up in the stacked spectrum. Meanwhile,

individual detections of high Ne VIII column density systems set the lower limit of

the Ne VIII abundance; otherwise, there should not be so many detected systems.

Combining these two constraints, Frank et al. (2018) gives a preferred single power

law distribution of the Ne VIII column density, and the detection rate at z = 0.88 is

dN /dz = 1.4+0.9
−0.8 with logN > 13.7.

As shown in Fig. 8.9, these two measurements can constrain the maximum radius

of the gaseous halo model. The extended maximum radius model is consistent with

(Meiring et al. 2013; slightly lower by a factor of 0.2 dex). The stacked spectrum

study prefers the fiducial model with the maximum radius set to the virial radius

(Frank et al., 2018), although the single power law distribution significantly differs
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from our model at high column densities, which shows a break around logN = 13.6.

However, for the detectable Ne VIII systems (14.5 > logN > 13.6), the fiducial model

is consistent with the observations.

Frank et al. (2018) suggested that the Ne VIII detections in PG 1148+549 are

due to unresolved large cosmic structures, which leads to a high detection rate of

Ne VIII. Therefore, the measurement in Meiring et al. (2013) is an upper limit for

the detection rate of Ne VIII. However, the individual detected Ne VIII systems

used by Frank et al. (2018) are incomplete (e.g., only the most prominent system is

reported in PG 1206+459), and so underestimate the constraint of the lower limit of

the Ne VIII detection rate. Therefore, we suggest that the true value is between the

two measurements of Frank et al. (2018) and Meiring et al. (2013). Resolving this

discrepancy will require a large and complete survey of Ne VIII systems. Current

observations only constrain that the the maximum radius of the hydrostatic gaseous

halo is between the virial radius and twice the virial radius.

8.4 Discussion

8.4.1 The Effect of the SFR Scatter

The SFR is a crucial parameter to determine the density of the gaseous halo in

the GGHM model and the density is approximately proportional to the square root

of the SFR (QB18). In the previous calculation, we use the typical SFR from the

star formation main sequence (Morselli et al., 2016), which is the logarithmic mean

value at different stellar masses. Once the SFR scatter is considered, the arithmetic

mean is larger than the typical SFR used in our model, which leads to variations of

the final column density distribution.

The accurate way to account for the SFR scatter is by integrating over the SFR-

M⋆ plane instead of fixing the SFR. However, this integration is extremely computer
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intensive, so we assumed that the magnitude of the scatter is same at different stellar

masses, and follows a log-normal distribution for star-forming galaxies. Then, we use

two ways to estimate the effect of the SFR scatter. First, we use the arithmetic mean

of SFRs instead of the logarithmic mean. Because of the log-normal distribution, the

arithmetic mean is larger than the logarithmic mean by a constant factor of 10σ/2,

where σ is the standard deviation of the log-normal distribution. For L∗ galaxies

(logM⋆ = 10.5), the standard deviation is about 0.4 dex (Renzini & Peng, 2015),

which is applied to all galaxies, leading to 1.6 times larger SFR values. The results

of this modification are shown in Fig. 8.10, which focuses on O VI. Compared to

the logarithmic mean, the new column density distribution moves to higher column

densities. For high column density systems (& 1014 cm−2), our modification increases

the detection rate by a factor about 1.7, while for low column density systems, the

rate hardly changes because they are limited by the geometrical covering factor of

galaxy halos.

Another way to estimate the SFR scatter is by using the approximation that the

column density is proportional to the square root of the SFR, so N ∝ x1/2, where x

is the ratio between the SFR and the logarithmic mean SFR. Then, a convolution is

calculated to estimate the final column density distribution,

Ffinal(N) =

∞
∫

0

1√
2πσ2

e−
log x2

2σ2 × F(Nx−1/2)dx, (8.4)

where F(N) is the column density distribution calculated in Equation 1, and Ffinal(N)

is the final column density distribution with the SFR scatter considered. This final

column density distribution is shown in Fig. 8.10. This full scatter estimation shows

a relationship that is similar to the first treatment (i.e., the arithmetic mean) within

a difference of 0.1 dex. At all redshifts, the convolution solution has higher detection

rates than the arithmetic mean solution for high column density systems. This is
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Figure 8.10: The effects of SFR scatter. The observation points are encoded in the
same colors as Fig. 8.5. The black lines are the fiducial models using
the logarithm mean of SFR from the star formation main sequence. The
red lines use the arithmetic mean instead of the logarithm mean, while
the yellow lines are the convolution results (see the text for details).

because the high SFR wing leads to higher column density systems. The low SFR

wing affects the distribution in the opposite direction, which decreases the detection

rate in the column density range near the break point. Meanwhile, the sharp decrease

around the break point is smoothed by the convolution of the SFR, which is more

consistent with the observations.

When accounting for scatter in the SFR, the detection rate of high column density

systems is increased. Although our model at z = 0.2 is still below measurements

obtained around z = 0.1 − 0.7 (Danforth et al., 2016), the model at z = 1.0 lies

above the observation, which indicates that involving the SFR scatter moderates the

tension between the observation and our models.
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8.4.2 Collisional Ionization or Photoionization

The physical conditions of high ionization state ions are important for under-

standing the properties of the hot gaseous components in the universe. However,

high ionization state ions can be produced either through collisional ionization (CI)

at high temperatures or photoionization (PI) at low densities, so we must determine

the ionization mechanism.

Observationally, the line width (b factor) of different ions help to define the phys-

ical conditions (Tripp et al., 2008; Savage et al., 2014). Using the matched H I and

O VI line components, the thermal and the non-thermal velocity components can be

decomposed by assuming a single temperature model. Subsequently, the temperature

is derived from the thermal velocity and the physical conditions are determined by

comparison with the collisional ionization temperature of O VI (≈ 105.5 K). Employ-

ing a threshold of ≈ 105 K (< 105.3 K for PI and > 104.7 K for CI), about the half of

O VI (or less) are collisionally ionized (Savage et al., 2014).

This method is only applied to the ion O VI, since H I and O VI have comparable

wavelengths for their resonant lines. For higher ionization state UV ions (i.e., Ne VIII

and Mg X), it is very difficult to obtain similar quality spectra for both H I and these

two ions, since Ne VIII and Mg X have much shorter wavelengths, which puts H I

in the COS/NUV band with lower resolution and sensitivity. An alternative way

to determine the physical condition is to check whether a single phase PI model

could reproduce high ionization state ions. Most previous studies show that the

observed Ne VIII column density cannot be generated in PI models, which require

unrealistically low densities and hence extremely large sizes (> 1 Mpc; Savage et al.

2005; Narayanan et al. 2012; Meiring et al. 2013; Qu & Bregman 2016; Pachat et al.

2017).

Recently, Hussain et al. (2017) argued that PI models can reproduce all Ne VIII

systems using the UVB prescription from Khaire & Srianand (2015). Compared to
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Figure 8.11: The contributions from galaxies with different masses. The observation
points are encoded in the same colors as Fig. 8.5. The three galaxy
mass ranges are logM⋆ = 7.5 − 8.0 (low mass – “Low”; dashed), 8.0 −
11.0 (intermediate mass – “IM”; dotted-dashed), and 11.0 − 12.0 (high
mass – “High”; dotted). The intermediate and high mass galaxies are
collisionally ionized in GGHM models, while the low mass galaxies are
photoionized.

Haardt & Madau (2012), the UVB in Khaire & Srianand (2015) is 0.5 dex higher at

and above the Ne VIII and Mg X ionization edges (E > 10 Ryd). This modification

increases the density in the absorbing system for the PI model and reduces the size

of the absorption gas to . 100 kpc. However, the UVB at the high energy band is

mainly from QSOs, which is uncertain observationally. Khaire & Srianand (2015)

used the HST/COS QSO composite spectrum from Stevans et al. (2014), which has

a harder spectral index α = −1.41 ± 0.15 (Lν ∝ α), compared to α = −1.57 ± .0.17

(Telfer et al., 2002, from HST/Faint Object Spectrograph) used in Haardt & Madau

(2012). However, both of these observations only go down to 500 Å (E = 1.8 Ryd),

which is extrapolated to 25 Å (E ≈ 100 Ryd) to obtain the UVB at the high energy

band. Therefore, the actual value of the UVB is still uncertain in the high energy

regime (for Mg X, Ne VIII, and even O VI).

In the GGHM models, PI and CI systems can be distinguished in another way
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based on statistical properties. Phenomenally, O VI absorption systems that originate

from PI and CI show different radial dependences as shown in Fig. 8.1 and Fig. 8.4.

This is consistent with observations – the dwarf galaxy sample shows a flatter radial

dependence (Johnson et al., 2017), while L∗ galaxies show a radial decrease (2.9σ),

which is defined and dominated by “broad” features (Werk et al., 2016). Therefore,

we select a threshold for the PI to CI transition at a the stellar mass of 108 M⋆, above

which we assume that O VI is predominantly collisionally ionized.

Using this criterion, the contribution of PI and CI are shown for two models: the

fiducial model at z = 0.2 and the extended radius model at z = 1.0 in Fig. 8.11.

For these models, there is a significant difference between the upper limit column

density for PI and CI O VI, which indicates high column density O VI systems are all

collisionally ionized. The PI contribution shows a sharp decrease around the break

point for both models, which is because the PI O VI leads to in a narrow range of

column densities near ≈ 1014 cm−2 at z = 0.2 (Fig. 8.1). For the current detection

limit of O VI (logN(OVI) ≈ 13), the ratio between CI and PI systems is around

1 for gaseous halos, so about the same amount of O VI is excited by each process.

However, our model with Rmax = 2Rvir still underestimates the detection rate of low

column density systems. Assuming this difference is mainly caused by unvirialized

IGM gas that is photoionized (discussed further in Section 4.4), one will obtain a

CI/PI ratio about 0.3 when the CI contribution is fixed to our gaseous halo model.

This CI/PI ratio (≈ 0.3) is consistent with observations (Savage et al., 2014);

however, our model and the observations have different criteria for distinguishing

CI from PI. Savage et al. (2014) set a threshold temperature of log T = 4.7 for CI,

whose O VI ionization fraction is < 10−10 in collisional ionization equilibrium (CIE).

If we use log T = 5.0 as the threshold, the observed CI/PI ratio is less than the

GGHM model prediction of 0.3. As stated above, the current method to determine

the physical condition is using the Doppler b factor, which requires a detectable broad
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Figure 8.12: Example of the multi-phase medium in the gaseous halo, with galaxy pa-
rameters M⋆ = 1010.5M⊙, SFR = 3M⊙ yr−1, Z = 0.3Z⊙, Rmax = 2Rvir,
Tmax = 2Tvir at z = 0.2. The impact parameter of this absorption is
0.3Rvir. Left panel: The column density dependence on the tempera-
ture. Right panel: The composite line shapes for Lyα and the strong
line of O VI. The Lyα line can be decomposed to two components –
broad (log T = 5.8) and narrow (log T = 4.5).

H I features (b > 70 km s−1) to obtain the high temperature (T & 105 K). However,

these broad H I features are difficult to detect, especially when there are also narrow

features at the same velocity.

We consider an L∗ galaxy with M⋆ = 1010.5M⊙, SFR = 3M⊙ yr−1, Z = 0.3Z⊙,

Rmax = 2Rvir, Tmax = 2Tvir, and the impact parameter is 0.3 Rvir at z = 0.2. In the

left panel of Fig. 8.12, we show the temperature dependence of the column density

for H I and O VI. The temperature distribution is a combination of two factors – the

mass-temperature distribution of the multi-phase medium (QB18) and the ionization

fraction. It is clear that O VI is mainly from collisional ionization, which leads to the

peak around 105.5 K. The H I columns are mainly generated in a lower temperature

phase, while there is also a weak, broad H I feature at high temperature (≈ 106 K).

With these column density distributions, the composite line shapes are also shown in

Fig. 8.12, where we only consider the thermal broadening. The Lyα is decomposed

into two components: logN1 = 13.86 with b1 = 24.5 km s−1 (log T = 4.5); and
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logN2 = 12.96 with b2 = 102.0 km s−1 (log T = 5.8), while the O VI strong line is

well modeled by a single component model with logN = 13.54 and b = 21.4 km s−1

(log T = 5.7).

In such a system, although the O VI is collisionally ionized (associated with the

broad component of H I), it can be mistaken as being photoionized, if the O VI is

assigned to the narrow component. Unfortunately, the broad component of Lyα is

difficult to detect since the central depth is only about 5%, which is easily buried by

the noise, especially in the situation that it is blended with the narrow component.

This situation may occur in observed systems with comparable O VI and H I b factors,

which are marked as PI currently (Savage et al., 2014).

8.4.3 Comments on the Origins of O VI

As stated in Section 2.1, there are three different origins of high ionization state

ions in our analytic models: PI for low-mass galaxies; CI in ambient gases at the

virial temperature; and CI in cooling flows in massive galaxies. Different ions have

different halo masses corresponding to their ionization potentials, and the O VI occurs

in ambient gases of galaxies with M⋆ ≈ 109 − 1010 M⊙.

Several recent theoretical works also attempt to understand the origins of O VI

(Bordoloi et al., 2017a; McQuinn & Werk, 2018). McQuinn & Werk (2018) argued

that the cooling flow in the gaseous halo is the main source of O VI, and the authors

suggested a large cooling rate (10 − 100 M⊙ yr−1) and a dense gaseous halo (P/k ≈

100 cm−3 K) to account for the observed O VI column density (1014.5 cm−3) in the

COS-Halos sample (≈ L∗ galaxies). This massive cooling flow requires energetic

feedback processes originating from the galaxy disk to disrupt the cooling flow at the

low temperatures (≈ 104 K). Although, O VI in GGHM models are also in the cooling

flow, it is shown that galactic winds cannot be energetic enough to support such a

massive cooling flow if we adopt a galactic wind model from the FIRE simulations
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(Hopkins et al. 2014; Muratov et al. 2015; QB18).

Bordoloi et al. (2017a) suggested that all observed intervening O VI could be

explained in the CIE model, involving an additional parameter – the cooling flow

velocity. This flow velocity is a non-thermal velocity applied to the gas diffusion or

gas flow, and larger flow velocities could lead to higher column densities. Therefore,

one can find solutions for every single OVI systems in CIE models and the modeled

temperatures are all higher than 105.3 K. However, for narrow features, although it can

be modeled as a cooling flow, the total line width may be too large (v2cool +v2th > ∆v2;

notations from Bordoloi et al. 2017a).

For individual O VI systems, Werk et al. (2016) considered their connections with

host galaxies. Specifically, O VI in COS-Halos are divided into three categories –

“broad” features (b & 40 km s−1), “narrow” features (b ≈ 25 km s−1), and “no-

low” features (no corresponding low ionization state ions; Werk et al. 2016). The

“broad” features show a significant decrease with increasing radius, and typically

have high column densities (& 1014.5 cm−2), while “no-low” are also broad features

(b > 50 km s−1), but typically have lower column density (. 1014.5 cm−2). We suggest

that these two types of O VI could correspond to the M⋆ & 108.5 M⊙ galaxies and

the difference between “broad” and “no-low” features are mainly due to the impact

parameter. In our model, with smaller impact parameters, it is more possible to have

a cool medium because of a larger cooling rate (higher density). Therefore, “no-low”

features are all in the outer region (impact parameter ρ > 50 kpc) and O VI in inner

50 kpc regions all have corresponding low ionization state ions (see Fig. 10 in Werk

et al. 2016).

The “narrow” features have small b factors (≈ 25 km s−1), which are also seen

in dwarf galaxies (Johnson et al., 2017). In the dwarf galaxy sample, all detected

O VI absorption lines are narrow (b . 30 km s−1), except for one system with

b ≈ 60 km s−1. These narrow-feature O VI lines in dwarf galaxies are photoionized
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and associated with low-density gaseous halos (≈ 10−5 cm−3) in our model. However,

in the COS-Halos sample, the“narrow” features also occur in massive galaxies (> L∗).

In addition, Werk et al. (2016) suggested that the UVB-only PIE model is disfavored

by the ratio of N(NV)/N(OVI). We suggest that these differences may be due to

the contamination from dwarf galaxies in the fields, where the identification of such

galaxies is limited by the depth of the current galaxy survey. The failure of the

UVB-only PIE model has two potential solutions – the uncertainty of the UVB (as

discussed in Section 4.2) and the additional radiation sources (the escaping flux from

the galaxy disk; Werk et al. 2016), which are beyond the scope of this paper.

8.4.4 The Contribution of Galaxies and the IGM

Our preferred model is Z = 0.5Z⊙, Rmax = 2Rvir, and Tmax = 2Tvir for the galactic

gaseous halo based on the modeling of the observed O VI column density distribution.

Also, the SFR is crucial to determine the gaseous halo density and hence the column

density, which leads to a strong dependence of the column density distribution on

the redshift. Using an approximation to the relationship between the SFR and the

ion column densities, we introduce the SFR scatter to show that the observed O VI

column density lies between our z = 0.2 and z = 1.0 models.

For the simplicity, we use the constant metallicity for all galaxies with different

SFR values and stellar masses. Observationally, Prochaska et al. (2017) studied the

metallicity of circumgalactic medium at z ≈ 0.2 using the COS-Halos sample, finding

a median metallicity of −0.51 dex with scatter ≈ 0.5 dex. Assuming the metallicity

distribution is a log-normal distribution, the arithmetic mean of the metallicity will

be around 0.5− 0.6Z⊙, which is consistent with the preferred model. This constraint

on the metallicity is also consistent with the O VI gas in the Illustris-TNG simulation

(Nelson et al., 2018). A direct metallicity measurement of warm O VI (log T > 5) by

Savage et al. (2014) also shows a wide range of the metallicity (about [Z/H] = −2
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to 0). Compared to Prochaska et al. (2017), the median metallicity is lower with

[Z/H] = −0.96 for six systems. Due to the uncertainty of the small number statistics,

it is still uncertain whether this sample is in conflicts with our assumption and other

phase gases.

The maximum radius is constrained by the O VI column density distribution,

and an extended model (Rmax = 2Rvir) is preferred. However, as stated in Section

8.3.3, there is a possible disagreement between Ne VIII and O VI, where the stacking

Ne VIII result supports the fiducial model with the virial radius (but the direct

detection of Ne VIII systems goes in the opposite sense). This disagreement may be

solved obtaining more Ne VIII observations. Currently, the O VI observations favor

the extended radius model for low-mass galaxies, while for massive galaxies, more

Ne VIII sample is needed.

The predicted O VI column density distributions have a strong dependence on

the redshift due to the evolution of the cosmic SFR. However, there is no reported

redshift evolution of the shape of the O VI column density distribution at z < 1, while

the detection rate of O VI is found to increase with redshift at the limiting column

density of logN = 13.4 (Danforth et al., 2016). The detection rate is modeled as a

power law (1 + z)γ with a positive index of γ = 1.8 ± 0.8 for O VI. As shown in Fig.

8.6, the O VI detection rate is dominated by the galactic gaseous halo contributions

above logN = 13.4, and the detection rates also increase with the redshifts in our

model. In our model, the slope of this dependence is not well constrained, but an

estimate of this slope is around 1 using the model points at logN = 13.4 in Fig. 8.6.

With the preferred galactic gaseous halo model, there are two remaining issues –

the differences in the high-column density region (& 1014 cm−2) and at low-column

densities (. 1013.5 cm−2 for O VI). The difference at high column densities may be

solved by varying the galaxy properties (i.e., the metallicity or the SFR), while the

low column density difference indicates the existence of other origins for the high
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ionization state ions. We suggest that the intra-group or cluster medium, and/or

the cosmic filaments contribute about a comparable number of absorption systems as

galaxies at low column densities.

The properties of the intra-group or cluster medium are still not well constrained.

Stocke et al. (2014) suggests that the detected broad Lyα features (with O VI) are

associated with the smaller galaxy groups rather than the member galaxies. However,

for a single system within a larger galaxy redshift survey, Stocke et al. (2017) finds

that a broad O VI is more likely associated with a single galaxy halo (with an impact

parameter of 1.1Rvir and ∆v ≈ 50 km s−1). For the Virgo galaxy cluster, Yoon

& Putman (2017) found that five of six systems with metal lines (up to C IV) have

nearby galaxies within 300 kpc and 300 km s−1. They also concluded that the detected

Lyα features are IGM around galaxy clusters rather than the intra-cluster medium

(Yoon et al., 2012; Yoon & Putman, 2017).

The properties of cosmic filaments are also rarely constrained in observations

due to the difficulty in defining a filament. Wakker et al. (2015) measured the Lyα

for two nearby filaments at cz ≈ 3000 km s−1, and found the broad Lyα features

(b > 40 km s−1) are all along the defined filament axes. However, the corresponding

high ionization state ions (i.e., O VI) are out of the wavelength coverage. For O VI,

one possible sample is from Savage et al. (2014), where some of the O VI absorption

features are beyond twice the virial radius (up to ≈ 5 − 10 Rvir). Since the detection

limits of the galaxy survey are about 0.01 L∗, it is still possible that these features

are due to smaller galaxies. Assuming Rmax = 2Rvir, the detection rate is ≈ 13 per

unit redshift for galaxies with masses 107.5 − 108.5 M⊙ (0.001 − 0.01 L∗). Therefore,

we expect that more O VI absorption systems are not associated with galactic halos

in this situation, since we require a detection rate of 20 per unit redshift for cosmic

filaments (comparing our models with Danforth et al. 2016). Based on this assump-

tion, O VI in cosmic filaments has an upper limit of ≈ 1014 cm−2, obtained from
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Figure 8.13: The comparison of the column density distribution function (Equation 3)
between the GGHM models and cosmological simulations, EAGLE and
Illustris-TNG. For EAGLE, we compared the O VI and Ne VIII, while
O VI, O VII and O VIII are available for Illustris-TNG. Three models
show comparable column density distributions and similar decrease for
high column density systems. The divergence at the low density end
indicates the necessity of additional origins for high ionization state ions.
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Savage et al. (2014) O VI systems that are > 500 kpc from known galaxies. These

values satisfy our requirements of the additional O VI systems beyond the gaseous

halo (Fig. 8.6).

The high ionization state ions beyond galactic gaseous halos may have different

origins due to their ionization potentials. It is unlikely that O VI can be the dominant

ion in galaxy groups or clusters, since the ionization fraction will be very low (. 10−4)

at high temperatures (log T > 6.5). However, higher ionization state ions (i.e., O VII

and O VIII) could be dominant in these large structures. Therefore, additional O VI

may be from the cosmic web, while additional O VII and O VIII are more likely from

galaxy groups or clusters.

8.4.5 Comparison to Galaxy Simulations

We also compare our models with cosmological simulations to obtain insights into

the contributions beyond galactic gaseous halos. In Fig. 8.13, we show the comparison

with two cosmological simulations – EAGLE (Schaye et al., 2015; Rahmati et al.,

2016) and Illustris-TNG (Pillepich et al., 2018; Nelson et al., 2018). Although there

are several systematic differences, our model and these simulations are similar in that

low-column density systems have a larger detection rate at z = 0, while high-column

density systems are more abundant at z = 1 for all high ionization state ions. From

the high−z universe to the local universe, the decrease of high column density systems

is associated with the decreasing cosmic SFR in our model, which is consistent with

the evolution from z = 2 to z = 0 in simulations (Rahmati et al., 2016; Nelson et al.,

2018).

In our model, the increasing detection rate of low-column density O VI features is

due to the low SFR at z = 0. However, as shown in Fig. 8.13, the galaxy contribution

does not dominate the low column density end for all high ionization state ions;

therefore, it is necessary to consider the unvirialized gases (cosmic filaments), which
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is discussed in Section 8.4.4.

There are some systematic differences between our model and simulations, which

might be explained by the variation of the SMF. We employed the observed SMF,

while EAGLE and Illustris-TNG both produce their own SMF obtained from the

simulations. The EAGLE SMF is lower than the observation by a factor of 0.2 dex

in the range of M⋆ = 1010− 1011 M⊙ (the major contributor of Ne VIII; Schaye et al.

2015), which could lead to a lower Ne VIII column density distribution than our

models at high column densities. For the Illustris-TNG, the O VI is overestimated

at high column densities mainly due to the 0.2 dex higher spatial density in their

simulations for galaxies with M⋆ = 109−1010 M⊙ (Pillepich et al., 2018). Besides the

difference in the SMF, different treatments of physical processes also lead to different

column density distributions. Our model predicts 0.1−0.2 dex more baryonic material

than EAGLE for galaxies of M⋆ = 1010 − 1011 M⊙ (QB18), which also contributes

to the difference in the Ne VIII column density distribution. However, this kind of

comparison is too small to distinguish between current models, so we do not include

such a comparison.

8.5 Summary

Following QB18, we calculate the column density distribution of high ionization

state ions (i.e., O VI, Ne VIII, O VII, Mg X, and O VIII) originating from galac-

tic gaseous halos. We convolved the GGHM models from QB18 with the redshift-

dependent SMF from Tomczak et al. (2014) to obtain the redshift evolution of the

column density distributions. We summarize our major results as follows:

1. In the GGHM model, there are three processes that lead to high ionization

state ions: photoionization and collisional ionization in the virialized halo; and

a radiative cooling flow that forms around sufficiently massive galaxies. Colli-
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sional ionization becomes dominant for a halo mass whose virial temperature

corresponds to the excitation potential of a given ion.

2. Our model reproduces the Johnson et al. (2015) and Johnson et al. (2017)

samples at z ≈ 0.2, while underestimates the COS-Halos sample at the same

redshift but with higher masses, which is discussed in QB18.

3. Observationally, the O VI column density distribution is modeled as a broken

power law (Danforth et al., 2016). The power law at high column densities

could be reproduced by the galaxies around the transition mass of O VI (M⋆ =

3 × 109 M⊙; see Fig. 8.6 and Fig. 8.11). Based on O VI observations, a typical

gaseous galaxy halo has Tmax = 2Tvir, Rmax = 2Rvir and Z = 0.5Z⊙. The

predicted column density distributions are shown in Fig. 8.13.

4. In our models, the differential column density distributions have turnovers at

low column densities (Fig. 8.13), which is because gaseous halos have the non-

zero lower limits of the column densities for all high ionization state ions. How-

ever, such turnovers are not observed for O VI and do not occur in simulations.

Therefore, additional hosts are required to account for the gaps between our

models and observations or simulations. We suggest that these additional con-

tributions are from the cosmic filaments (IGM) and the intra-group/cluster

medium. The non-galactic O VI systems are more likely to be associated with

the IGM due to its low ionization potential, although the physical properties of

IGM are still highly uncertain. Additional O VII, O VIII, Ne VIII, and Mg X

could originate in galaxy groups or the outer parts of poor clusters, which con-

tribute to the total column density distributions.

5. The extended radius model (Rmax = 2Rvir; for low-mass galaxies) is favored

by the both the absorption-galaxy pair sample and intervening column density

distribution studies of O VI. This model may be in tension with the current
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Ne VIII observation studies, although the column density distribution is still

uncertain and requires more observations. Combining the O VI and Ne VIII col-

umn density distributions could give more constraints on the maximum radius

of the gaseous halo.

6. The total O VI column density distribution is not sensitive to the temperature

of the ambient gas, although the ambient temperature affects the O VI column

densities in individual galactic gaseous halos. The detection rate of O VII and

O VIII are raised by a factor of 0.3 − 0.5 dex at the limiting column density of

1015 cm−2 (Fig. 8.7), which could be distinguished by future X-ray observations.

7. In GGHM models, the redshift evolution of the column density distribution is

dominated by the cosmic SFR at high column densities, which is consistent with

cosmological simulations and O VI observations (Danforth et al., 2016).
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CHAPTER IX

Summary and Future Work

The understanding of the warm-hot circumgalactic (CGM) has been dramatically

improved during the past decade. In this dissertation, I focused on the warm-hot

CGM in both observation and physical modeling at low redshift z . 1, and provided

a comprehensive picture of the warm-hot CGM and its co-evolution with the galaxy

disk in three parts. The first part dealt with developing methods optimized for warm-

hot CGM detection (i.e., weak and diffuse features). To detect the hot gas, I developed

a new spectral reduction method that is sensitive to weak absorption features, which

leads to the first detection of the Mg X intervening system (the hot phase in CGM;

§2). In the local Universe, I also developed a model-dependent extraction method of

large-scale SZ signals, which significantly improved the detected signals. This method

makes it possible to study the SZ signal from the MW and the Local Group (LG)

medium (i.e., the detection of the Local Hot Bridge; §3), which is the first detection

of the hot LG medium.

The second part of this dissertation dealt with converting the observed 2-dimensional

projected features (integral over sight line direction; e.g., SZ signals or column den-

sities) to 3-dimensional physical properties directly, such as density distributions or

velocities. By introducing the kinematical distance to the absorption line modeling,

I found that the warm gas in the MW is co-rotating with the stellar disk (§5). This
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method is currently only applied to the MW, but it also applicable to observations

of external galaxies (and their CGM) with sufficient resolutions.

In the last part, I developed a semi-analytic model to study the relationship be-

tween the warm-hot CGM and the disk (§7 and §8). This model provides a self-

consistent picture for disk-CGM co-evolution for a wide mass range of different galax-

ies – the star formation in the disk correlates with the radiative cooling in the CGM.

Our model successfully reproduced the observed O VI column density dependence

on the stellar mass down to logM∗ ≈ 8 (private communications with Kirill Tch-

ernyshyov and Jessica Werk; in preparation), while numerical simulations significantly

underestimate O VI column densities for low-mass galaxies. Our results suggest that

photoionization is crucial to understand warm-hot CGM in low-mass galaxies, which

is currently poorly resolved in numerical simulations.

9.1 Significant Conclusions

The particular remarks of individual studies are summarized as:

• The first detection of an intervening Mg X absorption system tracing

the hot CGM near virial equilibrium at z ≈ 1. Specifically, I applied the

Bayesian method to spectral data to characterize features in the UV spectra,

which leads to the first (and the only) intervening Mg X absorption systems

(§2). This method is sensitive to the hot CGM at z ≈ 1, where other meth-

ods (e.g., detection of X-ray emission) cannot detect the hot gas at large radii.

Therefore, our Mg X absorption detection make it possible to obtain a full cov-

erage of warm-hot gas up to log T ≈ 6.1 in the CGM, together with intermediate

ionization state ions (e.g., O IV, O V, and Ne VIII).

• The discovery of the massive Local Hot Bridge between the MW and

M31. In §3, I developed a model-dependent extraction method to reproduce
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the large-scale SZ features (> 5◦), which includes the MW hot gas (both disk

and CGM) and the intra-group medium of the Local Group. I applied this

method to the archival Planck and WMAP data, and detected an SZ-bright

diffuse source (radius ≈ 20◦) toward the M31 direction. The archival X-ray

data also show an enhancement above the MW hot gas foreground. Combining

X-ray and SZ observations, we suggested that it may be a hot bridge connecting

the MW and M31, as a massive contributor (≈ 1011 M⊙) to the Local Group

baryon budget.

• A comprehensive study of the warm gas distribution and kinematics

in the MW revealing the feedback origin of the warm gas. §4 and §5

are a series of papers to develop a comprehensive model of the warm gas in

the MW. Previous efforts found there is a significant gap between the modeling

of the stellar sightlines and the AGN sightlines (Zheng et al., 2019a). In §4, I

solved this tension by introducing the radial profile of the warm gas disk and

the north-south asymmetry for the gas distribution (i.e., above and below the

disk middle, the gas distributions are different). This leads to a 2D disk and

CGM model, where the total column density is reproduced by the warm gas

spatial distribution. Based on this model, I concluded that the stellar and the

AGN sightline samples are consistent with each other.

This 2D disk and CGM model is further developed in §5 by including kinematics.

With kinematics information, I modeled both the total column density and the

line shape of the MW Si IV-bearing gas. This model provides a novel way to

de-project the integral effect when viewing out from the MW disk. I found that

the warm gas is co-rotating with the stellar disk within at least 20 kpc. The

north-south asymmetry is also seen in kinematics as the northern sky has a net

inflow of 0.6M⊙yr−1. On top of the bulk velocity field (i.e., rotation and inflow),

we found inflows and outflows with a physical size of 5 kpc, which suggested
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the feedback origin (Galactic fountain) of the warm gas in the MW.

• A unique case study of the interaction layer between the disk and the

CGM of NGC891. The cool-warm CGM of the NGC 891 was investigated in

§6. With a unique sight line projected 5 kpc around the edge-on disk of NGC

891, I directly measured the column density of various ions close to the NGC

891 disk, and determine the metallicity of the gas. The depletion pattern of the

warm gas is similar to the warm gas in the MW disk, indicating a disk-origin

(and mixing) of the warm gas close to the disk. In the same sight line, I detected

an HVC with a much lower metallicity than the majority gas, which could be

a cloud accreted directly from the IGM. Therefore, the warm gas is ejected,

accreted, and recycled around the disk, which is a crucial part of the baryonic

cycle in galaxy evolution.

• A semi-analytic model of the disk-CGM co-evolution to study the

warm-hot CGM. §7 and §8 describe an analytic model of the warm-hot CGM

of star-forming galaxies. In §7, I described the basic assumptions and main

results of the warm-hot CGM, while the cosmological implication of this model

is introduced in §8. In this model, I assumed a static solution of disk-CGM co-

evolution that the star formation rate in the disk is supplied by the net cooling

accretion from the warm-hot CGM. The net cooling is a result of radiative cool-

ing and the heating from feedback processes. Although this is a model without

full prescriptions of all individual feedback processes, it reproduced observed

column densities of O VI, Ne VIII, and Mg X at z . 1. According to some

recent studies, this model is even better than most popular cosmological sim-

ulations like EAGLE and IllustrisTNG for low-mass galaxies (halo mass less

than 1011 M⊙; private communications with Kirill Tchernyshyov and Jessica

Werk). By combining this warm-hot CGM model with the spatial distribution
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of star-forming galaxies, I predicted the cosmic column density distribution as-

sociated with galaxies in §8. This column density distribution is consistent with

the observed column density distribution at the high column density domain,

which indicates that the warm-hot CGM is dominant contributor to the total

warm-hot gas in the low-redshift Universe at z . 1.

9.2 Future Work

There are two direct followups of this dissertation work. First, the archival HST

data also provides a large sample of another intermediate ionization state ion C IV,

which has not been reduced and analyzed in the kinematical model framework. With

excitation potential between Si IV and oxygen ions (O VI, O VII, and O VIII), C IV

is of great importance to investigate the cooling from the hot gas to the cooler gas.

The reduction and analyses of the C IV sample is in progress, where I will study its

correlation with Si IV and higher ionization state ions. Second, I am still developing

a better SZ extraction for the MW SZ signal to suppress the dust contamination. The

MW signal is more contaminated by the foreground dust emission compared to the

M31 direction, so one must be more careful to exclude the dust component. The SZ

signal is complementary to the existing X-ray emission data, which can significantly

improve the extraction of the hot gas distribution in the MW. Therefore, these fol-

lowups will provide a more comprehensive understanding of the MW warm-gas as the

most valuable case study to resolve the disk-CGM co-evolution.

The methods and models developed in the dissertation can benefit future obser-

vations and theories, which will be significantly improved in the coming decade. In

observations, there are various on-going or in-planning missions aiming at observa-

tions of the warm-hot CGM. For example, Aspera (PI: Carlos Vargas; expected 2024;

Vargas et al. 2021) was selected to detect O VI line emissions in the local Universe,

and Hot Universe Baryon Surveyor (HUBS; PI: Wei Cui; expected 2030+; Cui et al.
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2020) was planned for the X-ray emitting gas. These dedicated missions for the

warm-hot CGM will provide high resolution data in both spatial and spectral spaces.

Therefore, detailed modeling and analyses are needed for these coming missions as

what we have done for the MW warm gas in §4 and §5. For the SZ signals, further

improvements are expected by missions introducing more channels, such as the probe

concept PICO with 21 channels (Hanany et al., 2019) or improving spatial resolution,

such as CMB-S4 (Carlstrom et al., 2019). These missions make it possible to extend

our diffuse SZ studies to high redshifts, which is complementary to future X-ray mis-

sions (e.g., HUBS). More general missions (e.g., Lynx, Athena, and JWST) will also

contribute to the warm-hot CGM field. For example, JWST makes it possible to de-

tect warm gas at high redshifts, which is crucial to study the cosmological evolution

of the warm CGM. Although Lynx and Athena are not dedicated X-ray missions to

the hot CGM, their can provide even higher spatial and spectral resolution observa-

tions than HUBS (but with low efficiency for diffuse features), which will be great for

substructure detections in the CGM.
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