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#### Abstract

In the last decade, ubiquity of the internet and proliferation of smart personal devices have given rise to businesses that are built on the foundation of the sharing economy. The mobility market has implemented the sharing economy model in many forms, including but not limited to, carsharing, ride-sourcing, carpooling, taxi-sharing, ridesharing, bikesharing, and scooter sharing. Among these shared-use mobility services, ridesharing services, such as peer-to-peer ( P 2 P ) ridesharing and ride-pooling systems, are based on sharing both the vehicle and the ride between users, offering several individual and societal benefits. Despite these benefits, there are a number of operational and economic challenges that hinder the adoption of various forms of ridesharing services in practice. This dissertation attempts to address these challenges by investigating these systems from two different, but related, perspectives.

The successful operation of ridesharing services in practice requires solving large-scale ridematching problems in short periods of time. However, the high computational complexity and inherent supply and demand uncertainty present in these problems immensely undermines their real-time application. In the first part of this dissertation, we develop techniques that provide high-quality, although not necessarily optimal, system-level solutions that can be applied in real time. More precisely, we propose a distributed optimization technique based on graph partitioning to facilitate the implementation of dynamic P2P ridesharing systems in densely populated metropolitan areas. Additionally, we combine the proposed partitioning algorithm with a new local search algorithm to design a proactive framework that exploits historical demand data to optimize dynamic dispatching of a fleet of vehicles that serve on-demand ride requests. The main purpose of these methods is to maximize the social welfare of the corresponding ridesharing services.

Despite the necessity of developing real-time algorithmic tools for operation of ridesharing services, solely maximizing the system-level social welfare cannot result in increasing the penetration of shared mobility services. This fact motivated the second stream of research in this dissertation, which revolves around proposing models that take economic aspects of ridesharing systems into account. To this end, the second part of this dissertation studies the impact of subsidy allocation on achieving and maintaining a critical mass of users in P2P ridesharing systems under different assumptions. First, we consider a community-based ridesharing system with ride-back guarantee, and propose a traveler incentive program that allocates subsidies to a carefully selected set of commuters to change their travel behavior, and thereby, increase the likelihood of finding more compatible and profitable matches. We further introduce an approximate algorithm to solve


large-scale instances of this problem efficiently. In a subsequent study for a cooperative ridesharing market with role flexibility, we show that there may be no stable outcome (a collusion-free pricing and allocation scheme). Hence, we introduced a mathematical formulation that yields a stable outcome by allocating the minimum amount of external subsidy. Finally, we propose a truthful subsidy scheme to determine matching, scheduling, and subsidy allocation in a P2P ridesharing market with incomplete information and a budget constraint on payment deficit. The proposed mechanism is shown to guarantee important economic properties such as dominant-strategy incentive compatibility, individual rationality, budget-balance, and computational efficiency.

Although the majority of the work in this dissertation focuses on ridesharing services, the presented methodologies can be easily generalized to tackle related issues in other types of shareduse mobility services.

## CHAPTER 1

## Introduction

### 1.1 Motivation

The sharing economy is a business model that leverages peer-to-peer ( P 2 P ) transactions to generate value. The past decade has witnessed widespread access to the internet and proliferation of smartphones, leading to an unprecedented growth in businesses that are built on the foundation of the sharing economy. The mobility market has implemented the sharing economy model in many forms, including but not limited to, carsharing, ride-sourcing, carpooling, taxi-sharing, ridesharing, bikesharing, and scooter sharing (Shaheen et al., 2010; Shaheen and Cohen, 2007; Shaheen and Chan, 2016; Benjaafar et al., 2017; Benjaafar and Hu , 2020). Among these shared-use mobility services, carsharing, ride-sourcing, carpooling, taxi-sharing, and P2P ridesharing are based on sharing a vehicle. These services introduce a number of benefits, of which the most notable is enhancing mobility due to reducing the cost of transportation. However, they may leave different footprints on the transportation system and the environment.

Carsharing is a shared-use mobility service that allows its registered users to rent a car from a nearby location for a short period of time (usually a few hours) (Shaheen et al., 2018). It differs from the conventional car rental services in that the entire process of reservation, pick-up, and drop-off is self-served, and pick-up/drop-off locations are more widely spread across the network, thereby making the service more accessible to customers. Carsharing services typically operate under two different business models: one-way (or free-floating) carsharing (Weikl and Bogenberger, 2013; Correia et al., 2014; Boyacı et al., 2015; He et al., 2017), and two-way (or round-trip) carsharing (Nourinejad and Roorda, 2015; Chang et al., 2017; Lu et al., 2018; Ströhle et al., 2019; Yu and Shen, 2020). In the former case, the pick-up and drop-off location of the vehicle may be different, while in the latter case, customers are required to return the vehicle to the same location from which it is picked up. Carsharing is fundamentally different from other shared-use mobility services that are centered around vehicle sharing, as its users take on the task of driving and do not share rides. Therefore, increasing vehicle occupancy and utilization are not at the center of the expected benefits from this form of service.
ride-sourcing is an emerging shared mobility service in which scheduled or on-demand trip requests are served by private vehicle owners (Zha et al., 2016; Clewlow and Mishra, 2017; Zha et al., 2018; Braverman et al., 2019; Xu et al., 2020). Drivers in ride-sourcing services serve as independent contractors with flexible, self-determined schedules. Vehicles in ride-sourcing systems, such as Uber and Lyft, may add empty miles to the transportation network due to cruising and deadheading. Cruising accounts for empty miles driven by a ride-sourcing vehicle when it roams the network, waiting for its next assignment, and deadheading captures the empty miles that a ride-sourcing vehicle has to travel to its next pick-up location. There are variations of ride-sourcing services that are specifically designed to increase vehicle occupancy by incorporating pooling. Such variations are referred to as ride-pooling, ride-splitting, or ridesharing, and may curb the empty miles of ride-sourcing vehicles to some extent; however, unless the pooling strategy is paired with an efficient matching algorithm and implemented widely, its positive impacts may remain limited (Jacob and Roet-Green, 2018).

Ridesharing is fundamentally different from other shared-use mobility systems. Carsharing and ride-sourcing services, and the overwhelming majority of their variants, focus on sharing a vehicle among users. Ridesharing takes sharing to the next level, where both the vehicle and the ride are shared between two or more users of the system. Carpooling is one of the first realizations of ridesharing that facilitates sharing rides for recurrent trips among groups of peers with the same origin and/or destination or other commonalities. In traditional carpooling, also referred to as work-to-home or home-to-work carpooling, typically the origin or the destination of all trips resides in a single location, and users with similar itineraries use a single vehicle to complete their trips (Baldacci et al., 2004; Xia et al., 2015; Chou et al., 2016). Traditional carpooling often requires long-term commitment from participants, and accommodates pre-arranged, recurrent trips. An informal version of carpooling has been practiced largely by companies to incentivize their employees to share their commutes. In order to share the common costs of transportation, users in each group often take turns serving their peers using their personal vehicles. Casual carpooling (or slugging) is another variant of this service that requires no commitment and usually occurs in an ad-hoc manner at meeting points along the drivers' routes (Kelly, 2007; Mote and Whitestone, 2011; Shaheen et al., 2016; Cui et al., 2019). These meeting points are usually determined to allow users to take the most advantage of gaining access to high-occupancy-vehicle (HOV) lanes. The inherent uncertainty in the availability of riders at meeting points and the typical unwillingness of drivers to take detours cast a shadow of doubt on the self-sustainability of such services in practice.

Taxi-sharing is another variant of ridesharing systems that allows for pooling rides. In such systems, a pre-determined number of taxis are dispatched from a single or multiple depots to satisfy on-demand requests (Ma et al., 2013; Santi et al., 2014; Hosni et al., 2014; Jung et al., 2016; Alonso-Mora et al., 2017). The decision making in such systems is composed of an assignment
problem, where taxis are assigned to batches of riders with similar itineraries, and a re-balancing problem that routes idle taxis toward regions with a high rate of un-served riders. The main purpose of designing shared-taxi services is to alleviate a shortcoming commonly observed in traditional taxi systems, i.e., low utilization of available seats. However, similar to ride-sourcing services, this form of service may suffer from increasing vehicles miles traveled (VMT) due to deadheading.

A P2P ridesharing system is a shared-use mobility service that provides matching, routing, and scheduling for a group of peer travelers with compatible itineraries (Agatz et al., 2011). A P2P ridesharing system consists of an online platform in which participants register their trips ahead of time (a few hours to a few seconds prior to their trips), and a system operator that matches riders and drivers and devises their itineraries. The P2P ride-matching problem is a generalization of the dial-a-ride problem (DARP). DARP was originally designed to model para-transit systems (Madsen et al., 1995; Healy and Moll, 1995; Fu, 2002); however, it has evolved through several years to model the operation of ride-sourcing systems (Jaw et al., 1986; Cordeau, 2006; Wang and Yang, 2019). The P2P ride-matching problem has a fundamental difference from ride-sourcing and shared-taxi services, in that in a P2P ridesharing system drivers are also customers who are willing to share their rides while completing their own trips. As a result, they typically have tight time windows, and are not available during the entire time horizon. Also, P2P ridesharing differs from traditional or casual carpooling, as it does not require a long-term arrangement and recurrence.

Ridesharing services, in general, and P2P ridesharing, shared-taxi and ride-pooling systems, in particular, have been shown to offer several societal and individual benefits. First, they substantially reduce the total VMT in the transportation network, which may ameliorate the perennial traffic congestion, especially in large metropolitan areas or during the peak hours (Stiglic et al., 2016; Agatz et al., 2010). Secondly, they can potentially reduce the cost of transportation as the incurred costs are shared among the participants sharing a ride (Chan and Shaheen, 2012). Finally, in the case of P2P ridesharing, it could also meet the increasing demand for mobility without adding to, or even curbing, the environmental footprint of the transportation sector by utilizing the empty spaces in traveling vehicles, rather than recruiting drivers whose sole purpose is to transport passengers. Despite all these benefits, ridesharing services have not gained as much traction as ride-sourcing services provided by Uber and Lyft have by American travelers in the past two decades. As an instance, (Iqbal, 2021) reports that only $20 \%$ of Lyft rides were shared through Lyft Line, the ridepool service of Lyft. Therefore, it is crucial to investigate the failure of ridesharing services, and devise new techniques that help these services become a viable and reliable mode of transportation. In the next section, we introduce a number of the main challenges faced by ridesharing services.

### 1.2 Challenge

The successful implementation of a ridesharing service in practice requires addressing the following operational and economic challenges:

- Complex Real-Time Ride-Matching: When operating over a geographically large region and/or during the traffic peak hours, riders/drivers may have several options for sharing their rides, and the platform has to consider all these options with respect to a global view of the system. As such, the core of a ridesharing system is solving a ride-matching problem to assign riders to drivers and determine a plausible scheduling and vehicle routing that optimizes the pre-determined objective of the system. However, the inherent uncertainty of customer (rider and driver) arrivals, the large size of the decision space, and the necessity of having short response times by the platform turn this problem into a highly complex one, which immensely undermine the real-time application of ridesharing services in practice. Hence, it is crucial to devise techniques that provide high-quality, although not necessarily optimal, system-level solutions that can be applied in real time.
- Absence of a Critical Mass: In early stages of implementation, ridesharing services, especially P2P ridesharing, fail to achieve a critical mass that is necessary for obtaining a satisfactory matching rate, and thereby, ensuring a high quality-of-service for customers. There are at least two factors that contribute to this failure. First, the customers of these services often provide a tight time window that causes scarcity of spatial and/or temporal compatibility between trips. Secondly, even in the case of finding compatible trips, sharing rides may not attribute to a profitable match between travelers. Taking these issues into consideration, it is imperative for the platform to design promotion/reward programs that change the travel behavior of customers and/or surges their participation into the system.
- Selfish And Strategic Users: In solving the ride-matching problems for ridesharing services, the operator often chooses to maximize either the social welfare of the entire system or the total revenue of the platform. However, maximizing these objectives cannot solely result in increasing or even maintaining the penetration rate of a shared mobility service in which selfish customers act strategically to maximizes their own benefit. More precisely, similar to every other public market, ridesharing services cannot succeed without ensuring a proper allocation of profit shares among their users. This is true for any form of the ridesharing system regardless of assuming a cooperative or non-cooperative behavior for the participants in the market. In the case of a cooperative market, users, which often have different preferences over their assigned partners, might be better off by deviating from the system-optimal matching and forming coalitions with other user(s) to increase their collective benefits. Additionally, in a non-cooperative environment with incomplete information, customers may find incentives
to manipulate the outcome of the system by revealing their private information untruthfully to maximize their own utility. Therefore, it is of upmost importance that these platforms conform their policies and actions with respect to selfish behavior of their customers.


### 1.3 Contribution and Dissertation Outline

This dissertation aims to bring ridesharing services one step closer to becoming an attainable and sustainable mode of transportation in the near future. To this end, this dissertation focuses on the operational and economic challenges faced by ridesharing services from the perspective of both the platform and its users, and introduces new ideas and techniques to resolve these challenges or alleviate their adverse impacts. In what follows, we provide a brief overview of the following chapters, which collectively reveal the contributions of this dissertation.

In Chapters 2 and 3, I develop customized algorithms that address the computational challenges that arise when implementing two different forms of shared mobility services, namely P2P ridesharing and ride-pooling systems, in large-scale dynamic transportation networks. More specifically, in Chapter 2, we develop a solution methodology based on graph partitioning that facilitates solving ride-matching problems. The proposed method decomposes the original problem into multiple sub-problems that can be solved in parallel, with the goal of reducing the overall computational complexity of the problem as well as providing high quality solutions. This decomposition algorithm is shown to have a number of desirable properties, including converging in a finite number of steps, improving solutions with iterations, and more importantly, being applicable to different forms of ride-matching problems in the literature, e.g., one-to-one, one-to-many, and many-to-many matching.

In Chapter 3, we study the problem of dispatching a fleet of shuttles to serve trip requests in a dynamic environment with stochastic demand, which can be mathematically formulated as a dial-a-ride problem (DARP). This chapter introduces a general framework to shift much of the computational burden of the optimization problems that need to be solved into an offline setting, thereby addressing the on-demand requests with fast and high quality solutions. This framework includes: $i$ ) a new local search algorithm for generating a pool of useful routes in the offline mode; ii) an efficient algorithm to find the best subset of customers served by a fixed route; and iii) an online method that exploits the information from historical data to deploy shuttles proactively and change their routes if necessary in real time.

In Chapter 4, we study community-based ridesharing, as an instance of P2P ridesharing with ride-back guarantee. Community-based ridesharing provides a platform for commuters to transport their fellow community members from home to work in the morning and from work to home in the evening. This chapter addresses the second challenge discussed in the previous section by
introducing a traveler incentive program that allocates monetary incentives to $i$ ) subsidize a select set of ridesharing rides, and, $i$ ) encourage a few, carefully selected set of travelers to change their travel behavior (i.e., departure or arrival time). We present the mathematical formulation of this problem and develop an approximate method to solve its large-scale instances. We further propose a budget-balanced version of the problem that can be solved very efficiently.

In the next two chapters, we consider two variants of a P2P ridesharing market, once as a cooperative game with complete information and once as a non-cooperative game with incomplete information. In each case, we devise a pricing scheme that prevents the users from manipulating the outcome of the corresponding platform. More precisely, Chapter 5 introduces a new market game for a P2P ridesharing system in which users are flexible to play the role of either a rider or a driver. For this market, we theoretically show that there might exist no stable outcome, i.e., a pricing and allocation scheme from which no coalition of users have incentives to deviate. As such, we further present a mathematical formulation that yields the stable outcome if it ever exists or finds a near-stable outcome otherwise, and propose a decomposition algorithm to solve large instances of this problem efficiently.

So far in Chapters 2-5, we assume that the personal information of users are common knowledge. In Chapter 6, we relax this assumption and consider a P2P ridesharing market in which users hold their personal information private. For this market, we propose a subsidy scheme that provides monetary incentives to drivers to extend their time windows while ensuring that the payment deficit does not violate a budget constraint. We further prove that this pricing scheme satisfies important economic properties such as truthfulness, voluntary participation, and computational efficiency.

It is worth noting that although the majority of the work in this dissertation revolves around ridesharing services, the presented methodologies can be adjusted with minor effort to tackle related issues in other types of shared-use mobility services. Also, in all the chapters above, we provide the results of numerical experiments using the taxi trips in New York City to showcase the scalability and various aspects of the proposed methods. Finally, Chapter 7 concludes this dissertation and further discusses possible directions for future work.

The main chapters of this dissertation, Chapters 2 through 6, have appeared in the following five papers, respectively:

- Tafreshian, A. and Masoud, N. (2020a). Trip-based graph partitioning in dynamic ridesharing. Transportation Research Part C: Emerging Technologies, 114:532-553
- Tafreshian, A., Abdolmaleki, M., Masoud, N., and Wang, H. (2021). Proactive shuttle dispatching in large-scale dynamic dial-a-ride systems. Transportation Research Part B: Methodological, page to be appeared
- Tafreshian, A. and Masoud, N. (N.D.a). A traveler incentive program for promoting community-based ridesharing. Under second round of review
- Tafreshian, A. and Masoud, N. (2020b). Using subsidies to stabilize peer-to-peer ridesharing markets with role assignment. Transportation Research Part C: Emerging Technologies, 120:102770
- Tafreshian, A. and Masoud, N. (N.D.b). A truthful subsidy scheme for a peer-to-peer ridesharingmarket with incomplete information. To be submitted

Also, the content of Chapters 1 and 7 have partially appeared in the following paper:

- Tafreshian, A., Masoud, N., and Yin, Y. (2020). Frontiers in service science: Ride matching for peer-to-peer ride sharing: A review and future directions. Service Science, 12(2-3):44-60


## CHAPTER 2

## Trip-based Graph Partitioning in Dynamic Ridesharing

### 2.1 Introduction

General growth in the world's population is projected to add 2 billion to the world's population by the year 2050 (UN Department of Economics and Social Affairs, 2019). The rise in transportation demand that could arise from this growth has started movements toward devising more sustainable forms of transportation. One solution, which has been attracting more attention recently, is to increase the utilization rate of current transportation supply by providing a platform for travelers to share their trips, thereby reducing the number of single-occupancy vehicles on the roadway network.

With the prospect of driver-less vehicles becoming a technologically viable option in the near future, the number of start-up companies emerging in the areas of ridesharing, ride-sourcing, and carsharing has seen a sudden spike. More interestingly, the travelers' positive response to ridesourcing services (e.g., Uber, Lyft, Didi) and the effect of carsharing services on vehicle ownership (Martin and Shaheen, 2011; Martin et al., 2010; Masoud and Jayakrishnan, 2017a) have convinced a number of well-established automotive manufacturers to start a movement to re-brand themselves as mobility companies. These recent trends point to a slow but steady shift from private vehicle ownership to the mobility-as-a-service (MaaS) business model.

A dynamic ridesharing system is a shared-use mobility service that provides matching, routeing, and scheduling for a group of peer travelers with compatible itineraries on a short notice (Agatz et al., 2011). The operator of a ridesharing system matches riders with drivers based on the proximity of their trips by solving a ride-matching problem. Since each rider/driver may have several potential driver/rider matches, the ridesharing operator needs to make the matching decision based on a global view of the system. In such a view, the operator considers all riders and drivers that are active in the system during the period of time for which a matching solution should be obtained. When operating over a geographically large region and/or during the traffic peak hours, the matching problem can grow large and challenging to solve.

This chapter introduces a methodology to decompose the graph associated with the ride-matching problem into smaller sub-graphs whose corresponding matching problems are easier to solve, while
providing near-optimal solutions. Toward this end, we develop a graph partitioning-based method based on a one-to-one ride-matching problem, in which each driver shares a trip with at most one rider. Without loss of generality, we assume that the objective of the matching problem is to maximize the savings in vehicle miles obtained from ridesharing. Using numerical experiments with various parameter settings, the effectiveness of our proposed methodology on different metrics is compared with other partitioning techniques in the literature. We further evaluate the performance of our methodology in two more complex systems, namely a one-to-many ridesharing system, in which each driver may provide rides to multiple riders, and a ridesharing system with flexible roles, in which users are willing to perform either as a rider or as a driver.

In the rest of the chapter, we first review the related work in graph partitioning and ridesharing literature in Section 2.2. In Section 2.3, we set out the foundation of our work by introducing the dynamic ridesharing setting and briefly describing how the bipartite graph on which the one-to-one matching problem is solved can be constructed based on travelers' trip information. Then we discuss the characteristics of a desirable partitioning, and formulate what we call the " $\varepsilon$-uniform graph partitioning" problem. Further in this section, we discuss the computational complexity of this problem and introduce a high-quality heuristic to efficiently solve this problem. We finalize this section by extending our methodology to one-to-many ride-matching problem and ride-matching with role flexibility. In Section 2.4, we conduct a numerical study using the New York City taxi data and compare the performance of our proposed algorithm with the optimal solution as well as a benchmark algorithm. Finally, Section 2.5 concludes our findings and provides some directions for future research.

### 2.2 Literature Review

In this section we present a review of the academic literature in two fields, namely graph partitioning and dynamic ridesharing, and clearly state our contributions.

### 2.2.1 Graph Partitioning

Graph partitioning is a well-known problem in the graph theory literature. A graph $G$ can be simply represented by a set of vertices $V$ and edges $E$. Graphs are the cores of various network optimization problems. In recent years, with the advent of parallel machines on the one hand and the capability of handling big data on the other, researchers are incessantly seeking new techniques to provide fast and high quality solutions for operations over large graphs. One promising, yet sometimes challenging, method is to perform graph partitioning prior to conducting the operations. In general, graph partitioning aims at dividing a graph into smaller components such that the computational
burden can be evenly distributed on every component.
In the literature, there is a wide spectrum of approaches to partition graphs based on the objectives they serve and the constraints to which they are subjected. These approaches can be roughly divided into two categories, global and local. The global methods use the entire graph and provide a partitioning directly. Global approaches can be further categorized as either exact methods (Brunetta et al., 1997; Karisch et al., 2000) or heuristic algorithms (Simon, 1991; Donath and Hoffman, 1972; Fiedler, 1975). The local algorithms, however, start with an initial partition and iteratively improve it through local search or similar approaches (Kernighan and Lin, 1970; Fiduccia and Mattheyses, 1982). For more detail on various approaches of graph partitioning, we refer the interested reader to a comprehensive survey by Buluç et al. (2016).

Many systems in various fields, including the transportation field, can be modeled using graphs. As previously stated, graph partitioning methods seek to segment a graph into smaller ones, when the graph grows large. However, before implementing a graph partitioning method, one needs to first create the graph. In many fields, creating the graph itself could be a time-sensitive task with substantial computational cost, specifically for systems that operate in real-time (one may need to spend computational resources to assess the feasibility of each edge/node in a graph.) Hence, many real-world problems may benefit from methods that can circumvent this step, and partition the graph nodes/edges before assessing the feasibility of edges/nodes. This type of partitioning, however, is problem specific. In this chapter, we introduce a graph partitioning method for the ridesharing problem without constructing the graph first. Specifically, we group the to-be graph nodes into partitions, where a sub-graph for each partition can be efficiently obtained. The problem-specific research question is how to perform such partitioning so as to ensure that valuable edges are preserved. An edge is considered valuable if removing it deteriorates the objective of the problem defined on the graph considerably.

### 2.2.2 Dynamic Ridesharing

Road congestion in metropolitan areas on one side, and ubiquity of smartphones and other means of communication on the other side have caused dynamic ridesharing services to attract increasing levels of interest in the past decade (Agatz et al., 2012). In a dynamic ridesharing system, travelers enter the system over time and provide some information regarding the location and time of their trips in the hope of sharing their trips with their peers who have similar routes and time windows. In such a system, the arrangement between travelers is non-recurring and can be on-the-fly or pre-arranged (Masoud and Jayakrishnan, 2017b). This is different from more traditional carpooling services (Baldacci et al., 2004; Calvo et al., 2004; Tamannaei and Irandoost, 2019; Li et al., 2018) that require a long-term commitment between travelers, and do not provide real-time arrangements.

Additionally, dynamic ridesharing differs from on-demand ride-hailing and taxi-sharing services (Ma et al., 2014; Zha et al., 2016; Lokhandwala and Cai, 2018; Ramezani and Nourinejad, 2017)) as in the latter case drivers are employed by the companies, and also drivers may not have narrow, self-determined time windows or pre-determined destinations. More details on the differences between dynamic ridesharing and other shared mobility services can be found in the survey by Furuhata et al. (2013).

Study of the related work reveals that there are different considerations for implementing a dynamic ridesharing system. For instance, a group of studies (Agatz et al., 2011; Najmi et al., 2017; Lloret-Batlle et al., 2017b) merely focus on one-to-one matching, in which each rider can be matched with exactly one driver, and each driver can transport at most one rider. While other studies (Herbawi and Weber, 2011; Di Febbraro et al., 2013; Stiglic et al., 2015; Masoud and Jayakrishnan, 2017b; Regue et al., 2016; Masoud et al., 2017b; Nam et al., 2018; Masoud et al., 2019) relax this assumption by allowing for multiple stops for drivers and/or multiple transfers between drivers for riders. Another aspect of ridesharing corresponds to the role of participants (i.e., rider or driver) in the system. Although it is usually assumed that users specify their roles during the trip registration, some studies (Agatz et al., 2011; Masoud and Jayakrishnan, 2017c; Amey et al., 2011; Lloret-Batlle et al., 2017b) consider cases where the system optimally assigns the role of participants.

Due to realizing the ride-share requests over time, the researchers usually focus on using a rolling horizon approach. In this approach, the system operator re-solves a static ride-matching problem at certain intervals by considering only current active users in the system. However, Agatz et al. (2012) emphasizes the fact that the ride-matching problem may not be solved in a timely manner when one practices the dynamic ridesharing system over a large metropolitan area with thousands of ride-share requests in a few minutes. To ameliorate this issue, they propose a decomposition approach based on the origin and destination of users' trips. They point out that this results in having possibly many users with trips in different sub-regions, and hence, a poor quality matching. As an alternative, Shen et al. (2016a) propose a filter-and-refine framework that partitions the original problem based on a grid of road network and solves the matching for each sub-region separately. Similarly, Pelzer et al. (2015) introduce a graph partitioning based on the topology of road networks to reduce the solution space. They further adopt an agent-based method that matches a rider and a driver if the rider's destination lies on the driver's route. Nourinejad and Roorda (2016) introduce a decentralized optimization technique combined with a first-price Vickrey auction to match riders and drivers. In their proposed algorithm, each driver places a bid on a rider only if the origin or the destination of the rider is in the proximity of the driver's route. More recently, Najmi et al. (2017) suggest a $k$-means clustering that groups users in $k$ regions using the origin and destination of their trips. In their algorithm, the users whose origin and destination lie in two different clusters will be considered in both clusters. After solving the matching in each
cluster separately, they need to solve another matching involving those users that have been matched in more than one cluster. Hereafter, we refer to this algorithm as "point-based partitioning" as opposed to our proposed algorithm which we refer to as "trip-based partitioning". In Section 2.4, we compare the performance of the trip-based partitioning method with that of the point-based partitioning method as a benchmark. In their seminal work, Alonso-Mora et al. (2017) propose a multi-step procedure to assign batches of riders to a set of drivers. They present an efficient technique to find shareable rides, and optimally assign them to a driver by solving an intger linear program. Finally, Simonetto et al. (2019) propose a two-level federated optimization architecture for the dynamic ridesharing problem. At the top level of this architecture, they efficiently find vehicles whose current position is geographically close to the pick-up location of customers that results in narrowing down the pairwise options between vehicles and customers considerably. It is also worth noting that some studies (Chen et al., 2017; Dong et al., 2018) in recent years have been devoted to analyzing the ridesharing data to better understand and predict the travel patterns of participants. It goes without saying that ridesharing systems can largely benefit from these analyses when solving ride-matching problems in real time.

### 2.2.3 Our Contributions

Similar to the aforementioned techniques, we propose a heuristic graph partitioning method to partition the ride-matching problem into smaller sub-problems with the objective of (i), reducing the overall complexity of the problem, and (ii), providing high quality solutions. Unlike the other methods that use the spatial proximity of origins or destinations, our method uses a dissimilarity measure based on the shareability of trips. Also, our method ensures that the matching problems of different clusters have similar running times, a consideration that cannot be guaranteed by previous methods. This feature enables us to reduce the maximum solution time of sub-problems when solving them in parallel. Our proposed partitioning method clusters the node set of the graph based on an approximation of the density of the graph edge set obtained from raw trip data and without generating the edges. After partitioning is completed based on this approximation, edges will be generated selectively, reducing the computational complexity of the problem. Finally, although our method is developed based on a one-to-one ride-matching problem, we later investigate the performance of the proposed method on more complex matching scenarios.

In sum, the contributions of this chapter to the literature are three-fold; we propose a graph partitioning approach to decompose the ride-matching problem and formulate it as an integer programming model, introduce a clustering problem as a proxy for the graph partitioning problem, and devise a heuristic algorithm to solve the clustering problem efficiently. The proposed graph partitioning technique enables us to divide a large ride-matching problem into smaller sub-problems
that can be solved in parallel, facilitating real-time implementation of dynamic ridesharing over large-scale transportation networks.

### 2.3 Solution Methodology

We start this section by introducing the ridesharing system and its settings.

### 2.3.1 The Dynamic Ridesharing System

Consider a dynamic ridesharing system for a metropolitan area that provides a platform for individuals to share their personal trips with their peers over time. Without loss of generality, we assume that the study region consists of $m$ stations, in which participants start or finish their trips, denoted by $s_{1}, s_{2}, \ldots, s_{m}$. (Note that to model door-to-door transportation, it is sufficient to consider a large $m$.) These stations are selected at locations with high levels of demand for ridesharing, such as high density residential/recreational areas, business districts, and central transit stations (Masoud and Jayakrishnan, 2017c). Moreover, the study time horizon is discretized into a set of short time intervals of length, say, one minute. Discretizing time and introducing stations enables us to use time-dependent travel time matrices in our study. As a result, let $\tau_{t}\left(s_{i}, s_{j}\right)$ denote a function that generates the shortest-path travel times between stations $s_{i}$ and $s_{j}$ realized at time $t$ from these matrices.

In order to participate in the ridesharing system, every user needs to register their trip in the system ahead of their desired departure time. Let us characterize the trip of a participant $p$ by its origin and destination stations, denoted by $s_{p}^{\mathrm{O}}$ and $s_{p}^{\mathrm{D}}$, respectively, and the earliest departure time from the trip origin, denoted by $t_{p}^{\mathrm{ED}}$. Further, let $t_{p}^{\mathrm{A}}$ represent the announcement time of this trip that can be a few minutes to a few hours prior to its earliest departure time. The latest arrival time of the participant at the trip's destination station, denoted by $t_{p}^{\mathrm{LA}}$, can be computed as the sum of the earliest departure time, travel time on the shortest path from the origin station to the destination station, and a maximum detour time. The maximum detour time for participant $p$, denoted by $t_{p}^{\mathrm{det}}$, can either be specified by the participant or decided by the system operator, and correlates inversely with level of service. Finally, in this study we start by assuming that every user registers their trip as either a rider trip, if they are seeking a ride-share service, or a driver trip if they are willing to give a ride to their peers. We later introduce a version of the algorithm that can be applied to the more general ridesharing problem that includes role flexibility.

In response to the inherent uncertainty embedded in dynamic ridesharing systems, we adopt the rolling horizon strategy suggested by Agatz et al. (2011). In this strategy, we assume that the system operator solves the ride-matching problem periodically at pre-specified, equally-spaced points in
time referred to as "re-optimization times". The time window between every two consecutive re-optimization times is called "re-optimization period". At each re-optimization time, the ridematching problem includes all announced trips that have not yet expired or finalized (see Figure 2.1).

An announced trip is considered expired if its latest departure time occurs before the end of the current re-optimization period. In Figure 2.1, for example, all trips whose announcement times are before time $t$ and latest departure times are after time $t+1$ will be considered in the ride-matching problem in the specified re-optimization period. Also, an announced trip is considered finalized if it gets matched in the ride-matching problem, and the implied latest departure time of the driver trip associated with this match occurs before the end of the next re-optimization period. Agatz et al. (2011) defines the implied latest departure time as the latest possible time that a driver can leave its origin station while serving their matched rider(s) on time. For example, suppose driver $d$ is matched to rider $r$ in the specified re-optimization period of Figure 2.1. These trips will be finalized if the implied latest departure time of driver $d$ (computed as $\min \left\{t_{d}^{\mathrm{LA}}-\tau\left(s_{r}^{\mathrm{O}}, s_{r}^{\mathrm{D}}\right)-\tau\left(s_{d}^{\mathrm{O}}, s_{r}^{\mathrm{O}}\right)-\right.$ $\left.\left.\tau\left(s_{r}^{\mathrm{D}}, s_{d}^{\mathrm{D}}\right), t_{r}^{\mathrm{LA}}-\tau\left(s_{r}^{\mathrm{O}}, s_{r}^{\mathrm{D}}\right)-\tau\left(s_{d}^{\mathrm{O}}, s_{r}^{\mathrm{O}}\right)\right\}\right)$ is before $t+2$.

We set the objective function of the ride-matching as maximizing the vehicle miles traveled savings (VMTS). As mentioned in the previous section, the ride-matching problem can have different forms based on the preference of riders and drivers. In the next subsection, we consider the simplest form of the ride-matching problem, namely one-to-one matching problem. Please note that since the dynamic ridesharing system in a rolling time horizon framework can be thought as a process of solving different instances of the same problem over time, we draw our attention to only one re-optimization period for the rest of this section.

### 2.3.2 Maximum Weighted Bipartite Matching

The one-to-one matching problem can be represented by a bipartite graph $G=(P, L)$, where $P$ is the set of participants and $L$ is the link set. Let us denote the set of riders by $R=\{r\}$ and the set of drivers by $D=\{d\}$. In this section, we consider the rider and driver sets to be mutually exclusive,


Figure 2.1: Rolling horizon framework
and collectively form the set of participants, $P=\{p\}=R \cup D$, which constitute the set of nodes in graph $G$.

A link $\ell=(r, d) \in L$ between rider $r$ and driver $d$ exists in graph $G$ if the driver is capable of serving the rider before heading to his/her own destination. This condition can be mathematically expressed by having inequalities (2.1a) and (2.1b) hold concurrently, where $t$ is the most recent realization time of travel time matrices. Inequality (2.1a) ensures that a driver who arrives at a rider's origin station as early as possible would have enough time to carry the rider to his/her destination. Inequality (2.1b) states that after dropping off the rider, the driver should have enough time to accomplish his/her own trip.

$$
\begin{align*}
& \max \left\{t_{d}^{\mathrm{ED}}+\tau_{t}\left(s_{d}^{\mathrm{O}}, s_{r}^{\mathrm{O}}\right) t_{r}^{\mathrm{ED}}\right\}+\tau_{t}\left(s_{r}^{\mathrm{O}}, s_{r}^{\mathrm{D}}\right) \leq t_{r}^{\mathrm{LA}},  \tag{2.1a}\\
& \max \left\{t_{d}^{\mathrm{ED}}+\tau_{t}\left(s_{d}^{\mathrm{O}}, s_{r}^{\mathrm{O}}\right) t_{r}^{\mathrm{ED}}\right\}+\tau_{t}\left(s_{r}^{\mathrm{O}}, s_{r}^{\mathrm{D}}\right)+\tau_{t}\left(s_{r}^{\mathrm{D}}, s_{d}^{\mathrm{D}}\right) \leq t_{d}^{\mathrm{LA}} . \tag{2.1b}
\end{align*}
$$

For every link $(r, d) \in L$, let $w_{r d}$ denote the saving in the vehicle miles traveled which can be calculated as:

$$
\begin{equation*}
w_{r d}=\max \left\{\phi\left(s_{d}^{\mathrm{O}}, s_{d}^{\mathrm{D}}\right)-\phi\left(s_{d}^{\mathrm{O}}, s_{r}^{\mathrm{O}}\right)-\phi\left(s_{r}^{\mathrm{D}}, s_{d}^{\mathrm{D}}\right), 0\right\}, \tag{2.2}
\end{equation*}
$$

where $\phi\left(s_{i}, s_{j}\right)$ represents the shortest driving distance between stations $s_{i}$ and $s_{j}$. We note that Equation (2.2) is based on the assumption that riders who are not served use their private vehicles. Equation (2.2) simply indicates that the saving equates the difference between the shortest driving time of the driver, and the incurred detours due to the rider pick-up and drop-off. As a result, the goal of the ride-matching problem is to find the solution that yields the highest total VMTS. This problem can be mathematically formulated as an integer programming model in (2.3). The decision variable $u_{r d}$ is a binary variable that holds value 1 if rider $r$ is matched with driver $d$, and value 0 otherwise. The objective function in Statement (2.3a) maximizes the total savings in vehicle miles travelled (VMT). Constraint (2.3b) ensures that each driver is assigned to at most one rider, and constraint (2.3c) ensures that each rider is served at most once. Note that although the decision variable $u$ is a binary variable by definition, the total-unimodularity structure of the constraint set allows for relaxing the binary constraint and replacing it with constraint (2.3d).

$$
\begin{array}{lll}
\max & \sum_{\substack{r \in R \\
r \in R}} \sum_{\substack{d \in D: \\
(r, d) \in L}} w_{r d} u_{r d} & \\
\text { s.t. } & \sum_{\substack{r \in R: \\
(r, d) \in L}} u_{r d} \leq 1, & \forall d \in D, \\
& \sum_{\substack{d \in D: \\
(r, d) \in L}} u_{r d} \leq 1, & \forall r \in R, \tag{2.3c}
\end{array}
$$

$$
\begin{equation*}
0 \leq u_{r d} \leq 1 \tag{2.3d}
\end{equation*}
$$

The matching problem in (2.3) can be solved reasonably fast using commercial optimization engines or custom-designed algorithms (Edmonds and Karp, 1972; Fredman and Tarjan, 1987)) for small- to medium-sized problems. However, in ridesharing systems that operate over a large region and/or under high levels of demand, the large scale of the problem can prohibit it from being solved in real-time, or at all. In this chapter, we propose a graph partitioning method to divide the bipartite graph $G$ into disjoint sub-graphs, creating smaller-size problems that are computationally less expensive to solve.

### 2.3.3 The Connectivity Matrix

Let us form the binary matrix $F$ based on graph $G$, such that each element $(r, d) \in R \times D$ of this matrix holds value 1 if $r$ and $d$ are connected in the bipartite matching graph, and value 0 otherwise. We call matrix $F$ the "connectivity matrix" of graph $G$, denoted by $F_{G}$ (hereafter referred to as $F$ for simplicity).

Decomposing the connectivity matrix $F$ into sub-matrices corresponds to partitioning graph $G$ into sub-graphs. Graph partitioning can be done all at once or sequentially. In the former case, we divide the original graph into $K$ sub-graphs. In the latter case, we successively partition each sub-graphs into two sub-graphs at each level. In this case, $K=2^{\text {number of levels. }}$. Figure 2.2 displays an example of sequential partitioning. In this figure, the matrix has been divided into four sub-matrices at splitting points $b_{v}$ and $b_{h}$. Level 1 partitioning as depicted in this figure will provide sub-matrices $F_{i}, i=\{1,2,3,4\}$, while level 2 partitioning corresponds to decomposing level 1 sub-matrices, and will result in sub-matrices $F_{i, j},(i, j) \in\{1,4\} \times\{1,2,3,4\}$. In general, level $i$ of partitioning is equivalent to dividing all partitions in level $i-1$ into four partitions.

In Figure 2.2, the sub-graph corresponding to $F_{1}$ includes drivers in set $D_{1}$ and riders in set $R_{1}$. Similarly, the sub-graph of $F_{4}$ includes driver in $D_{2}$ and riders in $R_{2}$. Hence, since $R_{1} \cup R_{2}=R$, $R_{1} \cap R_{2}=\emptyset, D_{1} \cup D_{2}=D$, and $D_{1} \cap D_{2}=\emptyset$, the sub-graphs associated with $F_{1}$ and $F_{4}$ are exhaustive and disjoint in set $P$. Similarly, $F_{2}$ and $F_{3}$ correspond to exhaustive disjoint sub-graphs. Hence, in order to approximate the matching problem associated with $G$ with two smaller matching problems, we solve the matching problems associated with either $F_{1}$ and $F_{4}$, or $F_{2}$ and $F_{3}$. Without loss of generality, we assume that $F_{1}$ and $F_{4}$ are always selected. We note that this procedure provides solutions to two sub-problems the union of which provides only an approximation of the solution to the original problem. The reason is that the unit elements of sub-matrices $F_{2}$ and $F_{3}$ correspond to links in $G$ (i.e., potential matches) that have been removed in order to partition $G$ into two disjoint sub-graphs.

### 2.3.4 Properties of a Desirable Partitioning

In the previous section, we noted that the splitting points $b_{v}$ and $b_{h}$ are required to decompose matrix $F$. However, there are two sets of decisions that affect the quality of the sub-graphs resulting from this partitioning, namely the location of the splitting points, and the row and column orderings in matrix $F$.

Choice of the splitting points, $b_{v}$ and $b_{h}$, affects the quality of the solutions in two ways. Firstly, by moving the location of the splitting points, we are in fact changing the riders and drivers in the resultant sub-graphs. The proper selection of $b_{v}$ and $b_{h}$ would result in a partitioning that $(i)$ removes as few links as possible, and (ii), results in a near uniform split of the graph. The reason for the former condition is that the number of links removed as a result of partitioning of $G$ provides a bound on the performance of the partitioning procedure, since each removed link is a potential matching opportunity that is being ignored. The latter condition stems from the objective of partitioning, which is reducing the computational complexity of the problem. One can use the Fredman-Tarjan algorithm to solve the maximum weighted bipartite matching problem, which is known to have a running time complexity of $O\left(|P||L|+|P|^{2} \log |P|\right)$. Hence, a partitioning of the graph that is uniform in terms of number of nodes and links would provide the highest computational benefit.

Secondly, for a given set of splitting points, the ordering of riders and drivers in $F$ leads to different sub-graphs. It is easy to see that we can re-order the identification numbers of riders and drivers in $F$ before decomposing it, without making any changes to the original problem. Figure 2.3 showcases an example of how re-ordering riders and drivers in $F$ can lead to more desirable partitions. In Figure 2.3(a), a good split, subject to uniformity in the size of the sub-graphs, requires omitting 7 links. Re-ordering the rider and driver sets, as presented in Figure 2.3(b), could lead to a much more desirable partitioning that removes only 2 links. Note that choice of the splitting points


Figure 2.2: Partitioning the connectivity matrix $F$ at splitting points $b_{v}$ and $b_{h}$. Level 1 partitioning will provide sub-matrices $F_{i}, i=\{1,2,3,4\}$, while level 2 partitioning will provide sub-matrices $F_{i, j},(i, j) \in$ $\{1,4\} \times\{1,2,3,4\}$.
and row and column re-orderings should take place concurrently. In the next section, we present the mathematical formulation of a partitioning that satisfies both conditions presented in this section.

(a) On the left: Graph $G$. On the right: Two sub-graphs $G_{1}$ and $G_{2}$ obtained by removing 7 links from $G$.

(b) On the left: Graph $G$ after row and column re-ordering. On the right: Two subgraphs $G_{1}$ and $G_{2}$ obtained by removing 2 links from $G$.

Figure 2.3: Bipartite matching graph: Two re-orderings of same set of participants

### 2.3.5 The $\varepsilon$-uniform Graph Partitioning Problem

The goal of the $\varepsilon$-uniform graph partitioning problem is to partition graph $G$ into $K$ disjoint components by eliminating links with the smallest weights, while guaranteeing that the difference between the number of nodes and links in partitions are within the thresholds of $\varepsilon_{p}|P|$ and $\varepsilon_{\ell}|L|$, respectively. Note that $\varepsilon_{p}$ and $\varepsilon_{\ell}$ are uniformity factors $(\in[0,1])$ whose values inversely affects the uniformity in the number of nodes and links between partitions. This problem is mathematically formulated in model (2.4). Let us define the binary decision variable $f_{p k}$ to take value 1 if node $p \in P$ is assigned to sub-graph $k$, and value 0 otherwise. Furthermore, we define the binary variable $h_{\ell k}$ to take value 1 if link $\ell$ is assigned to sub-graph $k$, and value 0 otherwise. Also, let us denote the non-negative weight of each link by $\omega_{\ell}$.

The objective function in Statement (2.4a) maximizes the total sum of link weights within the partitions, hence minimizing the weighted sum of omitted links with end points in different partitions. Constraint (2.4b) ensures that each node is assigned to a single sub-graph. Constraint (2.4c) ensures that only links connecting two nodes within the same sub-graph are selected; if both end nodes of link $\ell, p$ and $p^{\prime}$, belong to sub-graph $k$, the left-hand side of the constraint becomes 1 , and the max objective function forces $h_{\ell, k}$ to take its upper bound of 1 . Any other arrangement of 0 and 1 values assigned to variables $f_{p k}$ and $f_{p^{\prime} k}$ would make the left hand side of inequality (2.4c) smaller than 1 , forcing the binary variable $h_{t k}$ to take value 0 .

Although Constraints (2.4b) and (2.4c) partition $G$ into $K$ sub-graphs, they do not impose any restrictions on the size of the resulting sub-graphs. Constraint ( 2.4 d ) ensures that links are, within a threshold $\varepsilon_{\ell}|L|$, distributed uniformly among sub-graphs. Setting $\varepsilon_{\ell}$ close to zero would distribute the links more uniformly among sub-graphs, reducing the computational complexity of the otherwise larger sub-problem. However, this reduced computational complexity may come at the cost of a higher number of eliminated links, and hence lower accuracy. Analogous to constraint (2.4d), constraint (2.4e) ensures a uniform distribution of nodes among sub-graphs, within the threshold $\varepsilon_{p}|P|$. Constraint (2.4f) enforces decision variables to take only binary values.

$$
\begin{array}{lll}
\max & \sum_{\ell \in L} \omega_{\ell} \sum_{k=1}^{K} h_{\ell k} & \\
\text { s.t. } & \sum_{k=1}^{K} f_{p k}=1, & \forall p \in P, \\
& \frac{f_{p k}+f_{p^{\prime} k}}{2} \geq h_{\ell k}, & \forall k \in\{1, \ldots, K\}, \ell=\left(p, p^{\prime}\right) \in L, \\
& \sum_{\ell \in L} h_{\ell k} \leq\left(1+\varepsilon_{\ell}\right) \frac{|L|}{K}, & \forall k \in\{1, \ldots, K\}, \\
& \sum_{p \in P} f_{p k} \leq\left(1+\varepsilon_{p}\right) \frac{|P|}{K}, & \forall k \in\{1, \ldots, K\}, \\
& f, h \in\{0,1\} . & \tag{2.4f}
\end{array}
$$

We note that problem (2.4) formulates the partitioning into $K$ sub-graphs all at once. In order to use this formulation in a successive bisection method, at each level, we let $K=2$, and set $P$ and $L$ as the sets of nodes and links from the graph in the previous level, respectively. Also, we substitute $\left(1+\varepsilon_{p}\right)$ and $\left(1+\varepsilon_{\ell}\right)$ with $\left(1+\varepsilon_{p}\right)^{\frac{1}{\text { number of levels }}}$ and $\left(1+\varepsilon_{\ell}\right)^{\text {number of levers }}$. It has been shown that the mathematical problem in model (2.4) is NP-hard (Hyafil and Rivest, 1973). Additionally, creating graph $G$, which is an input to this problem, can create a computational burden in real-time applications, since it requires $|R| \times|D|$ trip comparisons to generate the set $L$, each trip comparison
requiring computations in inequalities (2.1a) and (2.1b). In the next section, we present an algorithm to approximate this problem fast and with a high level of accuracy, without the necessity of generating graph $G$ a priori.

### 2.3.6 The Trip-based $\varepsilon$-uniform Partitioning Algorithm

As an alternative for the problem in (2.4), we introduce a "proxy" problem in which generating the entire graph $G$ is not required a priori; rather, we strategically decide the parts of graph $G$ that need to be generated. In this proxy problem, we assume that every user's trip is an object that has a dissimilarity with any other object. This helps us formulate the problem as a clustering problem that aims at assigning $N=|P|$ objects to $K$ clusters such that the total dissimilarity between objects assigned to a cluster is minimized, and the clusters are of about the same size. The uniformity between the number of riders and drivers in each cluster ensures that the solution time of solving the maximum weighted bipartite matching problem in all clusters are somewhat similar. As a result, the solution time of solving the problem on different clusters in parallel will be minimized. Finally, we assume that a cluster can be represented by one of the objects in that cluster. Before presenting the formulation, we need to elaborate on how the dissimilarity between every two objects can be measured.

For simplicity, suppose that $N$ objects are ordered such that the first $|R|$ objects are rider trips and the remaining $|D|$ objects are driver trips, i.e. $n \in\{1, \ldots,|R|,|R|+1, \ldots,|R|+|D|=N\}$. As a result, one can define matrix $C=\left[c_{n k}\right], \forall(n, k) \in\{1, \ldots, N\} \times\{1, \ldots, N\}$ to hold the dissimilarity between objects $n$ and $k$. Every element $c_{n k}$ in this matrix captures how well trip $n$ can be represented by trip $k$. As noted in Section 2.3.1, every announced trip contains information on the origin and destination stations, time window, and role specification (rider or driver). Next, we explain how the elements of matrix $C$ can be computed based on the information provided for the announced trips. Given the origin and destination stations of trips $n$ and $k$, there are six possible scenarios for the order of station visits as demonstrated in Figure 2.4. The incurred detours for scenarios $i=1,2, \ldots, 6$ in this figure can be obtained as follows:

$$
\begin{align*}
& c_{n k}^{1}=\tau_{t}\left(s_{n}^{\mathrm{O}}, s_{k}^{\mathrm{O}}\right)+\tau_{t}\left(s_{k}^{\mathrm{D}}, s_{n}^{\mathrm{D}}\right)+\tau_{t}\left(s_{k}^{\mathrm{O}}, s_{k}^{\mathrm{D}}\right)-\tau_{t}\left(s_{n}^{\mathrm{O}}, s_{n}^{\mathrm{D}}\right),  \tag{2.5a}\\
& c_{n k}^{2}=\tau_{t}\left(s_{n}^{\mathrm{O}}, s_{k}^{\mathrm{O}}\right)+2 \tau_{t}\left(s_{k}^{\mathrm{O}}, s_{n}^{\mathrm{D}}\right)+\tau_{t}\left(s_{n}^{\mathrm{D}}, s_{k}^{\mathrm{D}}\right)-\tau_{t}\left(s_{n}^{\mathrm{O}}, s_{n}^{\mathrm{D}}\right)-\tau_{t}\left(s_{k}^{\mathrm{O}}, s_{k}^{\mathrm{D}}\right),  \tag{2.5b}\\
& c_{n k}^{3}=0,  \tag{2.5c}\\
& c_{n k}^{4}=\tau_{t}\left(s_{k}^{\mathrm{O}}, s_{n}^{\mathrm{O}}\right)+\tau_{t}\left(s_{n}^{\mathrm{D}}, s_{k}^{\mathrm{D}}\right)+\tau_{t}\left(s_{n}^{\mathrm{O}}, s_{n}^{\mathrm{D}}\right)-\tau_{t}\left(s_{k}^{\mathrm{O}}, s_{k}^{\mathrm{D}}\right),  \tag{2.5d}\\
& c_{n k}^{5}=\tau_{t}\left(s_{k}^{\mathrm{O}}, s_{n}^{\mathrm{O}}\right)+2 \tau_{t}\left(s_{n}^{\mathrm{O}}, s_{k}^{\mathrm{D}}\right)+\tau_{t}\left(s_{k}^{\mathrm{D}}, s_{n}^{\mathrm{D}}\right)-\tau_{t}\left(s_{n}^{\mathrm{O}}, s_{n}^{\mathrm{D}}\right)-\tau_{t}\left(s_{k}^{\mathrm{O}}, s_{k}^{\mathrm{D}}\right),  \tag{2.5e}\\
& c_{n k}^{6}=0 . \tag{2.5f}
\end{align*}
$$

As a result, the dissimilarity between trips $n$ and $k$ can be calculated as:

$$
\begin{equation*}
c_{n k}=\left|\left(t_{n}^{\mathrm{ED}}+t_{n}^{\mathrm{LA}}\right)-\left(t_{k}^{\mathrm{ED}}+t_{k}^{\mathrm{LA}}\right)\right|+\frac{1}{4} \sum_{i=1}^{6} c_{n k}^{i} . \tag{2.6}
\end{equation*}
$$

The first component in Equation (2.6) measures the temporal proximity of the two trips by finding twice the absolute difference between the centers of their time windows. The second component in Equation (2.6) measures the spatial proximity of the two trips, which can be computed as the average detours incurred by visiting the origin and destination of both trips over scenarios in which the trips are shareable (i.e. scenarios 1, 2, 4 and 5). It is worth mentioning that both components in Equation (2.6) are expressed in the same unit, say minutes.

Having computed the dissimilarity matrix, the proxy problem can be formulated as an integer programming model presented in (2.7). Let us define the binary decision variable $q_{n k}$ to take value 1 if trip $n \in\{1, \ldots, N\}$ is represented by trip $k \in\{1, \ldots, N\}$, and value 0 otherwise. We further define another binary decision variable, denoted by $\zeta_{k}$, that takes value 1 if trip $k \in\{1, \ldots, N\}$ is a cluster representative, and value 0 otherwise. The objective function in Statement (2.7a) minimizes the total dissimilarity between trips and their associated cluster representatives. Constraint (2.7b) restricts the number of clusters to $K$. Constraint (2.7c) ensures that each trip is assigned to a single cluster. Constraint (2.7d) serves two purposes. First, it ensures that the difference between the number of rider trips in any two clusters is at most $\varepsilon|R|$. Second, it ensures that rider trips can be represented by trip $k$ only if trip $k$ is chosen as a cluster representative. Similarly, constraint (2.7e) ensures that the difference between the number of drivers in any two clusters is at most $\varepsilon|D|$, and that driver trips


Figure 2.4: Different scenarios for the order of visiting stations. Dashed arrows represent the trips and the blue solid arrows demonstrate the path of visiting stations
can be assigned to trip $k$ only if trip $k$ is chosen as a cluster representative.

$$
\begin{array}{lll}
\min & \sum_{n=1}^{N} \sum_{k=1}^{N} c_{n k} q_{n k} & \\
\text { s.t. } & \sum_{k=1}^{N} \zeta_{k}=K, & \\
& \sum_{k=1}^{N} q_{n k}=1, & \forall n \in\{1, \ldots, N\}, \\
& \sum_{n=1}^{|R|} q_{n k} \leq(1+\varepsilon) \frac{|R|}{K} \zeta_{k}, & \forall k \in\{1, \ldots, N\}, \\
& \sum_{n=|R|+1}^{N} q_{n k} \leq(1+\varepsilon) \frac{|D|}{K} \zeta_{k}, & \forall k \in\{1, \ldots, N\}, \\
& q_{n k} \in\{0,1\}, & \\
& \zeta_{k} \in\{0,1\} . & \tag{2.7~g}
\end{array}
$$

The problem in model (2.7) is a generalization of the capacitated $k$-median problem, as we further divide the objects into two types of rider trip and driver trip. Since this problem is NP-hard (Byrka et al., 2016), we devise a polynomial-time heuristic based on Lloyd's algorithm. Lloyd's algorithm is an iterative method that has been implemented in several well-known clustering algorithms, such as $k$-means and expectation-maximization (EM). It is a 2 -step heuristic that iteratively assigns objects to their nearest cluster centers, and adjusts cluster centers by choosing the object that is closest to all the objects in that cluster. Our proposed algorithm closely resembles the application of Lloyd's algorithm in $k$-medoids (Friedman et al., 2001), but modifies it by adding an optimization problem to step 2 (where objects are assigned to given cluster representatives to ensure the uniformity of the clusters within a certain threshold). In the absence of the uniformity constraint, given cluster representatives, the total system-wide within-cluster dissimilarity is minimized when each point is assigned to the cluster with the nearest representative (Friedman et al., 2001). In our specific problem of interest, however, the ultimate goal is to reduce the complexity of the matching problems associated with clusters. Consequently, we need to adjust this allocation rule by requiring uniformity in cluster sizes.

Our proposed solution methodology is described in Algorithm 2.1. The algorithm is initialized by calculating the dissimilarity matrix $C$, and randomly selecting $K$ rider trips as cluster representatives. In step 1 , objects are assigned to clusters by solving the optimization problem in model (2.8). Constraint (2.8b) ensures that each trip is assigned to a single cluster, and constraints (2.8c) and (2.8d) guarantee an $\varepsilon$-uniform distribution of riders and drivers between the $K$ sub-graphs,
respectively. We are taking the integer part of the expressions on the left-hand sides of constraints (2.8c)-(2.8d) to obtain an integer right-hand side vector, which combined with the totally-unimodular structure of the constraint set (see Proposition A.1), enables us to relax the binary constraints on the decision variables. Constraint set (2.8e) relaxes the binary constraint on variable $q$. Note that model (2.8) can be transformed into an unbalanced Hitchcock Transportation problem (see Proposition A.2). For such problems with $n$ source nodes and $k$ sink nodes (where $k \ll n$ ), Brenner (2008) developed an efficient algorithm with a worst-case running time of $O\left(n k^{2}(\log n+k \log k)\right)$. Hence, the problem can be solved in polynomial time.

In step 2, cluster representatives are updated by finding the objects that has the least total dissimilarity with all the objects within their clusters. The algorithm terminates when the change in the objective function in Statement (2.8a) is bound by a pre-determined threshold (0 in our

```
Algorithm 2.1: The \(\varepsilon\)-uniform partitioning algorithm
    Input: \(N\) trips including \(|R|\) rider trips and \(|D|\) driver trips
    Output: \(K\) uniform clusters of trips
    Calculate the dissimilarity matrix \(C=\left[c_{n k}\right], \forall n \in\{1, \ldots, N\}, k \in\{1, \ldots, N\}\);
    for \(v=1, \ldots, 10\) do
        Randomly select \(K\) trips denoted by \(\mathcal{K}=\left\{n_{1}, \ldots, n_{K}\right\}\) as cluster representatives;
        repeat
            Step1 (Assignment)
            Assign \(N\) trips to \(K\) clusters by solving the optimization problem in model (2.8):
\[
\begin{array}{lll}
\min & \sum_{k \in \mathcal{K}} \sum_{n=1}^{N} c_{n k} q_{n k} & \\
\text { s.t. } & \sum_{k \in \mathcal{K}} q_{n k}=1, & \forall n \in\{1, \ldots, N\}, \\
& \sum_{n=1}^{|R|} q_{n k} \leq\left\lceil(1+\varepsilon) \frac{|R|}{K}\right\rceil, & \forall k \in \mathcal{K}, \\
& \sum_{n=|R|+1}^{N} q_{n k} \leq\left\lceil(1+\varepsilon) \frac{|D|}{K}\right\rceil, & \forall k \in \mathcal{K}, \\
& q_{n k} \geq 0 . & \tag{2.8e}
\end{array}
\]
```

Step 2 (Update Clusters)
Update the cluster representatives in $\mathcal{K}$ :

$$
\begin{equation*}
n_{i}=\underset{k: q_{k, n_{i}}=1}{\operatorname{argmin}} \sum_{n=1}^{N} c_{n k} q_{n, n_{i}}^{*}, \quad \forall i=1, \ldots, K \tag{2.9}
\end{equation*}
$$
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until Termination condition;
Take the best result out of 10 trials;
experiments), or when a max number of iterations is reached. Note that the structure of graph $G$ is not an input to Algorithm 2.1, and the spatio-temporal compatibility of trips will be captured through the dissimilarity matrix $C$. Using Algorithm 2.1 each sub-graph can be recursively partitioned into smaller sub-graphs using the same procedure, as needed. After the graph partitioning is done, the optimization problem in model (2.3) needs to be solved for each sub-graph. In the next section, we show how one can benefit from using the proposed partitioning method.

### 2.3.7 Properties of the $\varepsilon$-uniform Partitioning Algorithm

In the following two subsections, we first prove certain properties of the $\varepsilon$-uniform partitioning algorithm, and next, we compare the computational complexity of the problem before and after partitioning to quantify the effectiveness of the proposed algorithm.

Proposition 2.1. The objective function of the proxy problem in (2.7) decreases with iterations of Algorithm in 2.1.

Proof. Since $\zeta_{k}$ is a binary variable, one can easily show that replacing Statements (2.7a) and (2.7c) with Statements (2.10a) and (2.10b), respectively, does not change its optimal solution.

$$
\begin{array}{rlr}
\min & \sum_{k=1}^{N} \zeta_{k} \sum_{n=1}^{N} c_{n k} q_{n k}, & \\
& \sum_{k=1}^{N} \zeta_{k} q_{n k}=1, & \forall n \in\{1, \ldots, N\} . \tag{2.10b}
\end{array}
$$

Let us call the new objective function $\Delta$ which is a function of both binary variables $q_{n k}$ and $\zeta_{k}$. In Step 1, the cluster representatives are fixed, and the problem defined by Constraints (2.7d) to (2.7f), (2.10a) and (2.10b) will be reduced to model (2.8), where $\Delta$ is a linear function of only $q_{n k}$. It is obvious that $\Delta$ will decrease from the previous iteration by solving the model in (2.8), since it assigns the objects to the clusters so as to minimize $\Delta$.

In Step 2, the assignment variables are fixed, and we find the rider trips that minimize $\Delta$ with respect to $\zeta_{k}$. Let us denote the assignment solution obtained from Step 1 by $q_{n k}^{*}$. Thus, we have:

$$
\begin{aligned}
\Delta & =\sum_{k \in \mathcal{K}} \sum_{n=1}^{N} c_{n k} q_{n k}^{*} \zeta_{k} \\
& =\sum_{i=1}^{K} \sum_{k \in \mathcal{K}} \sum_{n=1}^{N} c_{n k} q_{n, n_{i}}^{*} \zeta_{k}+\sum_{i=1}^{K} \sum_{k \notin \mathcal{K}} \sum_{n=1}^{N} c_{n k} q_{n, n_{i}}^{*} \zeta_{k}-\sum_{i=1}^{K} \sum_{k \notin \mathcal{K}} \sum_{n=1}^{N} c_{n k} q_{n, n_{i}}^{*} \zeta_{k}
\end{aligned}
$$

$$
\begin{equation*}
=\sum_{i=1}^{K} \sum_{k=1}^{N} \zeta_{k} \sum_{n=1}^{N} c_{n k} q_{n, n_{i}}^{*}-\sum_{i=1}^{K} \sum_{k \notin \mathcal{K}} \zeta_{k} \sum_{n=1}^{N} c_{n k} q_{n, n_{i}}^{*} . \tag{2.11}
\end{equation*}
$$

In Equation (2.11), the first component is the sum of total within-cluster dissimilarity over all $K$ cluster and the second component is a non-positive value. Equation (2.10b) enforces each cluster to have one representative trip and Equation (2.7b) ensures that exactly $K$ rider trips be chosen as cluster centers. As a result, Step 2 clearly minimizes the first component in Equation (2.11). Hence, $\Delta$ will decrease with iterations.

## Proposition 2.2. Algorithm 2.1 converges in a finite number of iterations.

Proof. Let us denote the objective function in (2.10a) by $\Delta$ which is a function of the assignment variable $q_{n k}$ and the cluster representative variable $\zeta_{k}$. The proposed algorithm consists of two steps. In the assignment step, it solves an assignment problem by minimizing $\Delta$ given the cluster representative, subject to a set of uniformity constraints. In the update step, it minimizes $\Delta$ by letting each cluster's representative be the object that provides the lowest within-cluster dissimilarity. Thus, we can infer that:

1. There are possibly many but finite number of ways to assign $N$ objects to $K$ clusters.
2. From one iteration to the next, $\Delta$ will not increase (see Proposition 2.1). Since we stop the algorithm when $\Delta$ does not change significantly between two consecutive iterations (i.e., when representative trips do not change), we can further state that $\Delta$ will strictly decrease as iterations proceed.
From 1, we know that the solution set is finite. For each solution in this finite set, there is a unique minimum $\Delta$ based on the update step. From 2, we know that the solution should improve, and therefore, we will visit any solution at most once. As such, we conclude that the algorithm in (2.1) converges in a finite number of iterations.

Proposition 2.3. Algorithm 2.1 has polynomial time complexity.
Proof. Computing the dissimilarity matrix, $C$, requires a running time of $O\left(N^{2}\right)$. As noted earlier, the cluster assignment step of one iteration has a worst-case running time of $O\left(N K^{2}(\log N+K \log K)\right)$. Also, the update step requires a running time of $O\left(\frac{N^{2}}{K}\right)$, at every iteration. Given the maximum number of iterations, denoted by $I$, the running time complexity of the $\varepsilon$-uniform partitioning is $O\left(\max \left\{N^{2}, \frac{I N^{2}}{K}, I N K^{2}(\log N+K \log K)\right\}\right)$.

In spite of being effective in lowering the computational complexity of the ride-matching problems, the clustering problem itself may need a considerable amount of time for large $N$ and $K$. In order to provide faster solutions, Najmi et al. (2017) suggest that the system operator does not
need to solve the whole clustering problem every time prior to solving a ride-matching problem at every re-optimization time. Instead, they can only assign current trips to their closest clusters at every re-optimization period, and update clusters less frequently using the trip information of past users. However, in a dynamic ridesharing system with thousands of users entering and leaving the system in a short period of time, the clusters obtained from the trip information of the participants from a few minutes prior may not sufficiently represent the current trips.

As an alternative, we suggest that one can still solve the clustering problem at each reoptimization period, but instead of using all available trips, the operator can only take a sample of participants of size $n$ (where $n \ll N$ ) to determine the cluster representatives. Next, they can find the dissimilarity of all trips with the cluster representatives and assign them to the clusters by solving step 1 of Algorithm 2.1. Doing so, the running time complexity of the partitioning problem reduces to $O\left(N K^{2}(\log N+K \log K)\right)$. Note that this small sample should have the same ratio of riders and drivers as the original set of participants. We further suggest that for efficiently solving the assignment step with large $K$, one can replace it with recursively implementing a bisection method that reduces the running time complexity of Step 1 to $O(N \log N)$. Following these two propositions, the running time complexity of the clustering problem at each period reduces to $O(\min \{N K, N \log N\})$.

After partitioning, sub-problems are independent of each other and can be solved in parallel. Therefore, the highest computational complexity after partitioning can be attributed to the largest sub-problem. This complexity has two sources: generating the bipartite graph within the cluster, and solving the maximum weighted bipartite matching problem on this graph. In the following, we present upper bounds on the computational requirements of both sources.

Remark 2.1. After partitioning the matching problem based on Algorithm 2.1, the worst-case computational complexity of the original problem is reduced as follows: Graph generation by a factor of $\frac{(1+\varepsilon)^{2}}{K}$, and solving the matching problem by a factor of at least $\frac{(1+\epsilon)^{2}}{K^{2}}$ and at most $\frac{(1+\epsilon)^{3}}{K^{3}}$.

Proof. The most complex sub-problem generated by Algorithm 2.1 could have $(1+\varepsilon) \frac{|R|}{K}$ riders and $(1+\varepsilon) \frac{|D|}{K}$ drivers, requiring $(1+\varepsilon)^{2} \frac{|R||D|}{K^{2}}$ trip comparisons in the worst case to generate the bipartite graph, which is by a factor of $\frac{(1+\varepsilon)^{2}}{K}$ smaller than the original number of trip comparisons given $K$ processors. Once graph $G_{k}$ for partition $k$ is generated, we solve a matching optimization problem whose complexity depends on the size of $G_{k}$. More specifically, in the case of using the FredmanTarjan algorithm to solve the problem in model (2.3), the computational complexity of the original problem is a function of the number of nodes and links, i.e., $(|R|+|D|) L+(|R|+|D|)^{2} \log (|R|+|D|)$, which is by a factor of at least $\frac{(1+\epsilon)^{2}}{K^{2}}$, if $O(L)<O((|R|+|D|) \log (|R|+|D|)$, and by a factor of at most $\frac{(1+\epsilon)^{3}}{K^{3}}$, if $O((|R|+|D|) \log (|R|+|D|))<O(L)<O(|R||D|)$, larger than the complexity of the same method when solving the matching problem in $G_{k}$.

It is obvious that as the number of clusters increases, or when a more uniform distribution of riders and drivers in sub-graphs is required (i.e., lower $\varepsilon$ values), the upper bound on the number of computations to generate the graph in the largest sub-problem decreases. However, it is very likely that being less flexible in terms of rider and driver uniformity in sub-problems and/or considering more clusters lead to eliminating more links from the original graph, hence reducing the accuracy of the solution obtained from Algorithm 2.1. Finally, in addition to the fact that partitioning the graph would lead to smaller sub-problems that can be solved faster, a more important contribution of partitioning is solving problems that cannot be solved at all due to the large number of variables and constraints. As we will demonstrate in the next subsection, this type of problem arises more frequently in more complex ride-matching problems, e.g., one-to-many problems.

### 2.3.8 Extension to More Complex Ride-matching Problems

As mentioned earlier in Section 2.3.1, we assume that participants do not have role flexibility, and can perform a single pre-specified role (i.e., a rider or a driver). Further, we assume that every driver can serve only one rider on their way to their destination. In the next two subsections, we relax one of these assumptions at a time which results in having more complex forms of the ride-matching problem. We also elaborate on how one can extend the proposed partitioning method at each case.

### 2.3.8.1 One-to-one Ride-matching Problem with Role Flexibility

In a dynamic ridesharing system where all participants have access to a personal vehicle, one can assume that participants need not specify their roles at the time of registering their trips in the system. Instead, they can rely on the ride-share system to find the optimal decision regarding their roles in the system. As such, the set of participants, $P=\{p\}$, is no longer the union of two mutually exclusive sets of riders and drivers, which implies that the ride-matching problem with flexible roles can be modeled as a maximum weighted matching problem in a general graph $G=(P, \Lambda)$. In this graph, edge $\lambda=\left(p, p^{\prime}\right)$ exists if and only if participant $p^{\prime}$ can give a ride to participant $p$ and the associated vehicle miles traveled saving, denoted by $w_{p p^{\prime}}$, is greater than that of participant $p$ giving ride to participant $p^{\prime}$. This problem can be mathematically formulated as an integer programming model in (A.2).

Similar to the one-to-one matching case, there are polynomial algorithms (Galil et al., 1986; Gabow, 1990) to solve this matching problem efficiently for small- to medium-sized problems. In practice, however, the ride-matching problems involve thousands of users for which the ride-share operator needs to first find the set of all possible matches between participants, $\Lambda$, and then solve the problem in (A.2) in real time. In order to obtain a near-optimal solution for this problem in real time, one can use the proposed partitioning algorithm with one little adjustment. Inequalities (2.8c)
and (2.8d) must be replaced by the following inequality which makes sure that the number of trips in clusters are almost equal:

$$
\begin{equation*}
\sum_{n=1}^{N} q_{n k} \leq\left\lceil(1+\varepsilon) \frac{N}{K}\right\rceil, \quad \forall k \in \mathcal{K} \tag{2.12}
\end{equation*}
$$

### 2.3.8.2 One-to-many Ride-matching Problem

As we will demonstrate in the numerical study section, one-to-one matching makes an appropriate modeling framework when the number of riders and drivers in the system are about the same. In a ridesharing system with high discrepancy between the number of available riders and drivers, the system operator can use more complex forms of ride-matching that allow drivers to serve multiple riders while completing their personal trips. In a one-to-many ride-matching problem, for instance, every driver can serve multiple riders, while every rider can be served by a single driver. Therefore, not only is the matching between riders and drivers required, but also is the itinerary on which they share a ride. In what follows, we present a formulation for this problem that is closely adopted from Masoud and Jayakrishnan (2017b) with some minor modifications. This problem can be mathematically formulated as an integer programming model in (A.3). Note that all parameters introduced in Section 2.3.1, except the set of links $\Pi$, preserve their definitions in this formulation.

This problem is a special case of general pick-up and delivery problem introduced by Savelsbergh and Sol (1995), which is NP-hard. Therefore, it is not practical to use this formulation for optimizing a large-scale dynamic ridesharing system, where one needs to solve the problem for thousands of users in a short period of time. However, one can use the proposed trip-based partitioning method to solve multiple smaller instances of this problem in parallel, in real-time. In our proposed clustering problem, the defined dissimilarity measure between riders facilitate riders with similar routes being grouped in the same cluster. As a result, the losses due to restricting riders and drivers to one smaller cluster isolated from their peers in the other clusters are expected to be minimal.

### 2.4 Numerical Experiment

In this section, we use the New York City taxi dataset to showcase the performance of the trip-based $\varepsilon$-uniform partitioning algorithm under different parameter settings. This section starts with a brief overview of the dataset. Next, the parameter settings for the simulation of the dynamic ridesharing system are described. Then, the effect of our partitioning method along with other benchmark methods on different system-level performance metrics will be analyzed for various parameter settings. Finally, we evaluate the performance of the proposed technique on more complex ridematching problems, namely the one-to-one ride-matching problem with flexible roles and the
one-to-many ride-matching problem.

### 2.4.1 Dataset

In this study we use the New York City Taxi Dataset ${ }^{1}$, which was released to the public as a result of a freedom of Information Law request from the New York City Taxi \& Limousine Commission. This dataset covers several years of taxi operations in New York city and includes over 6 million trips. The information available for each trip includes the longitude and latitude of the trip origin and destination, and the departure time of the trip.

The data used in this study belongs to the evening peak hour (19:00-20:00) of February 19, 2016, which consists of more than 22000 trips. The selected trips are geographically concentrated in the Manhattan area, and start in the span of one hour. Using data from a peak period of a typical working day allows us to generate graphs that are dense and therefore finding the optimal ride-matching solution on them is challenging.

We assume that the study area consists of 248 pre-defined "stations", denoted by $S$, where trips start/end. Stations are strategically positioned in the network so as to ensure that there is at least one station within the walking distance ( $<0.15$ miles) of a typical trip origin/destination. Introducing stations will increase the spatial proximity of trip requests, hence increasing the number of served requests. Toward this end, we form a hexagonal grid of the Manhattan area (see Figure 2.5), and consider the centroids of hexagons as stations.

### 2.4.2 Experiment Setup and Parameter Settings

In this study, we assume that all trips will be completed on their shortest paths (unless a detour has to be incurred), where the shortest travel times and driving distances between every two stations are extracted from Google Maps API for every re-optimization period. We let re-optimization period have a length of 1 minute. As a result, the ride-matching problem will be solved every 1 minute starting from 18:59. In order to obtain various scenarios for our experiments, we introduce three parameters of "rider-to-driver ratio", "detour time budget", and "penetration rate", denoted by $\alpha$, $\beta$, and $\gamma$, respectively. The rider-to-driver ratio represents the ratio between rider trips and driver trips in our experiments. For every trip in our experiments, we randomly generate its role based on this ratio. The detour time budget parameter is considered as the maximum allowable detour time in minutes for each participant. Having an earliest departure time and a time budget, one can compute the latest arrival time of participant $p$ by $t_{p}^{\mathrm{LA}}=t_{p}^{\mathrm{ED}}+\beta$. The Penetration rate parameter can be defined as the percentage of all trips available in our dataset that participate in the ridesharing system. As mentioned earlier in Section 3.1, the announcement time of a trip can be a few minutes
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Figure 2.5: A hexagonal grid for the Manhattan area
to a few hours prior to its earliest departure time. Since the NYC taxi dataset does not contain the information regarding the announcement time/request time, we generate a uniform random number from 0 to 60 minutes for each trip and subtract it from its earliest departure time to obtain its announcement time. Doing so allows us to have a mixture of pre-arranged (when random number is close to 60 minutes) and on-the-fly (when random number is close to 0 minutes) trips.

We let the sample size of participants for running algorithm (2.1) at each re-optimization period be 500. Thus, given an arbitrary re-optimization period with a total number of $N$ trips including $|R|$ rider trips and $|D|$ driver trips, we take a sample consisting of $500 \times|R| / N$ riders and $500 \times|D| / N$ drivers to find the $K$ representative trips. Finally, the value of $\varepsilon$ in the experiments is set to 0.1 , and the maximum number of iterations in algorithm (2.1) is set to 10 . In order to evaluate the performance of our trip-based method on one-to-one matching, we repeat the experiments for two other methods of optimal (without partitioning graph $G$ ), and point-based (with partitioning method suggested by Najmi et al. (2017) and compare their results with that of the trip-based method.

### 2.4.3 Results

Figure 2.6(a) displays the heatmap of demand in the Manhattan area during the peak hour under study. When facing challenges in operating systems in large-scale areas, the typical approach
(a) Trip end distribution in the Manhattan area
is to split the area geographically into multiple regions, where each region is responsible for its own operations. Although intuitive in the first glance, this approach is not necessarily the best, since breaking the region geographically will come at the opportunity cost of losing trips with ends in different regions. The trip-based partitioning aims at recovering these lost opportunities by considering entire trips, rather than trip ends, as units of partitioning. The result of trip-based partitioning is therefore a network that is clustered into two intersecting regions. Figures 2.6(b) and 2.6(c) demonstrate the regions created by geographic and trip-based partitioning approaches, respectively. Not surprisingly, the two regions in Figure 2.6(c) have high levels of overlap at areas in the middle, and are almost non-intersecting on both ends. Table 2.1 summarizes the performance of the three methods of optimal, trip-based, and point-based by reporting their total VMTS values and computation times. The experiments have been conducted with three penetration rates of $50 \%, 75 \%$, and $100 \%$ (with equal number of riders and drivers), and three cases of 5,10 , and 15 minutes detour time budget. The first scenario can be considered as the base from which all other scenarios are built by changing the value of a single parameter at a time. In addition, each scenario of the partitioning methods is repeated under three different values of 2,3 , and 4 clusters. Each experiment has been replicated with 20 different randomly sampled instances from the data. The matching problems were built, and solved using GUROBI 9.0 with standard tuning. The rest of the computations were conducted in Python 3.7. Also, for parallel computing on partitions, we used the joblib package in Python. All experiments are implemented on a 3.50 GHz Intel Xeon machine with a 64-bit version of the Windows 10 operating system with 256.0 GB RAM.

For each scenario in Table 2.1, the reported VMTS is the total savings from 60 re-optimization periods averaged over all 20 instances, and the reported time is the maximum computation time over all instances and periods. This is due to the fact that the ride-matching problem is solved at the start of each re-optimization period and is expected to provide a solution before the next period starts. The computation times consist of 3 components of graph generation time, partitioning


Figure 2.6: Heatmaps of trip ends obtained from the New York taxi data
algorithm time, and optimization solution time. The graph generation time indicates the time it takes to generate the connectivity matrix, i.e., assessing the compatibility of rider and driver trips in time and space. We note that generating the connectivity matrix can be easily parallelized for the optimal method using multiple parallel processing cores. Hence, in order to have a fair comparison between the computation time of the optimal method and the two partitioning methods, we also report the computation time of the optimal method under three scenarios of $K=2,3,4$. The partitioning algorithm time (only for the trip-based and point-based methods) represents the time spent on partitioning the objects (i.e., trip ends or entire trips). Finally, the optimization solution time is the sum of the model construction time and the time spent by the solver to provide a solution.

Table 2.1 clearly shows that the original one-to-one ride-matching problem fails to provide a solution within the length of an optimization period (1 minute) in all scenarios except scenario 2 with a low penetration rate, which implies the need for a heuristic to solve the aforementioned problem faster. Based on the provided optimality gaps, the VMTS by the point-based and trip-based algorithms with 2 partitions closely follow the optimal solutions, with better performance by the trip-based method in all scenarios especially in the case of lower time budgets. Not surprisingly, however, this table indicates that as the number of partitions increases and more links are deleted from the original graph, both partitioning solutions start to deviate more from the optimal solution.

Although the point-based method seems to provide smaller deviations from the optimal solutions when compared with the trip-based method with 2 or 3 clusters, its computation times are at least twice larger than trip-based in all cases. There are at least two reasons to explain this difference.
Table 2.1: The comparison of the VMTS and computation time of the one-to-one ride-matching problem. The value $K$ under Optimal represents the number of available cores and under Point-based and Trip-based represents the number of partitions.

| Scenario | $\alpha$ | $\begin{gathered} \boldsymbol{\beta} \\ (\min ) \end{gathered}$ | $\begin{gathered} \gamma \\ (\%) \\ \hline \end{gathered}$ | Optimal |  |  |  | Point-based |  |  |  | Trip-based |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | K | Computation Time (sec) | VMTS (mile) | K | Computation <br> Time (sec) | VMTS <br> (mile) | Gap (\%) | K | Computation Time (sec) | VMTS <br> (mile) | Gap (\%) |
| 1 | 1 | 10 | 75 | 2 | 107.77 | 25860.75 | 2 | 80.21 | 25476.15 | 1.49 | 2 | 36.32 | 25712.69 | 0.57 |
|  |  |  |  | 3 | 84.74 |  | 3 | 69.31 | 25370.93 | 1.89 | 3 | 24.40 | 24771.48 | 4.21 |
|  |  |  |  | 4 | 74.98 |  | 4 | 70.93 | 25205.47 | 2.53 | 4 | 16.49 | 24052.63 | 6.99 |
| 2 | 1 | 10 | 50 | 2 | 48.22 | 15798.58 | 2 | 48.97 | 15467.03 | 2.10 | 2 | 24.54 | 15675.34 | 0.78 |
|  |  |  |  | 3 | 40.89 |  | 3 | 42.31 | 15382.59 | 2.63 | 3 | 14.50 | 15031.27 | 4.86 |
|  |  |  |  | 4 | 36.73 |  | 4 | 37.17 | 15270.42 | 3.34 | 4 | 8.18 | 14584.37 | 7.68 |
| 3 | 1 | 10 | 100 | 2 | 182.50 | 36484.08 | 2 | 138.70 | 35998.69 | 1.33 | 2 | 74.91 | 36366.83 | 0.32 |
|  |  |  |  | 3 | 139.75 |  | 3 | 119.87 | 35906.21 | 1.58 | 3 | 40.97 | 35003.92 | 4.06 |
|  |  |  |  | 4 | 124.54 |  | 4 | 99.98 | 35702.19 | 2.14 | 4 | 28.62 | 34063.42 | 6.63 |
| 4 | 1 | 5 | 75 | 2 | 104.99 | 19297.17 | 2 | 62.70 | 18906.60 | 2.02 | 2 | 38.48 | 19273.85 | 0.12 |
|  |  |  |  | 3 | 79.83 |  | 3 | 61.78 | 18755.62 | 2.81 | 3 | 18.95 | 18565.03 | 3.79 |
|  |  |  |  | 4 | 67.23 |  | 4 | 59.23 | 18587.14 | 3.68 | 4 | 12.71 | 17977.58 | 6.84 |
| 5 | 1 | 15 | 75 | 2 | 155.68 | 28580.18 | 2 | 118.62 | 28236.59 | 1.20 | 2 | 64.35 | 28212.19 | 1.29 |
|  |  |  |  | 3 | 129.16 |  | 3 | 105.48 | 28134.69 | 1.56 | 3 | 37.34 | 27173.33 | 4.92 |
|  |  |  |  | 4 | 111.49 |  | 4 | 97.32 | 28025.14 | 1.94 | 4 | 21.47 | 26447.68 | 7.46 |

First, as the number of clusters goes up, the number of trips whose origin and destination fall into different clusters in the point-based method increases significantly. Since the point-based method will incorporate these trips in both clusters, the number of trips in every cluster increases, which directly translates into higher computation times for the clusters. Also, having many instances of such trips will result in larger second stage problems in the point-based method, and hence, an increase in the computation time. Second, unlike the trip-based method, the point-based method does not guarantee similar cluster sizes, which causes a large difference between the running time of different partitions, especially in scenarios with high penetration rates and high time budgets. Since the running time of the largest cluster is of the most importance when solving the ride-matching problems in parallel, the point-based method falls short of meeting the minimum computation time requirement.

In order to have a fair comparison between the performance of the partitioning methods, we highlighted the cases with the lowest gaps, where the computation times are less than one minute. one can clearly see the advantage of the trip-based method over the point-based method, as it leads to lower gaps in all scenarios for which the point-based method has a computation time lower than 1 minute. It is worth mentioning that another advantage of our proposed method is in that it accounts for the traffic congestion in the road networks by working based on the driving time distance of two stations instead of only geographical proximity of their locations. It is obvious that the latter case may result in forming poor clusters in regions with heterogeneous traffic conditions.

Figure 2.7 demonstrates the impact of $\varepsilon$ on the VTMS and computation time of the trip-based algorithm with different number of clusters. In this experiment, we applied the trip-based partitioning algorithm with different values of $\varepsilon$ to all instances of the base scenario. Figure 2.7(a) indicates that the savings increase with $\varepsilon$ over all values of $K$, but the growth rate rapidly decreases as $\varepsilon$ becomes larger. This is due to the fact that a larger number of edges will be removed when $\varepsilon$ is too small, which results in lower VMTS. However, when $\varepsilon$ is large enough, the uniformity constraints will be relaxed, and hence, the trips will be assigned to their closest representative trips. That is the reason why there is no improvement in VMTS when $\varepsilon$ changes from 0.1 to 0.2 with 2 or 3 clusters.

Figure 2.7(b) indicates a similar trend between the computation time and the value of $\varepsilon$. By increasing $\varepsilon$, the cluster sizes become less uniform, resulting in the largest sub-graph taking longer to be generated and solved. We note that the effect of $\varepsilon$ becomes clearer with smaller number of clusters, since a small change in $\varepsilon$ potentially has a larger impact on the size of the partitions, and hence, the computation times.

Figure 2.8 displays the convergence of the objective function in (2.8) using the proposed tripbased algorithm for partitioning an arbitrary instance of the base sceanrio in an arbitrary period. This figure clearly shows that the objective function monotonically decreases until it converges to a local minimum. It also indicates that the algorithm requires only 5 iterations to converge verifying


Figure 2.7: The VMTS and computation time of trip-based partitioning with different values of $\varepsilon$
the choice of 10 as the maximum number of iterations. It is worth mentioning that the partitioning method at every re-optimization period takes less than 1 second to converge in all scenarios. This is beacuse of choosing a constant sample size of 500 trips in all cases.


Figure 2.8: The convergence of the total dissimilarity in Algorithm 2.1
Next, we present the performance of the trip-based partitioning algorithm for more complex ride-matching problems summarized in Tables 2.2 and 2.3. More specifically, Table 2.2 compares the VMTS and computation time of the optimal one-to-one ride-matching and the trip-based method for the one-to-many ride-matching problem. We were not able to solve any instance of the original one-to-many ride-matching problem to optimality due to out-of-memory issues, and thus, the result of the one-to-one ride-matching problem is reported instead.

In addition, for our partitioning method, we adopt the bisection method with different levels of recursion. In the first level of recursion, the graph will be partitioned into 2 components. In the

Table 2.2: The VMTS and computation times of the one-to-many ride-matching problem. The value $K$ under Optimal represents the number of available cores and under Trip-based represents the number of partitions.

| Scenario | $\alpha$ | $\begin{gathered} \boldsymbol{\beta} \\ (\mathrm{min}) \end{gathered}$ | $\begin{gathered} \gamma \\ (\%) \end{gathered}$ | Optimal* |  |  | Trip-based |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | K | Computation Time (sec) | $\begin{aligned} & \hline \text { VMTS } \\ & \text { (mile) } \end{aligned}$ | K | $\begin{gathered} \hline \text { Computation } \\ \text { Time(sec) } \end{gathered}$ | $\begin{aligned} & \hline \text { VMTS } \\ & \text { (mile) } \end{aligned}$ |
| 1 | 1 | 10 | 75 | 64 | 48.53 | 25860.75 | 64 | 261.21 | 28279.25 |
|  |  |  |  | 128 | 41.19 |  | 128 | 42.96 | 26415.01 |
| 6 | 3 | 10 | 75 | 16 | 39.54 | 15553.52 | 16 | 456.48 | 31039.34 |
|  |  |  |  | 32 | 33.06 |  | 32 | 73.52 | 29396.81 |
|  |  |  |  | 64 | 32.20 |  | 64 | 39.84 | 28113.42 |

* Optimal solution for the one-to-one ride-matching
second level, each of the 2 components obtained in the previous level will be further partitioned into 2 new components, creating a total of 4 sub-graphs, and so on. As mentioned earlier in Section 2.3, this technique helps us find clusters for large values of $K($ e.g., $>5)$ more efficiently.

Table 2.2 presents the results for the one-to-many matching case. In these experiments, we assume capacity of 3 for vehicles. Due to the high computational complexity of the one-to-may problems, we applied our methodology only to scenario 1 (base), and a new scenario 6 . In scenario 6, all parameters are set to those of the base except the rider-to-driver ratio which has been changed to 3 , i.e. the total number of rider trips is 3 times of the number of driver trips in this scenario. The results from the first row of Table 2.2 suggest that solving a one-to-many ride-matching problem in a large-scale dynamic ride-sharing systems with almost equal number of riders and drivers may have no significant advantage over solving the one-to-one ride-matching problem. In our special case, solving the one-to-many problem with 128 partitions yields a solution whose VMTS is very close to that of the one-to-one problem with 2 partitions. There are two reasons for this poor performance. First, when the ratio of riders and drivers is close to 1 , the improvement in the VMTS by allowing drivers serve multiple riders will be minimal. Second, the large size of this NP-hard problem enforces us to consider a high number of clusters, which adversely affect the optimality gap.

Nevertheless, as mentioned earlier in Section 2.3, one can take advantage of using the one-tomany ride-matching problem if the ridesharing system experiences a high rate of unbalancedness between the number of riders and drivers. The results from scenario 6 in Table 2.2 confirms this claim, as it shows that one can use 64 clusters to solve this large integer programming model in less than 1 minute while the VMTS is $81 \%$ higher than what we can achieve by solving the one-to-one problem in about the same time.

Finally, Table 2.3 summarizes the VMTS and the total time of solving the optimal and trip-based method for the one-to-one matching with flexible roles in the base scenario. In this scenario we assume that all participant are potential riders and drivers. This table indicate that the original
problem takes more than 5 minutes to provide the optimal solution. However, our trip-based method reaches an optimality gap of $5.19 \%$ while the computation time is improved by a factor of almost 10. In summary, the observations from Tables $2.1,2.2$, and 2.3 suggest that in large-scale systems not only can we use the proposed trip-based graph partitioning algorithm to successfully solve large-scale problems, but these solutions will be of high quality (with optimality gap of $<10 \%$ ) and can be obtained in a short period of time.

Table 2.3: The VMTS and computation times of the one-to-one ride-matching problem with role flexibility. The value $K$ under Optimal represents the number of available cores and under Trip-based represents the number of partitions.

| Scenario | $\begin{gathered} \boldsymbol{\beta} \\ (\mathrm{min}) \end{gathered}$ | $\begin{gathered} \gamma \\ (\%) \end{gathered}$ | Optimal |  |  |  | Trip-based |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | K | Computation <br> Time (min) | $\begin{aligned} & \text { VMTS } \\ & \text { (mile) } \end{aligned}$ | K | Computation <br> Time (min) | $\begin{aligned} & \text { VMTS } \\ & \text { (mile) } \end{aligned}$ | Gap (\%) |
| 7 | 10 | 75 | 3 | 364.70 | 33284.23 | 3 | 68.46 | 32237.53 | 3.15 |
|  |  |  | 4 | 316.34 |  | 4 | 35.01 | 31558.25 | 5.19 |
|  |  |  | 5 | 296.34 |  | 5 | 23.34 | 31239.75 | 6.14 |

### 2.5 Conclusion

In this chapter, we introduced the trip-based $\varepsilon$-uniform graph partitioning algorithm as a fast and high-quality method to partition graphs that arises in modeling of ridesharing systems. Specifically, we construct this method to solve the maximum weighted bipartite matching problem. Since generating the bipartite graph can turn into a computational bottleneck in real-time implementations, we developed an algorithm to partition a "proxy" of the bipartite graph with the goal of (i) minimizing the weight of the deleted links, where the weight of a link is the savings in vehicle miles traveled due to sharing the ride by users who correspond to that link, and (ii), ensuring a certain level of uniformity in the size of the resulting sub-graphs, since the size of the graph corresponds to the complexity of the matching problem. We showed that this iterative algorithm terminates in a finite number of steps, and obtains strictly superior partitions with iterations. Furthermore, we demonstrated the worst-case time complexity of finding solutions using the proposed algorithm as a function of problem size and the algorithm's internal parameters. The performance of the proposed algorithm was compared with the optimal solution, as well as one other benchmark algorithm borrowed from the literature, using data from the New York City taxi dataset.

The experiments show that even for a moderate-size ride-matching problem, the large size of the problem may prohibit it from being solved in a timely manner. Furthermore, experiments demonstrated that using trips as units of partitioning as well as incorporating uniformity considerations in the size of the resulting sub-graphs both play important roles in reducing the
computational complexity of the problem. Overall, it was shown that the vehicle miles traveled savings produced by the trip-based $\varepsilon$-uniform graph partitioning algorithm follow the optimal results very closely, and outperform the benchmark partitioning method with similar computation times for larger scale ride-matching problems.

Although the proposed algorithm is developed based on a one-to-one ride-matching problem, we show that our methodology can be extended to the more complex forms of ride-matching problem in the literature namely, one-to-many ride-matching problem and one-to-one ride-matching with flexible roles. Conducting experiments using the same dataset indicates that the trip-based $\varepsilon$-uniform graph partitioning shows promising results in terms of providing high quality solutions while using much less computational resources.

## CHAPTER 3

# Proactive Shuttle Dispatching in Large-Scale Dynamic Ride-Pooling Systems 

### 3.1 Introduction

The problem of dispatching a fleet of shuttles to serve trip requests can be mathematically formulated as a dial-a-ride problem. Although well-studied, the dial-a-ride problem has been traditionally used for dispatching shuttles in para-transit systems, where trip requests are known well ahead of time. With on-demand shared-use mobility services gaining more popularity as a result of high cost of shuttle ownership and the prospect of upcoming driver-less fleet, the real-time application of the dial-a-ride problem is attracting more interest. The successful implementation of on-demand mobility services for large-scale systems requires the dial-a-ride problem to accommodate highoccupancy shuttles that enable pooling requests with similar itineraries. However, the fact that the computational complexity of this problem grows exponentially with number of requests and available seats, and the possibility of changing the itinerary of shuttles en-route in real-time render the current solution methodologies inadequate for online applications.

Typically, mobility services operate under one of two models: (1) having riders register their trip requests ahead of time. This would enable solving the routing and scheduling problems offline, and providing high quality solutions. However, such systems are not convenient for customers since they require in advance planning on their part; (2) serving on-demand trips by heuristically inserting online requests into existing shuttle routes. This approach is much more flexible and more appealing to the customers. However, the insertion heuristics are typically very simple (e.g., assigning a request to the closest shuttle), in the interest of reducing the wait time for the newly joined customer. As such, this approach fails to take into account system-wide quality-of-service measures. This research introduces a general framework to bridge this gap by providing near-optimal insertion methodologies using system-level information, in real time. As such, our framework shifts much of the computational burden of the optimization problems that need to be solved into an offline phase, thereby addressing the on-demand requests with fast and high quality solutions. Furthermore, in
order to improve the utilization rate of shuttles, we seek to dispatch our shuttles proactively, and not wait for the demand to be realized first. The framework, therefore, introduces a data-driven approach that starts with a high quality forecast of future trips based on historical data. Using numerical examples, we demonstrate the effectiveness of our methodology applied to a fairly large-scale problem.

The rest of this chapter can be summarized as the following: In Section 3.2 we review the related work in static and dynamic dial-a-ride problem. The general structure and assumptions of the problem are introduced in Section 3.3. In Section 3.4, we first propose a data-driven approach for finding a pool of useful shuttle routes in an offline phase. Further in this section, an online framework for dispatching shuttles in real-time is proposed. The result of a numerical experiment and some interesting aspects of our proposed model are discussed in Section 3.5. We conclude our findings and provide some suggestions for future research in Section 3.6.

### 3.2 Literature Review

The Dial-a-ride problem (DARP) is a generalization of the pick-up and delivery vehicle routing problem (PDVRP), and vehicle routing problem with time windows (VRPTW). Compared to other types of routing problems (see e.g., Christofides et al. (1981); Laporte and Nobert (1987); Yu et al. (2021)), DARP is usually considered for transporting humans with tight time windows, and the capacity of vehicles are mostly binding (Cordeau and Laporte, 2007). The static version of this problem is a well-studied problem in combinatorial optimization (Healy and Moll, 1995). In static DARP, it is assumed that all requests have been realized prior to the routing and scheduling of the fleet. This problem was initially introduced for scheduling and transporting elderly and disable people.

In recent decades, with the advent of advanced communication technologies and computational tools, the dynamic form of this problem has been the main focus of research. Jaw et al. (1986) were among the first to consider a dynamic DARP with time constraints. They proposed a simple and efficient insertion heuristic that influenced the work of many others afterwards. Interestingly, they showed that considering a batch of customers to simultaneously insert in a route does not result in a large improvement, but it certainly comes at a much higher computational cost. Madsen et al. (1995) considered a DARP with multiple capacities and multiple objective functions for a project by the Copenhagen Fire-Fighting Service (CFFS). They proposed another insertion heuristic that proved to provide a solution in real time. Mitrović-Minić et al. (2004) devised double horizon-based insertion and improvement heuristics that account for both short-term and long-term decisions. Based on their experiments, considering the slack time in the distant future may result in decreasing the routing costs. Coslovich et al. (2006) developed a two-stage insertion heuristic based on route
perturbations. In the offline phase, this method creates a feasible neighborhood for the current route of a vehicle that is moving between 2 stops. Then, in real-time, it applies a simple insertion rule to decide whether to insert the new request or not. Using numerical examples, they showed that the result is close to that of static problem. However, they relaxed the capacity constraint due to its low possibility of being violated. Xiang et al. (2008) proposed a flexible scheduling scheme that can handle different sources of uncertainty in a dynamic DARP. They devised a heuristic approach based on local search and introduced a secondary objective function to diversify their search. Häme (2011) proposed an adaptive insertion algorithm that can find the optimal solution for static and dynamic single-vehicle DARP with time windows in small instances. For larger instances, however, this approach uses a local search heuristic. They further analyze the complexity of their approach and test it by various numerical experiments. Ma et al. (2013), using the lazy shortest path calculation strategy, devised a schedule allocation algorithm to insert a new user's trip request into the schedule of the taxi that satisfies the query with minimum incurred travel distance for the ridesharing system.

Maalouf et al. (2014) developed an efficient dynamic fuzzy logic algorithm to insert a request in vehicles. They further considered two objectives in their algorithm to optimize the trade-off between level of service (customers' detour times) and company's performance (miles travelled by vehicles). Ritzinger et al. (2016) proposed a hybrid meta-heuristic that combines an exact dynamic programming with a meta-heuristic that is based on dynamic programming into a large neighborhood search. One advantage of their model is that it does not require a commercial MIP solver. Jafari et al. (2016) proposed a dial-a-ride system where each passenger places a bid for their request and specifies their pick-up and drop-off time windows. The operator selects the requests considering vehicle capacities, placed bids, and the operating cost to maximize the net profit.

In the earlier studies reviewed in this section, researchers devised reactive solutions to respond to the dynamic nature of requests in a DARP. In a more advanced work, Bent and Van Hentenryck (2004) proposed a multiple scenario approach that continuously generates routing plans based on realized and anticipated customers to maximize the number of served requests in a stochastic dynamic DARP. They further introduce a consensus function to rank these plans in real time. Using numerical experiments, they show the prominent advantages of using stochastic information in vehicle routing. In another seminal work, Ichoua et al. (2006) introduced a real-time setting that accounts for the future request arrivals by strategically inserting some dummy customers in vehicle routes. They also use a parallel Tabu Search algorithm to investigate the neighborhood of current routes in real time. Schilde et al. (2011) considered a dynamic and stochastic DARP for a partially dynamic para-transit system. In this system, the inbound trips are scheduled ahead of time, but the outbound trips are unknown and will be realized in real time. In this work, they suggest using historical data to predict the demand for return trips. Applying different meta-heuristic techniques in the literature, they showed that incorporating trip information based on historical data can lead to
large improvements.
Another scenario-based heuristic was introduced by Ghilas et al. (2016) to solve a dynamic and stochastic DARP in the existence of some fixed scheduled lines. In this study, they developed an adaptive large neighborhood search algorithm inside a sample average approximation algorithm. Using numerical experiments, they showed the impact of integrating their pick-up and delivery vehicles with scheduled lines. Ulmer et al. (2017) introduced a route-based Markov decision process (MDP) similar to the conventional MDP for routing problems, except that the definition of a state also includes route plans that will be updated in different steps. This change in the definition of state also gives rise to a change in the definition of the reward function. Wei et al. (2017) introduced a look-ahead insertion policy for a shared-taxi system that inserts requests based on a trade-off between operating cost, wait time, and detour time. They further devised a reinforcement learning approach that exploits historical data to learn the parameter governing this trade-off. Alonso-Mora et al. (2017) presented a novel framework that assigns customers to vehicles using a reactive anytime optimal algorithm, and re-positions the idle vehicles using an LP formulation. They further claim that their approach can be easily adjusted to accommodate historical data. They conducted a comprehensive study on the New York City taxi dataset where they found that almost all taxi trips can be satisfied by much fewer vehicles when sharing rides is allowed. Lowalekar et al. (2018) proposed a multi-stage stochastic optimization formulation that incorporates future demand from historical data. They also presented a worst-case theoretical bound on the performance of their algorithm. Using numerical experiments on the New York Taxi dataset, they show the advantages of their proposed method over other algorithms in the literature. More recently, Li et al. (2019) suggested deploying vans proactively by using multiple scenarios of future requests and traffic conditions to generate and evaluate potential decisions for the position of vans. Yu and Shen (2019) devised a novel approach based on Approximate Dynamic Programming (ADP) to solve the dynamic ride-pooling problem with at most two passenger groups. Using numerical experiments on the New York City taxi dataset, they showed the advantages of their proposed ADP approach over two other benchmarks as a result of including the future demand uncertainty into ride-pooling decision making. Also, for a ridesharing-based evacuation program, Moug et al. (ND) proposed and optimized a two-stage stochastic program and a chance-constrained formulation to ensure high demand fulfillment rates under uncertain spatio-temporal demand. They further introduced a heuristic approach to provide fast, yet conservative, solutions for dynamic cases. For a more comprehensive study of the related works, we refer interested readers to a recent survey by Ho et al. (2018).

This chapter contributes to the literature in the following ways: $i$ ) We propose a new local search algorithm for generating a pool of useful routes in the offline phase; $i i$ ) we introduce an efficient min-cost flow problem to find the optimal subset of customers served by a fixed route; and iii) we
propose an online framework that exploits the information from historical data to deploy shuttles proactively and change their routes if necessary in real time.

### 3.3 Problem Statement

In this chapter, we study a dynamic dial-a-ride problem for an on-demand shuttle service that provides ride-pooling services to a set of passengers on a (directed) road network. We assume that the study region can be represented by a connected, directed graph $G=(\mathcal{S}, \mathcal{E})$, where $\mathcal{S}=\{1,2, \ldots, S\}$ denotes the set of stations, and $\mathcal{E} \subseteq \mathcal{S} \times \mathcal{S}$ denotes the set of transportation links. The stations are strategically positioned in the road network to ensure that there is at least one station in the walking distance of a typical trip origin/destination. We further discretize the study time horizon into an ordered set of indexed time intervals of small duration, say 1 minute. We represent this set by $\mathcal{T}=\{0,1,2, \ldots, T\}$. We assume that the shortest-path (SP) travel time between every two stations can be extracted from time-dependent travel-time matrices, denoted by $\tau(t, i, j)$. Entry $(t, i, j)$ in this matrix holds the SP travel time between station $i$ and station $j$ if one departs from station $i$ at time $t$.

Let $\mathcal{H}=\{1,2, \ldots, H\}$ denote the set of passengers (users) that dynamically enter the system during the study time horizon. The trip of a passenger $h$ can be characterized by its origin and destination stations, denoted by $o(h) \in \mathcal{S}$ and $d(h) \in \mathcal{S}$, respectively, and the earliest departure time (EDT) from the trip origin, denoted by $e(h) \in \mathcal{T}$. In this study, we introduce a constant parameter $\omega$ that accounts for the maximum pick-up waiting time of every passenger at their origin station. As a result, the pick-up time of passenger $h$, represented by $p(h)$, should fall within the interval $[e(h), e(h)+w]$. Furthermore, in order to maintain a certain level of service, we introduce another constant parameter $\Omega$ that limits the detour of every passenger from their shortest path. We denote the latest arrival time (LAT) of passenger $h$ at their trip's destination station by $l(h)$, where $l(h)=p(h)+\tau(p(h), o, d)+\Omega$. We assume passengers announce their trips at short notice prior to the start of their pick-up time windows and expect a response from the operator no later than their earliest departure time. We also assume that from historical data and/or survey responses, the distribution of the number of requests for an origin-destination pair, $(o, d)$, that arrive at the system at time interval $e$ can be estimated with mean $\phi(e, o, d)$ (e.g., the time-dependent travel demand may follow a Poisson distribution with rate $\phi(e, o, d)$ ).

The ride-sourcing company is in charge of a fleet of maximum $K$ homogeneous high-capacity shuttles (also referred to as carpooling vans) denoted by $\mathcal{K}=\{1,2, \ldots, K\}$, with $C$ available seats for each shuttle, that operate during the time horizon $\mathcal{T}$. Every shuttle starts/ends empty in the beginning/end of the horizon from/at any station. It can be easily shown that our methodology can be simply adapted to special cases where there exist a set of heterogeneous origins and destinations as well as capacities for shuttles. As a result of having discrete sets of time and space, we can
represent the time-expanded network in our study with a directed acyclic graph (DAG) $\mathcal{G}=(\mathcal{N}, \mathcal{L})$. Every node $n=(t, i) \in \mathcal{N}$ in this graph is a tuple whose first entry is the time and the second entry is the station in the road network. Moreover, the edge set $\mathcal{L}$ consists of all edges $\ell=((t, i),(q, j))$ such that $q=t+\tau(t, i, j)$. The route of every shuttle in the study time horizon can be represented by a path (sequence of nodes) in this graph that connects a node with $t=0$ to a node with $q=T$. Finally we assume that shuttles can wait at any station for any number of time steps as long as they can serve their on-board and scheduled customers within their specified time windows. This assumption implies that all edges of type $\ell=\{((t, i),(t+1, i)), \forall i \in \mathcal{S}, t \in \mathcal{T}\}$ also exist in graph $\mathcal{G}$.

Finally, without loss of generality, we assume that the system aims to maximize the total origindestination shortest-path driving distances of customers, i.e. the summation of the origin-destination shortest-path distances of the trips served by the system. Since fare of customers are usually proportionate to the distance of their trips, this objective function is aligned with the purpose of ride-sourcing companies in maximizing profit. Thus hereafter, we refer to the objective function as "Revenue" with unit of mile. However, note that the proposed methodology is independent of choice of objective function. It is worth mentioning that the introduction of the pool of useful trajectories makes our methodology particularly suitable for a central fleet operator with full control of all shuttles' paths during the specified time horizon, e.g., an autonomous fleet operator.

We end this section by introducing a toy example that enables us to clearly illustrate the proposed routing algorithms in our method.

### 3.3.1 A Toy Example

Let us consider a road network that consists of 4 stations, as shown in Figure 3.1. In this figure, the shortest-path travel time (in minutes) and driving distance (in miles) of every link is presented by a tuple for that link.


Figure 3.1: The road network of the toy example. The tuples on directed links denote the the shortest-path travel time (in minutes) and driving distance (in miles).

We further assume that the time horizon is 6 minutes with time steps of 1 minute. As a result, the time-expanded network of this example is demonstrated in Figure 3.2. Every node $(t, i)$ in this network represents the spatio-temporal position of a shuttle, e.g., node $(3,1)$ indicates that the shuttle
is located in station 1 at time 3 . In addition, there exists an edge between node $(t, i)$ and $(q, j)$ if the shuttle can depart from station $i$ at time $t$ and arrive at station $j$ at time $q$. Hence, any path from the leftmost nodes to the rightmost ones of this network can be considered as a complete route of a shuttle on the road network during the specified time horizon.


Figure 3.2: The time-expanded network of the toy example. A node $n$ in this time-expanded network is annotated by the tuple $(t, s)$, where $t$ is a time step and $s$ is a physical location on the road network.

The demand forecast for this toy example is provided in Table 1. Every entry $(e, i, j)$ in $\phi$ represents the average number of requests from origin station $i$ to destination station $j$ that entered the system at time $e$, e.g. $\phi(2,1,4)=8.0$ tells us that 8.0 requests for travel from station 1 to station 4 are expected to arrive at time 2 . We further assume that customers are available for pick-up upon their arrival into the system for 2 time steps, i.e. $\omega=2$. Thus, as an instance, the total expected number of requests that can be picked up by a shuttle from station 1 at time 2 and be dropped off at station 4 can be calculated as $\phi(1,1,4)+\phi(2,1,4)=7.9+8.0=17.9$. Finally, we assume that only 1 shuttle with 10 seats is available for serving requests, and the maximum allowed detour time, $\Omega$, is set to 3 .

Table 3.1: The demand rate of the toy example

$$
\begin{aligned}
& \phi(0, ., .)=\left[\begin{array}{llll}
0.0 & 3.3 & 5.2 & 8.0 \\
1.2 & 0.0 & 3.5 & 6.9 \\
1.6 & 3.6 & 0.0 & 2.1 \\
5.3 & 6.3 & 9.4 & 0.0
\end{array}\right], \phi(1, ., .)=\left[\begin{array}{llll}
0.0 & 2.5 & 5.1 & 7.9 \\
1.4 & 0.0 & 3.8 & 6.6 \\
3.2 & 2.8 & 0.0 & 1.2 \\
6.3 & 5.6 & 8.5 & 0.0
\end{array}\right], \phi(2, ., .)=\left[\begin{array}{lll}
0.0 & 2.5 & 5.7 \\
1.4 & 8.0 \\
1.4 & 0.0 & 4.6 \\
6.7 \\
2.2 & 3.6 & 0.0 \\
1.0 \\
5.2 & 5.8 & 7.4 \\
0.0
\end{array}\right] \\
& \phi(3, ., .)=\left[\begin{array}{llll}
0.0 & 2.7 & 5.0 & 8.0 \\
0.9 & 0.0 & 5.1 & 6.7 \\
2.7 & 3.3 & 0.0 & 1.0 \\
5.9 & 5.9 & 7.4 & 0.0
\end{array}\right], \phi(4, ., .)=\left[\begin{array}{llll}
0.0 & 1.8 & 5.1 & 8.3 \\
1.6 & 0.0 & 0.0 & 7.5 \\
1.6 & 0.0 & 0.0 & 1.3 \\
6.3 & 7.1 & 8.2 & 0.0
\end{array}\right], \phi(5, . . .)=\left[\begin{array}{llll}
0.0 & 2.3 & 0.0 & 0.0 \\
1.0 & 0.0 & 0.0 & 6.7 \\
0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 5.7 & 0.0 & 0.0
\end{array}\right]
\end{aligned}
$$

### 3.4 Solution Methodology

In this section, we present a data-driven methodology that exploits the useful patterns hidden in historical data to respond to the dynamic and stochastic nature of the shuttle dispatching problem. This methodology can be clearly divided into two distinct, yet related, parts, which are implemented in offline and online phases. The offline portion of the solution methodology aims to find a pool of near-optimal shuttle routes under different realizations of demand requests. In practice, many different trip patterns can be realized, each giving rise to a distinct set of optimal shuttle routes. These trip patterns are governed by a probability density function that can be learned from the historical data. In this research, for instance, we assume that the arrival of passengers in the system follows a Poisson distribution with a mean estimated from past requests. In the online phase, the shuttles will be proactively routed through one of the previously-devised routes. In case of having accurate demand forecasts, we expect that the shuttles readily serve a good portion of passengers en-route. However, the alternative routes in our pool can be used at any time to change the route of a shuttle toward more promising directions in real-time. In what follows, we first present a method to find this pool of routes in an offline phase. Next, we introduce a procedure to use this pool of routes in an online phase, where the realized demand could be stochastically different from the predicted one.

### 3.4.1 Offline Planning

As mentioned earlier, the offline phase of our method aims to construct a pool of useful (nearoptimal) routes based on historical data. Toward this end, we propose a multi-step framework that takes the time-expanded network under study and the average rate of demand as its inputs, and provides a set of shuttle routes as its output. This general framework, presented in Algorithm 3.1, is built on Algorithms 3.2, 3.3, and 3.4, which will be described in further details later.

Suppose that we are interested in obtaining a set of $M$ alternative routes per shuttle. Let us denote alternative route $m=1, \ldots, M$ for shuttle $k$ by $\mathcal{P}_{m}^{k}$. Also, we refer to the first route ( $m=1$ ) as the base route of each shuttle. In this framework, we first find the base routes using the average demand forecast $\phi$ in network graph $\mathcal{G}$. These routes help us determine a tentative direction for each shuttle in time-expanded network $\mathcal{G}$. We assume that each shuttle will be deployed on this primary route in the online phase of our problem.

In order to find the base routes, we first create $K$ initial routes by partitioning the average demand, $\phi$, into $K$ approximately uniform clusters, $\phi^{k}$, and then constructing a full route for each cluster $\phi^{k}$ using a routing algorithm (which will be described later) in network $\mathcal{G}$. For partitioning $\phi$ into clusters, we use the methodology described in Tafreshian and Masoud (2020a). After finding the initial base routes, we set the total revenue, denoted by $z$, to zero, and repeat a clustering

```
Algorithm 3.1: Offline framework
    Input: Time-expanded network: }\mathcal{G
                Average demand forecast: }
            Threshold for reducing the graph around base: }
            Number of alternative routes per shuttle: M
    Output: Pool of shuttle routes: }\mathcal{P
    Partition the average demand in }\phi\mathrm{ into }K\mathrm{ uniform clusters, }\mp@subsup{\phi}{}{k}\quad\forallk\in\mathcal{K}\mathrm{ ;
    for }k\in\mathcal{K}\mathrm{ do
        P}\mp@subsup{}{1}{k}\leftarrow\mathrm{ Find a base route for shuttle k using demand }\mp@subsup{\phi}{}{k}\mathrm{ in network }\mathcal{G}\mathrm{ (see Algorithm 3.4);
    z\leftarrow0;
    repeat
        \eta}\mp@subsup{\eta}{}{k}(e,o,d)\leftarrow\mathrm{ Find the distance between every trip (e,o,d) in }\phi\mathrm{ and base route }\mp@subsup{\mathcal{P}}{1}{k}
        \forallk\in\mathcal{K},\foralle\in\mathcal{T},\forallo\in\mathcal{S},\foralld\in\mathcal{S};
        Create the clustering problem:
            min}\mp@subsup{\sum}{k=1}{K}\mp@subsup{\sum}{(e,o,d)}{}\mp@subsup{\eta}{}{k}(e,o,d)\mp@subsup{\phi}{}{k}(e,o,d
            s.t. }\quad\mp@subsup{\sum}{k=1}{K}\mp@subsup{\phi}{}{k}(e,o,d)=\phi(e,o,d),\quad\forallk\in\mathcal{K},\foralle\in\mathcal{T},\forallo\in\mathcal{S},\foralld\in\mathcal{S}
        for r}=1,2,\ldots,R\mathrm{ do
            \phi}\mp@subsup{}{}{k}\leftarrow\mathrm{ Distribute demand between shuttles by solving the clustering problem in 3.1;
            for }k\in\mathcal{K}\mathbf{do
                \mathcal{P}}\mp@subsup{1}{1}{\leftarrow}\leftarrow\mathrm{ Find a base route for shuttle }k\mathrm{ with demand }\mp@subsup{\phi}{}{k}\mathrm{ in network }\mathcal{G}\mathrm{ (see Algorithm 3.4);
                \gamma _ { 1 } ^ { k } , f _ { 1 } ^ { k } \leftarrow \text { Find optimal revenue and served requests given } \mathcal { P } _ { 1 } ^ { k } \text { and } \phi ^ { k } \text { (see Algorithm 3.3);}
                Add \mp@subsup{\phi}{}{k}(e,o,d)\leqfll}
            z}\leftarrow\mp@subsup{\sum}{k=1}{K}\mp@subsup{\gamma}{1}{k}
    until z converges;
    for }m=1,2,\ldots,M\mathrm{ do
        \Phi
        \eta}(e,o,d)\leftarrowF\mathrm{ Find the distance between every trip (e,o,d) in 稆 and base route }\mp@subsup{\mathcal{P}}{1}{k},\quad\forallk\in\mathcal{K}
            \foralle\in\mathcal{T},\forallo\in\mathcal{S},\foralld\in\mathcal{S};
        Create the clustering problem:
\[
\begin{array}{cl}
\min & \sum_{k=1}^{K} \sum_{(e, o, d} \eta^{k}(e, o, d) \Phi_{m}^{k}(e, o, d) \\
\text { s.t. } & \sum_{k=1}^{K} \Phi_{m}^{k}(e, o, d)=\Phi_{m}(e, o, d) . \quad \forall k \in \mathcal{K}, \forall e \in \mathcal{T}, \forall o \in \mathcal{S}, \forall d \in \mathcal{S} . \tag{3.2b}
\end{array}
\]
for r=1,\ldots,R do
            \Phi}\mp@subsup{\Phi}{m}{k}\leftarrow\mathrm{ Distribute demand between shuttles by solving the clustering problem in 3.2;
            for }k\in\mathcal{K}\mathrm{ do
                \mathcal{G}}\mp@subsup{m}{}{k}\leftarrow\mathrm{ Reduce }\mathcal{G}\mathrm{ to a network around }\mp@subsup{\mathcal{P}}{1}{k}\mathrm{ using }\epsilon\mathrm{ and }\mp@subsup{\Phi}{m}{k}\mathrm{ (see Algorithm 3.2);
                \mp@subsup{\mathcal{P}}{m}{k}\leftarrow\mathrm{ Find an alternative route for shuttle }k\mathrm{ with demand }\mp@subsup{\Phi}{m}{k}\mathrm{ in network }\mp@subsup{\mathcal{G}}{m}{k}\mathrm{ (see}
                    Algorithm 3.4);
                    fm
                    Add }\mp@subsup{\Phi}{m}{k}(e,o,d)\leq\mp@subsup{f}{m}{k}(e,o,d) to the problem in 3.2, \foralle\in\mathcal{T},\forallo\in\mathcal{S},\foralld\in\mathcal{S}
```

and routing procedure until the total revenue converges to a fixed value. At each iteration of this procedure, we first calculate the distance between every trip in $\phi$ and current base routes, and assign the demand to the closest shuttle by solving the problem in 3.1. For measuring the distance between trip $(e, o, d)$ in $\phi$ and base route $\mathcal{P}_{1}^{k}=\left[\left(t_{1}, s_{1}\right),\left(t_{2}, s_{2}\right), \ldots,\left(t_{x}, s_{x}\right)\right]$, we use the equation:

$$
\begin{equation*}
\eta^{k}(e, o, d)=\min _{\substack{e \leq \leq \leq e+\omega \\ p+\tau\left(p, o, d \leq d \leq p+\tau(p, o, d)+\Omega \\\left(t_{i}, s_{i}\right)\left(t_{j}, s_{j}\right) \in \mathcal{P}_{1}^{o}\right.}}\left\{\left|t_{i}-p\right|+\tau\left(p, o, s_{i}\right)+\left|t_{j}-d\right|+\tau\left(l, d, s_{j}\right)\right\}, \tag{3.3}
\end{equation*}
$$

which finds the spatio-temporal distance between the origin and destination of the trip with their closet nodes in the route. After assigning the demand to the closest shuttle, we use the routing algorithm in 3.4 to adjust the base routes for each shuttle. We also find the optimal revenue, $\gamma_{1}^{k}$, and served requests, $f_{1}^{k}$, for each shuttle using a min-cost flow algorithm (which will be described later in Algorithm 3.3). Since all requests for a given origin-destination pair may not be served by its closest shuttle, we repeat this process (for $R$ times) by assigning the unserved demand to its next closest shuttle.

Note that using the average demand forecast enables us to take into account the average travel pattern. However, relying merely on average demand has two drawbacks. First, it does not necessarily represent a feasible demand profile due to continuity of demand rate for every $(t, i, j)$. Second, it does not capture the variability in demand. In order to mitigate these issues, we realize $M-1$ different demand profiles from the Poisson distribution with average rate of $\phi$, and construct an alternative route per each demand profile. Let us denote these demand profiles with $\Phi_{m}, \forall m=\{2,3, \ldots, M\}$. It is worth mentioning that there is no specific priority among different shuttles, and indices 1 through $K$ do not represent any order among them. Also, there is no specific priority among the alternative routes of a single shuttle, and indices 2 through $M$ for each shuttle do not represent any order among these routes.

Before finding an alternative route $m \in\{2,3, \ldots, M\}$ for shuttle $k$, we introduce a 2 -step procedure (see Algorithm 3.2) to reduce the time-expanded network to a graph in the neighbourhood of the base route. In the first step, we find a sub-graph of $\mathcal{G}$, denoted by $\mathcal{G}^{\prime}$, in which every node has a spatio-temporal distance of maximum $\epsilon$ from its closest node in the base route. In the second step, we first find the optimal set of passengers (from the demand table $\Phi_{m}^{k}$ ) that can be served by the base route $\mathcal{P}_{1}^{k}$ (using Algorithm 3.4 which will be discussed later). Let us denote the set of spatio-temporal nodes at which the served passengers are picked up by $\mathcal{N}_{f}$. Then, we obtain a sub-graph of $\mathcal{G}^{\prime}$ in which every node is accessible by nodes in $\mathcal{N}_{f}$, i.e. there exists a path between every node $n^{\prime} \in \mathcal{N}_{f}$ and every node $n$ in $\mathcal{G}^{\prime}$. Note that the accessibility is a two sided relationship, and the pair order just depends on the time dimension of the two nodes.

Using this procedure, one can ensure that (1) there are some common spatio-temporal nodes

```
Algorithm 3.2: Reduce time-expanded network around a route
    Input: Time-expanded network: \(\mathcal{G}\)
            A realization of demand: \(\Phi\)
            Base route: \(\mathcal{X}\)
            Threshold for reducing the graph around base: \(\epsilon\)
    Output: Reduced time-expanded network: \(\mathcal{G}^{\prime \prime}\)
    Step 1:
    \(\mathcal{N}^{\prime} \leftarrow \varnothing\);
    for \(n \in \mathcal{N}\) do
        for \(n^{\prime} \in \mathcal{X}\) do
            if length of Shortest Path (SP) between \(n\) and \(n^{\prime}\) in \(\mathcal{G} \leq \epsilon\) then
                \(\mathcal{N}^{\prime} \leftarrow \mathcal{N}^{\prime} \cup\{n\}\)
    \(\mathcal{G}^{\prime} \leftarrow\) sub-graph of \(\mathcal{G}\) induced by \(\mathcal{N}^{\prime}\) (West et al., 1996) ;
    Step 2:
    \(f \leftarrow\) Find optimal served requests given \(X\) and \(\Phi\);
    \(\mathcal{N}_{f} \leftarrow\) Find stations in \(X\) at which served requests in \(f\) are picked up ;
    \(\mathcal{N}^{\prime \prime} \leftarrow \varnothing\);
    for \(n \in \mathcal{N}^{\prime}\) do
        for \(n^{\prime} \in \mathcal{N}_{f}\) do
            if node \(n\) is accessible by \(n^{\prime}\) in \(\mathcal{G}^{\prime}\) then
                \(\mathcal{N}^{\prime \prime} \leftarrow \mathcal{N}^{\prime \prime} \cup\{n\} ;\)
\(16 \mathcal{G}^{\prime \prime} \leftarrow\) sub-graph of \(\mathcal{G}^{\prime}\) induced by \(\mathcal{N}^{\prime \prime}\);
```

between different alternative routes in case the shuttle is required to change its itinerary en-route in real-time, and (2) the set of passengers that can be served by different routes are highly overlapping, and thus, changing the route is not likely to violate the destination of on-board passengers.

Suppose, as an instance in our toy example, the base route is $\mathcal{X}=\{(0,1),(1,2),(2,1),(3,2)$, $(4,1),(5,2),(6,1)\}$ and $\epsilon=1$. By taking the first step, the time-expanded network can be reduced as shown in Figure 3.3. In this network, every node is either on the path (black solid lines), or 1 minute away from it (black dashed lines). Now, suppose we take a Poisson sample from the average demand in Table 3.1 as shown in Table 3.2. Based on the realized demand table and number of available seats, a shuttle can optimally pick up 1,4 , and 2 customers at nodes $(2,1),(3,2)$, and $(4,1)$, respectively, on the specified path. Hence, we set $\mathcal{N}_{f}=\{(2,1),(3,2),(4,1)\}$. Figure 3.4 shows the result of applying the second step using this information. This figure clearly shows that every complete route from the leftmost nodes to the rightmost ones must pass through all nodes in $\mathcal{N}_{f}$.

In order to find alternative route $m$ for each shuttle, we follow the same process of clustering and routing as in finding the base routes, with random demand forecast $\Phi_{m}^{k}$ and sub-graph $\mathcal{G}_{m}^{k}$. This procedure will be repeated $M-1$ times to yield a pool of $K \times M$ routes. In the next two parts, we elaborate on two of the sub-procedures required to implement Algorithm 3.1 - we first propose

Table 3.2: A demand profile for the toy example

$$
\Phi=\left[\left[\begin{array}{llll}
0 & 0 & 7 & 4 \\
2 & 0 & 5 & 7 \\
3 & 3 & 0 & 0 \\
5 & 5 & 9 & 0
\end{array}\right],\left[\begin{array}{llll}
0 & 0 & 4 & 9 \\
2 & 0 & 5 & 6 \\
4 & 5 & 0 & 1 \\
7 & 7 & 8 & 0
\end{array}\right],\left[\begin{array}{llll}
0 & 1 & 2 & 8 \\
3 & 0 & 3 & 4 \\
5 & 4 & 0 & 3 \\
8 & 6 & 5 & 0
\end{array}\right],\left[\begin{array}{llll}
0 & 4 & 8 & 3 \\
1 & 0 & 2 & 3 \\
1 & 2 & 0 & 1 \\
1 & 6 & 9 & 0
\end{array}\right],\left[\begin{array}{llll}
0 & 2 & 1 & 6 \\
1 & 0 & 0 & 8 \\
0 & 0 & 0 & 0 \\
3 & 4 & 9 & 0
\end{array}\right],\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 4 \\
0 & 0 & 0 & 0 \\
0 & 7 & 0 & 0
\end{array}\right]\right]
$$



Figure 3.3: The reduced time-expanded network of the toy example in step 1
an algorithm to efficiently find the optimal subset of passengers served by a fixed route. Next, we introduce a local search algorithm to find the route of a single shuttle based on a demand table.

### 3.4.1.1 Finding the Optimal Set of Passengers Served by A Fixed Route

Suppose that we have a capacitated shuttle with a fixed route $\mathcal{X}=\left[n_{1}, n_{2}, \ldots, n_{x}\right]$, and that there is a set of passengers whose pick-up and drop-off nodes belong to the sequence of nodes in $\mathcal{X}$. We are looking for the best subset of passengers that can be served by this shuttle. In this section,


Figure 3.4: The reduced time-expanded network of the toy example in step 2
we propose an optimal method to solve this problem efficiently. This method is motivated by the concept of $k$-coloring in interval graphs. Next, we briefly describe the maximum weighted $k$-coloring problem and show how it is related to the problem at hand.

In graph theory, maximum weighted $k$-coloring of intervals is a well-known problem. In this problem, one is required to color a set of $n^{\prime}$ open intervals (from the real line), denoted by $I_{1}, I_{2}, \ldots, I_{n^{\prime}}$, with a set of $K$ colors, such that two intersecting intervals receive distinct colors. Every interval is also associated with a positive weight of $w_{i} \forall i \in\left\{1,2, \ldots, n^{\prime}\right\}$. Further, suppose that $v_{1}<v_{2}<\cdots<v_{r}$ represent the unique set of ordered endpoints of these intervals. It is shown in (Carlisle and Lloyd, 1995) that this problem can be formulated as a min-cost flow problem in a weighted DAG $G^{\prime}$ with nodes $s=v_{0}<v_{1}<\cdots<v_{r+1}=t$ and two sets of edges, called clique edges and interval edges. The clique edges $\left(v_{i-1}, v_{i}\right) \forall 1 \leq i \leq(r+1)$ have capacity $K$ and cost 0 . The interval edges $\left(v_{j}, v_{h}\right)$, with $v_{j}$ and $v_{h}$ being defined as the left and right endpoint of interval $I_{i} \forall 1 \leq i \leq n^{\prime}$, have capacity 1 and cost $-w_{i}$. Also let the demand and supply of source node $s$ and target node $t$ be $K$. In what follows, we present a result from (Carlisle and Lloyd, 1995) regarding this graph theoretic problem.

Lemma 3.1. (Carlisle and Lloyd, 1995) Given a min-cost flow of size $K$ in $G^{\prime}$, the intervals corresponding to the interval-edges of flow 1 are exactly the intervals in some maximum weight $k$-coloring of the $n^{\prime}$ intervals.

Now, we show that the problem of finding the best subset of passengers to serve by a fixed route is a variant of the $k$-coloring problem. The trip of every passenger can be considered as an interval from its pick-up node to its drop-off node. We set the weight of an interval equal to the revenue obtained by serving a passenger from its associated pick-up node to its drop-off node. We can also think of the $C$ seats in a shuttle as the distinct colors in the $k$-coloring problem. Hence, our objective is to assign these seats to passengers such that every seat can be occupied by at most one passenger at any point throughout the fixed route, while maximizing the total revenue obtained by serving these passengers. In Algorithm 3.3, we provide a pseudo-code to formulate the problem at hand as a min-cost flow problem in a weighted DAG, denoted by $\mathscr{G}=(\mathscr{N}, \mathscr{L}, \mathscr{W}, \mathscr{U})$, where $\mathscr{N}, \mathscr{L}, \mathscr{W}$, and $\mathscr{U}$ represent the set of nodes, edges, weights and capacities, respectively.

Note that there are two subtle difference between our problem and the $k$-coloring problem. First, the passenger intervals are closed from the left (i.e. at their pick-up nodes). In order to handle this issue, we define a drop-off and a pick-up node per each node $n_{i} \in \mathcal{X}$, denoted by $n_{i}^{\mathrm{d}}$ and $n_{i}^{\mathrm{p}}$, respectively. As a result, we have two types of clique edges, namely the ones that connect the consecutive drop-off nodes and the ones that connect each drop-off node to its consecutive pick-up node. Second, the intervals in our problem are not unique. In other words, we can have more than one passenger request from node $n_{i}=(t, i)$ to node $n_{j}=(q, j)$. As a result, the capacity of interval
edges is equal to the number of passengers that are available to be picked up at node $n_{i}=(t, i)$ and dropped off at $n_{j}=(q, j)$.

Now, let us describe the above procedure using an instance from our toy example. Suppose that $\mathcal{X}=\{(0,3),(2,4),(3,2),(4,1),(6,3)\}$ and we have realized the demand profile $\Phi$ in Table 3.2. Table 3.3 shows the number of available customers, obtained from $\Phi$, for each combination of origin-destination stations in route $\mathcal{X}$, e.g., the shuttle can pick up $\Phi(1,4,2)+\Phi(2,4,2)=6+7=13$ customers from station 4 at time 2 and drop them off at station 2 at time 3 .

The trip intervals of these customers are depicted in Figure 3.5. The first column, ( $t, i, q, j$ ), shows the origin-destination combination, the second column, $\rho(t, i, j)$, shows the profit of each interval (i.e. shortest-path driving distance between stations $i$ and $j$ departing from $i$ at time $t$ ), and

```
Algorithm 3.3: Find the sequence of pick-up and drop-offs that provide the optimal revenue, given
a fixed route and demand forecast
    Input: Fixed Route of shuttle: \(\mathcal{X}=\left[n_{1}, n_{2}, \ldots, n_{x}\right]\)
            Demand forecast: \(\Phi\)
    Output: Optimal revenue of shuttle: \(\gamma\)
                Optimal number of served trips: \(f\)
    \(\mathscr{N} \leftarrow\left\{n_{1}^{\mathrm{d}}, n_{1}^{\mathrm{p}}, n_{2}^{\mathrm{d}}, n_{2}^{\mathrm{p}}, \ldots, n_{x}^{\mathrm{d}}, n_{x}^{\mathrm{p}}\right\} ;\)
    \(\mathscr{D}\left(n_{1}^{\mathrm{d}}\right) \leftarrow-C ; \mathscr{D}\left(n_{x}^{\mathrm{p}}\right) \leftarrow C ; \mathscr{D}\left(n_{i}^{\mathrm{d}}\right) \leftarrow 0 \forall i \in\{2, \ldots, x\} ; \mathscr{D}\left(n_{i}^{\mathrm{p}}\right) \leftarrow 0 \forall i \in\{1, \ldots, x-1\} ;\)
    \(\mathscr{L} \leftarrow\} ;\)
    for \(i=1,2, \ldots, x-1\) do
        \(\mathscr{L} \leftarrow \mathscr{L} \cup\left\{n_{i}^{\mathrm{d}}, n_{i}^{\mathrm{p}}\right\} ; \mathscr{W}\left(n_{i}^{\mathrm{d}}, n_{i}^{\mathrm{p}}\right) \leftarrow 0 ; \mathscr{U}\left(n_{i}^{\mathrm{d}}, n_{i}^{\mathrm{p}}\right) \leftarrow C ;\)
        \(\mathscr{L} \leftarrow \mathscr{L} \cup\left\{n_{i}^{\mathrm{d}}, n_{i+1}^{\mathrm{d}}\right\} ; \mathscr{W}\left(n_{i}^{\mathrm{d}}, n_{i+1}^{\mathrm{d}}\right) \leftarrow 0 ; \mathscr{U}\left(n_{i}^{\mathrm{d}}, n_{i+1}^{\mathrm{d}}\right) \leftarrow C ;\)
    for \(i=1,2, \ldots, x-1\) do
        for \(j=i+1, i+2, \ldots, x\) do
            \((p, o) \leftarrow n_{j}^{\mathrm{p}}\);
            \((l, d) \leftarrow n_{j}^{d} ;\)
            if \(d\) not visited again between \(n_{i}^{\mathrm{p}}\) and \(n_{j}^{\mathrm{d}}\) then
                if \((l-p) \leq \tau(p, o, d)+\Omega\) then
                    \(\mathscr{L} \leftarrow \mathscr{L} \cup\left\{n_{i}^{\mathrm{p}}, n_{j}^{\mathrm{d}}\right\} ;\)
                        if \(o\) visited again between \(n_{i}^{\mathrm{p}}\) and \(n_{j}^{\mathrm{d}}\) then
                        \(\mathscr{U}\left(n_{i}^{\mathrm{p}}, n_{j}^{\mathrm{d}}\right) \leftarrow \Phi(p, o, d) ;\)
                        else
                        \(t_{0} \leftarrow\) Last time \(o\) visited in time window \([p-\omega, p]\);
                                    \(\mathscr{U}\left(n_{i}^{\mathrm{p}}, n_{j}^{\mathrm{d}}\right) \leftarrow \sum_{t=t_{0}+1}^{e} \Phi(t, o, d) ;\)
                                    \(\mathscr{W}\left(n_{i}^{\mathrm{p}}, n_{j}^{\mathrm{d}}\right) \leftarrow-\rho(p, o, d) ;\)
    Define graph \(\mathscr{G}=(\mathscr{N}, \mathscr{L}, \mathscr{D}, \mathscr{W}, \mathscr{U})\);
    Solve min-cost flow on \(\mathscr{G}\);
    \(f \leftarrow\) Optimal flow on edges of type \(\left(n_{i}^{\mathrm{d}}, n_{j}^{\mathrm{p}}\right)\);
    \(\gamma \leftarrow-1 \times\) Optimal flow cost ;
```



Figure 3.5: Trip intervals of the demand in Table 3.3
the third column shows the trip intervals on a timeline. The value on top of each interval presents the frequency of that trip interval obtained from Table 3.3. This figure clearly indicates that we are not able to serve all of the customers. For instance, at time $2,3+3+13+15+13=47$ intervals intersect while we have only 10 seats in our shuttle. Therefore, we aim to find the most profitable subset of intervals that does not violate the capacity of the shuttle at any time.

As stated above, this can be formulated as a min-cost flow problem depicted in Figure 3.6(a). For each station, we define two nodes of drop-off (dashed line) and pick-up (solid line) except the last one for which we only have a drop-off node. We further show the clique edges with dashed lines and the interval edges with solid lines. The tuple on top of each edge shows the negative of the cost and the capacity of that edge. Finally, we assume that the first drop-off node is a source node with supply of 10 and the last drop-off node is a sink node with demand of 10 . The solution to this capacitated min-cost flow problem, depicted in Figure 3.6(b), provides the most profitable subset of customers in $\Phi$ that can be served by route $\mathcal{X}$. Note that the reader must distinguish between the capacity of interval edges in min-cost flow problem and the capacity of shuttles, $C$, as the former represents the number of available customers for a certain origin-destination combination while the latter is a given input that are reflected in the capacity of clique edges. In our toy example, for instance, the capacity of arc $(2,4,6,3)$ is 13 that is higher than capacity of shuttle, 10. That being said, for computational purposes, we can always replace the capacities above $C$ with $C$ since we

Table 3.3: The potential customers for route $\mathcal{X}=\{(0,3),(2,4),(3,2),(4,1),(6,3)\}$ in the toy example

|  | $(2,4)$ | $(3,2)$ | $(4,1)$ | $(6,3)$ |
| :---: | :---: | :---: | :---: | :---: |
| $(0,3)$ | 0 | 3 | 3 | 0 |
| $(2,4)$ |  | 13 | 15 | 13 |
| $(3,2)$ |  |  | 4 | 5 |
| $(4,1)$ |  |  |  | 9 |
|  |  |  |  |  |

know that there is no way to have a flow of greater than $C$ in this min-cost flow problem.
We end this section by presenting a remark that shows the efficiency of the proposed min-cost flow algorithm.

Remark 3.1. The optimal subset of passengers served by a single shuttle that visits a fixed route of $x$ stations can be found by a min-cost flow problem with worst-case running time of $O\left(C x^{2}\right)$.

Proof. Following Lemma 3.1, one can easily show that the min-cost flow is a valid formulation for the problem at hand. In order to find the complexity of the algorithm, we divide the computation into two parts of constructing graph $\mathscr{G}$, and solving the min-cost flow problem on $\mathscr{G}$. For constructing the graph, the bottleneck is to find the interval edges. Since there are $x$ stops in route $\mathcal{X}$, there are $\frac{x(x-1)}{2}$ possible combinations for pick-up and drop-off nodes for constructing the interval edges. Thus, the complexity of constructing graph $\mathscr{G}$ is $O\left(x^{2}\right)$. Also, note that graph $\mathscr{G}$ is an acyclic graph with integer capacities. According to Tarjan (1983), the min-cost flow in this graph has the time complexity of $O(|\mathscr{L}|+C \mathcal{S}(x,|\mathscr{L}|))$, where $\mathcal{S}(x,|\mathscr{L}|)$ is the complexity of finding the shortest path in a graph with $x$ nodes and $|\mathscr{L}|$ edges. Using the Dijkstra's algorithm with Fibonacci heaps, it can be shown that the overall complexity of the min-cost flow in Algorithm 3.3 is $O(|\mathscr{L}|+C(|\mathscr{L}+x \log x|))$. In the most computationally-intensive scenario that arises when $|\mathscr{L}|=x^{2}$, the running time complexity of

(a) min-cost flow problem

(b) optimal flows with the optimal revenue of 46.5

Figure 3.6: The min-cost flow problem to find the most profitable set of passengers to be served through path $\mathcal{X}=\{(0,3),(2,4),(3,2),(4,1),(6,3)\}$, and its optimal solution
the algorithm is $O\left(C x^{2}\right)$, which is linear in $C$, and quadratic in $x$.
It is worth mentioning that our min cost flow formulation, aiming to find the optimal set of passengers served by a fixed route, carries similarities with the min cost flow formulation in Jafari et al. (2016). However, as we have demonstrated in the Remark 3.1, our formulation differs from the min-cost flow formulation of Jafari et al. (2016) from two stand points. First, Our min-cost flow formulation does not depend on the number of passengers; rather, it depends on the number of origin-destination pairs. This results in significant computational savings in crowded metropolitan networks such as the Manhattan network. Second, our min-cost flow formulation has fewer number of edges, which again results in less computational effort.

### 3.4.1.2 shuttle Routing

Consider the problem of routing a single shuttle on road network $G$ during time horizon $\mathcal{T}$. The route of a shuttle, denoted by $\mathcal{X}$, can be defined as a path in a time-expanded network $G$ that connects a node with time 0 to a node with time $T$. Given a set of demand requests in $\Phi$, the goal of this problem is to find a route that maximizes the revenue of served passengers. This problem is a well-known combinatorial problem that is NP-hard. In order to provide a high-quality solution to this problem, we propose a local search method in Algorithm 3.4. This local search algorithm is motivated by the concept of dynamic programming for finding the longest path in a weighted DAG. In this approach, the nodes will be observed in a topological order and the value of a node, which is defined as the longest path until that node, will be updated based on the value of its predecessor nodes and the weights of their edges connecting them to that node. After computing the value of all nodes, the longest path can be found by backtracking from the node with the highest value.

Similar to this approach, we consider a value at each node of $\mathcal{G}$ in our local search, denoted by $\varphi(n)$. This value can be defined as the highest revenue of routes that pass by node $n$. Since there are an exponential number of routes passing by each node, we propose an iterative framework that reduces the search space by fixing the nodes visited either prior to or after node $n$. We choose the route passing by the node with the highest value as the best route, denoted by $\mathcal{X}^{*}$. Let us define $\mathcal{F}_{\alpha}(n)$ as the partial route from a node in time 0 to node $n$ at iteration $\alpha$, hereafter referred to as the "predecessor route". Similarly, define $\mathcal{B}_{\alpha}(n)$ as the partial route from node $n$ to a node in time $T$ at iteration $\alpha$, hereafter referred to as the "successor route". Note that connecting these two partial routes at node $n$ yields a complete route, $\mathcal{X}$. Let us represent the connecting operator by $\oplus$.

The local search starts by constructing the predecessor route for all $n$ in $\mathcal{N}$ at iteration 0 using Algorithm 3.5. In this algorithm we traverse the list of nodes in order of their time components, and for each node, pick one of its immediate predecessor nodes at random. This enables us to create a path from any node at time 0 to every node very quickly. In the next iteration, the predecessor

```
Algorithm 3.4: A local search for single shuttle routing
    Input: Time-expanded network: \(\mathcal{G}\)
            Demand forecast: \(\Phi\)
    Output: Local optimal shuttle route: \(\mathcal{X}^{*}\)
    for \(\pi=1,2, \cdots, \Pi\) do
        \(\alpha \leftarrow 0 ;\)
        \(\Delta \leftarrow+\infty\);
        \(\varphi_{0}^{* \mathcal{F}} \leftarrow 0\);
        \(\mathcal{F}_{0}(n) \leftarrow\) Find an initial solution with \(\mathcal{G}\) and \(\Phi\) (see Algorithm 3.5);
        repeat
            \(\alpha \leftarrow \alpha+1 ;\)
            \(\varphi_{\alpha}^{* \mathcal{B}}, \mathcal{B}_{\alpha}(n) \leftarrow\) Solve backward local search with \(\mathcal{G}\) and \(\Phi\) and \(\mathcal{F}_{\alpha-1}(n)\) (see Algorithm 3.6);
            \(\varphi_{\alpha}^{* \mathcal{F}}, \mathcal{F}_{\alpha}(n), n^{*} \leftarrow\) Solve forward local search \(\mathcal{G}\) and \(\Phi\) and \(\mathcal{B}_{\alpha}(n)\) (see Algorithm 3.7);
            \(\Delta \leftarrow \frac{\varphi_{\alpha}^{* F}-\varphi_{\alpha-1}^{* F}}{\varphi_{\alpha}^{* F}} ;\)
        until \(\Delta<\zeta\);
        \(\mathcal{X}^{*} \leftarrow \mathcal{F}_{\alpha}\left(n^{*}\right) \oplus \mathcal{B}_{\alpha}\left(n^{*}\right) ;\)
    Retrieve the best solution of \(\Pi\) replications ;
```

routes will be fixed from the previous iteration and Algorithm 3.6 finds the successor routes through a backward local search. This will be followed by a forward local search using Algorithm 3.7 that fixes the successor routes from the backward local search and updates the predecessor routes as well as the node with the highest value denoted by $n^{*}$. This process will continue until the relative gap between the highest node value of two consecutive forward local search is less than an improvement factor of $\zeta \in(0,1)$. At convergence, one can retrieve the best route as the one that passes by the node $n^{*}$. Since the initial solution for routing is constructed randomly, we repeat the entire process $\Pi$ times, and choose the solution that yields the highest node value at convergence. In what follows, we describe the backward and forward local search procedures in more detail.

In the backward local search, we assume that the predecessor route of each node is fixed from the previous iteration. We visit nodes in the reversed topological order of $\mathcal{G}$. For all nodes $n$ with no outbound edges, we initialize the successor route to include only node $n$. At every node $n=(t, i)$ that has outbound edges, we consider all node $v$ 's that can be visited immediately from node $n$ in graph $\mathcal{G}$. We create a complete route $\mathcal{X}$ by connecting the predecessor route of node $n$ and the successor route of node $v$, and apply the min-cost algorithm to find the optimal revenue for fixed route $\mathcal{X}$ given demand forecast $\Phi$. Upon completing this task for all $v$ 's, we choose the best $v$ and denote it by $v^{*}$. As a result, the successor route of node $n$ can be created by appending node $n$ to the successor route of $v^{*}$. The whole process will be repeated until we reach the nodes with time 0 in $\mathcal{G}$. The highest node value will be stored in $\varphi^{* \mathcal{B}}$. The forward local search will be implemented next, with the similar general structure except the fact that the successor routes are fixed and the predecessor routes

```
Algorithm 3.5: An Initial solution for routing
    Input: Time-expanded Network: \(\mathcal{G}\)
            Demand forecast: \(\Phi\)
    Output: Predecessor route of node \(n \in \mathcal{N}: \mathscr{F}_{0}(n)\)
    for \(q=0,1, \ldots, T\) do
        for \(j \in \mathcal{S}\) do
            \(n \leftarrow(q, j)\);
            if \(q=0\) then
                    \(\mathcal{F}_{0}(n) \leftarrow[n] ;\)
                \(\varphi_{0}(n) \leftarrow 0 ;\)
            else
                    \(u=(t, i) \leftarrow\) draw randomly from \(\delta^{-}(n) ;\)
                    \(\mathcal{F}_{0}(n) \leftarrow \mathcal{F}_{0}(u) \oplus[n] ;\)
                    \(\varphi_{0}(n) \leftarrow 0 ;\)
```

```
Algorithm 3.6: Backward local search for routing
    Input: Time-expanded Network: \(\mathcal{G}\)
        Route of shuttle until node \(n\) : \(\mathcal{F}_{\alpha-1}(n)\)
            Demand forecast: \(\Phi\)
    Output: Maximum revenue of shuttle at iteration \(\alpha: \varphi_{\alpha}^{* \mathcal{B}}\)
            Successor route of node \(n \in \mathcal{N}: \mathcal{B}_{\alpha}(n)\)
    \(\varphi_{\alpha}^{* \mathcal{B}} \leftarrow 0\);
    for \(t=T, T-1, \ldots, 0\) do
        for \(i \in \mathcal{S}\) do
            \(n \leftarrow(t, i)\);
            if \(\delta^{+}(n)=\varnothing\) then
            \(\mathcal{B}_{\alpha}(n) \leftarrow[n] ;\)
            \(\varphi_{\alpha}(n) \leftarrow 0 ;\)
            else
                \(\gamma^{*} \leftarrow-\infty ;\)
                    for \(v \in \delta^{+}(n)\) do
                \(\mathcal{X} \leftarrow \mathcal{F}_{\alpha-1}(n) \oplus \mathcal{B}_{\alpha}(v) ;\)
                \(\gamma \leftarrow\) Find the optimal revenue given route \(\mathcal{X}\) and demand \(\Phi\) (Algorithm 3.3);
                if \(\gamma>\gamma^{*}\) then
                    \(\gamma^{*} \leftarrow \gamma ;\)
                        \(v^{*} \leftarrow v ;\)
                    \(\mathcal{B}_{\alpha}(n) \leftarrow[n] \oplus \mathcal{B}_{\alpha}\left(v^{*}\right) ;\)
                \(\varphi_{\alpha}(n) \leftarrow \gamma^{*} ;\)
            if \(\varphi_{\alpha}(n)>\varphi_{\alpha}^{* \mathcal{B}}\) then
                \(\varphi_{\alpha}^{* \mathcal{B}} \leftarrow \varphi_{\alpha}(n) ;\)
```

```
Algorithm 3.7: Forward local search for routing
    Input: Time-expanded Network: \(\mathcal{G}\)
            Route of shuttle from node \(n: \mathcal{B}_{\alpha}(n)\)
            Demand forecast: \(\Phi\)
    Output: Maximum revenue of shuttle at iteration \(\alpha\) : \(\varphi_{\alpha}^{* \mathcal{F}}\)
            Predecessor route of node \(n \in \mathcal{N}: \mathcal{F}_{\alpha}(n)\)
            Node with the highest revenue: \(n^{*}\)
    \(\varphi_{\alpha}^{* \mathcal{F}} \leftarrow 0\);
    for \(j \in \mathcal{S}\) do
        \(n \leftarrow(q, j)\);
        if \(\delta^{-}(n)=\varnothing\) then
            \(\mathcal{F}_{\alpha}(n) \leftarrow[n] ;\)
            \(\varphi_{\alpha}(n) \leftarrow 0 ;\)
        else
            \(\gamma^{*} \leftarrow-\infty ;\)
            for \(u \in \delta^{-}(n)\) do
                \(\mathcal{X} \leftarrow \mathcal{F}_{\alpha}(u) \oplus \mathcal{B}_{\alpha}(n) ;\)
                \(\gamma \leftarrow\) Find optimal revenue given route \(X\) and demand requests in \(\Phi\) (see Algorithm 3.3);
                if \(\gamma>\gamma^{*}\) then
                \(\gamma^{*} \leftarrow \gamma ;\)
                \(u^{*} \leftarrow u ;\)
            \(\mathcal{F}_{\alpha}(n) \leftarrow \mathcal{F}_{\alpha}\left(u^{*}\right) \oplus[n] ;\)
            \(\varphi_{\alpha}(n) \leftarrow \gamma^{*} ;\)
            if \(\varphi_{\alpha}(n)>\varphi_{\alpha}^{* \mathcal{F}}\) then
                \(\varphi_{\alpha}^{* \mathcal{F}} \leftarrow \varphi_{\alpha}(n) ;\)
                \(n^{*} \leftarrow n ;\)
```

will be updated in a topological order of nodes in $\mathcal{G}$. Now, let us demonstrate the backward and forward routing algorithms in the context of our toy example. For this example, we assume that all edges in the time-expanded network are available. Further suppose that we are currently at iteration $\alpha=1$, and we have implemented the backward routing algorithm until node (3,2). Figure 3.7 shows the step in which we want to decide about the node that the shuttle visits immediately after $(3,2)$. There are three choices since $\delta^{+}((3,2))=\{(4,1),(4,2),(4,4)\}$. The edges corresponding to these 3 options are shown in solid black lines. Also, assume that we have found the successor routes of $(4,1)$, $(4,2)$, and $(4,4)$ in earlier steps as: $\mathcal{B}_{1}((4,1))=\{(4,1),(6,3)\}, \mathcal{B}_{1}((4,2))=\{(4,2),(5,1),(6,2)\}$ and $\mathcal{B}_{1}((4,4))=\{(4,4),(5,2),(6,4)\}$. These three partial routes are shown in blue dashed lines. Finally assume that from the initial solution the predecessor route of $(3,2)$ has been chosen as $\mathcal{F}_{0}(3,2)=$ $\{(0,3),(2,4),(3,2)\}$. This partial route is shown with red dotted arrows. Using the connecting operator $\oplus$, we can construct three complete routes of $\mathcal{X}_{1}=\{(0,3),(2,4),(3,2),(4,1),(6,3)\}$, $\mathcal{X}_{2}=\{(0,3),(2,4),(3,2),(4,2),(5,1),(6,2)\}$, and $\mathcal{X}_{3}=\{(0,3),(2,4),(3,2),(4,4),(5,2),(6,4)\}$. For


Figure 3.7: Backward local search for $(3,2)$
every complete route, we solve the min-cost flow problem in Algorithm 3.3. Suppose we obtain three values of $25.5,27$, and 31.5 . Hence, we let $\varphi((3,2))=31.5$ and set $\mathcal{B}_{1}((3,2))=\{(4,4),(5,2),(6,4)\}$. We follow the same procedure for the rest of the nodes in the reverse topological order. Next, we start from node $(0,1)$ and traverse nodes in the forward direction by applying the forward routing algorithm. Let us consider again node $(3,2)$, but this time in the forward routing algorithm as shown in Figure 3.8. Since $\delta^{-}((3,2))=\{(2,1),(2,2),(2,4)\}$, we have three options for the node that the shuttle visits right before node (3,2). From earlier steps, assume that we have found $\mathcal{F}_{1}((2,1))=$ $\{(0,1),(1,2),(2,1)\}, \mathcal{F}_{1}((2,2))=\{(0,2),(1,4),(2,2)\}$ and $\mathcal{F}_{1}((2,4))=\{(0,3),(2,4)\}$. Also, we showed that from implementing the backward routing algorithm for $(3,2)$, we got $\mathcal{B}_{1}((3,2))=$ $\{(3,2),(4,4),(5,2),(6,4)\}$. Using the connecting operator $\oplus$, we can construct three complete routes of $\mathcal{X}_{1}=\{(0,1),(1,2),(2,1),(3,2),(4,4),(5,2),(6,4)\}, \mathcal{X}_{2}=\{(0,2),(1,4),(2,2),(3,2),(4,4),(5,2)$, $(6,4)\}$, and $\mathcal{X}_{3}=\{(0,3),(2,4),(3,2),(4,4),(5,2),(6,4)\}$. For every complete route, we solve the min-cost flow problem in Algorithm 3.3. Suppose we obtain three values of 35, 37.5, and 31.5. Hence, we let $\varphi((3,2))=37.5$ and set $\mathcal{F}_{1}((3,2))=\{(0,2),(1,4),(2,2),(3,2)\}$. We continue the whole process in Algorithm 3.4 until convergence.

Next, we present a lemma followed by a proposition that together prove the convergence of the local search algorithm.

Lemma 3.2. At each step of the local search algorithm in 3.4, the objective function either improves or stays the same.

Proof. At every move of the backward/Forward local search, we have the option to visit the same route or choose a node that results in a route with higher revenue. As a result the overall revenue either increases or stays the same at every move of the algorithm.

Proposition 3.1. Given an integer table of demand forecast, the objective, revenue, of the local search algorithm in 3.4 converges to a local optimum in polynomial time.


Figure 3.8: Forward local search for $(3,2)$

Proof. (1) There are possibly many, but finite number of ways to serve requests in table $\Phi$. Therefore, the solution set is finite; (2) based on lemma 3.2, we infer that the solution always improves or stays the same, at which point we stop. Since the objective function is bounded from above, the algorithm is guaranteed to converge. From (1) and (2) the algorithm converges in finite number of iterations. In order to find a bound on the number of iterations before convergence, we assume that we iterate between the forward and backward local search only when $\varphi_{\alpha}^{* \mathcal{F}}-\varphi_{\alpha-1}^{* \mathcal{F}} \geq \zeta \varphi_{\alpha}^{* \mathcal{F}}$ where $\zeta \in(0,1)$. Thus, for every two consecutive forward local searches, the inequality $\varphi_{\alpha-1}^{* \mathcal{F}} \leq(1-\zeta) \varphi_{\alpha}^{* \mathcal{F}}$ holds. If we start with the initial solution $\varphi_{0}^{* \mathcal{F}}$ and terminate with solution $\varphi_{n}^{* \mathcal{F}}$ after $n$ iterations, then $\varphi_{0}^{* \mathcal{F}} \leq(1-\zeta)^{n} \varphi_{n}^{* \mathcal{F}} \leq(1-\zeta)^{n} \varphi^{*}$ where $\varphi^{*}$ denotes the optimal node value. Since $1+x \leq e^{x}$ for every $x \in \mathbb{R}$, we have $\varphi_{0}^{* \mathcal{F}} \leq e^{-\zeta n} \varphi^{*}$. This bounds the number of iterations $n$ by $O\left(\frac{1}{\zeta} \log \left(\frac{\varphi^{*}}{\varphi_{0}^{* F}}\right)\right)$, which is polynomial. Moreover, at every forward/backward local search, we solve a min-cost flow problem per each edge of the time-expanded network. Thus, based on Proposition 3.1, the worst-case running time of a forward/backward local search is $O\left(|\mathcal{L}| C x^{2}\right)$. Therefore, the entire local search algorithm in 3.4 has a polynomial time complexity of $O\left(\frac{1}{\zeta} \log \left(\frac{\varphi^{*}}{\varphi_{0}^{* *}}\right) \Pi|\mathcal{L}| C x^{2}\right)$. Note that since $\varphi^{*}$ is unknown, we can replace it with a valid upper bound $\bar{\varphi}$, which denotes the highest node value and can be calculated as $C x \bar{\rho}$ where $\bar{\rho}=\max _{\forall(t, o, d)} \rho$.

In Algorithm 3.1, we introduce a procedure to find the base routes. This procedure iterates over some clustering steps until the total revenue, $z$, converges. We finalize this section by presenting a Proposition regarding the convergence of $z$.

Proposition 3.2. If we initiate local search algorithms in 3.4 from previous solutions, the procedure in Algorithm 3.1 converges to a fixed value in a finite number of steps.

Proof. We know that the total revenue is bounded from above. Therefore, it suffices to show that in every step of our procedure, the value of $z$ improves or stays the same. Let us assume any initial
partitioning of passengers among shuttles. Based on Lemma 3.1, we know that the revenue of each shuttle improves or stays the same. Therefore, after applying the local search to each partition, the total revenue either improves or stays the same. Also, the distance function 3.3 ensures that any trip that can be served by a shuttle has the distance of zero. Therefore, the clustering problem in 3.1 assigns those requests that were served by every shuttle in the previous clustering step to the same shuttle. Now, if we incorporate the previous route of every shuttle in the initial solution of the local search algorithm in 3.4, we can ensure that revenue for each shuttle does not decrease. Finally, in every re-clustering step, we only assign the unserved requests to the next closest shuttle, which guarantees again that the shuttle can achieve the same revenue by only serving the requests from the previous step in the worst case. As a result, the revenue of all shuttles continuously improves and the result follows.

### 3.4.2 Online Routing

In this section, we introduce an online routing framework based on the results of the offline planning discussed in the previous section. Algorithm 3.8 provides a high-level description of the proposed method. Let us denote the simulation time by $\theta$. Also let us introduce four tables of $\psi_{k}, \psi^{c a}, \psi_{k}^{s c}$, and $\psi_{k}^{o n}$. Table $\psi_{k}$ holds the expected future demand that can be served by shuttle $k$, and will be set to the average demand assigned to shuttle $k$ in the offline phase, i.e., $\psi_{k}=\sum_{m=1}^{M} \Phi_{m}^{k} / M$. Note that $\psi_{k}$ can be set to a high-quality demand forecast if one is available. Table $\psi^{c a}$ holds the number of realized passengers that have arrived before time $\theta$. The last two tables, $\psi_{k}^{s c}$ and $\psi_{k}^{o n}$, hold the number of scheduled and on-board passengers on shuttle $k$ at time $\theta$, respectively. The scheduled passengers are those whose demand has been realized and assigned to a shuttle in the past, but have not been picked up by the shuttle yet. The algorithm starts by initializing the route of each shuttle, denoted by $\mathcal{R}^{k} \forall k \in \mathcal{K}$, to the base route from the offline phase, i.e., $\mathcal{P}_{1}^{k}$. Also, we initialize the realized number of requests to 0 . We set the simulation clock to 0 and increment it by 1 unit of time step until the end of the time horizon. At each simulation time, we repeat the following procedure.

We realize a set of passengers to arrive at the system during the interval $[\theta-1, \theta]$ and update $\psi^{c a}$, accordingly. Similar to the offline phase, we adopt a multi-step clustering approach to distribute requests between shuttles. To this end, we define a proximity measure, denoted by $\chi^{k}(e, o, d)$, between trip ( $e, o, d$ ) and shuttle $k$ as follows:

$$
\begin{equation*}
\chi^{k}(e, o, d)=\frac{1}{M} \sum_{m=1}^{M} I\left(\text { route } \mathcal{P}_{m}^{k} \text { can serve trip }(e, o, d)\right), \tag{3.5}
\end{equation*}
$$

where $I($.$) is an indicator function that takes the value 1$ if the statement is true and 0 otherwise. This equation simply states that the proximity of a trip to a shuttle is equal to the probability of shuttle

```
Algorithm 3.8: Online framework
    Input: Pool of shuttle routes: \(\mathcal{P}\)
            Average demand forecast for shuttle \(k: \psi_{k} \quad \forall k \in \mathcal{K}\)
    Output: Optimal revenue of shuttle: \(\mathcal{Z}\)
    \(\mathcal{R}^{k} \leftarrow \mathcal{P}_{1}^{k}, \quad \forall k \in \mathcal{K} ;\)
    \(\psi^{c a}(e, o, d) \leftarrow 0 \quad \forall e \in \mathcal{T}, \forall o \in \mathcal{S}, \forall d \in \mathcal{S} ;\)
    \(\psi_{k}^{s c}(e, o, d) \leftarrow 0 \quad \forall k \in \mathcal{K}, \forall e \in \mathcal{T}, \forall o \in \mathcal{S}, \forall d \in \mathcal{S} ;\)
    \(\psi_{k}^{o n}(e, o, d) \leftarrow 0 \quad \forall k \in \mathcal{K}, \forall e \in \mathcal{T}, \forall o \in \mathcal{S}, \forall d \in \mathcal{S} ;\)
    for \(\theta=0,1, \ldots, T\) do
        \(\psi_{k}(e, o, d) \leftarrow 0 \quad \forall k \in \mathcal{K}, \forall e \in\{0, \ldots, \theta\}, \forall o \in \mathcal{S}, \forall d \in \mathcal{S} ;\)
        \(\psi^{c a} \leftarrow\) Update realized requests based on passenger arrivals;
        \(\chi^{k}(e, o, d) \leftarrow\) Find the proximity between every trip \((e, o, d)\) in \(\psi^{c a}\) and base route \(\mathcal{P}_{1}^{k}\),
            \(\forall k \in \mathcal{K}, \forall e \in \mathcal{T}, \forall o \in \mathcal{S}, \forall d \in \mathcal{S}\);
        Create the clustering problem:
            \(\max \quad \sum_{k=1}^{K} \sum_{(e, o, d)} \chi^{k}(e, o, d) \psi_{k}^{c a}(e, o, d)\)
            s.t. \(\quad \sum_{k=1}^{K} \psi_{k}^{c a}(e, o, d)=\psi^{c a}(e, o, d), \quad \forall k \in \mathcal{K}, \forall e \in \mathcal{T}, \forall o \in \mathcal{S}, \forall d \in \mathcal{S}\).
        for \(r=1,2, \ldots, R\) do
            \(\psi_{k}^{c a} \leftarrow\) Distribute demand between shuttles by solving the clustering problem in 3.4 ;
            for \(k \in \mathcal{K}\) do
                \(n_{y} \leftarrow\) Find the the next node to be visited on \(\mathcal{R}^{k}\);
                \(\psi_{k}^{o n}, \psi_{k}^{s c} \leftarrow\) Update on-board and scheduled passengers on shuttle \(k\);
                \(\gamma^{*} \leftarrow 0\);
                for \(m=1,2, \ldots, M\) do
                \(n_{y^{\prime}} \leftarrow\) Find the next node to be visited on \(\mathcal{P}_{m}^{k} ;\)
                if \(n_{y}=n_{y^{\prime}}\) then
                    if Route \(\mathcal{P}_{m}^{k}\) satisfies passengers in \(\psi_{k}^{o n}\) and \(\psi_{k}^{s c}\) then
                        \(\mathcal{X} \leftarrow\) Route \(\mathcal{P}_{m}^{k}\) from \(n_{y^{\prime}} ;\)
                                    \(\gamma, f_{k}^{c a} \leftarrow\) Find optimal revenue given \(\mathcal{X}, \psi_{k}, \psi_{k}^{c a}, \psi_{k}^{o n}, \psi_{k}^{s c}\) (see Algorithm
                                    3.9);
                                    if \(\gamma>\gamma^{*}\) then
                                    \(\gamma^{*} \leftarrow \gamma ; m^{*} \leftarrow m ; f_{k}^{c a^{*}} \leftarrow f_{k}^{c a} ;\)
                if \(r=R\) then
                    \(\mathcal{R}^{k} \leftarrow\) Update route of shuttle \(k\) based on route \(\mathcal{P}_{m^{*}}^{k}\) from \(n_{y} ;\)
                    Update pick-up and drop-off times of on-board and scheduled;
                else
                    Add \(\psi_{k}^{c a}(e, o, d) \leq f_{k}^{c a}(e, o, d)\) to the clustering problem in 3.4, \(\forall e \in \mathcal{T}\),
                        \(\forall o \in \mathcal{S}, \forall d \in \mathcal{S}\);
                    \(\mathcal{Z} \leftarrow \mathcal{Z}+\gamma^{*} ;\)
```

$k$ serving this request using different alternative routes. After finding the proximity between all realized trips and shuttles, we construct the clustering problem in 3.4. Next, we repeat the following
procedure for $R$ times.
We first obtain the candidate requests for each shuttle, denoted by $\psi_{k}^{c a}$, by solving the clustering problem in 3.4. For every shuttle $k$, we find the next stop on its route, denoted by $n_{y}$. Also, we update on-board and scheduled passengers from the previous simulation time step. Next, a cost-benefit analysis will be conducted (Algorithm 3.9) to find the set of realized passengers that can be served by this shuttle, taking into account the possibility of changing the shuttle's route at node $n_{y}$. This can be accomplished by finding all possible alternative routes for shuttle $k$ that intersect at node $n_{k}$ and satisfy the time windows and origin/destination stations of on-board and scheduled passengers, hereafter refereed to as the set of feasible alternatives. After finding the best feasible alternative, if this is the last clustering step $(r=R)$, we change the route of the shuttle and update the time windows of on-board and scheduled passengers; Otherwise, we add a number of constraints to the problem in (3.4) to make sure the unserved requests will be assigned to the next closest shuttle.

We implement Algorithm 3.9 on the set of feasible alternatives to carry out a cost-benefit analysis. The result of this cost-benefit analysis determines the alternative route the shuttle follows. In this algorithm we first find the pick-up/drop-off nodes of on-board and scheduled passengers. Next, we construct a graph similar to the one in the offline phase, with a few changes. In the online graph, we create three copies of each node in route $\mathcal{X}=\left\{n_{y}, \ldots, n_{i}, \ldots, n_{x}\right\}$, denoted by $n_{i}^{\mathrm{d}}, n_{i}^{\mathrm{p}_{1}}$, and $n_{i}^{\mathrm{p}_{2}}$. The first copy accounts for the drop-off at node $n_{i}, \forall i: y \leq i \leq x$. The next two copies model the pick-up of the realized and predicted passengers at node $n_{i}$, respectively. In addition, we multiply the cost on edges of type $\left(n_{i}^{\mathrm{p}_{2}}, n_{i}^{\mathrm{d}}\right)$ by a factor $\beta \in(0,1)$ to take into account the fact that traversing these edges corresponds to serving demand that is only expected, and has not yet been realized. Finally, we alter the demand of origin and destination nodes of on-board and scheduled customers to ensure that these customers will be picked up by the min-cost flow algorithm. More precisely, we add the number of on-board/scheduled customers to the demand of their origin nodes and subtract it from the demand of their destination nodes.

Let us demonstrate a small instance of this cost-benefit analysis using our toy example. Suppose that we have found two alternative routes of $\mathcal{P}_{1}^{1}=\{(0,2),(1,1),(2,2),(3,1),(4,2),(5,4),(6,2)\}$ and $\mathcal{P}_{2}^{1}=\{(0,2),(1,4),(2,2),(3,4),(4,2),(5,1),(6,2)\}$ for our shuttle in the offline phase. These routes are shown in Figure 3.9 with dashed and solid lines, respectively. Suppose that the current simulation time is $\theta=2$, and the current route of the shuttle is $\mathcal{R}=\mathcal{P}_{1}^{1}=\{(0,2),(1,1),(2,2),(3,1)$, $(4,2),(5,1),(6,2)$. Suppose that we want to evaluate the revenue of the shuttle by changing the route to $\mathcal{P}_{2}^{1}$ at node $(2,2)$. Assume that the shuttle has already picked up 2 customers at time 1 from station 1, whose destination station is 4 . Also, 7 customers are scheduled to be picked up at time 2 from station 2 , where 5 of them want to go to station 4 and the rest want to go to station 1 .

Also, at this simulation time, $\theta=2$, the system has received 10 trip requests at station 2 , of which 6 go to station 4 and the rest go to station 1, and 5 trip requests at station 4 that go station 2 .

```
Algorithm 3.9: Find optimal revenue in real-time
    Input: Fixed Route of shuttle: \(\mathcal{X}=\left[n_{y}, n_{y+1}, n_{y+2}, \ldots, n_{x}\right]\)
            Demand forecast: \(\psi_{k}\)
            Realized demand: \(\psi_{k}^{c a}\)
            On-board passengers count: \(\psi_{k}^{o n}\)
            Scheduled passengers count: \(\psi_{k}^{s c}\)
    Output: Optimal revenue of shuttle: \(\gamma\)
            Optimal number of served passengers from realized demand: \(f^{c a}\)
    pick-up times of on-board passengers \(\leftarrow n_{y}^{\mathrm{p}_{1}}\);
    Find drop-off times of on-board passengers based on route \(\mathcal{X}\);
    Find pick-up and drop-off times of scheduled passengers based on route \(\mathcal{X}\);
    \(\mathscr{N} \leftarrow\left\{n_{y}^{\mathrm{d}}, n_{y}^{\mathrm{p}_{1}}, n_{y}^{\mathrm{p}_{2}}, n_{y+1}^{\mathrm{d}}, n_{y+1}^{\mathrm{p}_{1}}, n_{y+1}^{\mathrm{p}_{2}}, \ldots, n_{x}^{\mathrm{d}}, n_{x}^{\mathrm{p}_{1}}, n_{x}^{\mathrm{p}_{2}}\right\} ;\)
    \(\mathscr{D}\left(n_{y}^{\mathrm{d}}\right) \leftarrow-C ; \mathscr{D}\left(n_{x}^{\mathrm{p}}\right) \leftarrow C ; \mathscr{D}\left(n_{i}^{\mathrm{d}}\right) \leftarrow 0 \forall i \in\{y+1, \ldots, x\} ; \mathscr{D}\left(n_{i}^{\mathrm{p}}\right) \leftarrow 0 \forall i \in\{y, \ldots, x-1 \xi\)
    \(\mathscr{L} \leftarrow\} ;\)
    for \(i=y, y+1, \ldots, x\) do
        \(\mathscr{L} \leftarrow \mathscr{L} \cup\left\{n_{i}^{\mathrm{d}}, n_{i}^{\mathrm{p}_{1}}\right\} ; \mathscr{W}\left(n_{i}^{\mathrm{d}}, n_{i}^{\mathrm{p}_{1}}\right) \leftarrow 0 ; \mathscr{U}\left(n_{i}^{\mathrm{d}}, n_{i}^{\mathrm{p}_{1}}\right) \leftarrow C ;\)
        \(\mathscr{L} \leftarrow \mathscr{L} \cup\left\{n_{i}^{\mathrm{p}_{1}}, n_{i}^{\mathrm{p}_{2}}\right\} ; \mathscr{W}\left(n_{i}^{\mathrm{p}_{1}}, n_{i}^{\mathrm{p}_{2}}\right) \leftarrow 0 ; \mathscr{U}\left(n_{i}^{\mathrm{p}_{1}}, n_{i}^{\mathrm{p}_{2}}\right) \leftarrow C ;\)
        \(\mathscr{L} \leftarrow \mathscr{L} \cup\left\{n_{i}^{\mathrm{d}}, n_{i+1}^{\mathrm{d}}\right\} ; \mathscr{W}\left(n_{i}^{\mathrm{d}}, n_{i+1}^{\mathrm{d}}\right) \leftarrow 0 ; \mathscr{U}\left(n_{i}^{\mathrm{d}}, n_{i+1}^{\mathrm{d}}\right) \leftarrow C ;\)
    for \(i=y, y+1, \ldots, x-1\) do
        for \(j=i+1, i+2, \ldots, x\) do
            \((p, o) \leftarrow n_{i}^{\mathrm{p}_{1}} ;(l, d) \leftarrow n_{j}^{\mathrm{d}} ;\)
            if \(d\) not visited again between \(n_{i}^{\mathrm{p}}\) and \(n_{j}^{\mathrm{d}}\) then
                if \((l-p) \leq \tau(p, o, d)+\Omega\) then
                            \(\mathscr{L} \leftarrow \mathscr{L} \cup\left\{n_{i}^{\mathrm{p}_{1}}, n_{j}^{\mathrm{d}}\right) \cup\left(n_{i}^{\mathrm{p}_{2}}, n_{j}^{\mathrm{d}}\right\} ;\)
                            \(\mathscr{D}\left(n_{i}^{\mathrm{d}}\right) \leftarrow \mathscr{D}\left(n_{i}^{\mathrm{d}}\right)+\psi_{k}^{s c}(p, o, d)+\psi_{k}^{o n}(p, o, d) ;\)
                            \(\mathscr{D}\left(n_{j}^{\mathrm{d}}\right) \leftarrow \mathscr{D}\left(n_{j}^{\mathrm{d}}\right)-\psi_{k}^{s c}(p, o, d)+\psi_{k}^{o n}(p, o, d) ;\)
                            if \(o\) visited again between \(n_{i}^{\mathrm{p}}\) and \(n_{j}^{\mathrm{d}}\) then
                                    \(\mathscr{U}\left(n_{i}^{\mathrm{p}_{1}}, n_{j}^{\mathrm{d}}\right) \leftarrow \psi_{k}^{c a}(p, o, d) ;\)
                                    \(\mathscr{U}\left(n_{i}^{\mathrm{p}_{2}}, n_{j}^{\mathrm{d}}\right) \leftarrow \psi_{k}(p, o, d) ;\)
    else
                        \(t_{0} \leftarrow\) Last time \(o\) visited in time window \([p-\omega, p]\);
                        \(\mathscr{U}\left(n_{i}^{\mathrm{p}_{1}}, n_{j}^{\mathrm{d}}\right) \leftarrow \sum_{t=t_{0}+1}^{\mathrm{p}} \psi_{k}^{c a}(t, o, d) ;\)
                            \(\mathscr{U}\left(n_{i}^{\mathrm{p}_{2}}, n_{j}^{\mathrm{d}}\right) \leftarrow \sum_{t=t_{0}+1}^{\mathrm{p}} \psi_{k}(t, o, d) ;\)
    \(\mathscr{W}\left(n_{i}^{\mathrm{p}_{1}}, n_{j}^{\mathrm{d}}\right) \leftarrow-\rho(p, o, d) ; \mathscr{W}\left(n_{i}^{\mathrm{p}_{2}}, n_{j}^{\mathrm{d}}\right) \leftarrow-\rho(p, o, d) \times \beta ;\)
    Define graph \(\mathscr{G}=(\mathscr{N}, \mathscr{L}, \mathscr{D}, \mathscr{W}, \mathscr{U})\);
    Solve min-cost flow on \(\mathscr{G}\);
    \(f^{c a} \leftarrow\) Optimal flow on edges of type \(\left(n_{i}^{\mathrm{p}_{1}}, n_{j}^{\mathrm{d}}\right)\);
    \(30 \gamma \leftarrow-1 \times\) Optimal flow cost ;
```

This information is summarized in Table 3.4. In Table 3.4, the on-board and scheduled customers are specified in red (the first number in each cell) and candidate customers are specified in black


Figure 3.9: The current and alternative route for the shuttle
(the second number in each cell). Blue numbers (the third number in each cell) indicate the expected number of requests based on historical data.

We can model this online problem as a min-cost flow problem as described in Algorithm 3.9 and shown in Figure 3.9. As such, we define 3 distinct nodes in $(2,2)$ for drop-off (black dashed circle), candidates' pick-up (black solid circle), and expected customers' pick-up (blue solid circle). Similarly, we define 3 distinct nodes in $(3,4),(4,2)$, and $(5,1)$. Finally, we define a single drop-off circle for node $(6,2)$. Similar to the offline phase, the clique edges are shown with dashed lines and the interval edges with solid lines. However, there is a difference in the online phase when specifying the cost of interval edges. For expected customers, we multiply the original cost by a discount factor, $\beta$, to account for the fact that these requests are only expected and have not been realized yet. In addition, we initially set the demand of the drop-off nodes at $(2,2),(3,4),(4,2),(5,1)$, and $(6,2)$ to $-10,0,0,0$, and 10 , respectively. Next, we alter these values to make sure that the optimal flow satisfies the on-board and scheduled customers. As such, we add 9 units to the demand of the drop-off node at (2,2), because all the on-board and scheduled customers start from this node. Next, we subtract 7 units from the demand of the drop-off node at $(3,4)$ and , since 7 customers will be dropped off at this node. Finally, we subtract 2 units from the demand of the drop-off node at

Table 3.4: The number of on-board/scheduled customers (in red), realized customers (in black), and expected number of requests (in blue) for path $\mathcal{P}_{2}^{1}$ at $\theta=2$.

|  | $(2,2)$ | $(3,4)$ | $(4,2)$ | $(5,1)$ | $(6,2)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(0,2)$ | 0, 0, 0 | 0, 0, 0 | 0, 0, 0 | 0, 0, 0 | 0, 0, 0 |
| $(1,1)$ | 0, 0, 0 | 2, 0, 0 | 0, 0, 0 | 0, 0, 0 | 0, 0, 0 |
| $(2,2)$ |  | 5, 6, 0 | 0, 0, 0 | 2, 4, 0 | 0, 0, 0 |
| $(3,4)$ |  |  | 0, 5, 5.9 | 0, 0, 5.9 | 0, 0, 0 |
| $(4,2)$ |  |  |  | 0, 0, 2.5 | 0, 0, 0 |
| $(5,1)$ |  |  |  |  | 0, 0, 4.1 |



Figure 3.10: Min-cost flow for path $\mathcal{P}_{2}^{1}$ at $\theta=2$ and its optimal solution. The black dashed circles model drop-offs, the black solid circles model candidate customers' pick-ups, and the blue solid circles model the expected pick-ups.
$(5,1)$ where the rest of customers will be dropped off. As a result, the demand of the drop-off nodes at $(2,2),(3,4),(4,2),(5,1)$, and $(6,2)$ are set to $-1,-7,0,-2$, and +10 , respectively. As shown in Figure 3.10 (b), solving the min-cost flow problem in this graph yields an optimal revenue of 17.4 given $\beta=0.5$. If we follow the same procedure for the original route, $\mathcal{P}_{1}^{1}$, we obtain an optimal revenue of 14.5 for the same value of $\beta$. Therefore, our analysis suggests that the shuttle is better off by changing its route from $\mathcal{P}_{1}^{1}$ to $\mathcal{P}_{2}^{1}$ for the rest of its journey.

### 3.5 Numerical Experiment

In this section, we showcase the performance of our framework under two different case studies. In the first case study, we consider a simulated ridesharing dataset over a well-known small transportation network, namely the Nguyen-Dupuis network. We further conduct an extensive sensitivity analysis on different parameters in both the offline and the online phases of the framework. Next, in order to showcase the scalability of our framework, we evaluate the performance of the proposed method in serving the taxi trips in the Manhattan area using the 2016 New York Taxi
dataset.
In all case studies, we compare the performance of our algorithm under three different configurations with two well-known state-of-the-art models proposed by Ma et al. (2013) and Alonso-Mora et al. (2017), which are modified based on the assumptions stated in Section 3.3. In the first configuration, we consider a full version of our method with each shuttle having 50 alternative routes. We use the average rate of demand $\phi$, obtained from historical data, as our demand prediction, with the influence factor of $\beta$.

In the second configuration, we still use alternative routes for shuttles, but we assume that there is no future demand forecast, i.e., $\beta=0$. Finally, in the third configuration, we assume that neither the alternative routes nor the demand forecast is available. This configuration leads to a system that resembles fixed-route transit. Hereafter, we refer to these three configurations as the "Full", "No Pred.", and "No Alter." methods, respectively. The T-share insertion method proposed by Ma et al. (2013) and the dynamic trip-shuttle assignment model proposed by Alonso-Mora et al. (2017), which are hereinafter referred to as "Insertion" and "Assignment", respectively, serve as benchmarks for performance evaluation. In order to evaluate the performance of these methods, we introduce the following measures:

- Z: Total revenue of all shuttles (in miles)
- M: Matching rate of customers served by all shuttles
- $\mathcal{W}$ : Waiting time of served customers averaged over all shuttle and customers (in minutes)
- D: Detour time of served customers averaged over all shuttle and customers (in minutes)
- UU: Utilization rate of shuttles' seats averaged over all shuttle and time steps
- $\mathcal{A}$ : Number of times shuttles switch their routes averaged over all shuttle (only for Full and No Pred. methods)
- $\Theta$ : Average computation time (in milliseconds) of online framework over all time steps In the following subsections, we denote the online performance measures corresponding to Full, No Pred., No Alter., Insertion and Assignment methods by indices 1, 2, 3, 4, and 5, respectively. We also show the value of the parameter $\beta$ in the full configuration by a superscript for these measures. For instance, $\mathcal{Z}_{1}^{0.5}$ denotes the total revenue of shuttles using the full configuration of our proposed method with $\beta=0.5$.

All experiments are conducted on a 56 -core 3.50 GHz Intel Xeon machine with a 64 -bit version of the Windows 10 operating system with 256.0 GB of RAM. All methods are coded in Python 3.7 and min-cost flow problems are solved using the OR-Tools package. Next, we present the experiment setups and the results of various experiments for the two case studies.

### 3.5.1 Nguyen-Dupuis Case Study

The Nguyen-Dupuis network consists of 13 nodes, 38 links, and 13 OD pairs as shown in Figure 3.11. The italic number on every edge shows the constant link travel time in minutes. For this network, we assume a constant speed of 15 miles per hour on every link. Hence, the distance in miles between every two link can be found as $\rho(t, o, d)=0.25 \times \tau(t, o, d), \forall t \in \mathcal{T}, \forall o \in \mathcal{S}, \forall d \in \mathcal{S}$.

We further assume that a fleet of 50 homogeneous shuttles with capacity 10 is available. For large-scale implementation, we assume a study time horizon of 60 minutes, with time steps of 1 minute. We further assume that from historical data, the arrival of demand requests for each time step and OD pair follows a Poisson distribution with average rate being stored in $\phi$ presented in Table 3.5. Note that we assume that $\phi$ only contains the average count of passengers that arrived at the system and could be served during the given time horizon. The expected total number of trips is assumed to be 1000 and the arrival time of a request and its origin and destination are determined based on a uniform random distribution. We also set the waiting time $\omega$ and the detour budget time $\Omega$ to 5 and 10 minutes, respectively.

### 3.5.1.1 Results

For generating base and alternative routes of each shuttle, we implemented the offline framework in Algorithm 3.1 with $M=50, R=5$, and $\epsilon=10$ minutes. In other words, after finding the base routes, the time-expanded network for each shuttle was reduced to a sub-graph whose nodes are at most 10


Figure 3.11: Nguyen-Dupuis network

Table 3.5: Hourly rate of demand between all pairs of origin-destination in the Nguyen-Dupuis case study

| $\mathrm{O} \backslash \mathrm{D}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 5 | 22 | 2 | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 12 | 0 |
| 2 | 12 | 0 | 13 | 1 | 2 | 0 | 0 | 15 | 0 | 0 | 25 | 0 | 0 |
| 3 | 22 | 4 | 0 | 15 | 4 | 0 | 0 | 0 | 0 | 0 | 18 | 0 | 5 |
| 4 | 14 | 7 | 11 | 0 | 34 | 10 | 0 | 0 | 22 | 0 | 0 | 0 | 0 |
| 5 | 1 | 10 | 10 | 2 | 0 | 0 | 0 | 0 | 8 | 0 | 0 | 0 | 0 |
| 6 | 5 | 3 | 13 | 8 | 12 | 0 | 6 | 31 | 7 | 15 | 30 | 8 | 0 |
| 7 | 17 | 1 | 12 | 22 | 9 | 18 | 0 | 16 | 2 | 4 | 10 | 9 | 2 |
| 8 | 0 | 10 | 4 | 7 | 0 | 0 | 9 | 0 | 12 | 4 | 9 | 13 | 4 |
| 9 | 11 | 1 | 4 | 12 | 0 | 0 | 15 | 0 | 0 | 27 | 9 | 0 | 4 |
| 10 | 0 | 0 | 0 | 2 | 0 | 14 | 3 | 0 | 30 | 0 | 9 | 0 | 17 |
| 11 | 0 | 5 | 6 | 2 | 0 | 12 | 13 | 0 | 20 | 0 | 0 | 0 | 28 |
| 12 | 5 | 0 | 0 | 10 | 5 | 5 | 6 | 9 | 0 | 31 | 0 | 0 | 9 |
| 13 | 0 | 0 | 15 | 0 | 0 | 0 | 0 | 0 | 10 | 8 | 0 | 0 | 0 |

minutes away from the closest node on its base route. Next, we implemented demand clustering and applied Algorithm 3.4 (for five iterations) in the reduced graphs to obtain 49 alternative routes per base route using different realizations of a Poisson distribution with mean $\phi$. We set the number of replications, $\Pi$, and improvement factor, $\zeta$, in the local search algorithm to 10 and 0.01 , respectively. Thus, for finding each route, we continue the local search until the relative gap is less than 0.01 , and we repeat the entire process with 10 initial solutions and pick the one that yields the highest revenue. Figure 3.12 shows the convergence of the total revenue for the base routes, $z$, in the offline phase as stated in Proposition 3.2. This figure clearly shows that the total revenue increase at every step of the clustering and re-clustering approach outlined in Algorithm 3.1 until it converges to a fixed value.


Figure 3.12: Convergence of the total revenue for the base routes in the offline phase of the Nguyen Dupuis case study

In the online phase, we consider 3 configurations of our proposed method and compare their
results with the two benchmark methods. In these experiments, we define two additional parameters, $\mu$ and $\sigma$, to generate scenarios where the actual demand is a shifted (by $\mu$ ) or scaled (by $\sigma$ ) version of values in $\phi$. For instance, a scenario with $\mu=0, \sigma=5$, means that we simulate customer arrivals based on a Poisson distribution with the rate of $\phi^{\prime} \sim N(\phi+0,5)$.

The box plots in Figure 3.13 demonstrate the revenues and matching rates of experiments for different methods under the three demand scenarios. Also, Table 3.6 summarizes the average revenue and matching rate over 20 simulation runs. In order to evaluate the significance of differences in the values of this table, we conducted paired t-test between all pairwise combinations of methods under the three scenarios, the p-value of which are summarized in Table B.14. Table 3.6 shows that our proposed method significantly outperforms both benchmark methods. This table also suggests that in cases where the expected demand is close to the realized one, it is more appropriate to stay on the base route, as $\mathcal{Z}_{3}$ yields high revenue in the first scenario of $\mu$ and $\sigma$. However, as the mean or variance of the realized demand deviates from the expected demand, we may benefit from switching to alternative routes.

In this table, the best value of $\beta$ is embolden for each scenario. Although the highest value of $\beta$ in all scenarios has been shown to provide the highest average revenue, the p-values in Table B. 14 indicate that the right choice of its value depends on the performance of our demand forecast. More specifically, high values of $\beta$ provide higher revenues when the forecast is accurate (scenario 1 ). However, as the mean/variance of demand forecast deviates further from the mean/variance of the realized demand, lower values of $\beta$ become comparable or even preferable.

This table also suggests that the result of the Insertion method surprisingly outperforms that of the Assignment method, even through the latter considers all combinations of trip sharing and assigns the shuttles to the best combinations optimally at any time step. The reason behind this observation resides in the fact that assigning customers to shuttles optimally without considering the future unobserved demand may increase the level of nearsightedness of a method to the point that a FCFS insertion method can outperform it. Overall, these experiments suggests that the Full configuration of our method is the most robust strategy in a stochastic and dynamic environment although the margin of its outperformance start to shrink by deviating from a perfect demand forecast.

### 3.5.1.2 Sensitivity Analysis

In this section, we study the impact of $\epsilon$ by repeating the experiments with three values of 5,10 , and 15 minutes for this parameter. Tables 3.7, 3.8, B.2, B.3, B.4, B.5, and B. 6 summarize the impact of changing $\epsilon$ on the performance measures averaged over 20 simulation runs. Also, Table B. 16 contains the p -value of the pairwise comparisons between all combinations of $\epsilon$ for all measures, methods, and demand scenarios.


Figure 3.13: The result of different methods on the performance measures in the Nguyen-Dupuis case study

Table 3.6: The results of different methods on the performance measures averaged over simulation runs in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\beta$ | Full |  | No Pred. |  | No Alter. |  | Insertion |  | Assignment |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\bar{Z}_{1}$ | $\overline{\mathcal{M}}_{1}$ | $\bar{Z}_{2}$ | $\overline{\mathcal{M}}_{2}$ | $\overline{\mathcal{Z}}_{3}$ | $\overline{\mathcal{M}}_{3}$ | $\bar{z}_{4}$ | $\overline{\mathcal{M}}_{4}$ | $\overline{\mathcal{Z}}_{5}$ | $\overline{\mathcal{M}}_{5}$ |
| 0 | 0 | 0.95 | 2748.90 | 0.74 | 2677.08 | 0.73 | 2731.89 | 0.75 | 2003.29 | 0.57 | 1914.25 | 0.54 |
|  |  | 0.50 | 2741.19 | 0.74 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 2725.04 | 0.74 |  |  |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 3729.16 | 0.56 | 3583.72 | 0.55 | 3629.71 | 0.56 | 2997.8 | 0.47 | 2835.92 | 0.44 |
|  |  | 0.50 | 3713.06 | 0.56 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 3677.31 | 0.57 |  |  |  |  |  |  |  |  |
| 0 | 5 | 0.95 | 2847.92 | 0.67 | 2785.86 | 0.66 | 2804.75 | 0.67 | 2242.68 | 0.55 | 2137.66 | 0.52 |
|  |  | 0.50 | 2842.04 | 0.67 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 2823.32 | 0.67 |  |  |  |  |  |  |  |  |

Table 3.7 suggests that for a given number of alternative routes, as $\epsilon$ increases, the total revenue of the Full method first increases and then it starts to decrease. This is due to the fact that although increasing $\epsilon$ allows the alternatives of a shuttle to cover a larger region, this happens at the price of having smaller number of similar spatio-temporal nodes between alternative routes. Thus, the chance of serving on-board or scheduled customers decreases as we increase the value of $\epsilon$. Also, decreasing $\epsilon$ to a very small value prevents the shuttle to explore different regions, and hence, results in alternatives serving similar customers. It is worth mentioning that Table B. 16 does not show a statistically significant difference between different values of epsilon for scenarios 1 and 3 .

Table 3.7: Impact of the spatio-temporal threshold, $\epsilon$, on the average revenue, $\mathcal{Z}$, in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\boldsymbol{\beta}$ | Full |  |  | No Pred. |  |  | No Alter. | Insertion | Assignment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\epsilon=5$ | $\epsilon=10$ | $\epsilon=15$ | $\epsilon=5$ | $\epsilon=10$ | $\epsilon=15$ |  |  |  |
| 0 | 0 | 0.95 | 2745.39 | 2748.90 | 2740.58 | 2687.34 | 2677.08 | 2690.22 | 2732.71 | 2003.29 | 1905.72 |
|  |  | 0.50 | 2736.75 | 2741.19 | 2733.26 |  |  |  |  |  |  |
|  |  | 0.25 | 2712.49 | 2725.04 | 2708.52 |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 3701.12 | 3729.16 | 3720.26 | 3592.11 | 3583.72 | 3554.56 | 3628.69 | 2997.80 | 2851.28 |
|  |  | 0.50 | 3676.54 | 3713.06 | 3694.45 |  |  |  |  |  |  |
|  |  | 0.25 | 3626.26 | 3677.31 | 3638.58 |  |  |  |  |  |  |
| 0 | 5 | 0.95 | 2838.06 | 2847.92 | 2840.58 | 2765.89 | 2785.86 | 2760.79 | 2807.85 | 2242.68 | 2138.80 |
|  |  | 0.50 | 2836.90 | 2842.04 | 2828.25 |  |  |  |  |  |  |
|  |  | 0.25 | 2810.98 | 2823.32 | 2801.10 |  |  |  |  |  |  |

Table 3.8: Impact of the spatio-temporal threshold, $\epsilon$, on the average matching rate, $\mathcal{M}$, in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\beta$ | Full |  |  | No Pred. |  |  | No Alter. | Insertion | Assignment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\epsilon=5$ | $\epsilon=10$ | $\epsilon=15$ | $\epsilon=5$ | $\epsilon=10$ | $\epsilon=15$ |  |  |  |
| 0 | 0 | 0.95 | 0.74 | 0.74 | 0.74 | 0.73 | 0.73 | 0.73 | 0.75 | 0.57 | 0.54 |
|  |  | 0.50 | 0.74 | 0.74 | 0.74 |  |  |  |  |  |  |
|  |  | 0.25 | 0.74 | 0.74 | 0.74 |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 0.56 | 0.56 | 0.56 | 0.55 | 0.55 | 0.55 | 0.56 | 0.47 | 0.44 |
|  |  | 0.50 | 0.56 | 0.56 | 0.56 |  |  |  |  |  |  |
|  |  | 0.25 | 0.56 | 0.57 | 0.56 |  |  |  |  |  |  |
|  | 5 | 0.95 | 0.67 | 0.67 | 0.67 | 0.66 | 0.66 | 0.66 | 0.67 | 0.55 | 0.52 |
| 0 |  | 0.50 | 0.67 | 0.67 | 0.67 |  |  |  |  |  |  |
|  |  | 0.25 | 0.67 | 0.67 | 0.67 |  |  |  |  |  |  |

Interestingly, Table B. 16 shows a different trend for the No Pred. method. More specifically, it indicates that the lower the value of $\epsilon$, the higher the revenue. This is mainly due to the fact that using alternative routes without predicted future demand causes the online cost-benefit analysis fail to find the best choice for the remaining part of a shuttle's trajectory. Overall, smaller choice of $\epsilon$ is preferred when we have access to a high-quality demand forecast. However, note that we may need to consider larger values of $\epsilon$ when the mean or variance of realized demand differs from what we predicted. Table 3.8 indicates that $\epsilon$ does not seem to have a major impact on matching rates of the Full and No Pred. methods.

The impact of $\epsilon$ on the rest of measures has been presented in Appendix B.2. In the online experiments above, we assumed that customer arrivals followed a Poisson distribution with rate $\phi$. In order to see the impact of arrival distribution, we repeat the experiments by assuming a Uniform distribution for the arrival of customers over time, and compare its impact on different measures with those of Poisson distribution. The results of this analysis can be found in Appendix B.3.

### 3.5.2 Manhattan Case Study

In order to showcase the scalability of the framework, we conduct an experiment in the Manhattan area in New York City (NYC) using the NYC Taxi dataset. The dataset contains the longitude and latitude of trip origins and destinations and the pick-up times for all trips. We define 184 stations that are strategically positioned in the Manhattan area to ensure there is at least one station within the walking distance of a typical trip origin/destination (see Figure 3.14). The shortest-path driving distances and travel times between all stations are obtained from the Google API.


Figure 3.14: Road network of Manhattan, NY

In this case study, we assume that the ride-sourcing company possesses a fleet of 100 shuttles with capacity of 10 that operate during the evening pick hours in the Manhattan area. All shuttles start their trips from a station in the center of the region (the black station in Figure 3.14) at 18:00, and end their trips in the same station at 21:00. As such, we obtain a historical demand table $\phi$ by taking the average of trip counts for every minute and origin/destination stations from July 2015 to May 2016. We further reserve the demand of June 2016 for running simulations in the online framework. In the offline phase, we construct 50 alternative routes for each shuttle by assuming a Poisson distribution for the arrival of customers with rate of $\phi$, and setting the parameters $\epsilon, R, \Pi$, and $\zeta$ to 15 minutes, 5,100 , and 0.01 , respectively.

### 3.5.2.1 Results

The result of different methods on performance measures in the online experiments are shown in Figure 3.15. The average of these measures are summarized in Table 3.9. Table B. 15 provides the p -values of the corresponding paired t -tests for all pairwise comparisons. The presented performance measures in Table 3.9 are obtained by averaging the results of 30 days of simulation. Moreover, we considered three different values for the influence factor $\beta$ in the full configuration of our proposed method. In terms of total revenue, this table clearly shows that our proposed methodology significantly outperforms the two myopic benchmark methods, as the revenue of our method (independent of the choice of configuration) is at least $34 \%$ larger than those of the benchmark methods. The main reason behind this substantial difference is that the benchmark methods tend to aggressively respond to the realized demand without considering the unobserved future demand. Therefore, a high percentage of future demand is likely to be rejected due to the limited capacity of shuttles, especially in circumstances with high demand rate. We can also infer that both allowing for changing routes and incorporating expected demand can lead to a slight (but statistically significant) increase in revenue.

Table B. 15 also shows that 100 shuttles are able to serve 20 percent of all requests (around 50000 on average) under our proposed method, which is at least $7 \%$ larger than those of the benchmark methods. This table also indicates that we are more likely to switch a shuttle's route when using the expected demand. The highest value of $\beta$ that yields the highest revenue for the full method indicates that our demand forecast is not near perfect. That is why shuttles can improve their revenues by diverging from the base routes to follow alternative routes. However, the comparison between the revenues of different configurations suggests that allowing for alternating between routes does not result in higher revenue unless we consider the effect of unobserved future demand in our cost-benefit analyses.

In terms of waiting time, we experience somewhat longer waits under our proposed method than

Table 3.9: The result of different methods on the performance measures averaged over simulation runs in the Manhattan case study

| Method | $\boldsymbol{\beta}$ | $\overline{\mathcal{Z}}$ | $\overline{\mathcal{M}}$ | $\overline{\mathcal{A}}$ | $\overline{\mathcal{W}}$ | $\overline{\mathcal{D}}$ | $\overline{\mathcal{U}}$ | $\overline{\mathcal{T}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.75 | 15295.24 | 0.19 | 3.31 | 2.73 | 2.07 | 0.69 | 916.99 |
|  | 0.50 | 15380.86 | 0.20 | 3.62 | 2.84 | 2.09 | 0.70 | 896.05 |
|  | 0.25 | 15300.37 | 0.20 | 4.31 | 2.93 | 2.07 | 0.70 | 827.80 |
| No Pred. | - | 15093.66 | 0.21 | 2.91 | 2.96 | 2.05 | 0.69 | 544.10 |
| No Alter. | - | 15181.47 | 0.21 | - | 2.94 | 1.98 | 0.69 | 76.08 |
| Insertion | - | 10948.23 | 0.13 | - | 2.75 | 3.25 | 0.51 | 714.04 |
| Assignment | - | 11331.41 | 0.13 | - | 2.97 | 3.26 | 0.52 | 107.82 |



Figure 3.15: The result of different methods on the performance measures in the Manhattan case study
the Insertion method. However, the detour time is significantly lower under our proposed method. The first observation originates from the fact that the Insertion method assigns customers to their nearby shuttles, and the second one can be justified by the fact that the myopic method inserts customers on a shuttle's route one at a time. Comparing the utilization rates of shuttles reveals that they are about $20 \%$ larger under our method than the benchmark methods. This is due to the fact that the number of customers served by the proposed method are much higher than the Insertion method. Hence, shuttle seats are occupied for a larger proportion of the study horizon.

Finally, this table indicates that all methods take less than 1 second to make a decision at each simulation time step, confirming that the proposed method can be implemented in close to real-time in practice. Note that all of the online computations for all the methods except the Insertion method have been parallelized over the shuttles. It is noteworthy that the No Alter. method is even faster
than the Assignment method, while the other two configurations have higher computation times. There are 2 reasons for this difference: (1) the Full and No Pred. methods consider alternative routes per each shuttle, (2) the No Alter. method does not need to reschedule the on-board and scheduled customers. Also, incorporating the expected demand results in larger min-cost flow network problems that have longer computation times under the Full method. It should be emphasized that all computations are parallelized over shuttles on a 50 core environment. However, the cost-benefit analysis of alternative routes in the online phase can be also implemented on multiple cores and completed in parallel, resulting in significantly lower computation times of both Full and No Pred. methods.

Overall, the results of our case study once again confirm that the effectiveness of a shuttle dispatching system can be improved immensely by using the historical trip data. It is worth mentioning that although the No Pred. and No Alter. configurations do not use the expected demand in the cost-benefit analysis of online experiments, they exploit this information when generating the routes in the offline phase.

Video 1 visualizes the deployment of all shuttles to serve on-demand requests in the Manhattan area on June 4, 2017 from 7 a.m to 10 a.m. In this video, every shuttle is represented by a circle with a distinct color, and its size corresponds to the number of on-board customers. Also, video 2 demonstrates the deployment of a single shuttle on March 3, 2017 from 7 a.m to 10 a.m. In this video, different alternative routes are represented by different colors. Therefore, the shuttle's color changes when it switches between its alternative routes. The red and blue pins represent the pick-up and drop-off locations of customers, respectively.

### 3.6 Conclusion

In this chapter, we propose a general framework to solve the shuttle dispatching problem efficiently and with high level of accuracy. Our method includes an offline phase, where the computationallyheavy shuttle routing and scheduling problems are solved. In this phase, we generate a large pool of routes that could be valuable under different realizations of demand. These routes are deliberately generated with high spatio-temporal overlap between them to facilitate the transfer of a shuttle from one to another.

The efficiency of the offline phase stems from a number of polynomial-time, non-myopic local search algorithms that despite posing little computational burden, enable a near-thorough exploration of the feasible region. In the online portion of the framework, shuttles are routed proactively based on the results from the offline phase. Moreover, the online phase enables shuttles to switch between the pool of routes, allowing them to react to stochastic changes in travel patterns.

We applied our methodology to two networks with different network sizes and demand volumes
and patterns. For the online experiments, we introduced three configurations of our methodology by posing assumptions about the existence of a demand forecast and availability of high-quality alternative shuttle routes. We compared the performance of these methods with two state-of-the art algorithms for large-scale dynamic dial-a-ride problems. Results indicated that regardless of the configuration, our method led to a substantial increase in the matching rate and the revenue of both case studies.

These experiments also suggested that customers generally experience lower detour times under the proposed method than the benchmark methods. Among the three configurations of our method, the Full method always yielded the highest revenue, but it came at the cost of increased computational time. However, this increase in the computational burden can be partially alleviated by evaluating the alternative routes on multiple cores in parallel.

Through various case studies, we inferred that only following the base routes provides sufficiently large revenues. However, we showed that we can improve the revenues even further with the help of alternating routes and incorporating demand forecast. Finally, the result of the Manhattan case study suggested that considering historical demand, even using a very simple predictive model such as a Poisson distribution, could significantly improve the performance of a shuttle dispatching system.

## CHAPTER 4

# A Traveler Incentive Program For Promoting Community-Based Ridesharing 

### 4.1 Introduction

In recent years, traffic congestion has become a serious issue around the globe. In a contemporary study of 1,360 cities in 38 countries, Bloomberg CITYLab asserted that traffic congestion costs over $\$ 305$ Billion per year only in the U.S. (Schneider, 2018). This spike in traffic congestion, especially during morning and evening peak hours, is mainly due to the rising number of solo-driver commuting trips. Despite tremendous expenditure on subsidy, public transit services have failed to alleviate congestion by shifting solo driving toward more sustainable forms of transport. In addition, not only has the recent proliferation of Transportation Network Companies (TNCs) such as Uber and Lyft not addressed this issue, but it has exacerbated congestion, particularly in large cities (Hawkins, 2019).

Peer-to-peer ( P 2 P ) ridesharing is a manifestation of the sharing economy business model in the mobility market, and provides a promising solution for mitigating traffic congestion. In contrast to TNCs that produce high empty miles, thereby adversely affecting traffic congestion, P 2 P ridesharing improves congestion by increasing the utilization rate of empty seats. Additionally, P2P ridesharing provides a unique opportunity for communities to augment transit services by serving their mobility needs internally. In community-based ridesharing-a form of P2P ridesharing for commutersthe members of the community who own cars, henceforth referred to as drivers, transport their peers, henceforth referred to as riders, along their routes while completing their own personal trips. Aside from its environmental benefits, community-based ridesharing provides a promising mobility solution for the following reasons:

1. Existing trust: Drivers and riders are members of the same small community, preventing lack of participation that may arise from lack of trust in large metropolitan areas.
2. Lack of opportunity cost: Drivers travel according to their own schedules, and may only take small detours to serve their fellow community members.
3. Revenue for the community: The fare of the rides will be set so as to compensate drivers fully for their detours and partially for their base travel costs, as they would be sharing the cost of their base trips with riders.
Despite abundant benefits of ridesharing systems, there are a few obstacles that hinder the adoption of such systems by commuters in practice. First, commuters are in general reluctant to leave their vehicles at home in favor of outsourcing their rides in the morning if they do not have a guarantee for a ride back home. Traditional carpooling services can provide such a guarantee for commuters who have fixed and common working hours. However, carpooling may not be a viable option for commuters whose working hours may shift from one day to the next. Second, in P2P ridesharing participants are available in the network only for a short period of time (compared to TNC drivers and transit providers), which leads to low spatio-temporal proximity among trips. These factors pose a challenge for P2P ridesharing systems achieving a critical mass, and thereby, becoming a viable transportation option in the long run.

This chapter tackles this timely issue by designing a traveler incentive program (TIP) that allocates monetary subsidies to riders and drivers to foster ridesharing participation rates and provide an opportunity for the commuters within a community to serve their mobility needs internally. To this end, this chapter develops a ridesharing system with ride-back guarantee that incentivizes commuters to share their morning and evening trips with their peers. TIP finds the optimal allocation of a set budget to participants so as to: (i) subsidize a selective set of rides, and (ii) change the travel behavior of a small, carefully selected set of commuters, with respect to their travel time windows. The ultimate goal of TIP is to maximize social welfare of system participants while ensuring that every dollar injected to the system will generate a higher value in social welfare.

In the rest of this chapter, Section 4.2 provides a review of the literature related to P2P ridesharing and using incentives to promote shared mobility services. Next, we carefully define the problem in this chapter and its underlying assumptions in Section 4.3. In Section 4.4, we present a mathematical formulation for the problem and a solution methodology to solve its large instances. Section 4.5 presents the results of several numerical experiments that evaluate different aspects of our proposed methodology. Finally, Section 4.6 finalizes this chapter by summarizing our findings and providing directions for future research.

### 4.2 Literature Review

In this section, we first present a brief overview of the literature in P2P ridesharing, followed by a review of studies in shared mobility that consider various types of incentives to promote their systems. Finally, we clearly state the contributions of this chapter.

### 4.2.1 Peer-to-Peer (P2P) Ridesharing

P2P ridesharing is a shared mobility platform that encourages users with similar routes and time schedules to share their rides together (Agatz et al., 2012). In spite of some similarities, one must distinguish P2P ridesharing from other forms of shared mobility platforms such as carpooling (see e.g., Baldacci et al. (2004)), since it does not require long-time commitments from users, as well as ride-sourcing (see e.g., Xu et al. (2020)) or taxi-sharing (see e.g., Alonso-Mora et al. (2017)) since drivers in P2P ridesharing are not treated as employees and their primary intention is to complete their own personal trips. In what follows, we describe a number of major characteristics of P2P ridesharing, henceforth referred to as ridesharing, and its variant forms. For further information on ridesharing, the interested reader is referred to the surveys by Agatz et al. (2012); Furuhata et al. (2013); Tafreshian et al. (2020).

Ridesharing systems can be roughly divided into the two categories of static ridesharing (see e.g., Regue et al. (2016); Wang et al. (2016b); Long et al. (2018)) and dynamic ridesharing (see e.g., Agatz et al. (2011); Lee and Savelsbergh (2015); Masoud and Jayakrishnan (2017c)). In the former case, the trip information of all users is known ahead of time, while in the latter case, users enter the system dynamically and register their trips shortly before their departure times. Most of the studies in P2P ridesharing consider the sets of riders and drivers as two mutually exclusive sets (see e.g., Agatz et al. (2011); Nourinejad and Roorda (2016); Najmi et al. (2017)). However, a few studies relax this assumption and let the system operator decide the most beneficial role (i.e., rider or driver) for each participant (see e.g., Amey (2011); Chen et al. (2019); Tafreshian and Masoud (2020a,b)). The core of a ridesharing system is a ride-matching problem, the solution of which determines the optimal assignment between riders and drivers, users' trip schedules, and drivers' routes. With an intent to make ridesharing convenient for both riders and drivers, many studies consider the simplest form of the ride-matching problem in which every user can be matched with at most one other user (see e.g. Ma et al. (2013); Najmi et al. (2017); Wang et al. (2017)). In order to increase the possibility of matching, however, a number of studies diverge from this assumption by allowing multiple riders per vehicle and transfers between vehicles (see e.g. Stiglic et al. (2015); Masoud and Jayakrishnan (2017b); Chen et al. (2019)). Moreover, a number of studies incorporate the choice of ride-back home guarantee in their models, which motivates rider participation, and increases the level-of-service offered by the system (see e.g. Regue et al. (2016); Lloret-Batlle et al. (2017b); Chen et al. (2019); Hasan et al. (2020)).

Based on the definitions above, the community-based ridesharing proposed in this chapter can be categorized as a static one-to-one ridesharing system with ride-back guarantee. The choice of a static system is supported by the outcome of a ridesharing survey in Berkeley, CA, which concludes that commuters prefer to learn about their rideshare arrangements at least a night before (Deakin et al., 2010). Also, given the assumption that all users select the shortest travel time path as their
selected route, one-to-one ride-matching ensures that (i) riders do not experience any detour during their travel, and (ii) drivers' inconvenience due to pick-ups and drop-offs are minimized. Finally the results of a behavioral study by Brownstone and Golob (1992) indicates that the option of ride-back home guarantee motivates a high percentage of commuters to engage in ridesharing programs.

### 4.2.2 Incentives in Shared Mobility

Since the introduction of shared mobility services, several studies have emphasized the need for designing incentives to motivate solo drivers to participate in rideshare programs. The proposed incentives can roughly fall into two categories of indirect and direct (a.k.a. financial subsidies) incentives. The employer-provided parking discounts for high occupancy vehicles (HOV) is an example of an indirect incentive that can significantly incentivize daily commuters to shift toward ridesharing (Brownstone and Golob, 1992; Su and Zhou, 2012). Another indirect incentive that proves useful in practice is the possibility of using freeway HOV lanes that leads to savings in commute times (Brownstone and Golob, 1992; Lloret-Batlle et al., 2017b). Finally, integrating ridesharing with public transit and/or other transport programs can reduce the travel cost of commuting and encourage a higher number of commuters to share their rides (Deakin et al., 2010; Nam et al., 2018; Bian and Liu, 2019).

Aside from indirect incentives, many studies stress the necessity of adopting various form of financial subsidiary schemes to promote ridesharing among commuters (Chan and Shaheen, 2012; Agatz et al., 2012). The ultimate goal of financial (or direct) incentives is to maximize fleet utilization, and thereby reduce traffic congestion. Stiglic et al. (2016) conduct a comprehensive case study to evaluate the effect of time flexibility on the matching rate in one-to-one ridesharing systems. Based on the results of their experiments, they emphasize the importance of adopting an incentive scheme that provides monetary benefits to commuters to increase their time flexibility. In a study that focuses on the role of rider-driver cost-sharing strategies in the success of ridesharing programs, Wang et al. (2018b) show that providing ridesharing users with sufficient subsidies can reduce the cost of participation and turn ridesharing into a viable alternative to public transit. They further emphasize the need for designing appropriate subsidizing schemes.

The consideration of financial subsidies is not limited to ridesharing systems and has been studied in other types of shared mobility services. Qian et al. (2017), for instance, introduce ride incentives for groups of passengers in a shared-taxi service as discounts towards their trip fares. They further propose different algorithms that find the best ride incentives to improve total saved mileage. For the operation of ride-sourcing platforms such as Uber and DiDi Chuxing, Zhao and Chen (2019) compare the ex-ante and ex-post destination information models and show the effectiveness of subsidies in attracting more participants under the latter model. They further design a subsidy
scheme based on the income of drivers that motivates them to serve farther distant passengers. Luo et al. (2019) develop a new dynamic games approach to find the optimal subsidy policy that accelerates the adoption of automated vehicles (AV's). In their approach, adaptive subsidies are computed based on the state of the AV market penetration process under uncertainty. They claim that the optimal subsidies further incentivize the AV manufacturers to improve their technology, and offer pricing incentives to potential consumers.

More recently, through a joint simulation of car-sharing, bike-sharing and ride-hailing for a city-scale transport system, Becker et al. (2020) found that the highest system-level impacts can be achieved when the operations of shared modes are subsidized. More interestingly, they showed that the total amount of subsidies required for these shared modes is lower than the amount paid for current regular public transport services. Finally, Xiong et al. (2020) propose an integrated system that provides personalized travel alternatives and monetary incentives for travelers. As a part of their system, to reduce traffic congestion they offer alternative departure times for commuters and compensate them with monetary subsidies. This incentive scheme has been commercialized as a mobile app, called incenTrip, and is currently used in the Washington area.

Based on the findings of these studies, we propose two types of monetary incentives that can help improve the social welfare of a community adopting a ridesharing system. The first incentive is targeted toward changing travelers' schedules to increase their chance of being matched. The other incentive attempts to compensate the negative externalities of riders and drivers sharing rides together.

### 4.2.3 Our Contributions

The contributions of this chapter are as follows:

- We introduce a traveler incentive program for a ridesharing system with guaranteed rideback, and present a mixed integer nonlinear optimization model that determines the optimal matching, scheduling, and incentive allocation.
- We decompose the mixed integer nonlinear optimization model into a linear model that determines the optimal amount of incentives to each rider-driver pair, and a budget-constrained min-cost flow problem, which is known to be NP-complete.
- We propose a polynomial-time Lagrangian Relaxation method to efficiently find near-optimal solutions for large-scale instances of the problem, and provide a worst-case optimality bound for its performance.
- We propose a budget-balanced variant of the incentive program, which could be solved in polynomial time.
- We perform a comprehensive set of numerical experiments to showcase the impact of the
proposed incentive program on serving the mobility needs in a city.


### 4.3 Problem Statement

The main focus of this chapter is a static one-to-one ridesharing system for commuters (although In section 4.5 we will investigate a dynamic setting). This program guarantees ride-back services for the riders who register both their morning and evening trips in the system. Let $N$ denote the set of all participants (users) that register their trips in a given day. A participant in the system can be either a driver or a rider in a given day. Therefore, set $N$ can be further partitioned into two disjoint sets of riders, denoted by $R$, and drivers, denoted by $D$. We assume that the ridesharing system knows the following information regarding each user $n \in N$ :

- $\mathrm{F}(n)$ : the value of every unit of time spent on traveling
- $\mathrm{H}(n)$ : the value of every unit of distance driven

These values can either be specified directly by having the users answer a short survey, or estimated based on the provided information upon registration for the first time in the system (e.g. occupation, place of residence, vehicle's make and model, etc.). Every user $n \in N$ may register a trip in the morning, represented by $n^{\prime}$, a trip in the evening, represented by $n^{\prime \prime}$, or both. Let $N^{\prime}=R^{\prime} \cup D^{\prime}$ and $N^{\prime \prime}=R^{\prime \prime} \cup D^{\prime \prime}$ respectively denote the sets of all trips in the morning and evening. Also, let $D^{\prime \prime \prime} \subset D, R^{\prime \prime \prime} \subset R, N^{\prime \prime \prime}=R^{\prime \prime \prime} \cup D^{\prime \prime \prime}$ denote the set of drivers, riders, and users who register both their morning and evening trips in the system, respectively. Due to the similarities between the characteristics of morning and evening trips, we describe our assumptions using only the morning trips in the rest of this section. Table C. 1 summarizes the notation used in this chapter.

It is assumed that the study region consists of a large number of stations from/at which trips originate/end. Thus, every trip $n^{\prime} \in N^{\prime}$ can be characterized by the following information:

- $\mathrm{I}\left(n^{\prime}\right)$ : the origin station for the morning trip of user $n$
- $\mathrm{J}\left(n^{\prime}\right)$ : the destination station for the morning trip of user $n$
- $\mathrm{T}\left(n^{\prime}\right)$ : the desired earliest departure time of user $n$ from the origin station in the morning
- $\mathrm{Q}\left(n^{\prime}\right)$ : the desired latest arrival time of user $n$ from the destination station in the morning We further assume that the shortest-path travel time and driving distance between every pair of stations during the morning period are known and stored in the hash tables $\tau$ and $\rho$, respectively. Thus, $\tau_{i, j} / \rho_{i, j}$ represent the shortest-path travel time/distance from station $i$ to station $j$. We refer to $\left[\mathrm{T}\left(n^{\prime}\right), \mathrm{Q}\left(n^{\prime}\right)\right]$ as the morning time window of user $n$. The length of this time window is rather tight, but always greater than or equal to $\tau_{l\left(n^{\prime}\right), \mathrm{J}\left(n^{\prime}\right)}$.

To provide a high quality of service for both riders and drivers participating in the ridesharing system, we assume that in a given time period (e.g., morning), each driver will give a ride to at most one rider, and riders complete their trips with at most one driver. This limits the length of detours


Figure 4.1: Graph $G=(V, E)$ for a ridesharing system with 11 users where $D^{\prime}=\left\{1^{\prime}, 2^{\prime}, 3^{\prime}, 4^{\prime}\right\}, D^{\prime \prime}=$ $\left\{1^{\prime \prime}, 2^{\prime \prime}, 5^{\prime \prime}, 6^{\prime \prime}\right\}, R^{\prime}=\left\{7^{\prime}, 8^{\prime}, 9^{\prime}, 10^{\prime}\right\}$, and $R^{\prime \prime}=\left\{7^{\prime \prime}, 8^{\prime \prime}, 9^{\prime \prime}, 10^{\prime \prime}\right\}$.
incurred by drivers, and guarantees no detour and transfer for riders.

### 4.3.1 Static One-to-One Ridesharing with Ride-Back Guarantee

The problem of one-to-one ride-matching with guaranteed ride-backs was first considered by Agatz et al. (2011), where they formulated it as a weighted matching problem with the addition of a set of bundle constraints that relate riders' inbound trips to their outbound trips. In general, this problem may no longer have the unimodularity property, and thus, requires an MIP solver to solve. However, in the cases where inbound and outbound trips occur in two non-overlapping periods (e.g., all the outbound trips occur in the morning peak hours and inbound trips occur in the evening peak hours), Lloret-Batlle et al. (2017b) show that the ride-matching problem can be formulated as a min-cost max flow problem in a weighted directed graph $G=(V, E)$, where the set of nodes is denoted by $V=\{\mathrm{s}, \mathrm{t}\} \cup N^{\prime} \cup N^{\prime \prime}$, and the edge set is denoted by $E$. Figure 4.1 shows an example of such a graph with 11 users. The auxiliary nodes $s$ and $t$ respectively represent the source node and the target node. The edge set $E$ consists of two edge subsets: $(i)$ the auxiliary edges with capacity of 1 unit and 0 units of cost, and (ii) the potential matching edges with capacity of 1 unit and -W units of cost. The auxiliary edges connect ( $i$ ) node $s$ to all driver trips $d^{\prime} \in D^{\prime}$ and all rider trips $r^{\prime \prime} \in R^{\prime \prime}$ when $r \notin R^{\prime \prime \prime}$, (ii) all driver trips $d^{\prime \prime} \in D^{\prime \prime}$ and all rider trips $r^{\prime} \in R^{\prime}$ when $r \notin R^{\prime \prime \prime}$ to target node t , and (iii) every rider trip $r^{\prime} \in R^{\prime}$ to rider trip $r^{\prime \prime} \in R^{\prime \prime}$ when $r \in R^{\prime \prime \prime}$. The potential matching edges connect the morning drivers to the morning riders and the evening riders to the evening drivers. A potential match edge exists in graph $G$ if $(i)$ the match is spatio-temporally feasible, and (ii) both parties prefer the match to their other available options outside the ridesharing system, i.e., the match is individually rational.

In what follows, we develop the mathematical equations for spatio-temporal feasibility and individual rationality conditions for the morning period. Similar equations can be derived for the evening period. Spatio-temporal feasibility requires a driver to be capable of providing a ride to a rider within the rider's time window while completing their own trip within their time window.

Thus, the following two equations must be satisfied simultaneously:

$$
\begin{array}{r}
\max \left\{\mathrm{T}\left(d^{\prime}\right)+\tau_{\left|\left(d^{\prime}\right),\right|\left(r^{\prime}\right)}, \mathrm{T}\left(r^{\prime}\right)\right\}+\tau_{\mid\left(r^{\prime}\right), \mathrm{J}\left(r^{\prime}\right)} \leq \mathrm{Q}\left(r^{\prime}\right), \\
\max \left\{\mathrm{T}\left(d^{\prime}\right)+\tau_{\mid\left(d^{\prime}\right),\left(r^{\prime}\right)}, \mathrm{T}\left(r^{\prime}\right)\right\}+\tau_{\mid\left(r^{\prime}\right), \mathrm{J}\left(r^{\prime}\right)}+\tau_{\mathrm{J}\left(r^{\prime}\right), \mathrm{J}\left(d^{\prime}\right)} \leq \mathrm{Q}\left(d^{\prime}\right) . \tag{4.1b}
\end{array}
$$

Equations (4.1a) and (4.1b) respectively ensure that the match allows rider $r$ and driver $d$ to complete their trips within their specified time windows. While these equations describe the spatio-temporal feasibility of a match, for a match to be deemed valuable and accepted by both parties, the fare for the ride should be set to an amount that is acceptable by both the driver and the rider. Let $\mathrm{U}\left(r^{\prime} \mid d^{\prime}\right)$ and $\mathrm{U}\left(d^{\prime} \mid r^{\prime}\right)$ respectively denote the valuations of rider $r$ and driver $d$ of sharing a ride together. This valuation can be defined as the difference between the cost of sharing the ride and the cost of driving alone (in case the rider does not own a car, this cost is set to the cost of taking a taxi cab). Based on the elicited information from both parties, these valuations can be found as:

$$
\begin{align*}
\mathrm{U}\left(r^{\prime} \mid d^{\prime}\right)= & \mathrm{H}(r) \rho_{\mathrm{l}\left(r^{\prime}\right), \mathrm{J}\left(r^{\prime}\right)},  \tag{4.2a}\\
\mathrm{U}\left(d^{\prime} \mid r^{\prime}\right)= & -\mathrm{H}(d)\left(\rho_{\mathrm{l}\left(d^{\prime}\right), \mid\left(r^{\prime}\right)}+\rho_{\mathrm{l}\left(r^{\prime}\right), \mathrm{J}\left(r^{\prime}\right)}+\rho_{\mathrm{J}\left(r^{\prime}\right), \mathrm{J}\left(d^{\prime}\right)}-\rho_{\mathrm{l}\left(d^{\prime}\right), \mathrm{J}\left(d^{\prime}\right)}\right) \\
& -\mathrm{F}(d)\left(\tau_{\mid\left(d^{\prime}\right),\left(r^{\prime}\right)}+\tau_{\mid\left(r^{\prime}\right), \mathrm{J}\left(r^{\prime}\right)}+\tau_{\mathrm{J}\left(r^{\prime}\right), \mathrm{J}\left(d^{\prime}\right)}-\tau_{\mid\left(d^{\prime}\right), \mathrm{J}\left(d^{\prime}\right)}\right), \tag{4.2b}
\end{align*}
$$

where $\mathrm{F}(n)>0$ and $\mathrm{H}(n)>0$ respectively denote the values of time (in \$ per unit of time) and distance (in \$ per unit of distance) for user $n \in N$. The statements in parentheses in Equations (4.2b) respectively represent the distance and time of the detour incurred by driver $d$ to serve rider $r$ in the morning. If we assume that all users follow a quasi-linear utility, then the sum of valuations in (4.2a) and (4.2b) yields the potential monetary saving (gain) due to driver $d$ providing a ride to rider $r$, denoted as $\mathrm{W}\left(d^{\prime}, r^{\prime}\right)=\mathrm{U}\left(d^{\prime} \mid r^{\prime}\right)+\mathrm{U}\left(r^{\prime} \mid d^{\prime}\right)$. If the gain for a match is non-negative, that is, if $\mathrm{W}\left(d^{\prime}, r^{\prime}\right)>0$, then there exists a pricing mechanism to split the benefits between users $r$ and $d$ so as to ensure they both have non-negative utilities, i.e., both choices are individually rational (e.g., they share the profit based on the length of the two trips $)$. Note that $\mathrm{W}\left(r^{\prime \prime}, d^{\prime \prime}\right)=\mathrm{U}\left(r^{\prime \prime} \mid d^{\prime \prime}\right)+\mathrm{U}\left(d^{\prime \prime} \mid r^{\prime \prime}\right)$ can be computed similarly for the evening trips.

### 4.3.2 Incentive Design

The graph corresponding to the ridesharing problem with guaranteed ride-back can be sparse, as demonstrated in the example in Figure 4.1. This sparsity is partly due to individuals' rather tight travel time windows, and partly a result of the heterogeneity in their valuations of options. It is not surprising to see trip requests with tight time windows, as this ensures the rides to be in congruence with travelers' preferences. Furthermore, it is realistic to assume that individuals who own cars are in a superior financial status than those who do not. As such, having drivers with
higher values of time, and possibly distance, get compensated for their detours by riders may lead to the ridesharing option not being affordable for a large portion of riders. To tackle these issues, we introduce two types of incentives to increase the number of edges between trip nodes in graph $G$, eventually leading to higher percentage of matches, and possibly higher levels of social welfare in the community.

Behavioral Adjustment (BA) Incentives: When registering a trip, the desired earliest departure time and latest arrival time are two of the trip characteristics that a participant has to specify. A wider time window for a driver implies a potentially longer detour and more flexibility in departure time. For riders, a wider time window only implies higher flexibility in departure time, as a rider's travel duration would be that of their shortest-path travel time. Clearly, by providing tighter time windows, participants would receive matches that are more congruent with their preferences. A behavioral adjustment (BA) incentive encourages participants to be more flexible with their travel time windows. Let us subsidize user $n$ by an incentive rate of $\mathrm{F}(n)$, equal to their value of time, to widen their morning trip time window for $\gamma\left(n^{\prime}\right)$ units, with the assumption that their disutility from leaving earlier than $\mathrm{T}\left(n^{\prime}\right)$ and arriving later than $\mathrm{Q}\left(n^{\prime}\right)$ are the same and are proportional to $\mathrm{F}(n)$. If we let $\gamma^{-}\left(n^{\prime}\right)$ and $\gamma^{+}\left(n^{\prime}\right)$ respectively denote the amount of time extension in time window of trip $n^{\prime}$ from left and right, the adjusted time window can be shown as [ $\left.\mathrm{T}\left(n^{\prime}\right)-\gamma^{-}\left(n^{\prime}\right), \mathrm{Q}\left(n^{\prime}\right)+\gamma^{+}\left(n^{\prime}\right)\right]$ subject to the constraint $\gamma^{-}\left(n^{\prime}\right)+\gamma^{+}\left(n^{\prime}\right)=\gamma\left(n^{\prime}\right)$. Note that the right value for $\gamma\left(n^{\prime}\right)$ depends on other users' trip information; hence, it must be determined by the system operator as a part of the ride-matching problem.

Individual Rationality (IR) Incentives: Consider a rider-driver pair ( $d^{\prime}, r^{\prime}$ ) for whom spatiotemporal conditions (i.e., Equations (4.1a)-(4.1b)) are satisfied, but the individual rationality conditions are violated (i.e., $\mathrm{W}\left(d^{\prime}, r^{\prime}\right)<0$ ). An individual rationality (IR) incentive, denoted by $\lambda\left(d^{\prime}, r^{\prime}\right)$, provides subsidies that allow for introducing such a link in graph $G$ with a non-negative gain.

The consideration of these incentives in our ridesharing system has two important consequences. First, the Equations in (4.1) can no longer be used to determine the spatio-temporal feasibility of a match since the adjusted time windows depend on the unknown values of the BA incentives. Secondly, the rider and driver valuations from sharing a ride in (4.2) as well as the gains of potential matches are dependent upon the unknown values of both incentive types. These consequences clearly suggest that no longer can we find the optimal ride-matching using the min-cost max flow problem described above. As such, in this chapter we develop a ride-matching problem that determines the optimal matching, trip scheduling, and incentive allocation that maximizes the social welfare given a monetary budget of B dollars. In order to make sure that the available budget is used wisely, we further require that every dollar spent on subsidy contributes more than one dollar
to the system's social welfare.

### 4.4 Solution Methodology

In this section, we first present the mathematical formulation of the TIP for a simpler system involving only one-time trips with no ride-back guarantee (e.g., the morning trips) given the assumptions provided in the previous section. Next, we modify this mathematical formulation to model the TIP for a system that includes both the morning and evening trips. We propose an efficient algorithm to solve large-scale instances of this problem in a timely manner, and prove a worst-case optimality bound for its performance. Finally, we propose a budget-balanced counterpart of the TIP through taxation.

### 4.4.1 Mathematical Formulation For the Morning Trips

Let us consider a ridesharing system that includes only the morning trips $N^{\prime}$. Also, let $A^{\prime}$ denote the set of all driver-rider trip pairs in the morning, i.e., $A^{\prime}=\left\{\left(d^{\prime}, r^{\prime}\right) \in D^{\prime} \times R^{\prime}\right\}$. Based on the assumptions provided in Section 4.3, the optimal matching, scheduling, and incentive allocation of the system can be obtained by solving the mixed integer nonlinear program (MINLP) presented in (4.3). In this formulation, there are eight sets of decision variables. The decision variable $x\left(a^{\prime}\right)$ is a binary variable that holds the value 1 if the pair of trips in $a^{\prime} \in A^{\prime}$ share their rides together, and the value 0 otherwise. The continuous decision variables $t\left(n^{\prime}\right)$ and $q\left(n^{\prime}\right)$ denote the start and end time of the trip $n^{\prime} \in N^{\prime}$, respectively. The decision variable $\gamma\left(n^{\prime}\right)$ can be defined as the amount of extension in the time window of trip $n^{\prime}$. We further define two variables, $\gamma^{-}\left(n^{\prime}\right)$ and $\gamma^{+}\left(n^{\prime}\right)$, to denote the amount of extension in the time window of the morning trip $n^{\prime}$ from the left and the right, respectively. Finally, the decision variables $\lambda\left(a^{\prime}\right)$ and $w\left(a^{\prime}\right)$ respectively represent the IR incentive and the gain for the match between a driver-rider trip pair $a^{\prime} \in A^{\prime}$.

Let $\epsilon$ be an infinitesimal positive value. The objective in (4.3a) maximizes the difference between the system's social welfare and the total amount of subsidies spent on the BA and IR incentives. Choosing this objective enables us to maximize social welfare while allocating subsidies only when the added value to social welfare is strictly higher than the amount of subsidy; that is, for each dollar spent on subsidy, a return-to-investment of more than one dollar can be obtained on social welfare. Constraint (4.3b) defines the adjusted gain of match ( $d^{\prime}, r^{\prime}$ ) in the morning as the sum of the original savings due to driver $d$ sharing their ride with rider $r$ and the subsidies allocated to these participants and their coalition. Constraint (4.3c) ensures that if users $r$ and $d$ are determined to share a ride in the morning, i.e., if $x\left(d^{\prime}, r^{\prime}\right)=1$, then their coalition is individually rational, i.e., $w\left(d^{\prime}, r^{\prime}\right) \geq 0$. Constraints (4.3d) and (4.3e) together guarantee that every trip starts and
ends within its adjusted time windows. Constraint (4.3f) states that if driver trip $d^{\prime}$ is matched with rider trip $r^{\prime}$, the difference between their trips' start times must be at least equal to the shortest-path travel time between their origin stations. Constraint (4.3g) defines the end time of rider trip $r^{\prime}$ as the sum of its start time and the duration of the trip. Constraint (4.3h) ensures that the difference between the end time of driver trip $d^{\prime}$ and rider trip $r^{\prime}$, if matched together, must be equal to the shortest-path travel time from the rider's destination station to driver's destination station. Constraint (4.3i) defines the total extension in a trip's time window as the sum of the extensions from the left and the right. Constraints (4.3j) and (4.3k) respectively ensure that every rider is matched with at most one driver, and each driver serves at most one rider in the morning. Finally, Constraint (4.31) ensures that the total amount of allocated subsidy is lower than the available budget. Constraints $(4.3 \mathrm{~m})-(4.3 \mathrm{o})$ are the non-negativity and integrality constraints.

$$
\begin{array}{ll}
\max & \sum_{a^{\prime} \in A^{\prime}} w\left(a^{\prime}\right) x\left(a^{\prime}\right)-(1+\epsilon)\left(\sum_{n^{\prime} \in N^{\prime}} \mathrm{F}(n) \gamma\left(n^{\prime}\right)+\sum_{a^{\prime} \in A^{\prime}} \lambda\left(a^{\prime}\right)\right) \\
\text { s.t. } & w\left(d^{\prime}, r^{\prime}\right)=\mathrm{W}\left(d^{\prime}, r^{\prime}\right)+\lambda\left(d^{\prime}, r^{\prime}\right), \\
& w\left(a^{\prime}\right) x\left(a^{\prime}\right) \geq 0, \\
& \left.\forall d^{\prime}, r^{\prime}\right) \in A^{\prime}, \\
& \forall\left(n^{\prime}\right) \geq \mathrm{T}\left(n^{\prime}\right)-\gamma^{-}\left(n^{\prime}\right), \\
& \forall n^{\prime}, \\
& \forall\left(n^{\prime}\right) \leq \mathrm{Q}\left(n^{\prime}\right)+\gamma^{\prime}\left(n^{\prime}\right), \\
& x\left(d^{\prime}, r^{\prime}\right)\left(t\left(r^{\prime}\right)-t\left(d^{\prime}\right)-\tau_{\mid\left(d^{\prime}\right),\left(r^{\prime}\right)}\right) \geq 0, \\
& \forall n^{\prime} \in N^{\prime}, \\
& q\left(r^{\prime}\right)=t\left(r^{\prime}\right)+\tau_{\mid\left(r^{\prime}\right), \mathrm{J}\left(r^{\prime}\right),} \\
\left.x\left(d^{\prime}, r^{\prime}\right)\left(q\left(d^{\prime}\right)-q\left(r^{\prime}\right)-\tau_{J\left(r^{\prime}\right), J\left(d^{\prime}\right)}\right)=r^{\prime}\right) \in A^{\prime}, \\
& \forall r^{\prime} \in R^{\prime}, \\
& \gamma\left(n^{\prime}\right)=\gamma^{-}\left(n^{\prime}\right)+\gamma^{+}\left(n^{\prime}\right), \\
\sum_{d^{\prime} \in D^{\prime}} x\left(d^{\prime}, r^{\prime}\right) \leq 1, & \forall\left(d^{\prime}, r^{\prime}\right) \in A^{\prime}, \\
\sum_{r^{\prime} \in R^{\prime}} x\left(d^{\prime}, r^{\prime}\right) \leq 1, & \forall n^{\prime} \in N^{\prime},  \tag{4.3o}\\
\sum_{n^{\prime} \in N^{\prime}} \mathrm{F}(n) \gamma\left(n^{\prime}\right)+\sum_{a^{\prime} \in A^{\prime}} \lambda\left(a^{\prime}\right) \leq \mathrm{B}, & \forall r^{\prime} \in R^{\prime}, \\
t\left(n^{\prime}\right), q\left(n^{\prime}\right), \gamma^{-}\left(n^{\prime}\right), \gamma^{+}\left(n^{\prime}\right) \geq 0, & \\
\lambda\left(a^{\prime}\right) \geq 0, & \forall n^{\prime}, \\
x\left(a^{\prime}\right) \in\{0,1\}, & \forall a^{\prime} \in N^{\prime}, \\
& \forall a^{\prime} \in A^{\prime} .
\end{array}
$$

The formulation in model (4.3) involves nonlinear statements in both the objective function and constraints, which make the ride-matching problem intractable to solve, especially for real-size networks. However, there are a few properties of this formulation that help us reduce its size considerably. First, let us emphasize the fact that the objective function in (4.3a) implies that the
unmatched users in any feasible solution will not receive any subsidy. Additionally, this objective function indicates that the optimal solution never assigns any IR incentive to any user, as one unit of IR incentive would decrease the objective function by $\epsilon$. (Note that IR incentives will not be trivially zero when we introduce the ride-back guarantee component in section 4.4.2). Another observation is that Constraints (4.3b)-(4.3i) indicate that the optimal solutions for the incentives and trip start and end times depend on the matching variables. As such, we present a pre-processing procedure in Algorithm 4.1 that allows us to reduce the problem in (4.3) to a well-known combinatorial problem.

This algorithm takes the trip information of all users and the original gains of all pairs of drivers and riders as its input. The primary goal of this algorithm is to determine the set of all potential matches in the morning, denoted by $A^{\prime}$, the optimal values of incentives required for driver $d$ and rider $r$ to have a feasible match, denoted by $\Psi\left(d^{\prime}, r^{\prime}\right)$, and the objective coefficient of this pair, denoted by $\mathrm{C}\left(d^{\prime}, r^{\prime}\right)$. The algorithm starts with letting $A^{\prime}$ be an empty set. Next, it iterates over all pairs of riders and drivers to check whether they can be a potential match and if the answer is yes, further find the optimal required subsidies for such pairs. More specifically, in lines 3 to 6 , we check the spatio-temporal feasibility of pair $\left(d^{\prime}, r^{\prime}\right)$ by solving a linear problem, and storing the optimal trip start times and BA incentives of driver $d$ and rider $r$ conditional on $x\left(d^{\prime}, r^{\prime}\right)=1$, denoted by $\bar{t}\left(d^{\prime} \mid r^{\prime}\right), \bar{\gamma}\left(d^{\prime} \mid r^{\prime}\right), \bar{t}\left(r^{\prime} \mid d^{\prime}\right)$, and $\bar{\gamma}\left(r^{\prime} \mid d^{\prime}\right)$, respectively. Next, in lines 7, we determine the optimal IR incentive which is only positive if the corresponding original gain is negative. Finally, we calculate the objective coefficient $\mathrm{C}\left(d^{\prime}, r^{\prime}\right)$ as the difference between the original gain and incurred dis-utilities of driver $d$ and rider $r$ from sharing their morning rides together. Also, the total allocated subsidy to ( $d^{\prime}, r^{\prime}$ ) conditional on them sharing their rides together, denoted by $\Psi\left(d^{\prime}, r^{\prime}\right)$, can be computed as the sum of the optimal BA and IR incentives.

Upon this polynomial-time pre-processing procedure, the problem in (4.3) reduces to a budgetconstrained matching problem presented in (4.5). Note that this formulation clearly implies that those pairs of trips whose IR incentives are positive cannot be a part of the optimal solution.

$$
\begin{array}{lll}
\max & \sum_{a^{\prime} \in A^{\prime}} \mathrm{C}\left(a^{\prime}\right) x\left(a^{\prime}\right) & \\
\text { s.t. } & \sum_{d^{\prime} \in D^{\prime}} x\left(d^{\prime}, r^{\prime}\right) \leq 1, & \forall r^{\prime} \in R^{\prime}, \\
& \sum_{r^{\prime} \in R^{\prime}} x\left(d^{\prime}, r^{\prime}\right) \leq 1, & \forall d^{\prime} \in D^{\prime}, \\
& \sum_{a^{\prime} \in A^{\prime}} \Psi\left(a^{\prime}\right) x\left(a^{\prime}\right) \leq \mathrm{B}, & \\
& x\left(a^{\prime}\right) \in\{0,1\}, & \forall a^{\prime} \in A^{\prime} . \tag{4.5e}
\end{array}
$$

By a reduction from the knapsack problem, the problem in (4.5) can be shown to be NP-hard.

```
Algorithm 4.1: The pre-processing procedure for the morning trips
    Input: I, J, T, Q, F, W .
    Output: \(A^{\prime}, \mathrm{C}, \Psi\).
    Initialize \(A^{\prime} \leftarrow \varnothing\);
    for \(\left(d^{\prime}, r^{\prime}\right) \in D^{\prime} \times R^{\prime}\) do
            Solve the following linear problem:
\[
\begin{array}{rll}
\min & z=\mathrm{F}(d)\left(\gamma^{-}\left(d^{\prime}\right)+\gamma^{+}\left(d^{\prime}\right)\right)+\mathrm{F}(r)\left(\gamma^{-}\left(r^{\prime}\right)+\gamma^{+}\left(r^{\prime}\right)\right) & \\
\text { s.t. } & t\left(n^{\prime}\right) \geq \mathrm{T}\left(n^{\prime}\right)-\gamma^{-}\left(n^{\prime}\right), & \forall n^{\prime} \in\left\{d^{\prime}, r^{\prime}\right\}, \\
& t\left(d^{\prime}\right)+\tau_{\|\left(d^{\prime}\right), l\left(r^{\prime}\right)} \leq t\left(r^{\prime}\right), \\
& t\left(r^{\prime}\right)+\tau_{\mid\left(r^{\prime}\right), J\left(r^{\prime}\right)} \leq \mathrm{Q}\left(r^{\prime}\right)+\gamma^{+}\left(r^{\prime}\right), & \\
& t\left(r^{\prime}\right)+\tau_{\mid\left(r^{\prime}\right), \mathrm{J}\left(r^{\prime}\right)+\tau_{J\left(r^{\prime}\right), \mathrm{J}\left(d^{\prime}\right) \leq \mathrm{Q}\left(d^{\prime}\right)+\gamma^{+}\left(d^{\prime}\right),}} \begin{array}{lll} 
& t\left(d^{\prime}\right), t\left(r^{\prime}\right), \gamma^{-}\left(d^{\prime}\right), \gamma^{+}\left(d^{\prime}\right), \gamma^{-}\left(r^{\prime}\right), \gamma^{+}\left(r^{\prime}\right) \geq 0 .
\end{array}
\end{array}
\]
```

if the problem in (4.4) is FEASIBLE then
Retrieve optimal solution $\left(t^{*}\left(d^{\prime}\right), t^{*}\left(r^{\prime}\right), \gamma^{-{ }^{*}}\left(r^{\prime}\right), \gamma^{+^{*}}\left(r^{\prime}\right), \gamma^{-^{*}}\left(d^{\prime}\right), \gamma^{+^{*}}(d)\right)$ and objective $z^{*}$;
Let $\bar{t}\left(d^{\prime} \mid r^{\prime}\right), \bar{t}\left(r^{\prime} \mid d^{\prime}\right) \leftarrow t^{*}\left(d^{\prime}\right), t^{*}\left(r^{\prime}\right)$;
Let $\bar{\gamma}\left(d^{\prime} \mid r^{\prime}\right), \bar{\gamma}\left(r^{\prime} \mid d^{\prime}\right) \leftarrow \gamma^{-^{*}}\left(d^{\prime}\right)+\gamma^{+^{*}}\left(d^{\prime}\right), \gamma^{-*}\left(r^{\prime}\right)+\gamma^{+^{*}}\left(r^{\prime}\right)$;
Let $\bar{\lambda}\left(d^{\prime}, r^{\prime}\right) \leftarrow \max \left\{0,-\mathrm{W}\left(d^{\prime}, r^{\prime}\right)\right\}$;
Let $\mathrm{C}\left(d^{\prime}, r^{\prime}\right)=\mathrm{W}\left(d^{\prime}, r^{\prime}\right)-(1+\epsilon) z^{*}-\epsilon \bar{\lambda}\left(d^{\prime}, r^{\prime}\right)$;
Let $\Psi\left(d^{\prime}, r^{\prime}\right) \leftarrow \mathrm{F}(d) \bar{\gamma}\left(d^{\prime} \mid r^{\prime}\right)+\mathrm{F}(r) \bar{\gamma}\left(r^{\prime} \mid d^{\prime}\right)+\bar{\lambda}\left(d^{\prime}, r^{\prime}\right)$;
Update $A^{\prime} \leftarrow A^{\prime} \cup\left\{\left(d^{\prime}, r^{\prime}\right)\right\}$;

As such, Berger et al. (2011) propose a polynomial time approximation scheme (PTAS) to solve the problem. The core of this PTAS is a Lagrangian relaxation-based method the solution of which has an objective that is different from the optimal one by at most $2 \mathrm{C}_{\text {max }}$, where $\mathrm{C}_{\text {max }}$ denotes the largest weight. In Section 4.4.3, we extend this method to find a near-optimal solution for the problem involving both the morning and evening trips.

### 4.4.2 Mathematical Formulation For the Morning and Evening Trips

Let $A^{\prime \prime}$ denote the set of all rider-driver trip pairs in the evening, i.e., $A^{\prime \prime}=\left\{\left(r^{\prime \prime}, d^{\prime \prime}\right) \in R^{\prime \prime} \times D^{\prime \prime}\right\}$. This set can be generated by applying the pre-processing procedure described in Algorithm 4.1 to the evening trips. As a result, the ride-matching problem with the morning and evening trips can be formulated as the binary program in (4.6). The objective function in (4.6a) seeks to maximize social welfare while ensuring that each dollar spent on subsidy returns more than a dollar in social welfare. Constraints (4.6b)-(4.6e) ensure that all users are served at most once both in the morning and in the evening. Constraint (4.6f) ensures that any rider in $R^{\prime \prime \prime}$ is served in the evening if and
only if served in the morning. Constraint (4.6h) sets a limit on the allocated budget.

$$
\begin{array}{lll}
\max & \sum_{a \in A^{\prime} \cup A^{\prime \prime}} \mathrm{C}(a) x(a) & \\
\text { s.t. } & \sum_{d^{\prime} \in D^{\prime}} x\left(d^{\prime}, r^{\prime}\right) \leq 1, & \forall r^{\prime} \in R^{\prime}, \\
& \sum_{r^{\prime} \in R^{\prime}} x\left(d^{\prime}, r^{\prime}\right) \leq 1, & \forall d^{\prime} \in D^{\prime}, \\
& \sum_{d^{\prime \prime} \in D^{\prime \prime}} x\left(r^{\prime \prime}, d^{\prime \prime}\right) \leq 1, & \forall r^{\prime \prime} \in R^{\prime \prime}, \\
& \sum_{r^{\prime \prime} \in R^{\prime \prime}} x\left(r^{\prime \prime}, d^{\prime \prime}\right) \leq 1, & \forall d^{\prime \prime} \in D^{\prime \prime}, \\
& \sum_{d^{\prime} \in D^{\prime}} x\left(d^{\prime}, r^{\prime}\right)=\sum_{d^{\prime \prime} \in D^{\prime \prime}} x\left(r^{\prime \prime}, d^{\prime \prime}\right), & \forall r \in R^{\prime \prime \prime}, \\
& \sum_{a \in A^{\prime} \cup A^{\prime \prime}} \Psi(a) x(a) \leq \mathrm{B}, & \\
& x(a) \in\{0,1\}, & \forall a \in A^{\prime} \cup A^{\prime \prime} . \tag{4.6h}
\end{array}
$$

Following our discussion in Section 4.3, we observe that the problem in (4.6) is similar to that of Lloret-Batlle et al. (2017b) with the addition of Constraint $(4.6 \mathrm{~g})$. Thus, by defining a set of auxiliary nodes and edges, we can construct a min-cost max flow network similar to the one explained in Section 4.3 with the exception that the cost of potential matching edges can be set as -C . Now, if for every potential matching edge we define a new cost, namely the usage fee, and set it to $\Psi$, problem (4.6) turns out to be a budget-constrained min-cost flow problem (Holzhauser et al., 2016) as follows:

$$
\begin{array}{lll}
\max & \sum_{e \in E} \mathrm{C}(e) x(e) & \\
\text { s.t. } & \sum_{e \in \delta^{+}(v)} x(e)-\sum_{e \in \delta^{-}(v)} x(e)=0, & \forall v \in N^{\prime} \cup N^{\prime \prime}, \\
& \sum_{e \in E} \Psi(e) x(e) \leq \mathrm{B}, & \\
& x(e) \in\{0,1\}, & \forall e \in E \tag{4.7d}
\end{array}
$$

where $A^{\prime \prime \prime}$ is the set of auxiliary edges as described in Section 4.3, $E=A^{\prime} \cup A^{\prime \prime} \cup A^{\prime \prime \prime}$, and $\delta^{+}(v)$ and $\delta^{-}(v)$ denote the set of in-going and out-going edges of node $v$ in graph $G$, respectively. It is worth mentioning that, unlike the previous case, the IR incentives are not always equal to zero. Consider the case that $\mathrm{C}\left(d_{1}^{\prime}, r^{\prime}\right)<0, \mathrm{C}\left(r^{\prime \prime}, d_{2}^{\prime \prime}\right)>0$, and $\mathrm{C}\left(d_{1}^{\prime}, r^{\prime}\right)+\mathrm{C}\left(r^{\prime \prime}, d_{2}^{\prime \prime}\right)>0$ for arbitrary users $d_{1}, r, d_{2}$. In this case, we may have $x^{*}\left(d_{1}^{\prime}, r^{\prime}\right)=x^{*}\left(r^{\prime \prime}, d_{2}^{\prime \prime}\right)=1$ which implies that $\lambda^{*}\left(d_{1}^{\prime}, r^{\prime}\right)>0$.

This problem is clearly a generalization of the problem in (4.5), and thus, can be shown to be NP-hard. Due to the similarities of these two problems, we present a solution methodology that extends the method proposed by Berger et al. (2011) to find near-optimal solutions for largescale instances of problem (4.7). This method solves in polynomial time and does not require a commercial optimization engine.

We finalize this section by describing a post-processing procedure to find the optimal trip start time, trip end time, incentives, and gains for the original MINLP based on the optimal matching $x^{*}$. For any pair $\left(d^{\prime}, r^{\prime}\right)$ such that $x^{*}\left(d^{\prime}, r^{\prime}\right)=1$, the optimal values for these variables can be calculated as:

$$
\begin{align*}
& t^{*}\left(r^{\prime}\right)=\bar{t}\left(r^{\prime} \mid d^{\prime}\right),  \tag{4.8a}\\
& q^{*}\left(r^{\prime}\right)=t^{*}\left(r^{\prime}\right)+\tau_{l\left(r^{\prime}\right), \mathrm{J}\left(r^{\prime}\right)},  \tag{4.8b}\\
& \gamma^{*}\left(r^{\prime}\right)=\bar{\gamma}\left(r^{\prime} \mid d^{\prime}\right),  \tag{4.8c}\\
& t^{*}\left(d^{\prime}\right)=\bar{t}\left(d^{\prime} \mid r^{\prime}\right),  \tag{4.8d}\\
& q^{*}\left(d^{\prime}\right)=\bar{t}\left(d^{\prime}\right)+\tau_{l\left(r^{\prime}\right), \mathrm{J}\left(r^{\prime}\right)}+\tau_{\mathrm{J}\left(r^{\prime}\right), \mathrm{J}\left(d^{\prime}\right)},  \tag{4.8e}\\
& \gamma^{*}\left(d^{\prime}\right)=\bar{\gamma}\left(d^{\prime} \mid r^{\prime}\right),  \tag{4.8f}\\
& w^{*}\left(d^{\prime}, r^{\prime}\right)=\mathrm{W}\left(d^{\prime}, r^{\prime}\right)+\bar{\lambda}\left(d^{\prime}, r^{\prime}\right),  \tag{4.8~g}\\
& \lambda^{*}\left(d^{\prime}, r^{\prime}\right)=\bar{\lambda}\left(d^{\prime}, r^{\prime}\right), \tag{4.8h}
\end{align*}
$$

### 4.4.3 A Lagrangian Relaxation Based Method

Lagrangian Relaxation (LR) is a well-known decomposition technique that proves to be useful in finding a lower bound (in minimization problems) for large MIP problems (Fisher, 1981). The MIP problems usually involve some complicating constraints that make them hard to solve. LR takes advantage of such constraints by dualizing them in the objective function and solving an easier subproblem that does not include these constraints. In problem (4.7), for instance, removing the budget constraint leaves us with a min-cost max flow problem. In what follows, we present a solution procedure based on LR that solves in polynomial time and yields a lower bound for the optimal objective of problem (4.7). This procedure is summarized in Algorithm 4.2. For illustrative purposes, consider the small min-cost max flow network $G$ in Figure 4.2.

The LR subproblem can be defined by relaxing Constraint (4.7c) and dualizing it in the objective function with a non-negative Lagrange multiplier, denoted by $\beta$, as follows:

$$
\begin{equation*}
\max \quad \sum_{e \in E} \mathrm{C}(e) x(e)-\beta\left(\sum_{e \in E} \Psi(e) x(e)-\mathrm{B}\right) \tag{4.9a}
\end{equation*}
$$

s.t. $\quad(4.7 b)$ and $0 \leq x(e) \leq 1, \forall e \in E$.

The objective function in (4.9a) can be simply written as:

$$
\begin{equation*}
\mathrm{LR}(\beta)=\sum_{e \in E} \mathrm{C}_{\beta}(e) x(e)+\beta \mathrm{B}, \tag{4.10}
\end{equation*}
$$

where $\mathrm{C}_{\beta}(e)=\mathrm{C}(e)-\beta \Psi(e)$. Therefore, given the value of $\beta$, the cost of the potential matching edge $e$ in graph $G$ can be set to $-\mathrm{C}_{\beta}(e)$, and the difference between the constant $\beta \mathrm{B}$ and the optimal cost of network yields an upper bound for the original problem in (4.7). We know that LR is a convex piece-wise linear function of $\beta$, and thus, this upper bound will be minimized at $\beta^{*}$. Also note that the min-cost max flow problem in a directed acyclic graph (DAG) with unit capacities can be solved in strongly polynomial time of $O\left(|V|^{2}|E|\right)$ using the successive shortest path algorithm (Ahuja et al., 1988). These two facts lead us to the conclusion that $\beta^{*}$ can be found in polynomial time of $O\left(|V|^{4}|E|^{2}\right)$ using the parametric search method proposed by Megiddo (1978).

If we let $\epsilon$ be a positive infinitesimal number, solving the min-cost max flow in graph $G$ with costs respectively set as $\mathrm{C}_{\beta^{*}-\epsilon}$ and $\mathrm{C}_{\beta^{*}+\epsilon}$ gives rise to two flows $S_{l} \subset E$, and $S_{h} \subset E$ that minimize the LR subproblem. It is easy to show that unless the solution of both is the same which implies optimality, $S_{l}$, violates the budget constraint while $S_{h}$ satisfies it and hence attributes to a feasible solution for problem in (4.7). The main issue is that the objective of flow $S_{h}$ may be arbitrarily far from the optimal one denoted by OPT. In order to tackle this issue, we modify the patching method proposed by Berger et al. (2011) to construct a solution based on the two flows, $S_{l}$ and $S_{h}$, that yields a worst-case optimality bound for our problem. For our small example, for instance, this search can result in two flows $S_{h}$ and $S_{l}$ presented in Figures 4.3(a) and 4.3(b).

Algorithm 4.2 details our proposed patching method that utilizes a feasible flow, $S_{h}$ and an infeasible one, $S_{h}$ to construct a high-quality solution. Let us define the set of forward edges, $E_{f}$, as all edges in $S_{l}$ that are not in $S_{h}$, and the set of backward edges, $E_{b}$, as all edges in $S_{l}$ that are not in $S_{h}$. Also, denote the set of reversed edges in $E_{b}$ by $\bar{E}_{b}$. Two flows $S_{l}$ and $S_{h}$ are adjacent if and only if the graph induced by edges in $\bar{E}_{b} \cup E_{f}$, denoted by $G^{\prime}$, has only one cycle (Gallo and Sodini, 1978). In Algorithm 4.2, we first turn $S_{l}$ and $S_{h}$ into two adjacent extreme flows of the solution polytope of the LR subproblem given $\beta^{*}$.


Figure 4.2: A small example of graph $G$.

```
Algorithm 4.2: A near-optimal solution for P 2 P ridesharing with ride-back guarantee
    Input: \(C, \Psi, G=(V, E)\).
    Output: \(\tilde{S}\).
```

    Find the optimal Lagrangian multiplier \(\beta^{*}\) and two sets of matching edges \(S_{h}\) and \(S_{l}\) such that
        \(\mathrm{C}_{\beta^{*}}\left(S_{h}\right)=\mathrm{C}_{\beta^{*}}\left(S_{l}\right)\) and \(\Psi\left(S_{h}\right) \leq \mathrm{B}<\Psi\left(S_{l}\right) ;\)
    Let \(E_{f}, E_{b} \leftarrow S_{l} \backslash S_{h}, S_{h} \backslash S_{l}\);
    Find the set of alternating cycles \(\mathscr{C}\) in Graph \(G^{\prime}=\left(V, \bar{E}_{b} \cup E_{f}\right)\);
    repeat
        Pick an arbitrary cycle \(X \in \mathscr{C}\);
        Let \(X_{f}, X_{b} \leftarrow X \cap E_{f}, \bar{X} \cap E_{b}\);
        Let \(S \leftarrow\left(S_{h} \cup X_{f}\right) \backslash X_{b}\);
        if \(\Psi(S) \leq \mathrm{B}\) then
            Update \(S_{h} \leftarrow S\);
        else
            Update \(S_{l} \leftarrow S\);
        Update \(E_{f}, E_{b} \leftarrow S_{l} \backslash S_{h}, S_{h} \backslash S_{l}\);
        Find the set of alternating cycles \(\mathscr{C}\) in Graph \(G^{\prime}=\left(V, \bar{E}_{b} \cup E_{f}\right)\);
    until \(|\mathscr{C}|=1\);
    if \(\Psi\left(S_{h}\right)=\mathrm{B}\) then
        Let \(\tilde{S} \leftarrow S_{h} ;\)
    else
        Find sequence \(Y=Y_{f} \cup Y_{b}\) in cycle \(X\) using the Gasoline Lemma ;
        Find \(\tilde{S}\) by solving a min-cost max flow in graph \(G^{\prime \prime}=\left(V,\left(S_{h} \cup Y_{f}\right) \backslash Y_{b}\right)\) with costs C ;
    The following claim states that $\bar{E}_{b} \cup E_{f}$ upon minor adjustments contains a set of cycles.
Claim 4.1. Graph $G^{\prime}$ contains a non-empty collection of cycles denoted by $\mathscr{C}$.
Proof. Based on the definition of $\bar{E}_{b} \cup E_{f}$ and the fact that both $S_{l}$ and $S_{h}$ satisfy Constraint (4.7b),


Figure 4.3: A budget-feasible and -infeasible optimal flow for LR subproblem of the small example


Figure 4.4: The cycles in $\mathscr{C}=\left\{X_{1}, X_{2}\right\}$ and the flow $S_{h}$ after cancelling cycle induced by the edges in $X_{1}=\left\{\left(2^{\prime}, 8^{\prime}\right),\left(8^{\prime}, 3^{\prime}\right),\left(3^{\prime}, 9^{\prime}\right),\left(9^{\prime}, 4^{\prime}\right),\left(4^{\prime}, 10^{\prime}\right),\left(10^{\prime}, 2^{\prime}\right)\right\}$. In part (a), the solid arrows denote edges in $E_{f}$ and the dashed arrows denote the edges in $\bar{E}_{b}$.
we infer that all nodes in $V$ except the source and target node have in-degrees and out-degrees of either 1 or 0 . We further infer that the net outflow of $s$ is equal to the net inflow of $t$. As a result, $\bar{E}_{b} \cup E_{f}$ can be decomposed into a combination of cycles and paths that include at least one of the following:

- simple path(s) from $s$ to $t$
- simple path(s) from to to
- simple cycle(s)

Note that by adding zero-cost auxiliary edge(s) from $t$ to $s$ in the first case, and zero-cost auxiliary edge(s) from $s$ to $t$ in the second case, paths can turn into cycles.

If the cardinality of $\mathscr{C}$ is one, by definition $S_{l}$ and $S_{h}$ are adjacent. Otherwise, until the cardinality of $\mathscr{C}$ is equal to one, we repeat the process described in lines 4 to 13 of Algorithm 4.2. More specifically, we draw one arbitrary cycle from $\mathscr{C}$ at a time and add its forward edges to $S_{h}$ and remove its backward edges from $S_{h}$. This yields a new feasible flow, denoted by $S$, the Lagrangian objective of which is equal to those of $S_{h}$ and $S_{l}$. Now, depending on whether this flow satisfies the budget constraint, we replace it by $S_{h}$ or $S_{l}$. At the end of this process, if flow $S_{h}$ depletes all the budget, we claim that it is the optimal solution. Otherwise, we continue to the patching method described below. In Figure 4.4(a), we show that $\mathscr{C}$ consists of two cycles $X_{1}=\left\{\left(2^{\prime}, 8^{\prime}\right),\left(8^{\prime}, 3^{\prime}\right),\left(3^{\prime}, 9^{\prime}\right),\left(9^{\prime}, 4^{\prime}\right),\left(4^{\prime}, 10^{\prime}\right),\left(10^{\prime}, 2^{\prime}\right)\right\}$ and $X_{2}=\left\{\left(\mathrm{s}, 1^{\prime}\right),\left(1^{\prime}, 7^{\prime}\right),\left(7^{\prime}, 7^{\prime \prime}\right),\left(7^{\prime \prime}, 1^{\prime \prime}\right)\right.$, $\left.\left(1^{\prime \prime}, 11^{\prime \prime}\right),\left(11^{\prime \prime}, 5^{\prime \prime}\right),\left(5^{\prime \prime}, 9^{\prime \prime}\right),\left(9^{\prime \prime}, 6^{\prime \prime}\right),\left(6^{\prime \prime}, t\right)\right\}$ in our small example. Note that $X_{2}$ is indeed a path from $s$ to $t$ which can turn into a cycle by adding the auxiliary edge $(t, s)$. Since $|\mathscr{C}|=2$, we need to cancel one of these cycles using the procedure described above. Note that the forward edges in $X_{1}$ and $X_{2}$ are shown by solid lines and backward edges are shown by dashed lines. In Figure 4.4(b), we show the result of cancelling cycle $X_{1}$ which provides a new flow $S_{h}$ assuming that the budget constraint remains feasible.

Now, let us denote the last remaining cycle in $\mathscr{C}$ by $X=X_{f} \cup \bar{X}_{b}$, where $X_{f}$ and $\bar{X}_{b}$ respectively denote the forward edges and backward edges in $X$. If we use the procedure described above to remove the last cycle $X$, flow $S_{h}$ will turn into flow $S_{l}$, i.e., the two solutions will collapse, providing an infeasible solution with respect to the budget constraint. Also note that:

$$
\mathrm{C}\left(S_{h}\right) \geq \mathrm{OPT}-\beta^{*}\left(\mathrm{~B}-\Psi\left(S_{h}\right)\right) .
$$

Therefore, finding a solution whose subsidy is closer to B improves the optimality bound of our solution for problem (4.7). To this end, we present a method to alter flow $S_{h}$ using a subsequence of edges in cycle $X$. Similar to the patching method in (Berger et al., 2011), the core of our method is based on the well-known Gasoline Lemma (see e.g. Lin and Kernighan (1973)).

Let us define the following weights for edges $e=(i, j)$ in $X$ :

$$
\alpha(i, j)= \begin{cases}\mathrm{C}_{\beta^{*}}(i, j), & \text { if }(i, j) \in X_{f}  \tag{4.11}\\ -\mathrm{C}_{\beta^{*}}(j, i), & \text { if }(i, j) \in X_{b}\end{cases}
$$

For any rider $r \in R^{\prime \prime \prime}$ in $X$, we further adjust the weight of the edge that starts from or ends at $r^{\prime \prime}$ as follows:

$$
\begin{align*}
& \alpha\left(r^{\prime \prime}, j\right)=\alpha\left(r^{\prime \prime}, j\right)+\max \left\{\mathrm{C}\left(d_{l}^{\prime}\left(r^{\prime}\right), r^{\prime}\right), \mathrm{C}\left(d_{h}^{\prime}\left(r^{\prime}\right), r^{\prime}\right), 0\right\},  \tag{4.12}\\
& \alpha\left(i, r^{\prime \prime}\right)=\alpha\left(i, r^{\prime \prime}\right)-\max \left\{\mathrm{C}\left(d_{l}^{\prime}\left(r^{\prime}\right), r^{\prime}\right), \mathrm{C}\left(d_{h}^{\prime}\left(r^{\prime}\right), r^{\prime}\right), 0\right\}, \tag{4.13}
\end{align*}
$$

where $d_{l}^{\prime}\left(r^{\prime}\right), d_{h}^{\prime}\left(r^{\prime}\right)$ respectively denote the driver trips that are matched with rider trip $r^{\prime}$ in flows $S_{l}$ and $S_{h}$. If there is no such matches in either of these flows, we let the corresponding C value be zero. Also, note that the $\alpha$ values for edges in $X$ add up to zero. Next, we apply the Gasoline Lemma to the edges in $X$ with the weights set as $\alpha$. The Gasoline Lemma is presented in the following.

Lemma 4.1. (Gasoline Lemma) Given a sequence of $k$ real numbers $\alpha_{0}, \ldots, \alpha_{k-1}$ such that $\sum_{j=0}^{k-1} \alpha_{j}=$ 0 , there is an index $i \in\{0, \ldots, k-1\}$ such that, for any $0 \leq h \leq k-1$,

$$
\sum_{j=i}^{i+h} \alpha_{j(\bmod k)} \geq 0, \quad \forall h \in\{0, \ldots, k-1\}
$$

Proof. Let $i^{\prime} \in\{0, \ldots, k-1\}$ be the index for which $\sum_{j=0}^{i^{\prime}} \alpha_{j}$ is minimum and let $i$ be $\left(i^{\prime}+1\right)(\bmod k)$. Thus, we have:

$$
\sum_{j=i}^{i+h} \alpha_{j(\bmod k)}=\sum_{j=0}^{i+h} \alpha_{j(\bmod k)}-\sum_{j=0}^{i^{\prime}} \alpha_{j(\bmod k)} \geq 0, \quad \forall h \in\{0, \ldots, k-1\}
$$



Figure 4.5: Cycle $X$, subsequence $Y$, graph $G^{\prime \prime}=(V, S)$ and the final flow $\tilde{S}$

This lemma gives us an edge $e_{1}$ in $X$ such that any subsequence $X^{\prime}$ of $X$ that starts with edge $e_{1}$ has the following property:

$$
\begin{equation*}
\sum_{e \in X^{\prime}} \alpha(e) \geq 0 . \tag{4.14}
\end{equation*}
$$

Let $Y=Y_{f} \cup \bar{Y}_{b}$ be the longest subsequence $X^{\prime}$ such that adding the edges in $Y_{f}$ to $S_{h}$ and removing the edges in $Y_{b}$ from it do not violate the budget constraint. We further remove edges from the start and end of $Y$ that originate from or end at the source and target nodes, respectively. (Note that doing so does not affect the property in (4.14) since the value of $\alpha$ is zero for all such edges.) Let $S$ denote the flow built by adding edges in $Y_{f}$ to $S_{h}$ and removing the edges in $Y_{b}$ from it. Note that flow $S$ satisfies the budget constraint due to the choice of $Y$. However, it may not attribute to a feasible flow as it may violate the flow conservation constraints in (4.7b). Therefore, we solve a min-cost max flow in graph $G^{\prime \prime}=(V, S)$, with costs of edges set as C, to obtain a feasible flow $\tilde{S}$. This implies that $\tilde{S} \subseteq S$.

Let us implement this procedure for our small example. In Figure 4.5(a), we show the remaining cycle $X=X_{2}$ after removing cycle $X_{1}$. We further show a possible case for subsequence $Y$ of $X$, which is represented by the edges in red, starting from node $9^{\prime \prime}$ and ending at node $11^{\prime \prime}$. Figure 4.5(b) demonstrates graph $G^{\prime}=(V, S)$. Note that $S$ does not satisfy the flow conservation for nodes $9^{\prime \prime}$ and $11^{\prime \prime}$. By solving a min-cost max flow in graph $G$, we obtain flow $\tilde{S}$ which can be obtained by removing the edges in red from flow $S$.

Finally, we claim that $\tilde{S}$ yields a worst-case optimality bound, and solves in strongly polynomial time.

Proposition 4.1. Algorithm 4.2 provides a solution for problem (4.7) with worst-case optimality bound of $3 \mathrm{C}_{\max }$, i.e. $\mathrm{C}(\tilde{S}) \geq$ OPT $-3 \mathrm{C}_{\max }$.

Remark 4.1. Algorithm 4.2 provides a solution for the problem in (4.7) in strongly polynomial time.

Proof. As mentioned earlier, the value of $\beta^{*}$ can be found in $O\left(|V|^{4}|E|^{2}\right)$ using the Megiddo's parametric search technique. Also, all simple cycles in graph $G^{\prime}$ can be found in $O\left(|V|^{2}\right)$ using the algorithm proposed by Johnson (1975), given the fact that at most $O(|V|)$ simple cycles can exist in this graph. After each loop, at least one cycle can be cancelled. Thus, the whole cycle-cancelling process takes $O\left(|V|^{3}\right)$. The Gasoline Lemma can be applied in $O(|V|)$, and flow $\tilde{S}$ can be found by solving a min-cost max flow in $O\left(|V|^{3}\right)$, given the fact $O(|E|)=O(|V|)$ in graph $G^{\prime \prime}$. Thus, the running time of Algorithm 4.2 is bounded by that of the parametric search and the result follows.

We finalize this section by stating that one can turn Algorithm 4.2 into a PTAS by guessing the heaviest edges that will be in the optimal solution similar to the procedure described by Berger et al. (2011). However, in large-scale instances of our problem $C_{\text {max }}$ is sufficiently small compared to OPT, which implies that the optimality gap is reasonably low and we do not need such an expensive procedure.

### 4.4.4 A Budget-Balanced Variant of the Incentive Program

In Section 4.3, we assumed that the ridesharing system relies on an external budget of size $B$ to incentivize the participants. In this subsection, we introduce a budget-balanced variant of our traveler incentive program whose funding comes from taxing the matches with positive adjusted gain. As such, let $\phi$ denote a flat tax rate that will be applied to any matched pair whose gain after adding subsidies is positive. In this case, we can replace the budget constraint in (4.7c) with the following constraint:

$$
\begin{equation*}
\sum_{e \in E} \Psi(e) x(e) \leq \phi \sum_{e \in E}(\mathrm{~W}(e)+\bar{\lambda}(e)) x(e) \tag{4.15}
\end{equation*}
$$

In problem (4.7), we chose to maximize the difference between system's social welfare and allocated subsidy to ensure that every external dollar added to the system generates a positive return on investment. In the case of a budget-balanced system, however, the budget will be provided internally, and thus, we choose to maximize the system's social welfare. As a result, the after-tax social welfare of the budget-balanced system can be calculated:

$$
\begin{equation*}
(1-\phi) \sum_{e \in E}(\mathrm{~W}(e)+\bar{\lambda}(e)) x(e), \tag{4.16}
\end{equation*}
$$

Note that the pre-processing procedure in Algorithm 4.1 is still valid in this case, since taxing affects neither the spatio-temporal feasibility nor the individual rationality of any pair. Hence, given
a constant value for $\phi$, we can find the optimal solution to the new problem using the methodology proposed in the previous subsection with minor adjustments.

For a budget-balanced system, an important question that needs to be addressed is that "what would be an appropriate value for $\phi$ ?". On the one hand, increasing the value of $\phi$ raises our available budget to subsidize more users, which leads to a higher matching rate and system-level social welfare. On the other hand, raising the tax rate adversely affects the social welfare of those participants who could be matched with lower values of $\phi$. In what follows, we present a proposition that helps us answer this question.

Proposition 4.2. The optimal flat tax rate that yields the maximum social welfare for the budgetbalanced variant of the traveler incentive program can be found as:

$$
\begin{equation*}
\phi_{\max }=\frac{\sum_{e \in E} \Psi(e) x_{\max }(e)}{\sum_{e \in E}(\mathrm{~W}(e)+\bar{\lambda}(e)) x_{\max }(e)}, \tag{4.17}
\end{equation*}
$$

where $x_{\max }$ denotes the optimal solution to problem (4.7) when Constraint (4.7c) is relaxed.
Proof. Let us rewrite the objective function in (4.16) as:

$$
\max \quad \sum_{e \in E} \mathrm{C}(e) x(e)+\left(\sum_{e \in E} \Psi(e) x(e)-\phi \sum_{e \in E}(\mathrm{~W}(e)+\bar{\lambda}(e)) x(e)\right) .
$$

Note that the statement inside the parentheses is always non-positive due to the budget constraint in (4.15). Therefore, its value will be maximized if Constraint (4.15) is binding. Thus, solution $\left(x_{\max }, \phi_{\max }\right)$ maximizes both the statements inside and outside the parentheses, and the result follows.

This proposition further implies that the budget-balanced variant of our program is no longer NP-hard, as stated in the following remark.

Remark 4.2. The optimal solution to the budget-balanced variant of the traveler incentive program as a function of $\phi$ can be found in strongly polynomial time.

Proof. Since problem (4.7) without Constraint (4.7c) can be modeled as a min-cost max flow and thus the worst-case running time complexity of finding $x_{\max }$ is $O\left(|V|^{2}|E|\right)$. Also, the pre-processing procedure has a time complexity of $O\left(|V|^{2}\right)$. Hence, the overall complexity of the budget-balanced variant of the incentive program is the same as that of the min-cost max flow problem which is fully polynomial in the input size and the result follows.

### 4.5 Numerical Experiment

In this section we conduct a comprehensive set of numerical studies using the New York City taxi dataset (http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml) to evaluate the performance of the proposed traveler incentive program for a ridesharing system. In the next three subsections, we carefully define our dataset, parameter settings, and several performance metrics that help us quantify the impact of the proposed methodology. Afterwards, we present the result of various experiments.

All the experiments are implemented on a 3.50 GHz Intel Xeon machine with a 64-bit version of the Windows 10 operating system with 128.0 GB RAM. The data preparation and the subgradient optimization algorithm are coded in Python 3.7, and all the optimization problems are solved using GUROBI 9.0.

### 4.5.1 Dataset

In our numerical experiments, we assume that the proposed ridesharing system is practiced by the travelers in the Manhattan area of the New York City. Therefore, the road network of the Manhattan area is extracted from Open Street Map, which consists of 4500 nodes (stations) and 9800 transportation links. We further use the Google Map API to find the shortest-path travel time and driving distance between every pair of stations in the morning and evening. For the morning and evening trip information of the participants, we use the daily average of the historical trips in the New York City taxi dataset from Feb 1, 2016 to Feb 10, 2016 subject to the following assumptions and modifications:

- For a user that participates in the system only in the morning or evening peak hours, the origin and destination stations as well as the desired earliest departure time are obtained directly from the dataset.
- To construct the set of users who are interested in both the morning and evening trips, we pick the trip information of their morning trips from the dataset. For the evening trip, we randomly pick a desired earliest departure time from the evening peak hour period and flip the origin and destination of their morning trip to form the origin and destination of the evening trip.
- In order to obtain a tight time window for every trip, we generate a random number following a Normal distribution with mean of 5 minutes and standard deviation of 1 as the trip time flexibility. As a result, the desired latest arrival time of every trip can be set as the sum of desired earliest departure time, the shortest-path travel time between their origin and destination stations, and the trip time flexibility.
- We only consider trips whose shortest-path travel times are at least 10 minutes.
- We randomly generate the user's values of time and distance from Normal distributions with
means $\mu(\mathrm{F})$ and $\mu(\mathrm{H})$ and standard deviations $\mu(\mathrm{F}) / 5$ and $\mu(\mathrm{H}) / 5$, respectively.


### 4.5.2 Experiment setup and Parameter Settings

In our numerical experiments, we consider different scenarios of the ridesharing network with parameters defined as follows:

- $|N|$ : the total number of participants in the system,
- $|R| / \| N \mid$ : the percentage of riders,
- $\left|N^{\prime \prime \prime}\right| /||N|$ : the percentage of participants with both morning and evening trips,
- B : the total available budget for subsidy,
- $\mu(\mathrm{F})$ : the mean of a user's time valuation,
- $\mu(\mathrm{H})$ : the mean of a user's distance valuation,
- $M$ and $E$ : the morning and evening peak hour periods, respectively.

We define a base scenario whose parameters are shown in Table 4.1. We define other scenarios by changing the value of a single parameter in the base scenario at a time.

Table 4.1: The parameter settings for the base scenario.

| $\|N\|$ | $\frac{\|R\|}{\|N\|}$ | $\frac{\left\|N^{\prime \prime \prime}\right\|}{\|N\|}$ | B | $\mu(\mathrm{F})$ | $\mu(\mathrm{H})$ | M | E |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(\%)$ | $(\%)$ | $(\$)$ | $(\$ / \mathrm{min})$. | $(\$ / \mathrm{mile})$ | $(\mathrm{am} / \mathrm{am})$ | $(\mathrm{pm} / \mathrm{pm})$ |
| 6,000 | 50 | 50 | 1,000 | 0.35 | 3.0 | $[7: 00,10: 00]$ | $[5: 00,8: 00]$ |

Let us first describe how we generate the different sets, used in developing our methodology, based on the value of the first three parameters in Table 4.1. Consider the base scenario where the set of all users can be shown as $N=\{1, \ldots, 6000\}$ based on the first parameter. The set of all riders and drivers can be respectively shown as $R=\{1, \ldots, 3000\}$ and $D=\{3001, \ldots, 6000\}$ based on the value of $50 \%$ for the second parameter. Finally, the value of $50 \%$ for the third parameter allows us to find all other sets as $R^{\prime}=\left\{1^{\prime}, \ldots, 2250^{\prime}\right\}, R^{\prime \prime}=\left\{751^{\prime \prime}, \ldots, 3000^{\prime \prime}\right\}, R^{\prime \prime \prime}=\{751, \ldots, 2250\}$, $D^{\prime}=\left\{3001^{\prime}, \ldots, 5250^{\prime}\right\}, D^{\prime \prime}=\left\{3751^{\prime \prime}, \ldots, 6000^{\prime \prime}\right\}$, and $D^{\prime \prime \prime}=\{3751, \ldots, 5250\}$. We also set $\epsilon$ in the parametric search to $10^{-6}$.

### 4.5.3 Performance Metrics

In order to quantify the performance of the proposed methodology, we introduce the following performance metrics:

- Social Welfare $(\mathrm{SW})=\sum_{e \in E} w^{*}(e) x^{*}(e)$,
- Subsidy Impact Rate $(\mathrm{SIR})=(\mathrm{SW}-\mathrm{SW}$ without Subsidy $) /\left(\sum_{e \in E} \Psi(e) x^{*}(e)\right)$,
- Subsidized Matches Rate $(\mathrm{SMR})=100 \times\left(\sum_{e \in E} 1 \Psi_{(e)>0}\right) /\left(\sum_{e \in E} x^{*}(e)\right)$,
- Time Window Extension (TWE) $=\left(\sum_{n \in N^{\prime} \cup N^{\prime \prime}} \gamma^{*}(n)\right) /\left(\sum_{n \in N^{\prime} \cup N^{\prime \prime}} 1_{\gamma^{*}(n)>0}\right)$,
where "Social Welfare without Subsidy" represents the negated total flow cost of the original min-cost flow problem in Section 4.3 without considering any subsidy.


### 4.5.4 The Performance of the LR-Based Solution Method

In this study, we show the merits of our proposed solution method in solving the budget-constrained min cost flow problem in (4.7). To this end, we compare the computation time and the quality of the solution obtained by the proposed LR-based method with that of solving the problem in (4.7) directly using a MIP solver. For this comparison, we generated 10 random instances of the problem using the parameters in the base scenario and applied both methods to solve them. We also repeated our experiments with the number of users set as 2000, 4000, 6000, 8000, 10000, and 12000. Figure 4.6(a) shows the computation time of both methods for different number of users averaged over 10 instances. Figure 4.6(b) shows the average optimality gap of our solution method for different number of users. The shaded region in both figures demonstrate the $95 \%$ confidence intervals of the average values. Figure 4.6(a) indicates that the MIP solver takes almost half an hour to solve the problem with 12000 customers while the proposed method in Algorithm 4.2 takes less than 3 minutes to find a near-optimal solution. Also, this figure clearly shows that the rate of increase in the computation time of the MIP solver is super-linear while the computation time of our solution method increases fairly linearly with the number of users, highlighting the scalability of the proposed method. Also, Figure 4.6(b) suggests that, in general, the quality of the solutions obtained using Algorithm 4.2 improves with the number of system participants. Finally, it is worth


Figure 4.6: The comparison between the performance of the MIP solver and the LR-based Method
mentioning that we observed that the MIP solver uses different heuristics to solve the problem in the reported times. Without these heuristics, the pure Branch-and-Cut algorithm takes a considerable amount of memory and hours of computation time to provide any high quality solution to any instance of the problem with more than 6000 users.

### 4.5.5 The Impact of the Two Proposed Incentives

In this chapter, we consider two types of incentives, namely the behavioral adjustment and the individual rationality incentives. Here, we compare the performance of a ridesharing system with guaranteed-ride-back under four different cases of "no subsidy", "only the BA incentive", "only the IR incentive", and "both the BA and IR incentives" using 10 different randomly-generated instances of the base scenario. Figure 4.7(a) demonstrates the average system-level social welfare over 10 runs for these four cases. Clearly, no subsidy yields the lowest values in social welfare. Subsidizing the system only using the BA incentive type shows a promising increase in the social welfare. However, this figure suggests that the IR incentive does not change the social welfare in the absence of the BA incentive, and improves the social welfare in the presence of the BA incentive only minusculely. There are two main reasons for this observation. First, the IR incentive cannot turn a spatio-temporally infeasible pair into a feasible pair by itself. That is the reason why in Algorithm 4.1 we first check the spatio-temporal feasibility of a pair, and only when a pair is spatio-temporally feasible do we inspect the individual rationality of that pair. Secondly, we stated in Section 4.4.2 that the IR incentive can be positive only if the served rider is in $R^{\prime \prime \prime}$ and one of their trips in the morning or evening has negative original gain and the other has positive original gain, with sum of their original gains being positive. Otherwise, the IR incentive cannot add a higher value than its magnitude to the system. This fact highly narrows down the number of edges with positive IR incentive, and thus, its impact on the system-level social welfare diminishes. From the experiments


Figure 4.7: The comparison between the performance of the ridesharing under different cases of subsidy for the objective of (a) maximizing the social welfare, and (b) maximizing the matching rate.
above, one may come to the conclusion that the IR incentive seems to be useless and should not be considered. In order to show the merit of such an incentive in promoting a ridesharing system, we change the objective function in problem (4.7) to maximizing the matching rate as follows:

$$
\max \frac{100 \times 2}{\left|N^{\prime}\right|+\left|N^{\prime \prime}\right|} \sum_{e \in E} x(e) .
$$

It is easy to show that under this objective, we can still use the pre-processing procedure in Algorithm 4.1. Figure 4.7(b) demonstrates the result of maximizing the matching rate under the four cases. This figure indicates that the IR incentive can increase the new objective, i.e., the matching rate, in a statistically significant manner compared to the no subsidy case, even in the absence of the BA incentive. However, this figure also suggests that the BA incentive has more benefits than the IR incentive to offer due to the first reason discussed above. This figure also shows that in the presence of the BA incentive, introducing the IR incentive does not add considerable value.

### 4.5.6 The Impact of Tax Rate in the Budget-Balanced Incentive Program

In Section 4.4.4, we introduced a budget-balanced variant of our incentive program in which the required subsidy is collected internally through taxing the matches with positive adjusted gain. We further showed that the optimal flat tax rate $\phi_{\max }$ can be found analytically. In this experiment, we demonstrate the empirical results for an arbitrary instance of the base scenario for different values of $0 \leq \phi \leq 100$. Figure 4.8 shows the after-tax social welfare in (4.16) against the tax rate. This figure clearly shows that the social welfare of the budget-balanced variant of the incentive program increases sub-linearly until it reaches $\phi_{\max }=16.87 \%$, and then it starts to collapse until it gets to zero at $100 \%$. Overall, this figure suggests that subsidizing the system internally can significantly increase its social welfare from less than $\$ 6000$ (without subsidy) to more than $\$ 20,000$. Also, it indicates that even a small tax rate as low as $1 \%$ can double the system's social welfare.


Figure 4.8: The social welfare for different values of tax rate in a budget-balanced incentive program

### 4.5.7 The Distribution of the BA Incentive Based on Trip Origins and Destinations

In this experiment, we are interested in learning the characteristics of the users who are more likely to change their travel behavior, and thus, receive the BA incentive. To this end, we investigate the chance of receiving the BA incentive as well as the average amount of subsidy based on the origin and destination geo-coordinates of participants. Figure 4.9 presents three heat maps that help us analyze the distribution of the BA incentive among participants for an arbitrary instance of the base scenario. Note that due to having a large number of stations, we aggregate them into larger zones that represent different neighborhoods in the Manhattan area. Figure 4.9(a) shows the number of trips in the morning and evening whose origin or destination stations falls within each zone. This figure clearly shows that most trips originate/end form/at the lower Manhattan area, more specifically in the neighborhood where the Time Square is located. Figure 4.9(b) shows the percentage of the subsidized users for each neighborhood. This figure suggests that those users who start or end their trips in less popular zones are more likely to receive the BA incentive. This is not surprising, because the chances of finding users with compatible trips is lower for such trips. Therefore, they are more likely to extend their time windows to match with other users. Figure 4.9(c) shows the average amount of the BA incentive per number of users that received such an incentive for each neighborhood. This figure clearly indicates that as the popularity of a neighborhood decreases, the trips whose origin and/or destination stations fall into that region should expand their time windows by a larger extent. Overall, this experiment suggests that those users who are located in the areas that are poorly supported by public transit can benefit more from


Figure 4.9: The heatmap of the origin and destination zones
the introduction of such an incentive program.

### 4.5.8 A Dynamic Implementation of the Incentive Program

Throughout this chapter, we considered a static ridesharing system for which all trip information for a given day is known prior to solving the ride-matching problem. This requires all users to announce their trips before the start of the morning period. In this experiment, we relax this requirement by considering a dynamic system in which users are allowed to announce their trip information shortly before their desired earliest departure times. Let $\mathrm{L}(n)$ denotes the trip announcement time for user $n \in N$. Note that we assume that users in $N^{\prime \prime \prime}$ announce both of their trips at the same time in the morning. In order to solve the dynamic ride-matching problem, we adopt the rolling horizon approach that re-optimizes the static ride-matching problem in short time intervals, say every 1 minute, using all the available trip information collected by the onset of each interval (see e.g. Agatz et al. (2011)). There are two important considerations for applying the rolling horizon approach in the existence of an incentive program: (i) how to allocate the total budget B to the re-optimization intervals, and (ii) when to finalize the matches between riders and drivers. Let us denote the re-optimization points (i.e., the starting times of the re-optimization intervals) by set $P=P^{\prime} \cup P^{\prime \prime}$, where $P^{\prime}$ and $P^{\prime \prime}$ respectively denote the re-optimization points in the morning and evening. It is easy show that the pre-processing (with a minor adjustment) and solution method can still be applied in this case. More specifically, we only need to add the following constraint to the problem in (4.4):

$$
\begin{equation*}
t\left(n^{\prime}\right) \geq p+1, \quad \forall n \in\{d, r\} \tag{4.18}
\end{equation*}
$$

This constraint ensures that the trip's start time is always after the end of the re-optimization interval. In what follows, we introduce two different policies for each of these considerations and evaluate their impacts on the system's social welfare.

For allocating the budget to the intervals, we consider two policies: (1) a naive policy that allows for using the entire available budget in each interval, and (2) dividing the total budget among intervals in a two-step process. In the first step, we divide the total budget between the morning and the evening intervals according to a pre-determined rate $\pi \in(0,1)$. In the second step, we divide $\pi B$ dollars uniformly among the intervals in $P^{\prime}$, and $(1-\pi) \mathrm{B}$ dollars uniformly among the intervals in $P^{\prime \prime}$. Also, we roll over the unused budget in each interval to the next interval.

For finalizing the matches found after solving the problem in (4.7) at each time $p \in P$, we consider two policies: (1) we finalize the matches for users as soon as they got matched in a re-optimization interval, (2) we postpone the matching finalization for any user as much as possible. More precisely, in the second policy we only finalize the matching between pairs of riders and


Figure 4.10: The social welfare of a dynamic incentive program under different policies for allocating budget and finalizing matches
drivers who cannot get matched together in the next re-optimization interval, or when the amount of subsidy allocated to them needs to increase in the next interval. This can be done by solving the problem in (4.4) once for $p+1$, and once for $p+2$ at every re-optimization point $p \in P$.

Figure 4.10 demonstrates the results of applying these policies to 10 randomly-generated instances of the base scenario. For each scenario, the trip announcement times are calculated by subtracting a random number following the Normal distribution with mean 5 and standard deviation of 1 from the corresponding desired earliest departure times. Moreover, for partial budget allocation policy, we consider different values of $\pi$ from 0.5 to 1 . The scenario "whole" in this figure corresponds to the naive budget allocation strategy of using as much of the budget as desired in the earlier intervals, and only using the roll-over budget in the subsequent ones. Scenarios "Partial ${ }_{\pi}$ " indicate the results for the fraction $\pi$ of the total budget being allocated to the morning period. Under each scenario, the blue and red bars indicate the total social welfare for the two match fixing policies of finalizing the matches as early and late as possible, respectively.

Figure 4.10 clearly indicates that the combination of a partial budget allocation and latest time to finalize the matches yields the highest system-level social welfare. This is due to the following facts: under the Whole budget policy, the available budget will be depleted in the first few re-optimization points, which results in a huge opportunity cost of not being able to subsidize the ride-matching problems in the following intervals. Additionally, postponing the matching finalization to the latest possible interval enables us to obtain more information on future trips, and thus, find possibly more beneficial matches (with higher welfare and lower subsidy) for each user. This figure further demonstrates that the highest social welfare can be obtained by setting $\pi$ to 0.8 , which is slightly higher than the rate of the morning trips in the system ( 0.75 in the base scenario) in the base scenario. One possible explanation for this observation is that all the available budget will not be used in each interval, and hence, letting $\pi$ be slightly larger than the rate of the morning trips in the system can
help us distribute the total available budget more uniformly between the morning and evening trips; i.e., if there is no need for the extra $5 \%$ of budget, it will be rolled over to the next interval, but not providing the possibility of using this budget may lead to an opportunity cost.

### 4.5.9 Sensitivity Analysis

In this subsection, we consider different scenarios, by changing one parameter of the base scenario at a time, to analyze the sensitivity of the performance metrics (see Section 4.5.3) on parameter values (see Section 4.5.2). The results of this analysis are plotted in Figures 4.11, 4.12, C.1, C.2, C.3, C.4, and C.5. Each plot shows the average and the $95 \%$ CI of the corresponding performance metric over 10 instances. In what follows, we analyze the results of Figures 4.11 and 4.12. The rest of the figures and their interpretations are presented in Appendix C.3.

In the base scenario, we assumed that the user's value of time, $\mu(\mathrm{F})$, has a mean of $\$ 0.35$ per minute. In order to study the relation between different values of this parameter and the performance metrics, we change the value to $\$ 0.1, \$ 0.2, \$ 0.5$ and $\$ 0.6$ per minute. The results are presented in Figure 4.11. In this figure, we observe that all the performance metrics decrease sub-linearly with an increase in the value of $\mu(\mathrm{F})$. This is not surprising because the amount of subsidy allocated to a user to change their travel behavior is a linear function of their value of time. Therefore, as a user's value of time increases, the system has to compensate them with more subsidy to change their travel behavior, i.e. expand their time window.


Figure 4.11: Impact of average value of time

Next, we consider the impact of changes in the average user's value of distance, denoted by $\mu(\mathrm{H})$, on the performance metrics. Figure 4.12 presents the results of changing this value from $\$ 3$ per mile in the base scenario to $\$ 1, \$ 2, \$ 4$ and $\$ 5$ per mile. Figure 4.12(c) shows no significant changes in the percentage of subsidized matches, which is due to the fact that the BA incentive allocated to users does not get affected by the value of this parameter, and that most of the available budget
is spent on the BA incentive (see Section 4.5.5). However, Figures 4.12(a) and 4.12(b) indicate that both the social welfare and the subsidy impact rate increase linearly as a result of an increase in the value of $\mu(\mathrm{H})$. The main reason behind these increasing trends is that an increase in the valuation of distance linearly increases the savings due to matching, which leads to a higher number of individually rational matches. Also, this increase in the number of individually rational matches allows users to find matches that not only have higher gains but also require smaller changes in their time windows, as shown in Figure 4.12(d).


Figure 4.12: Impact of average value of distance

### 4.6 Conclusion and Future Work

In this chapter, we consider a community-based ridesharing system with guaranteed-ride-back for commuters. To promote such a ridesharing system among commuters, we introduce a traveler incentive program (TIP) that offers two types of incentives, namely the behavioral adjustment (BA) and the individual rationality (IR) incentives. We formulate the joint problem of matching, scheduling, and incentive allocation as a mixed integer nonlinear program (MINLP). Using a pre-processing procedure and by utilizing linear programming, we reduce the MINLP problem to a budget-constrained min-cost flow problem. For solving large-scale instances of this problem, we devise a polynomial-time Lagrangian Relaxation-based algorithm, and obtain a worst-case optimality bound for its performance. We further introduce a budget-balanced variant of the incentive program that does not require external budget. Finally, we conduct several experiments using the New York City taxi dataset to evaluate different aspects of the TIP and the solution methodology. Our findings from the results of these experiments can be summarized as follows:

1. The proposed TIP considerably increases the social welfare by tripling that of the system without subsidy. Also, every dollar spent on subsidy increases the social welfare by 12 dollars
and matching rate by more than $40 \%$.
2. The proposed LR-based solution method significantly reduces the computational effort needed to solve the large-scale instances of the problem when compared to a MIP solver. Also, the relative optimality gap of the LR method does not exceed $0.15 \%$ for any large-scale instance, and converges to zero as the size of the problem increases.
3. When the objective of the system is to maximize social welfare, the impact of the IR incentive is negligible. However, we show that this type of incentive can be effective when the system operator aims to maximize the matching rate. Nonetheless, when BA incentives are introduced, adding IR incentives to the incentive basket improves neither the social welfare nor the matching rate in a statistically significant manner. This signifies the importance of using limited resources to change travel behavior, rather than providing direct monetary subsidies to travelers.
4. Those users who start or end their trips in regions that are less populated and/or farther away from the business districts are more likely to receive subsidies. In addition, these users experience larger increases in their time windows.
5. For dynamic implementation of the incentive program, it is more beneficial to separate the budget for the morning and evening peak hours and distribute the available budget among re-optimization intervals.
There are at least three directions to extend the work in this chapter. First, the fare paid by riders and the compensation received by drivers depend on their personal information (the valuations of time and distance), which we assumed could be estimated from their historical information. However, this information can also be directly solicited from the participants upon registration. In this case, it is essential to design a mechanism that ensures incentive compatibility, i.e.,the individuals cannot benefit by not being truthful in reporting their private information (i.e., gaming the system). For future work, we consider designing a mechanism to determine the fare paid/received by riders/drivers based on their marginal contributions to social welfare (i.e., fairness), and also guarantees incentive compatibility (i.e., truthfulness). Moreover, this chapter assumes the simplest form of ride-matching problem, i.e., the one-to-one ride-matching problem. As a result of this assumption, we observe that the IR incentive does not contribute much to improving social welfare. However, in case of allowing multiple riders or the possibility of transfers between vehicles, we might observe significant impacts by both types of incentives. Finally, this chapter considers a simple linear model to incorporate the effect of subsidies on a user's utility. It is interesting to consider more complicated forms of subsidization in ridesharing, as Fang et al. (2020) shows that the multi-threshold subsidy programs are more effective in practice. Additionally, participants' valuations of expanding their time windows from right or left (leaving later or earlier, respectively) could be different, especially for commuter trips.

## CHAPTER 5

## Role Assignment Stability in Peer-to-Peer Ridesharing Markets

### 5.1 Introduction

Considering the significant growth in the world's population in recent years, transportation researchers are incessantly searching for new methods to handle the resultant increase in transportation demand. These methods can be roughly divided into two major categories: Transportation System Management (TSM) and Transportation Demand Management (TDM). TSM approaches, in general, aim to increase the capacity of transportation supply, which requires large capital investments on infrastructure along with considerable analyses to ensure economic efficiency in the long run. TDM, on the other hand, provides innovative approaches to reduce, shift, or repack transportation demand while taking infrastructure limitations into account as an input to the system.

As a result of continued progress in advanced communication technologies, TDM techniques have become more compelling to both researchers and practitioners due to several advantages over TSM strategies. Ridesharing is an example of such techniques that has been proved to be successful in increasing the utilization rate of current transportation supply. Ridesharing can result in reducing the number of single-occupancy vehicles and, to some extent, improving the utilization of available seat capacity (Regue et al. (2016); Nam et al. (2018); Lloret-Batlle et al. (2017b); Masoud et al. (2017b); Zhang et al. (2020); Masoud and Jayakrishnan (2016)). This advantage combined with other significant benefits, such as reduction in fuel consumption and congestion, has resulted in an increase of interest to invest in the ridesharing companies such as Scoop in recent years.

Peer-to-peer ( P 2 P ) ridesharing, as a special case of ridesharing systems, has emerged in the past decades due to the enabling of the sharing economy, rooted from prevalence of high-speed internet, online payment systems, and smartphone platforms that enable easy and fast communication between individuals. A P2P ridesharing system provides a platform to match a group of riders to their peer drivers while taking some spatiotemporal constraints into account. Ridematching over large-scale transportation networks is a common problem in all ridesharing systems, where a
system operator attempts to pair riders and drivers with compatible trips based on a pre-determined objective (Masoud and Jayakrishnan (2017c,b); Lloret-Batlle et al. (2017b)).

In the economics literature, ridematching has been traditionally thought of as a two-sided matching market. In such markets agents belong to one of the two mutually exclusive sets with predefined roles, e.g., transportation service providers and travelers. Since agents may have different tastes in partners, finding an effective matching strategy that takes into account individual preferences is crucial. In the absence of such strategies, agents may have incentives to look for better coalitions. In order to address this issue, game theory suggests the concept of "stable matching". In stable matching, no two unmatched agents would mutually prefer one another, or being alone, to staying with their current partners.

In spite of many similarities between P 2 P ridesharing and other ridesharing or ride-sourcing systems, there is a subtle difference that makes stability analysis different in P 2 P ridesharing. In a P2P ridesharing platform, each participant who owns a vehicle can make a trip under the rider or the driver role. Therefore, the conventional assumption of two mutually exclusive sets with predefined roles in the traditional two-sided markets does not hold anymore. In this chapter, we define a new type of market, where (for a subset of agents), the market intermediator decides the set to which an agent belongs; that is, the two sets of agents are not mutually exclusive. Moreover, it is worth mentioning that the concept of stability usually arises in environments in which agents have high level of interactions with each other such that the utilities and preferences of agents are (or can become) common knowledge among them. This is due to the fact that otherwise agents may have no information based on which they deviate from the matching offered by the system. As such, in this chapter, we focus on a static version of P2P ridesharing in which users have recurrent pre-determined trips (e.g., home to/from work commuting trips), and the information regarding their trips may become common knowledge among all registered users due to the long-run interactions between them. Given these assumptions, the objective of this chapter is to present a joint matching and payment system, combined with role assignment, for a static P2P ridesharing system that aims to maximize social welfare. Since maximizing social welfare does not necessarily give rise to stable outcomes, agents may not accept these outcomes and try to establish a more profitable coalition on their own. To avoid such scenarios, we study the stability of such a matching market, and present a mathematical formulation that finds a stable outcome for yes-instances and a stable outcome with minimum amount of subsidy injected to the system for no-instances.

The rest of this chapter can be summarized as the following: In Section 5.2 we review the related work in the economics and transportation literature. The mathematical formulation of the problem and its corresponding market game are introduced in Section 5.3. In Section 5.4, we introduce a mathematical formulation that finds a stable outcome with minimum amount of subsidy. Further on in this section, an approximate solution approach based on Lagrangian Relaxation algorithm is
proposed for finding a stable outcome. The result of a numerical experiment and some interesting aspects of our proposed model are discussed in Section 5.5. We conclude our findings and provide some suggestions for future research in Section 5.6.

### 5.2 Literature Review

In this section, we first review the concept of stability in matching markets with ordinal and cardinal preferences. Next, we present a number of major economic studies in ridesharing. We finalize this section with a clear statement about the contribution of this chapter.

### 5.2.1 Stable Matching

The problem of matching in a two-sided market is a well-studied area in economics. A two-sided market consists of two mutually exclusive sets of agents who negotiate for a bi-lateral trade. The intention of one-to-one matching in such markets is to bring together pairs of agents from these two sets to form a coalition. A matching is rational if no matched individual prefers singlehood to being matched with their designated partner. Stable matching is an individually rational matching that has no pair of agents that would rather leave their current partners in order to match together. The problem of finding a stable matching in two-sided markets with ordinal preferences is widely known as the "marriage problem" introduced by Gale and Shapley (1962). They proved that the marriage problem with complete lists of preferences always has a stable matching, and proposed an efficient algorithm called "deferred-acceptance", which provides an optimal stable matching. Later, Vate (1989) proposed a linear program to solve the optimal stable marriage problem. A marriage game with a cardinal list of preferences is called an assignment game, in which utilities can be transferred between agents. Shapley and Shubik (1971) were the first to study stable matching in an assignment game. They showed that the set of stable outcomes are the dual values of the solutions to the optimal assignment problem, and that there is a connection between the geometric structure of the core and the optimal solutions in each side of the market. Roth and Sotomayor (1996) showed the similarity of conclusions that can be drawn for the marriage problem with strict preferences, and an assignment game based on the same assumptions. More precisely, they prescribed a unified treatment that proved to have common results in both the discrete and continuous cases of a two-sided matching market by following a simple assumption that the core coincides with the core defined by weak domination. In this chapter, we modify their definition of a stable outcome in accordance with the structure of our proposed market. For more detailed information on two-sided matching and its various applications, see Roth and Sotomayor (1992); Knuth (1997), and the references therein.

In their seminal work, Gale and Shapley (1962) also introduced the concept of stability in
one-sided markets, widely known as the "roommate problem". They demonstrated through an example that stable matching does not always exist in one-sided markets. Later, Irving (1985) proposed an efficient algorithm that for any instance of the roommate problem either finds a stable matching or determines that one does not exist. Abeledo and Rothblum (1994) used linear algebra to analyze different characteristics of general stable matching.

The roommate problem with transferable utilities (TU) was first introduced by Eriksson and Karlander (2001). They found a necessary condition for odd-cycles in non-bipartite graphs to guarantee the existence of a stable matching. More specifically, a graph has a stable outcome if in every odd-cycle of the graph, there exist a feasible match whose weight is greater than or equal to the sum of the weights of all unmatched edges in that cycle. They also showed the similarity between their results and those of the roommate problem with non-transferable utilities. Our proposed market will be shown to be a special case of the TU roommate problem, and hence it inherits all the properties of such problems. Since the roommate problem does not necessarily admit a stable outcome, a lot of effort has been made in recent years to either develop near-stable outcomes (see e.g., Abraham et al. (2005); Biró et al. $(2014,2016)$ ) or convert the graph into a stable one with minimal modifications (see e.g., Ito et al. (2017); Ahmadian et al. (2018); Chandrasekaran et al. (2019)). In Section 5.4, we discuss a number of these approaches in further detail and show their application in the context of ridesharing.

### 5.2.2 Economics in Ridesharing

In the past decade, several economic studies have been conducted in the area of ridesharing. These studies focus on applying useful economic techniques to increase the likelihood of user participation in a shared system. In dynamic ridesharing systems, Kleiner et al. (2011) suggest using the sealedbid second price auction to find the matching and pricing solutions. In their proposed mechanism riders bid for their rides, while drivers rank riders based on the disutility of incurring detours, and pick the ones that are most profitable for them. This paper provides some insights about the trade-off between maximum cardinality matching and minimum system-wide vehicle kilometers travelled. Shen et al. (2016b) recommend an integrated online posted-price mechanism for the problem of matching and pricing in an autonomous mobility-on-demand ridesharing system. Their mechanism works in three steps: fare estimation, pickup assignment, and payment calculation. The results of the simulation studies conducted in this paper confirm the superiority of their method over the optimal assignment solution and the offline, auction-based mechanisms. Zhao et al. (2014) design a VCG mechanism for ridesharing problems that selects the role of commuters, finds matches, and determines prices. They discuss different techniques such as fixed payment or double reserved price schemes to address the budget deficit resulting from the mechanism. Thaithatkul et al. (2015)
study the effect of passenger preferences on the rate of sharing a taxi ride. They formulate the passenger matching as a stable roommate problem, and consider personality and its steadiness (variance) as the factors that affect user preferences. Lloret-Batlle et al. (2017a) propose a matching allocation combined with a VCG-based pricing mechanism for a P2P ridesharing system that guarantees ride-backs for the matched riders. In their pricing mechanism, they propose a novel approach to determine the role of participants based on a multi-parameter reserved price. They further prove that the introduction of a reserved price can help ensure budget balancedness. A P2P ride exchange mechanism is proposed by Masoud et al. (2017a) to increase the matching rate and customer retention in a ridesharing system. They design a mechanism that provides riders with the opportunity to purchase other riders' itineraries in the intention of encouraging a high number of drivers to participate, and increasing the service rate in the system.

Wang et al. (2017) study the effects of incorporating stable matching on the system-wide performance of dynamic ridesharing systems as a marriage problem. They present different mathematical formulations to find stable or near-stable outcomes in the context of ridesharing systems. Their experiments indicate that including stability does not significantly compromise the optimal system-level vehicle-miles savings. Rasulkhani and Chow (2019) consider the problem of assigning riders to drivers' route where routes have a finite capacity. They formulate this problem as a many-to-one assignment game and develop solution methods to find user-optimal and operator-optimal stable outcomes. Peng et al. (2020) design a stable payment system for the one-to-one matching in ridesharing with the addition of equity constraints. They further introduce a compensation system that helps riders incentivize drivers for taking longer detours. Finally, we should emphasize the fact that the notion of role flexibility in P2P ridesharing is not new (see e.g., Agatz et al. (2010); Amey (2011); Tafreshian and Masoud (2020a)). However, all these papers merely focus on operational aspects of the ride-matching problem in such systems (see e.g., Tafreshian et al. (2020)). Also, it is worth mentioning that one must not confuse the concept of role assignment discussed in this chapter with that of ridesharing user equilibrium (RUE) (see e.g., Xu et al. (2015); Di et al. (2018)), where the role of travellers are determined at equilibrium based on traffic congestion.

### 5.2.3 Our Contribution

This chapter contributes to the literature in the following ways: $(i)$ this study is the first to introduce the concept of stable matching with side payments in P2P ridesharing systems; (ii) we incorporate role assignment in the mathematical formulation of one-to-one matching in ridesharing systems, and investigate the stability of the one-to-one ride-matching problem with role flexibility; (iii) we introduce a mixed integer program that finds the minimum amount of subsidy required for
stabilizing the system; (iv) we propose a decomposition algorithm based on Lagrangian Relaxation that finds bounded near-optimal solutions for the proposed formulation in large-scale networks; and (v) we show the relationship between two problems that serve as treatments for no-instances of the roommate problem with side payments, namely the minimum subsidy problem and the minimum blocking value problem.

### 5.3 Problem Statement

In this section, we describe how the joint role assignment matching problem that arises in a static P2P ridesharing system can be modeled as a roommate problem with side payments. Let $V=\{v\}$ denote the set of participants (users) in the system during the study horizon. Set $V$ is a subset of all registered commuters with recurrent trips in our ridesharing system. We assume that each participant $v$ provides the following information regarding their trip:

- $o_{v}$ : the origin location (e.g., in longitude and latitude),
- $d_{v}$ : the destination location (e.g., in longitude and latitude),
- $t_{v}$ : the earliest acceptable time to depart from the origin location,
- $q_{v}$ : the latest acceptable time to arrive at the destination location

In this chapter, the simplest form of matching, known as one-to-one matching, is considered. In one-to-one matching, each participant can only provide/receive a ride to/from at most one participant. Thus, the problem can be represented by a weighted, directed non-bipartite graph $G=(V, E)$, where $E=\{e\}$ is the set of weighted edges. An edge $e=(u, v)$ exists in graph $G$ if participant $u$ is capable of giving a ride to participant $v$ while completing their own trip within their time window. Let $\tau(A, B)$ and $\delta(A, B)$ denote the shortest-path travel time and driving distance between locations $A$ and $B$, respectively. Thus, an edge $e$ exists in graph $G$ if equations (5.1a) and (5.1b) are satisfied simultaneously. Equations (5.1a) and (5.1b) respectively ensure that participants $v$ and $u$ can complete their trips within their specified time windows.

$$
\begin{align*}
& \max \left\{t_{u}+\tau\left(o_{u}, o_{v}\right), t_{v}\right\}+\tau\left(o_{v}, d_{v}\right) \leq q_{v}  \tag{5.1a}\\
& \max \left\{t_{u}+\tau\left(o_{u}, o_{v}\right), t_{v}\right\}+\tau\left(o_{v}, d_{v}\right)+\tau\left(d_{v}, d_{u}\right) \leq q_{u} \tag{5.1b}
\end{align*}
$$

In graph $G$, there is a positive weight, $w_{u v}$, associated with every edge $e=(u, v)$. In the game theory literature, $w_{u v}$ is called the potential for profit of matching $u$ to $v$ (Shapley and Shubik, 1971). Since the value of a match between a rider and driver is proportional to the potential mileage saving due to participant $u$ providing a ride to participant $v$, we define $w_{u v}$ as the vehicle miles traveled (VMT) saving in the context of our problem. If we assume that the participants have a quasi-linear
utility function, then the potential gain of matching $u$ to $v$ is defined as:

$$
\begin{equation*}
w_{u v}=\max \left\{0, \eta_{u v}+\theta_{u v}\right\}, \tag{5.2}
\end{equation*}
$$

where $\eta_{u v}$ and $\theta_{u v}$ denote respectively the valuations of users $u$ and $v$ when user $u$ provides a ride to user $v$. These valuations can be found as the difference between the cost of sharing the ride and the cost of driving alone. If user $u$ provides a ride to user $v$, without loss of generality, we use Equations (5.3a) and (5.3b) to define their valuations:

$$
\begin{align*}
& \eta_{u v}=\delta\left(o_{u}, d_{u}\right)-\left(\delta\left(o_{u}, o_{v}\right)+\delta\left(o_{v}, d_{v}\right)+\delta\left(d_{v}, d_{u}\right)\right),  \tag{5.3a}\\
& \theta_{u v}=\delta\left(o_{v}, d_{v}\right) \tag{5.3b}
\end{align*}
$$

Equation (5.3a) states that the valuation of user $u$ is the difference between the distance of their own trip and the distance traveled (i.e., the negative of the detour user $u$ has to incur from their shortest path to serve user $v$ ). Equation (5.3b) defines the valuation of user $v$ simply as the driving distance of their trip. It is worth noting that $\theta_{u v}$ in (5.3b) is independent of $u$, which indicates that the valuation of rider $v$ does not depend on the driver with whom they are sharing a ride. The converse, however, is not true. A driver's valuation is dependent upon who they serve, since different riders would require different detours.

### 5.3.1 Matching for P2P Ridesharing Systems with Role Flexibility

The goal of the ridesharing system is to find the maximum social welfare, i.e., the maximum weighted general matching in graph $G$. In what follows, we present a binary program to formulate the general matching problem. The decision variable $x_{u v}$ is a binary variable that holds the value 1 if user $u$ provides a ride to user $v$, and the value 0 otherwise. Note that the value of this variable indicates whether there is a match between users $u$ and $v$ and the order of users in the index indicates their roles. The objective function in (5.4a) maximizes the social welfare, which equates to maximizing the weighted sum of matches. Constraint (5.4b) ensures that each user can be matched with at most one other user. Constraints (5.4c) enforce the decision variables $x_{u v}$ to take binary values.

$$
\begin{array}{lll}
\max & \sum_{\substack{(u, v) \in E}} w_{u v} x_{u v} \\
\text { s.t. } & \sum_{\substack{u \in V: \\
(v, u) \in E}} x_{v u}+\sum_{\substack{u \in V: \\
(u, v) \in E}} x_{u v} \leq 1, & \forall v \in V, \\
& x_{u v} \in\{0,1\}, & \forall(u, v) \in E . \tag{5.4c}
\end{array}
$$

Next, we present a proposition that will prove useful as it helps us reduce the number of edges in graph $G$.

Proposition 5.1. In the optimal solution of the primal formulation (5.4), if $(u, v) \in E,(v, u) \in E$, and $x_{u v}+x_{v u}=1$, then we have $x_{u v}^{*}=1$ if $w_{u v}>w_{v u}$ and $x_{v u}^{*}=1$ if $w_{u v}<w_{v u}$.

Proof. We prove this proposition by contradiction. Let us assume $w_{u v}<w_{v u}$, but $x_{u v}^{*}=1$ in the optimal solution. This means that user $u$ gives a ride to user $v$. Given all other variables fixed at their optimal value, we switch the roles of $u$ and $v$, i.e., let user $u$ serve as a driver and user $v$ serve as a rider which leads us to change $x_{u v}^{*}=0, x_{v u}^{*}=1$. Considering all these changes, it is easy to check that all constraints are still satisfied, indicating that the solution remains feasible. However, the objective function increases by the value of $\left(w_{v u}-w_{u v}\right)>0$, which contradicts with the assumption of optimal solution. The same result follows if we assume $w_{u v}>w_{v u}$, but $x_{v u}^{*}=1$ in the optimal solution.

This proposition simply states that if users $u$ and $v$ are determined to share a ride together in the optimal solution and both can provide a ride to the other one, they select their roles in the most profitable way. Based on the result of Proposition 5.1, we can safely remove the edges with lower weights between every two vertices with two edges in set $E$, without compromising the optimal solution of the problem in model (5.4). Doing so, we can avoid the role assignments that are not part of the optimal solution.

From the mathematical formulation in (5.4), it follows that the market game in a P2P ridesharing system with flexible roles is a special case of stable matching in one-sided markets with side payments, widely known as the roommate problem with transferable utilities (TU). The P2P ridesharing market requires an additional step to select the roles of the agents after they are matched together. In the next subsection, we explain how this game can be applied to a P2P ridesharing system.

### 5.3.2 Market Game for P2P Ridesharing Systems with Role Flexibility

Let $p \in \mathbb{R}$ denote the payment transfer between users $u$ and $v$ upon forming a coalition in our proposed market; that is, we assume that user $u$ gives a ride to user $v$, and user $v$ pays $p$ units of money to user $u$ in return. We further suppose that $\lambda_{u v}$ and $\gamma_{u v}$ are the utility functions of driving and riding, respectively, defined as in the following:

$$
\begin{align*}
& \lambda_{u v}(p)=\eta_{u v}+p,  \tag{5.5a}\\
& \gamma_{u v}(p)=\theta_{u v}+p, \tag{5.5b}
\end{align*}
$$

where a positive value for $p$ indicates receiving a monetary payment and a negative value for $p$ indicates transferring a payment. Note that the unit of $p$ is the same as that of valuations, which is vehicle miles in this chapter. However, one can use an appropriate constant, say $\$ 1 /$ mile, to convert all payments and valuations from vehicle miles to dollars. Following these definitions, a payment $p$ from $v$ to $u$ is individually rational if the two following inequalities hold simultaneously:

$$
\begin{align*}
& \lambda_{u v}(p) \geq \kappa_{u}  \tag{5.6a}\\
& \gamma_{u v}(-p) \geq \chi_{v} \tag{5.6b}
\end{align*}
$$

where $\kappa_{u}$ and $\chi_{v}$ represent the reservation utilities of user $u$ as a rider and user $v$ as driver, respectively. In the context of P 2 P ridesharing, these values can be translated to the utility of not sharing the ride, i.e., not being matched. We assume that a participant who is not being matched uses the next best (utility maximizing) option in their choice set. Without loss of generality, we assume that all participants have access to private vehicles, and normalize $\kappa_{u}$ and $\chi_{v}$ to be equal to 0 .

Based on the above definitions, the market game of P2P ridesharing with flexible roles can be fully represented by the four-tuple $(V, \Pi, \Lambda, \Gamma)$, where $\Pi, \Lambda$, and $\Gamma$ symbolize the set of payments, driving utility functions, and riding utility functions, respectively. In the following steps, we provide some necessary definitions for presenting the stability of matching in this market game.

Definition 5.1. An outcome is a pair of matching $x$ and a vector of payoffs $\rho \in \mathbb{R}^{|V|}$, denoted by ( $x, \rho$ ).

Note that the payoff of user $v \in V$, denoted by $\rho_{v}$, represents the monetary profit of user $v$ from participating in the ridesharing system.

Definition 5.2. The outcome ( $x, \rho$ ) is feasible if there is a set of payments $p_{u v} \in \Pi \subseteq \mathbb{R}^{|V| \times|V|}$, only defined if $x$ is a feasible matching, such that:
i) $x_{u v}=1 \rightarrow \rho_{u}=\lambda\left(p_{u v}\right)$, and $\rho_{v}=\gamma\left(-p_{u v}\right)$,
ii) $\sum_{\substack{u \in V: \\(v, u) \in E}} x_{v u}+\sum_{\substack{u \in V: \\(u, v) \in E}} x_{u v}=0 \rightarrow \rho_{v}=0$,
iii) $\rho_{v} \geq 0$.

Now, we are prepared to define the stability for the P2P ridesharing systems with flexible roles.
Definition 5.3. The feasible outcome $(x, \rho)$ is stable if there is no pair $(u, v) \in E$ with $x_{u v}=0$ and $p_{u v} \in \Pi$ such that $\lambda_{u v}\left(-p_{u v}\right)>\rho_{u}$ and $\gamma_{u v}\left(p_{u v}\right)>\rho_{v}$.

Note that Definition 3 simply states that the feasible outcome is stable only if there is no blocking pair for which both $u$ and $v$ can improve their payoffs by leaving their current partners, and forming
a coalition together. According to this definition, a feasible outcome is stable if it satisfies the following set of necessary conditions:

$$
\begin{array}{ll}
\rho_{u}+\rho_{v}=w_{u v}, & \forall(u, v) \in E \text { if } x_{u v}=1, \\
\rho_{u}+\rho_{v} \geq w_{u v}, & \forall(u, v) \in E \text { if } x_{u v}=0, \\
\rho_{v} \geq 0, & \forall v \in V, \tag{5.7c}
\end{array}
$$

where (5.7a) ensures that the sum of payoffs is equal to the potential of profit for matched partners, (5.7b) enforces that there is no unmatched pair that can dominate the current payoffs, and (5.7b) guarantees the individual rationality of the payoffs. This result is consistent with that of the roommate problem with transferable utilities, stated in Eriksson and Karlander (2001). They show that the extreme points of the core of the integral TU roommate games are half-integral, i.e., $x_{u v} \in\{0,0.5,1\}$, indicating that a fractional stable matching always exists in the core of such problems. They also concluded that an integral stable matching may not always exist. They further introduce a sufficient condition for having stable integral matches. The sufficient condition requires that odd cycles meet a certain criterion such that the graph can be reduced to a bipartite graph. Based on our experience with large-scale P2P ridesharing systems with random preferences, this condition is very unlikely to be satisfied in real-life scenarios.

### 5.3.3 Treatments for Unstable P2P Ridesharing Systems with Role Flexibility

As mentioned in the previous subsection, P2P ridesharing systems with role flexibility may not admit stable outcomes. Thus, we have to develop a solution method that yields near-stable or stable outcomes with the help of interventionist policies. In the literature of game theory, researchers have defined a number of alternative problems to find as stable as possible solutions for those instances of the roommate problem with side payments that do not have a stable solution. Biró et al. (2012) introduces two such problems as the "Minimum Blocking Pairs" problem and the "Minimum Blocking Value" problem. Before introducing these problems, we first define a blocking pair and its value for a feasible outcome in our market.

Definition 5.4. An edge $(u, v) \in E$ is a blocking pair for feasible outcome $(x, \rho)$ with $x_{u v}=0$ if $\rho_{u}+\rho_{v}<w_{u v}$.

Definition 5.5. For a feasible outcome ( $x, \rho$ ), the blocking value of any edge $(u, v) \in E$, denoted by $b_{u v}$, can be defined as $\max \left\{0, w_{u v}-\rho_{u}-\rho_{v}\right\}$.

Note that a stable outcome has no blocking pairs, and thus, the total blocking values is equal
to 0 . Based on these definitions, Biró et al. (2012) introduces the Minimum Blocking Pairs as a problem that aims to find the outcome that yields the smallest number of blocking pairs. Whereas, the Minimum Blocking Value is defined as the problem of finding the outcome that results in the smallest sum of blocking values. They further prove that both problems are NP-complete. The main drawback of these problems is that one cannot control the amount of deviation for each block. In other words, there may exist some pairs whose blocking values are rather large, which indicates that the users in those pairs have large incentives to deviate from their current partners and form new coalitions (including the singleton coalitions).

In recent years, graph theorists have devised a number of graph stabilizer techniques that minimally modifies the structure of a general graph to make sure it yields a stable outcome (Bock et al., 2015; Ito et al., 2017; Ahmadian et al., 2018; Chandrasekaran et al., 2019). These modifications can be in the form of adding/deleting edges/vertices, and adding to edge weights. Among these treatments, adding weights to edges serves as a meaningful treatment in the context of our problem. More precisely, we can assume that the ridesharing system subsidizes some pairs by increasing their potential gain to make sure that no user deviates from proposed outcome. Chandrasekaran et al. (2019) show that this problem, hereinafter referred to as the "Minimum Subsidy" problem, is NP-hard, and devise an approximation algorithm for the special case of graphs with uniform edge weights. To the best of our knowledge, there is no algorithm in the literature to tackle the problem of stabilizing a graph with non-uniform edge weights through changing the weights. In the next section, we provide a mathematical formulation of this problem, and present a solution methodology based on a Lagrangian Relaxation decomposition algorithm. We further show the relationship between this problem and the Minimum Blocking Value problem. It is worth noting that the main shortcoming of this stabilizing a graph through introducing subsidies resides in the fact that the payment system is clearly not budget-balanced. In Section 5.5, we show through numerical studies that the minimum amount of subsidy required is very small compared to the stable social welfare.

### 5.4 Solution Methodology

In this section, we first formulate the Minimum Subsidy problem as a mixed integer program. Next, we devise a solution methodology to efficiently solve the large-scale instances of this problem. Next, we provide some important properties of this problem. We finalize this section by presenting a small example that helps us describe the concepts and methods discussed in this chapter.

### 5.4.1 Mathematical Formulation

As mentioned earlier, the goal of the Minimum Subsidy problem is to find a stable outcome by minimally increasing the weight of edges. Therefore, we define $s_{u v}$ as the amount of external subsidy for coalition of users $u$ and $v$, i.e., edge $(u, v) \in E$, that increases the gain of their coalition. In other words, we are looking for a vector $s \in \mathbb{R}^{|E|}$ such that the core of the graph $G=(V, E)$ with weights $(w+s)$ is nonempty. The mathematical formulation of this problem is presented in (5.8). This formulation is motivated by the fact that there must be no integrality gap between the primal problem and the dual linear relaxation of the maximum weighted matching in graph $G$ with new weights (Eriksson and Karlander, 2001; Chandrasekaran, 2017). In this formulation, we have three sets of variables: (i) matching $x \in\{0,1\}^{|E|}$, (ii) payoffs $\rho \in \mathbb{R}^{|V|}$, and (iii) subsidy value $s \in \mathbb{R}^{|E|}$. The objective in (5.8a) minimizes the total amount of subsidy over all edges in graph $G$. Constraint (5.8b) makes certain that $x$ is a feasible matching. Constraint (5.8c) ensures that the set of payoffs, with the addition of subsidy to potential gains, does not result in a blocking pair. Constraint (5.8d) ensures that the sum of payoffs is equal to the sum of social welfare and total amount of subsidy. Constraint (5.8e) makes sure that an unmatched user will have a zero payoff. Note that the set of Constraints in (5.8c), (5.8d), and (5.8e) combined satisfy the necessary conditions for stability stated in (5.7). Finally, Constraints (5.8f), (5.8g), and (5.8h) are the integrality and non-negativity constraints.

$$
\begin{array}{ll}
\min & \sum_{\substack{(u, v) \in E}} s_{u v} \\
\text { s.t. } & \sum_{\substack{u \in V: \\
(u, v) \in E}} x_{u v}+\sum_{\substack{u \in V: \\
(v, u) \in E}} x_{v u} \leq 1, \\
& \rho_{u}+\rho_{v} \geq w_{u v}+s_{u v}, \\
& \sum_{v \in V} \rho_{v}=\sum_{\substack{(u, v) \in E}}\left(w_{u v}+s_{u v}\right) x_{u v}, \\
& \forall(u, v) \in E, \\
& \rho_{v}\left(1-\sum_{\substack{u \in V: \\
(u, v) \in E}} x_{u v}+\sum_{\substack{u \in V: \\
(v, u) \in E}} x_{v u}\right)=0, \\
& \\
& x_{u v} \in\{0,1\},  \tag{5.8h}\\
\rho_{v} \geq 0, & \forall v \in V, \\
s_{u v} \geq 0, & \forall v \in V, \\
& \\
& \forall(u, v) \in E .
\end{array}
$$

Unfortunately, this formulation involves nonlinear constraints, which make the problem very hard to solve. In what follows, we present a number of claims that help us reformulate the problem in (5.8) as a mixed integer program and further tighten the solution space.

Claim 5.1. An unmatched edge receives no subsidy in the optimal solution.
Proof. Let us denote the set of matched edges in the optimal solution by $E_{M}$, i.e., $E_{M}=\{(u, v) \in$ $\left.E \mid x_{u v}^{*}=1\right\}$, and the set of vertices incident to these edges by $V_{M}$. From Constraint (5.8e), we know that $\rho_{v}^{*}=0$ for all $v$ in $V \backslash V_{M}$. Thus, Constraint (5.8d) can be rewritten as $\sum_{v \in V_{M}} \rho_{v}^{*}=\sum_{(u, v) \in E_{M}}\left(w_{u v}+s_{u v}^{*}\right)$, which implies that the subsidies of unmatched edges in $E \backslash E_{M}$ do not impact the optimal payoffs, and thus, the objective function enforces them to be zero.

Claim 5.2. The optimal payoff of a user cannot exceed the maximum weight of its incident edges in $G$.

Proof. Let $\omega_{u}$ be the maximum weight of the edges that are incident to $u$ in $G$. We want to show that $\rho_{u}^{*}$ cannot be greater than $\omega_{u}$. If user $u$ is unmatched, Constraint (5.8e) enforces $\rho_{u}^{*}$ to be zero, which is obviously not greater than $\omega_{u}$. Now, suppose that user $u$ is matched with user $v, \rho_{u}^{*}$ is the optimal payoff of user $u$, and the payoff is greater than $\omega_{u}$. Without loss of generality assume that $u$ gives a ride to $v$. We prove by contradiction. We know that Constraints in (5.8c), (5.8d), and (5.8e) imply the necessary conditions in (5.7). Also, we know from Claim 5.1 that the subsidies on unmatched edges are zeros. As a result, the following conditions must hold for user $u$ :

$$
\begin{array}{ll}
\rho_{u}^{*}+\rho_{v}^{*}=w_{u v}+s_{u v}^{*} & \\
\rho_{u}^{*}+\rho_{v^{\prime}}^{*} \geq w_{u v^{\prime}}, & \forall\left(u, v^{\prime}\right) \in E, \\
\rho_{v^{\prime \prime}}^{*}+\rho_{u}^{*} \geq w_{v^{\prime \prime} u}, & \forall\left(v^{\prime \prime}, u\right) \in E . \tag{5.9c}
\end{array}
$$

Suppose a payoff $\hat{\rho}_{u}$ such that $\omega_{u}<\hat{\rho}_{u}<\rho_{u}^{*}$. It is obvious that replacing $\rho_{u}^{*}$ by $\hat{\rho}_{u}$ satisfies Constraints (5.9b) and (5.9c). However, replacing $\rho_{u}^{*}$ by $r \hat{h} o_{u}$ in (5.9a) enforces $s_{u v}^{*}$ to decrease. As a result, we were able to decrease the objective function, which contradicts the optimality of $\rho_{u}^{*}$ and the result follows.

Claim 5.3. The following is a valid inequality for the problem in (5.8):

$$
\begin{equation*}
s_{u v} \leq\left(\omega_{u}+\omega_{v}-w_{u v}\right) x_{u v} \quad \forall(u, v) \in E, \tag{5.10a}
\end{equation*}
$$

where $\omega_{u}$ and $\omega_{v}$ the maximum weights of edges incident to $u$ and $v$, respectively.
Proof. From Claim 5.1, if $x_{u v}=0$ then $s_{u v}$, and if $x_{u v}=1$ then based on Constraint (5.8c) and Claim 5.2, we have:

$$
\begin{equation*}
s_{u v} \leq \rho_{u}+\rho_{v}-w_{u v} \leq \omega_{u}+\omega_{v}-w_{u v} . \tag{5.11a}
\end{equation*}
$$

Claim 5.4. Constraint (5.8e) can be replaced by the valid inequality introduced in Claim 5.3 and the following valid inequality:

$$
\begin{equation*}
\rho_{v} \leq \sum_{\substack{u \in V: \\(u, v) \in E}}\left(w_{u v} x_{u v}+s_{u v}\right)+\sum_{\substack{u \in V: \\(v, u) \in E}}\left(w_{v u} x_{v u}+s_{v u}\right) \quad \forall v \in V \tag{5.12a}
\end{equation*}
$$

Proof. As mentioned earlier, if user $u$ is matched with user $v$, then the sum of the payoffs for users $u$ and $v$ is equal to the sum of the gain of their match and the added subsidy. Thus, the statement in the right hand side with the help of valid inequalities in Claim 5.3 enforces the payoff of user $v$ to be zero if unexposed by the matching, and thus, this inequality can replace Constraint (5.8e). In addition, the proposed inequality provides an upper bound on $\rho_{v}$ if user $v$ is matched with another user.

Based on the claims above, the mixed integer program for the Minimum Subsidy problem can be presented as in (5.13). The conventional approach for solving such programs is the wellknown method of Branch \& Bound, which is computationally expensive, and cannot be applied in large-scale ridesharing systems. However, special structure of this problem enables us to propose an efficient Lagrangian Relaxation (LR) algorithm. In the next subsection, we elaborate on our proposed methodology.

$$
\begin{array}{ll}
\min & \sum_{\substack{(u, v) \in E}} s_{u v} \\
\text { s.t. } & \sum_{\substack{u \in V: \\
(u, v) \in E}} x_{u v}+\sum_{\substack{u \in V: \\
(v, u) \in E}} x_{v u} \leq 1, \\
& \forall v \in V, \\
& \rho_{u}+\rho_{v} \geq w_{u v}+s_{u v}, \\
& \sum_{(u, v) \in E} s_{u v}=\sum_{v \in V} \rho_{v}-\sum_{(u, v) \in E} w_{u v} x_{u v}, \\
& \forall(u, v) \in E, \\
& s_{u v} \leq\left(\omega_{u}+\omega_{v}-w_{u v}\right) x_{u v}, \\
\rho_{v} \leq \sum_{\substack{u \in V \\
(u, v) \in E}}\left(w_{u v} x_{u v}+s_{u v}\right)+\sum_{\substack{u \in V: \\
(v, u) \in E}}\left(w_{v u} x_{v u}+s_{v u}\right), & \forall(u, v) \in E, \\
& \forall v \in V,  \tag{5.13i}\\
& x_{u v} \in\{0,1\}, \\
\rho_{v} \geq 0, & \forall(u, v) \in E, \\
s_{u v} \geq 0, & \forall v \in V, \\
& \forall(u, v) \in E .
\end{array}
$$

### 5.4.2 Lagrangian Relaxation

In the literature of combinatorial optimization, LR is a well-known technique to provide high-quality lower bounds (in minimization problems) for large-scale mixed integer programs that cannot be solved either to optimality or ever within the available time. Due to the reasons that will become clear later, we relax constraints (5.13e) and (5.13f), and add their violations to the objective function along with Lagrange multipliers $\phi \in \mathbb{R}_{+}^{E}$, and $\psi \in \mathbb{R}_{+}^{V}$, respectively. Also, we replace the objective in (5.13a) with the right-hand-side term in Constraint (5.13d). As a result, the LR problem, denoted by $\operatorname{LR}(\phi, \psi)$, can be formulated as:

$$
\begin{align*}
\mathrm{LR}(\phi, \psi): \min & \sum_{v \in V} \rho_{v}-\sum_{\substack{(u, v) \in E}} w_{u v} x_{u v}+\sum_{(u, v) \in E} \phi_{u v}\left(s_{u v}-\left(\omega_{u}+\omega_{v}-w_{u v}\right) x_{u v}\right)+ \\
& \sum_{v \in V} \psi_{v}\left(\rho_{v}-\sum_{\substack{u \in V: \\
(u, v) \in E}}\left(w_{u v} x_{v u}+s_{u v}\right)-\sum_{\substack{u \in V: \\
(v, u) \in E}}\left(w_{v u} x_{v u}+s_{v u}\right)\right) \tag{5.14a}
\end{align*}
$$

s.t. $\quad(5.13 b)-(5.13 c)$ and $(5.13 g)-(5.13 i)$

Later we will show that this problem can be further decomposed into two independent subproblems that can be solved efficiently for constant multipliers at each iteration. The algorithm starts by fixing the Lagrange multipliers to pre-determined values. Next, the LR problem will be solved, and the value of the multipliers will be updated using subgradient optimization. The LR problem provides a lower bound, whereas an upper bound is obtained by solving another problem that yields a feasible solution for the total amount of subsidy. The algorithm iterates between the solution of the sub-problems and the upper problem until either the relative gap between the upper and the lower bounds meets the convergence criterion, or the solution time reaches its maximum threshold.

The advantages of the proposed LR-based method are three-fold: (i) the sub-problems can be solved in polynomial time, (ii) at each iteration we can easily obtain a feasible solution, and therefore once a time threshold is reached, the best solution can be easily retrieved, and (iii), the solution quickly converges to the neighborhood of the global optimal solution, which is highly favorable in cases where we need to provide a fast, high quality, but not necessarily optimal, solution. In the next subsections, we elaborate on the sub-problems, the subgradient optimization, and the upper bound problem, respectively. The complete LR algorithm is outlined in Algorithm 5.1.

### 5.4.3 LR Sub-problems

By rewriting the objective function in (5.14), we can obtain the two following sub-problems:

$$
\begin{array}{rrl}
\operatorname{LR}_{1}(\phi, \psi): & \max & \sum_{(u, v) \in E}\left(\left(1-\phi_{u v}+\psi_{u}+\psi_{v}\right) w_{u v}+\phi_{u v}\left(\omega_{u}+\omega_{v}\right)\right) x_{u v} \\
& \text { s.t. } & (5.13 b) \text { and }(5.13 g) \\
\operatorname{LR}_{2}(\phi, \psi): & \min & \sum_{v \in V}\left(1+\psi_{v}\right) \rho_{v}+\sum_{(u, v) \in E} \sum_{i v}\left(\phi_{u v}-\psi_{u}-\psi_{v}\right) s_{u v}  \tag{5.15b}\\
& \text { s.t. } & (5.13 c),(5.13 h) \text { and }(5.13 i)
\end{array}
$$

The first sub-problem is a maximum weighted matching in graph $G$ with weight of edge $(u, v) \in E$ defined as $w_{u v}^{\prime}=\left(1-\phi_{u v}+\psi_{u}+\psi_{v}\right) w_{u v}+\phi_{u v}\left(\omega_{u}+\omega_{v}\right)$. In the literature, several exact methods have been proposed to find the optimal weighted matching in general graphs. The Blossom algorithm, proposed by Edmonds (1965), is one of the most well-known methods for solving such problems in polynomial time, with worst-case computational complexity of $O\left(|V|^{2}|E|\right)$. Using these algorithms, one can obtain the optimal matching reasonably fast for relatively large problems. The second sub-problem is a linear problem that can be solved quickly in polynomial time using the well-known ellipsoid method.

### 5.4.4 The Subgradient Optimization Problem

Let us define the Lagrangian Dual problem, denoted by LD, as follows:

$$
\begin{array}{rll}
\max & \operatorname{LR}(\phi, \psi) & \\
\text { s.t. } & \phi_{u v} \geq 0, & \forall(u, v) \in E, \\
& \psi_{v} \geq 0, & \forall v \in V . \tag{5.16c}
\end{array}
$$

We adopt the subgradient optimization method to approximately solve this problem in the hope of getting high-quality lower bounds for the original problem in (5.13). The subgradient method is an iterative algorithm that starts with pre-determined values $\left(\phi^{0}, \psi^{0}\right)$ for multipliers. Next, it repeatedly solves the LR problem and then updates the Lagrange multipliers for the next iteration using the violation of relaxed constraints in the current LR problem. Let $\left(\bar{x}^{k}, \bar{\rho}^{k}, \bar{s}^{k}\right)$ be the optimal solution of $\operatorname{LR}\left(\phi^{k}, \psi^{k}\right)$ at iteration $k(k \geq 0)$. The multiplier for iteration $(k+1)$ can be updated as:

$$
\begin{array}{rlr}
\phi_{u v}^{(k+1)}=\max \left\{0, \phi_{u v}^{k}+\vartheta \Phi_{u v}^{k}\right\}, & \forall(u, v) \in E, \\
\psi_{v}^{(k+1)}=\max \left\{0, \psi_{v}^{k}+\vartheta \Psi_{v}^{k}\right\}, & \forall v \in V, \tag{5.17b}
\end{array}
$$

where $\Phi_{u v}^{k}$ and $\Psi_{v}^{k}$ are the slacks of the relaxed constraints that can be computed as:

$$
\begin{array}{ll}
\Phi_{u v}^{k}=\bar{s}_{u v}^{k}-\left(\omega_{u}+\omega_{v}-w_{u v}\right) \bar{x}_{u v}^{k}, & \forall(u, v) \in E, \\
\Psi_{v}^{k}=\bar{\rho}_{v}^{k}-\sum_{\substack{u \in V: \\
(u, v) \in E}}\left(w_{u v} \bar{x}_{v u}^{k}+\bar{s}_{u v}^{k}\right)-\sum_{\substack{u \in V: \\
(v, u) \in E}}\left(w_{v u} \bar{x}_{v u}^{k}+\bar{s}_{v u}^{k} \overline{)},\right. & \forall v \in V, \tag{5.18b}
\end{array}
$$

and $\vartheta$ denotes the step size which can be found as:

$$
\begin{equation*}
\vartheta=\frac{\alpha\left(\mathrm{BUB}-\mathrm{LB}^{k}\right)}{\sum_{(u, v) \in E}\left(\Phi_{u v}^{k}\right)^{2}+\sum_{v \in V}\left(\Psi_{v}^{k}\right)^{2}}, \tag{5.19a}
\end{equation*}
$$

where $L^{k}$ denotes the optimal objective of the LR problem at iteration $k$, and BUB represents the best upper bound of the original problem found so far (i.e., in the previous $k$ subgradient iterations). We use BLB to refer to the best lower bound found so far. The parameter $\alpha$ is a scale parameter that will be initially set to a value in $(0,2$ ], and will be cut by half whenever BLB does not improve for a given number of consecutive, say $m$, iterations. Let $T$ be the maximum time budget and $\varepsilon$ be a positive small scalar. The algorithm terminates if the relative gap between the upper and the lower bounds is less than $\varepsilon$, or the running time reaches $T$.

### 5.4.5 The Upper bound Problem

Although the minimum subsidy problem is an NP-hard problem, it is easy to show that the restricted minimum subsidy problem, i.e., the minimum subsidy problem given a fixed matching, can be formulated as a linear problem, and hence can be solved efficiently in a timely manner. In our LR algorithm, we solve the upper bound problem to obtain a feasible solution that provides an upper bound on the original problem. The goal of this problem is to find a set of feasible payoffs $\overline{\bar{\rho}}$ and subsidies $\overline{\bar{s}}$ for a given fixed matching $\bar{x}$ such that the sum of subsidies are minimized.

In our problem, this matching is provided by the LR problem from the current iteration. The linear program in (5.20) represents the mathematical formulation of this problem. Let $E_{M}=\{(u, v) \in$ $\left.E: x_{u v}=1\right\}$ be the set of matched edges and $V_{M}=\left\{v \in V: \sum_{u \in V:(v, u) \in E} x_{v u}+\sum_{u \in V:(u, v) \in E} x_{u v}=1\right\}$ be the set of matched vertices. The objective in (5.20a) is to minimize the total amount of subsidy over the edges in $E$. Constraint (5.20b) ensures that the users' payoffs in a matched edge is equal to the sum of the gain from that match and the added subsidy, and thus there exist a feasible payment between them. The necessary condition for stability over unmatched edges is enforced by Constraint (5.20c). Constraint (5.20d) make sure that unmatched users have 0 payoffs. Finally, Constraint
(5.20e) is the individual rationality constraint for matched users.

$$
\begin{array}{rll}
\operatorname{UB}(\bar{x}): \min & \sum_{(u, v) \in E_{M}} s_{u v} & \\
& \text { s.t. } & \rho_{u}+\rho_{v}=w_{u v}+s_{u v}, \\
& \rho_{u}+\rho_{v} \geq w_{u v}, & \forall(u, v) \in M, \\
& \rho_{v}=0, & \forall(u, v) \in E \backslash E_{M}, \\
& \rho_{v} \geq 0, & \forall v \in V \backslash V_{m},  \tag{5.20e}\\
& \forall v \in V_{M} .
\end{array}
$$

```
Algorithm 5.1: A LR algorithm for the P2P ridematching problem with flexible roles
    Input: Initial values of Lagrange multipliers ( \(\phi^{0}, \psi^{0}\) ), initial value of scale parameter \(\alpha\), an
        acceptable optimality gap \(\varepsilon \geq 0\), the maximum number of iterations with no improvement \(m\),
        and the maximum allowed time budget \(T\).
    Output: A stable outcome ( \(x^{*}, \rho^{*}\) ), and optimal subsidies \(s^{*}\).
    Initialize \(k \leftarrow 0\); BLB \(\leftarrow-\infty\); BUB \(\leftarrow+\infty\); \(\ell \leftarrow 0\);
    repeat
        Solve sub-problems \(\mathrm{LR}_{1}\left(\phi^{k}, \psi^{k}\right)\) and \(\mathrm{LR}_{2}\left(\phi^{k}, \psi^{k}\right)\) to obtain \(\left(\bar{x}^{k}, \bar{\rho}^{k}, \bar{s}^{k}\right)\);
        \(\mathrm{LB}^{k} \leftarrow\) optimal objective of \(\mathrm{LR}_{2}\left(\phi^{k}, \psi^{k}\right)\) - optimal objective of \(\mathrm{LR}_{1}\left(\phi^{k}, \psi^{k}\right)\);
        if \(\mathrm{LB}^{k}>\mathrm{BLB}\) then
            Update best lower bound BLB \(\leftarrow \mathrm{LB}^{k}\);
            \(\ell \leftarrow 0\);
            Update best multipliers \(\bar{\phi} \leftarrow \phi^{k} ; \bar{\psi} \leftarrow \psi^{k}\);
        else if \(\ell \geq m\) then
            \(\ell \leftarrow 0\);
            Update the scale parameter \(\alpha \leftarrow \frac{\alpha}{2}\);
            Restore best multipliers \(\phi^{k} \leftarrow \bar{\phi} ; \psi^{k} \leftarrow \bar{\psi}\);
            Go to line 3 ;
        else
            \(\ell \leftarrow \ell+1 ;\)
        Solve upper bound problem \(\operatorname{UB}\left(\bar{x}^{k}\right)\) to find feasible payoffs \(\overline{\bar{\rho}}^{k}\) and subsidies \(\overline{\bar{s}}^{k}\);
        \(\mathrm{UB}^{k} \leftarrow\) optimal objective of \(\mathrm{UB}\left(\bar{x}^{k}\right)\);
        if \(U^{k}<B U B\) then
            Update best upper bound \(B U B \leftarrow U B^{k}\);
            Update optimal solutions \(x^{*} \leftarrow \bar{x}^{k} ; \rho^{*} \leftarrow \overline{\bar{\rho}}^{k} ; s^{*} \leftarrow \overline{\bar{s}}^{k}\);
        Update Lagrange multipliers \(\left(\psi^{k}, \psi^{k}\right)\) as in (5.17) ;
    until ( \(\frac{\mathrm{BUB}-\mathrm{BLB}}{\mathrm{BUB}} \leq \varepsilon\) ) or (elapsed time \(>T\) )
```


### 5.4.6 Properties of the Minimum Subsidy Problem

In this section, we present two propositions that provide upper and lower bounds on the optimal solution of the minimum subsidy problem.

Proposition 5.2. The integrality gap in (5.4) yields a lower bound for the minimum subsidy problem in (5.13).

Proof. Let $\rho_{v}$ denote the dual variable corresponding to Constraint (5.4b) in the linear relaxation of the problem in (5.4). The dual problem associated with the linear relaxation of the problem in (5.4) can be found as:

$$
\begin{array}{lll}
\min & \sum_{v \in V} \rho_{v} & \\
\text { s.t. } & \rho_{u}+\rho_{v} \geq w_{u v}, & \forall(u, v) \in E . \\
& \rho_{u} \geq 0, & \forall v \in V . \tag{5.21c}
\end{array}
$$

Now, if we let both $\phi$ 's and $\psi$ 's be zeros in the LR problem, the sub-problems $L R_{1}$ and $L R_{2}$ reduce to the problems in (5.4) and (5.21), respectively. Thus, the objective function of the LR problem in this case yields the integrality gap between the fractional and integral maximum weighted matching. Since the LR problem provides a lower bound for the original problem in (5.13), the result follows.

The result of this proposition indicates that setting $\left(\phi^{0}, \psi^{0}\right)$ to $(0,0)$ provides a good starting point for the subgradient algorithm in (5.1). More precisely, setting $\left(\phi^{0}, \psi^{0}\right)$ to $(0,0)$ ensures that we find the stable outcome for yes-instances of our problem in the first iteration of the subgradient optimization. Moreover, it starts the algorithm with a positive lower bound for no-instances of the problem which is better than the obvious lower bound of zero.

Proposition 5.3. The optimal minimum blocking value yields an upper bound for the minimum subsidy problem in (5.13).

Proof. As mentioned earlier, the goal of the minimum blocking value problem is to find an outcome that yields the minimum sum of blocking values. This problem can be formulated as a mixed integer program presented in (D.1). Now, let ( $x^{*}, \rho^{*}, b^{*}$ ) denote the optimal solution of the problem in (D.1). Further, let $E_{M}$ and $V_{M}$ be the set of matched edges and the set of vertices incident to these edges based on $x^{*}$. We first show that this solution yields a feasible solution for the problem in (5.13). From Constraints (D.1c)-(D.1e), we can infer the following results regarding $\rho^{*}$ :

$$
\begin{equation*}
\rho_{u}^{*}+\rho_{v}^{*}=w_{u v}, \quad \forall(u, v) \in E_{M}, \tag{5.22a}
\end{equation*}
$$

$$
\begin{array}{ll}
\rho_{u}^{*}+\rho_{v}^{*}+b_{u v}^{*} \geq w_{u v}, & \forall(u, v) \in E \backslash E_{M}, \\
\rho_{v}^{*}=0, & \forall v \in V \backslash V_{M} . \tag{5.22c}
\end{array}
$$

Now, let us emphasize that $x^{*}$ is obviously a feasible matching for the problem in (5.13). However, $\rho^{*}$ is not necessarily a feasible payoff vector for the problem in (5.13) unless $b^{*}$ is a vector of zeros. We show how one can construct feasible vectors of $\hat{\rho}$ and $\hat{s}$ from $\rho^{*}$ and $b^{*}$. To construct $\hat{\rho}$, initially set their values to $\rho^{*}$. Next, for each unmatched edge in (5.22b) whose blocking value is greater than zero, add the whole blocking value to $\hat{\rho}$ of one of the unexposed users of that block (it does not matter which one we pick as long as the user is unexposed). Note that at least one of the users incident to an edge is always unexposed by the matching $x^{*}$. This is due to the fact that otherwise we can always decrease the blocking value of an edge by matching the two unexposed users incident to it, which contradicts the optimality of solution $\left(x^{*}, \rho^{*}, b^{*}\right)$. After doing this process for all edges with a positive blocking value, we have the following results regarding the new payoffs, $\hat{\rho}$ :

$$
\begin{array}{ll}
\hat{\rho}_{u}+\hat{\rho}_{v} \geq w_{u v}, & \forall(u, v) \in E_{M}, \\
\hat{\rho}_{u}+\hat{\rho}_{v} \geq w_{u v}, & \forall(u, v) \in E \backslash E_{M}, \\
\hat{\rho}_{v}=0, & \forall v \in V_{M} . \tag{5.23c}
\end{array}
$$

If we let $\hat{s}_{u v}$ be equal to $\hat{\rho_{u}}+\hat{\rho_{v}}-w_{u v}$ for edges in $E_{M}$, and zeros for the edges in $E \backslash E_{M}$, we can replace (5.23a) with the following equation:

$$
\begin{equation*}
\hat{\rho}_{u}+\hat{\rho}_{v}=w_{u v}+\hat{s}_{u v}, \quad \forall(u, v) \in E_{M} \tag{5.24}
\end{equation*}
$$

Consequently, the Constraints in (5.24), (5.23b), and (5.23c) are equivalent to those of the upper bound problem in (5.20), and hence, the solution ( $x^{*}, \hat{\rho}, \hat{s}$ ) is feasible for the problem in (5.13). Now, let us show that the optimal blocking value is an upper bound for the optimal total amount of subsidy. From the process described above, we infer that:

$$
\begin{equation*}
\sum_{v \in V} \hat{\rho}_{v}=\sum_{v \in V} \rho_{v}^{*}+\sum_{(u, v) \in E} b_{u v}^{*} . \tag{5.25}
\end{equation*}
$$

Thus, based on the definition of the objective function in (5.13a), and Constraint (D.1d), we have:

$$
\begin{aligned}
\sum_{(u, v) \in E} s_{u v}^{*} & \leq \sum_{(u, v) \in E} \hat{s}_{u v} \\
& =\sum_{v \in V} \hat{\rho}_{v}-\sum_{(u, v) \in E} w_{u v} x_{u v}^{*}
\end{aligned}
$$

$$
\begin{equation*}
=\sum_{v \in V} \rho_{v}^{*}-\sum_{(u, v) \in E} w_{u v} x_{u v}^{*}+\sum_{(u, v) \in E} b_{u v}^{*}=\sum_{(u, v) \in E} b_{u v}^{*} \tag{5.26}
\end{equation*}
$$

where $s^{*}$ denotes the optimal subsidy for the problem in (5.13) and the result follows.

### 5.4.7 A Descriptive Example

In this subsection, we use a small example to demonstrate our proposed model. Suppose a ridesharing system that operates on the well-known Nguyen-Dupuis transportation network. Figure 5.1 shows an example of this network with synthetic travel times and driving distances denoted on directed links.


Figure 5.1: Nguyen-Dupuis Transportation Network. The tuple on each link shows the shortest-path travel time (in minutes) and driving distance (in miles) on that link.

Based on the information in Figure 5.1, the shortest-path travel time, $\tau$, and driving distance, $\delta$, between every two stations are computed in Tables 5.1 and 5.2, respectively.

For the sake of this example, we consider only 5 participants whose trip information are provided in Table 5.3. Without loss of generality, we assume that all users are open to both rider and driver roles.

By applying Equations (5.1), (5.2), and (5.3) to all combinations of users, we can generate the weighted directed graph $G$ as shown in Figure 5.2(a). In this graph there exists a directed edge from user $v$ to user $u$ if (1) user $u$ giving a rider to user $v$ is spatio-temporally feasible, (2) both participants can obtain a positive utility. Let us consider users 3 and 4 as an instance. User 3 can start her trip

Table 5.1: The shortest-path travel times for Nguyen-Dupuis network

| $o \backslash d$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 12 | 14 | 4 | 2 | 6 | 12 | 11 | 4 | 11 | 20 | 1 | 10 |
| 2 | 12 | 0 | 4 | 18 | 15 | 11 | 5 | 1 | 14 | 9 | 1 | 11 | 8 |
| 3 | 14 | 4 | 0 | 14 | 12 | 17 | 11 | 5 | 10 | 11 | 3 | 15 | 4 |
| 4 | 4 | 18 | 14 | 0 | 2 | 6 | 12 | 15 | 4 | 9 | 17 | 5 | 10 |
| 5 | 2 | 14 | 12 | 2 | 0 | 4 | 10 | 13 | 2 | 9 | 18 | 3 | 8 |
| 6 | 6 | 11 | 17 | 6 | 4 | 0 | 6 | 10 | 6 | 5 | 14 | 1 | 12 |
| 7 | 12 | 5 | 11 | 12 | 10 | 6 | 0 | 4 | 12 | 11 | 8 | 7 | 15 |
| 8 | 11 | 1 | 5 | 16 | 14 | 10 | 4 | 0 | 15 | 10 | 2 | 10 | 9 |
| 9 | 4 | 14 | 10 | 4 | 2 | 6 | 12 | 15 | 0 | 5 | 13 | 5 | 6 |
| 10 | 11 | 9 | 11 | 9 | 9 | 5 | 11 | 15 | 5 | 0 | 8 | 6 | 11 |
| 11 | 13 | 1 | 3 | 17 | 18 | 14 | 8 | 2 | 13 | 8 | 0 | 12 | 7 |
| 12 | 1 | 11 | 18 | 5 | 3 | 1 | 7 | 10 | 5 | 6 | 15 | 0 | 11 |
| 13 | 10 | 8 | 4 | 10 | 8 | 12 | 15 | 9 | 6 | 11 | 7 | 11 | 0 |

Table 5.2: The shortest-path driving distances for Nguyen-Dupuis network

| $o \backslash d$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 6.7 | 5.4 | 3.3 | 1.2 | 2.9 | 5.3 | 4.3 | 2.0 | 4.9 | 7.2 | 0.9 | 4.0 |
| 2 | 7.2 | 0.0 | 4.1 | 8.8 | 7.6 | 5.7 | 3.7 | 2.5 | 6.3 | 4.7 | 1.5 | 6.0 | 5.4 |
| 3 | 5.1 | 3.7 | 0.0 | 5.6 | 4.0 | 6.8 | 4.8 | 6.2 | 3.1 | 5.9 | 2.7 | 9.7 | 1.3 |
| 4 | 3.5 | 8.0 | 5.4 | 0.0 | 2.4 | 4.1 | 6.5 | 7.8 | 2.0 | 3.7 | 7.0 | 4.4 | 4.0 |
| 5 | 1.1 | 7.8 | 4.2 | 2.1 | 0.0 | 1.7 | 4.1 | 5.4 | 0.8 | 3.7 | 6.0 | 2.0 | 2.8 |
| 6 | 3.0 | 6.4 | 6.9 | 4.0 | 1.9 | 0.0 | 2.4 | 4.0 | 2.7 | 2.0 | 4.3 | 1.4 | 4.7 |
| 7 | 5.0 | 4.0 | 4.5 | 6.0 | 3.9 | 2.0 | 0.0 | 1.6 | 4.7 | 4.0 | 1.9 | 3.4 | 5.8 |
| 8 | 4.7 | 2.4 | 6.5 | 7.2 | 5.1 | 3.2 | 1.2 | 0.0 | 8.7 | 7.1 | 3.9 | 3.5 | 7.8 |
| 9 | 2.0 | 6.0 | 3.4 | 2.5 | 0.9 | 2.6 | 5.0 | 6.3 | 0.0 | 1.7 | 5.0 | 2.9 | 2.0 |
| 10 | 5.0 | 4.3 | 5.9 | 4.1 | 3.9 | 2.0 | 4.4 | 6.0 | 1.6 | 0.0 | 3.3 | 3.4 | 3.6 |
| 11 | 8.2 | 1.0 | 2.6 | 7.3 | 6.0 | 4.1 | 2.1 | 3.5 | 4.8 | 3.2 | 0.0 | 7.0 | 3.9 |
| 12 | 1.2 | 5.8 | 8.0 | 4.5 | 2.4 | 1.1 | 3.5 | 3.4 | 3.2 | 3.1 | 5.4 | 0.0 | 5.2 |
| 13 | 3.8 | 5.1 | 1.4 | 4.3 | 2.7 | 4.4 | 6.2 | 7.6 | 1.8 | 3.5 | 4.1 | 4.7 | 0.0 |

Table 5.3: The trip information for the participants in the small example

| $v$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $o$ | 1 | 4 | 5 | 4 | 1 |
| $d$ | 2 | 3 | 11 | 2 | 11 |
| $t$ | $7: 01$ | $7: 02$ | $7: 03$ | $7: 04$ | $7: 05$ |
| $q$ | $7: 18$ | $7: 21$ | $7: 26$ | $7: 27$ | $7: 30$ |

from station 5 at time 7:04 and pick up user 4 from station 4 at time 7:06 (i.e., 7:04 $+\tau[5,4]$ ). Then, she drops off user 4 at station 2 at time 7:24 (i.e., 7:06+ $\tau[4,2]$ ) and ends her trip in station 11 at time 7:25 (i.e., $7: 24+\tau[2,11]$ ). Also, the mileage saving due to sharing rides in this case can be computed as $\delta[5,11]-\delta[5,4]-\delta[2,11]=6.0-2.1-1.5=2.4$ miles. Now, if user 4 gives a ride to user 3, still we can show that their time windows can be respected. However, in this case the mileage
saving due to sharing rides can be computed as $\delta[4,2]-\delta[4,5]-\delta[11,2]=8.0-2.4-1.0=4.6$ miles. This implies that for users 3 and 4 , the case of user 4 giving a ride to user 3 dominates the case of user 3 giving a ride to user 4. Therefore, based on proposition 5.1, we can remove the dominated edge ( 3 to 4 in this case). By removing all dominated edges, we can simplify graph $G$ as shown in Figure 5.2(b).

(a) Original

(b) Reduced

Figure 5.2: Weighted directed graph $G$. The reduced graph can be obtained by removing the dominated edges between every two users.

Now, let us first show that graph $G$ (without considering the direction of links) is a no-instance of the roommate problem with transferable utilities. Consider the sub-graph that includes users 3, 4, and 5. They form an odd-cycle of length 3 in which the weight of each edge is less than the sum of the weights of the other two edges. Hence, there exist no stable matching for graph $G$ according to Eriksson and Karlander (2001). Note that the direction of links do not affect the stability, and they only help us find the roles of the users after finding the optimal matching.

Since the ridesharing system at hand is unstable, we solve the problem in (5.13) directly by a MIP solver to find the minimum amount of subsidy that makes this system stable. The optimal solution of this problem is presented in Figure 5.3. Based on the optimal solution, user 5 gives a ride to user 1 and from the mileage saving of 5.7, user 1 obtains a payoff of worth 1.55 miles and user 5 obtains the rest. Also, with the help of 1.55 miles worth of subsidy, user 4 gives a ride to user 3. As a result, their gain due to sharing rides is $4.6+1.55=6.15$ miles from which 1.85 miles is assigned to user 3 and 4.3 miles is assigned to user 4 . Finally, user 2 remains unmatched, and thus, receives no payoff.

Based on this result, one can further determine the optimal payments between users using Equations (5.3), (5.5) and condition (i) in Definition 5.2. For instance, consider users 3 and 4. User


Figure 5.3: The optimal solution of the minimum subsidy problem for graph $G$. The solid edges determine the optimal matching. Also, $\rho_{v}^{*}$ and $s^{*}$ respectively denote the optimal payoff of user $v$ and the optimal subsidy for a match $(u, v)$.

3 is chosen to be a rider that will be served by user 4 as a driver. As a result, for user 4 we have:

$$
\begin{aligned}
p_{43}^{*} & =\rho_{4}^{*}-\eta_{43} \\
& =\rho_{4}^{*}-(\delta[4,2]-(\delta[4,5]+\delta[5,11]+\delta[11,2]) \\
& =4.3-(8.0-(2.4+6.0+1.0) \\
& =5.70,
\end{aligned}
$$

and for user 3 we have:

$$
\begin{aligned}
p_{43}^{*} & =\rho_{3}^{*}-\theta_{43} \\
& =\rho_{3}^{*}-\delta[5,11] \\
& =1.85-6.0 \\
& =-4.15 .
\end{aligned}
$$

This means that user 4 receive 5.70 miles worth of money and user 3 pays 4.15 miles worth of money. Note that since we subsidized their match, the payments do not cancel out and their difference is equal to the optimal subsidy allocated to that match, i.e., $s_{43}^{*}=1.55$.

Finally, we describe the steps of the LR algorithm when applied to this small example. Our proposed LR algorithm converges in 2 iterations the solutions of which are presented in Figures 5.4 and 5.5. In the first iteration, we set the Lagrange multipliers to 0 . As a result, subproblems $L R_{1}$ and $L R_{2}$ will be reduced to the max-weight general matching and the dual of the relaxed version of
this problem, respectively. The difference between the optimal solutions to these problems yields a lower bound for the minimum subsidy problem, which is shown in Figure 5.4(a). This figure shows that user 5 serves user 3 and user 4 serves user 2, which yields the highest social welfare. Also, there is no subsidy allocated to any edge. This solution is clearly not feasible because user 1 is set to be unmatched, but receives a positive payoff. This implies that Constraint (5.13f) for user 1 is violated, and thus, multiplier $\psi_{1}$ will be inflated to further penalize this constraint in the LR objective. In order to obtain a feasible solution at this iteration, we solve the upper bound problem (5.20) given the matching $M=\{(5,3),(4,2)\}$. The optimal payoffs and subsidies given matching $M$ are shown in Figure 5.4(b). This problem gives us an upper bound of 3.1. Since there is a large gap between the lower bound and upper, we continue the algorithm.


Figure 5.4: The lower bound and upper solutions of the LR algorithm in iteration 1.

In the second iteration, the matching changes due to the change in the value of $\psi_{1}$. Figure 5.5(a) shows the optimal solution of the subproblems in the second iteration. In this iteration, user 5 is chosen to serve rider 1, and user 4 is chosen to serve user 3. Again, subsidies are all set to be zero. This solution, which yields a lower bound of 1.33 , is clearly infeasible because this time user 2 is set to be unmatched and receives a positive payoff. Hence, we inflate $\psi_{2}$ appropriately to penalize violating Constraint (5.13f) for user 2. In order to obtain a feasible solution, again we solve the upper bound problem given matching $M=\{(4,3),(5,1)\}$. The optimal solution to the upper bound problem in the second iteration yields the optimal payoffs and subsidies, because it lowers the best upper bound to 1.55 , which is the same as the best lower bound. Hence, we stop the LR algorithm and choose the solution in Figure 5.5(b) as the optimal solution to the minimum subsidy problem.


Figure 5.5: The lower bound and upper bound solutions of the LR algorithm in iteration 2.

### 5.5 Numerical Experiment

In this section, we conduct a numerical study to (i) evaluate the performance of our LR algorithm, (ii) showcase the advantage of including role flexibility in P2P ridesharing systems, (iii) present the advantage of subsidizing the system, and (iv) find the impact of changing different system parameters on a number of performance measures. All experiments are conducted on a 3.50 GHz Intel Xeon machine with a 64-bit version of the Windows 10 operating system with 128.0 GB RAM. The data preparation and the subgradient optimization algorithm are coded in Python 3.7, and all the optimization problems are solved using GUROBI 9.0. Next, we briefly introduce our dataset, followed by a discussion on the experiment setup of our ridesharing system along with parameter setting for our proposed Lagrangian Relaxation algorithm. Finally, the results of various experiments will be presented.

### 5.5.1 Dataset

In our numerical experiments, we use the New York City Taxi dataset ${ }^{1}$ to obtain the users' trip information including the origin, destination, and earliest departure time. For large-scale implementation, we intend to use the data of trips that took place only in the Manhattan area during the peak hour of [18:00, 19:00] on February 19, 2016. The transportation network of the Manhattan area, shown in Figure 5.6, is extracted from OpenStreetMap and contains about 4000 stations and 10000 transportation links. Without loss of generality, we assume that all trip requests are

[^1]announced before the start time of the peak hour and should take place during this period. Also, we keep only those trips whose length is between 5 and 60 minutes in our pool of trips to make sure that our generated networks are dense enough. Doing so, we obtain a large pool of $N=20,000$ trips. We introduce a "penetration" parameter, denoted by $\boldsymbol{\aleph}$, that represents the percentage of trips that are registered in our ridesharing system. It is worth mentioning that we consider the shortest travel time path as the selected path for all trips. Shortest-path travel times and driving distances are extracted from Google API. In order to find the latest arrival time of users, we introduce a constant"time flexibility" parameter, denoted by $\beta$, for all users. As a result, the latest arrival time of user $u$ can be computed based on the known information as $q_{u}=t_{u}+\tau\left(o_{u}, d_{u}\right)+\beta$.


Figure 5.6: Transportation network of the Manhattan area

### 5.5.2 Experiment setup and Parameter Settings

We define 7 distinct scenarios of the ridesharing network with parameter settings listed in Table 5.4. In this table, the "role flexibility" parameter, denoted by $\xi$, represents the percentage of users with flexible roles. For each scenario, we generate 10 different instances by randomly picking $\boldsymbol{\aleph} \%$ of trips from the pool of $N$ available trips mentioned in the previous part, and further randomly assigning $(100-\xi) / 2(\%)$ of participants to serve only as riders and $(100-\xi) / 2(\%)$ of participants to serve only as drivers. Following this procedure, the instances of the base scenario (Scenario 1) are generated by randomly picking $25 \% \times 20000=5000$ users from which 1250 users are assigned as only riders, 1250 users are assigned as only drivers, and the rest can play both roles, and thus,
they let the system choose the most profitable role for them. All other scenarios are built according to the base one by changing the value of a single parameter at a time. In Table 5.4, the value of the parameters in the base scenario and their changed values in other scenarios are written in bold.

Table 5.4: Parameter values for different scenarios. Scenario 1 is the base scenario. In Scenarios 2 to 7, we change one of the three parameters. The parameter changed in each scenario compared to the base scenario is shown in bold.

| Scenario | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Penetration rate $\boldsymbol{\aleph}(\%)$ | 25 | 25 | 25 | 25 | 25 | $\mathbf{2 0}$ | $\mathbf{3 0}$ |
| Time flexibility $\beta$ (min) | 10 | 10 | 10 | $\mathbf{5}$ | $\mathbf{1 5}$ | 10 | 10 |
| Role flexibility rate $\xi(\%)$ | 50 | $\mathbf{2 5}$ | $\mathbf{1 0 0}$ | 50 | 50 | 50 | 50 |

### 5.5.3 Comparison Between Branch-and-Bound and Lagrangian Relaxation

In this subsection, we compare the performance of the proposed Lagrangian relaxation algorithm with a conventional LP-based branch-and-bound (B\&B) algorithm. Table 5.5 presents the result of applying the two matching methods on the scenarios listed in Table 5.4. Note that for the sake of fair comparisons, the value of $\varepsilon$ and $T$ for both methods in the experiments are set to 0.01 and 300, respectively. Thus, we terminate the $\mathrm{LR} / \mathrm{B} \& \mathrm{~B}$ algorithm for each instance when the optimality gap is lower than 0.01 , or after 5 minutes is passed.

Based on the result of Proposition 5.3, we set the initial values of the Lagrange multipliers to $\left(\phi^{0}, \psi^{0}\right)=(0,0)$. We further let the initial value of the scale parameter $\alpha$ be 0.5 . Finally, we set the parameter $m$ to 8 , i.e., we cut $\alpha$ by half after 8 consecutive iterations with no improvement in the value of BLB. The optimal solutions are obtained by solving the problem with a branch-and-cut ( $\mathrm{B} \& \mathrm{C}$ ) algorithm with time limit of 10000 seconds. To make sure that the optimal solution can be obtained within this time frame, we initialize the $\mathrm{B} \& \mathrm{C}$ method using the best implementable solution found by the LR algorithm. In this table, the solution quality metrics for the B\&B and LR algorithms are computed as:
algorithm absolute gap $(\Delta)=$ BUB - BLB , actual absolute gap $\left(\Delta^{*}\right)=\mathrm{BUB}-\sum_{(u, v) \in E} \sum_{u v} s^{*}$,
algorithm relative gap $(\delta)=100 \times(\mathrm{BUB}-\mathrm{BLB}) / \mathrm{BUB}$,
actual relative gap $\left(\delta^{*}\right)=100 \times\left(\mathrm{BUB}-\sum_{(u, v) \in E} \sum_{u v} s_{u v}^{*}\right) / \mathrm{BUB}$,
where $s^{*}$ denotes the optimal subsidy. Note that all the reported values are averaged over 10
instances. The dominant values between the two methods in each case are emboldened. This table clearly suggests that the proposed LR method significantly outperforms the $\mathrm{B} \& \mathrm{~B}$ algorithm in all scenarios. More significantly, the $\mathrm{B} \& \mathrm{~B}$ algorithm fails to find a feasible solution in the given time for scenarios 3, 5, and 7, while our LR algorithm yields fairly tight upper bounds. This observation implies that one cannot rely on the conventional solution approaches as the underlying graph of the ridesharing system grows larger and denser, and hence, the need for more efficient algorithms like the one proposed in this chapter is indispensable. Finally, it is worth mentioning that although the average relative gap of the LR is greater than $5 \%$ in all scenarios, the actual absolute gap is very small ( $<0.1$ miles) which indicates that the differences are negligible.

In order to showcase the convergence rate of both methods, Figure 5.7 plots the lower bounds, upper bounds and relative optimality gaps of the two methods over time for an arbitrary instance of the base scenario. From this figure, we can infer that the first iteration of the LR algorithm takes a long time due to starting from null matching. However, the subsequent iterations take shorter times to solve as we initialize the matching variables with the ones from the previous iterations. This figure clearly shows how the the LR bounds approach the optimal line in a small number of iterations, within a short period of time (i.e., in less than a minutes). However, the speed of convergence decreases rapidly with number of iterations. One can easily notice that the red lines denoting the LR bounds do not change significantly after 160 seconds. This figure also suggests that the choice of $(0,0)$ for initial values of the Lagrange multipliers help us start the LR algorithm with a tight gap. Finally, this figure demonstrates that the B\&B algorithm takes more than 180 seconds to find a feasible solution (an upper bound). Moreover, the lower bound of B\&B starts from the obvious value of zero, and the rate of convergence of $B \& B$ is extremely slow to the point that there is almost no improvement after 100 seconds.

Table 5.5: The Comparison Between the B\&B and Lagrangian Relaxation for different scenarios. Dominant results are shown in bold.

| Scen. | Branch-and-Bound |  |  |  |  |  | Lagrangian Relaxation |  |  |  |  |  | Optimal |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BLB | BUB | $\Delta$ | $\delta$ | $\Delta^{*}$ | $\delta^{*}$ | BLB | BUB | $\Delta$ | $\delta$ | $\Delta^{*}$ | $\delta^{*}$ |  |
| 1 | 0.67 | 6.91 | 6.23 | 90.21 | 0.71 | 10.11 | 5.83 | 6.29 | 0.46 | 7.33 | 0.09 | 1.47 | 6.19 |
| 2 | 1.80 | 3.38 | 1.58 | 48.18 | 0.13 | 4.22 | 3.03 | 3.27 | 0.24 | 6.93 | 0.03 | 0.70 | 3.25 |
| 3 | 0.23 | $\infty$ | $\infty$ | - | $\infty$ | - | 8.26 | 8.87 | 0.61 | 7.02 | 0.14 | 1.62 | 8.73 |
| 4 | 4.70 | 6.05 | 1.35 | 22.08 | 0.09 | 1.54 | 5.38 | 6.03 | 0.65 | 10.87 | 0.07 | 1.22 | 5.96 |
| 5 | 0.07 | $\infty$ | $\infty$ | - | $\infty$ | - | 5.10 | 5.58 | 0.49 | 8.76 | 0.13 | 2.35 | 5.46 |
| 6 | 2.48 | 5.49 | 3.01 | 54.73 | 0.27 | 4.82 | 4.92 | 5.28 | 0.36 | 6.49 | 0.06 | 0.94 | 5.22 |
| 7 | 0.47 | $\infty$ | $\infty$ | - | $\infty$ | - | 6.05 | 6.53 | 0.48 | 7.30 | 0.09 | 1.33 | 6.44 |



Figure 5.7: The comparison between the convergence rates of the Lagrangian relaxation and branch-andbound methods for an arbitrary instance of the base scenario.

### 5.5.4 Social and Individual Advantages of Role Flexibility

In order to understand the impact of introducing role assignment variables in the performance of a P2P ridesharing market, we compare the social and individual characteristics of our proposed flexible-role system with alternative fixed-role systems over 10 random instances of the base scenario (scenario 1). To obtain alternative fixed-role systems for each instance, we generate 1000 samples of the problem with randomly assigned roles. Note that those users whose roles were originally fixed in the experiments will be assigned the same roles in all 1000 samples, and the difference between the 1000 alternative fixed-role systems is on the role-assignments of formerly flexible participants. For studying the social performance of the system, we consider the two following measures:

$$
\begin{aligned}
& \text { matching rate }=100 \times 2\left(\sum_{(u, v) \in E} \sum_{u v} x^{*}\right) /|V|, \\
& \text { social welfare }=\sum_{(u, v) \in E} \sum_{u v} w_{u v}^{*},
\end{aligned}
$$

where $x^{*}$ and $\rho^{*}$ denote the optimal matching and payoffs for both system types. Note that since role assignment is not a decision variable in the 1000 randomly generated alternative fixed-role systems, $x^{*}$ and $\rho^{*}$ for these problems can be found as the primal and dual optimal solutions of a maximum weighted bipartite matching problem, respectively. Due to the stability of the assignment game, $s^{*}$ is the vector of zeros for these problems. Figure 5.8(a) demonstrates the results for each individual instance separately (instances 1 to 10). The dot points in this figure show the result of including role assignment in the ridesharing model, and the box plots are the result of 1000 samples of the same configuration, but with arbitrarily pre-assigned roles. One can easily notice the advantage of letting
the operator decide the role assignment of participants on both matching rate and social welfare. These results are not surprising, since treating role assignment as a decision variable provides higher levels of flexibility, leading to to higher matching rates as well as social welfare.

For showcasing the benefits of incorporating role flexibility in a P2P ridesharing system for each individual user, we consider the following measure:

$$
\text { payoff difference for user } u=\rho_{u}^{*}-\left(\sum_{i=1}^{1000} \bar{\rho}_{u}^{* i}\right) / 1000, \quad \forall u \in V,
$$

where $\rho_{u}^{*}$ is the payoff of user $u$ in the original system with role flexibility, and $\bar{\rho}_{u}^{* i}$ is the payoff of user $u$ in sample $i$ of alternative fixed-role systems. In Figure 5.9, we show the distributions of payoff differences under two groups of participants for each individual instance of the base scenario.

In this figure, group 1 represents the set of users whose roles are fixed in the system with role flexibility, and group 2 represents the rest of users whose roles are chosen optimally by the system. This figure clearly suggests that the payoff difference of users in group 1 is normally distributed around 0 with majority of them being almost 0 , which implies that they are not better off under a system with role flexibility. However, the distribution of payoff differences for the users in group 2 are highly skewed to right, with the majority of them having a positive payoff difference. Therefor, we can conclude that those users who let the operator determine their roles in a P2P ridesharing system with role flexibility can significantly benefit from such systems.


Figure 5.8: System-level advantages of role-flexibility. A system with role flexibility is represented by dot point, and 1000 fixed-role alternative systems are shown by the box plots.


Figure 5.9: User-level advantages of role-flexibility. Histograms in each row belong to one instance of the base. Yellow histograms (column to the left) demonstrate the pay-off differences for users with fixed roles in the original problem, and green histograms (column to the right) show the pay-off differences for users with flexible roles in the original problem.

### 5.5.5 Advantages of Subsidizing Unstable P2P Ridesharing Systems with Role Flexibility

As mentioned earlier in Section 5.3, different approaches have been introduced in the literature for stabilizing an unstable graph. In this chapter, we choose to subsidize the unstable ridesharing system to make it stable. However, this comes at the price of having a payment mechanism that is not

Table 5.6: The comparison between the minimum subsidy and maximum stable subset problem for different scenarios.

| Scen. | Minimum Subsidy |  |  | Maximum Stable Subset |  |  | Performance Measures |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Total Subsidy | Social Welfare | Total Matched Users | Social <br> Welfare |  | Total Matched Users Ratio | Added Social Welfare |  | Added Matched Users |
|  |  |  |  | Ratio | Relative Gap |  | Worst | Best |  |
| 1 | 6.19 | 2797.81 | 4334.20 | 74.24 | 57.82 | 71.17 | 0.04 | 117.69 | 101.49 |
| 2 | 3.25 | 2509.86 | 4075.60 | 88.15 | 18.22 | 86.18 | 0.03 | 90.85 | 86.26 |
| 3 | 8.73 | 3229.86 | 4639.60 | 69.90 | 66.49 | 65.85 | 0.12 | 115.80 | 94.17 |
| 4 | 5.96 | 2063.41 | 3532.80 | 98.13 | 1.96 | 97.29 | 0.04 | 6.92 | 8.51 |
| 5 | 5.46 | 3017.43 | 4492.20 | 66.21 | 236.04 | 64.02 | 0.09 | 191.20 | 151.72 |
| 6 | 5.22 | 2145.08 | 3400.20 | 85.98 | 19.05 | 84.03 | 0.08 | 58.25 | 52.46 |
| 7 | 6.44 | 3461.34 | 5273.60 | 77.73 | 64.49 | 75.91 | 0.08 | 119.57 | 99.10 |

budget-balanced. Hence, other stabilizing approaches that involve adding/deleting edges/vertices may seem more appropriate as they do not compromise the budget-balancedness of the payments. In this subsection, we compare the performance of our proposed methodology with that of the vertex deletion approach that can be translated into finding (and serving) a subset of users for whom the outcome of the market is stable. The goal of this problem is to maximize the social welfare for a subset of users whose matching is stable. The mathematical formulation for this problem, which is hereinafter referred to as maximum stable subset problem, is presented in model (D.2) in Appendix D.2. A Branch-and-Cut algorithm with time limit of 10000 seconds is used to solve instances of this problem. The results of applying this method on all scenarios along with the results of the minimum subsidy problem are summarized in Table 5.6.

In this table, the reported ratios represent the social welfare and total matched users of the best feasible solution of the maximum stable subset problem as a percentage of corresponding optimal values in the minimum subsidy problem.

Based on the given time and the large relative gaps between the best upper and lower bounds of the maximum stable subset problem, we can conclude that this problem is significantly harder to solve when compared to the minimum subsidy problem. We further observe that the gap becomes larger as the number of nodes or edges in the underlying graph grows (i.e., scenarios 3,5 , and 7 ). This table also suggests that the best feasible social welfare of the maximum stable subset problem (i.e., the best lower bound) in all scenarios is significantly lower than optimal social welfare of the minimum subsidy problem by a significantly large degree. In order to see the impact of added subsidy more clearly, we have introduced the following performance measures per a unit of added
subsidy (presented in the last three columns):

$$
\begin{aligned}
& \text { worst-case added social welfare }=\left(\sum_{(u, v) \in E} w_{u v} x_{u v}^{*}-\widehat{\mathrm{BUB}}\right) / \sum_{(u, v) \in E} \sum_{u v} s_{u v}^{*}, \\
& \text { best-case added social welfare }=\left(\sum_{(u, v) \in E} w_{u v} x_{u v}^{*}-\widehat{\mathrm{BLB}}\right) / \sum_{(u, v) \in E} s_{u v}^{*} \\
& \text { added matched users }=\left(\sum_{(u, v) \in E} \sum_{u v} x_{u v}^{*} \sum_{(u, v) \in E} \sum_{u v} \hat{x}_{u v}^{*}\right) / \sum_{(u, v) \in E} \sum_{u v}^{*},
\end{aligned}
$$

where $x_{u v}^{*}$ and $s_{u v}^{*}$ respectively represent the optimal matching and subsidies in the minimum subsidy problem. Also, $\hat{x}^{*}, \widehat{\mathrm{BLB}}$, and $\widehat{\mathrm{BUB}}$ respectively denote the best feasible matching, best lower bound, and the best upper bound in the maximum stable subset problem. The first two measures provide a range for average increase in social welfare per a unit of subsidy added. Table 5.6 suggests that the rate of increase in social welfare per one unit increase in the value of added subsidy is always positive and can be extraordinarily high. In addition, the rate of added matched users due to adding subsidy is very large, which clearly shows that by injecting small subsidies into the system we can incentivize a high number of commuters to participate and do not deviate from proposed outcomes by the system.

Overall, the results in this table indicate that the policy of injecting subsidies to the ridesharing system significantly outperforms the policy of excluding a subset of customers, especially in largescale problems. (Note that the best added social welfare is associated with a feasible solution of the maximum stable subset problem; the small values of worst added social welfare do not correspond to a feasible solution.) Comparing the value of these measures between different scenarios, we observe that the policy of adding subsidy benefits those systems in which the users announce rather wide/tight time windows (scenario 5/scenario 2) the most/least. An explanation for this observation is that allowing for wider time windows give rise to many highly beneficial coalitions that are not temporally feasible otherwise. Thus, hindering a subset of users to participate in the system results in losing such coalitions.

Finally, two additional factors contribute to the higher value of the minimum subsidy problem compared to the maximum stable subset problem in practice: (1) preventing some users from participating in the system in a given day, as is the case in the maximum stable subset solution, can discourage them from participating in the future. This is a very important drawback, since the P2P ridesharing market lays on the foundation of peer travelers fulfilling the supply and demand roles, and a low participation rate can lead to a downward spiral that could lead to the demise of the market; (2) although the market is founded on recurring trips, new members may join and existing members may change their travel schedules every day. As such, matching solutions need to be obtained on a daily basis, if not more frequently, making the system sensitive to solution times.

Given the large optimality gaps of the minimum stable subset problem in 10,000 seconds, we may need several extra hours to close the gap (if enough memory is available). In addition, the solver took at least 30 minutes to find a positive feasible solution for this problem in all instances. On the contrary, the combination of Branch-and-Cut and the proposed Lagrangian relaxation algorithms yields the optimal solution for the minimum subsidy problem in no more than 20 minutes.

### 5.5.6 Sensitivity Analysis of the Ridesharing System Parameters

In this subsection, we study the impact of changing parameters $\boldsymbol{\aleph}, \beta$, and $\xi$ on a series of system performance measures, namely, social welfare, matching rate, total subsidy, relative social welfare, and relative subsidy, the last two of which can be defined as:

$$
\begin{aligned}
& \text { relative social welfare }=100 \times \sum_{(u, v) \in E} \sum_{u v} x_{u v}^{*} / \sum_{(u, v) \in E} \sum_{u v} x_{u v}^{* *}, \\
& \text { relative subsidy }=100 \times \sum_{(u, v) \in E} s_{u v}^{*} / \sum_{(u, v) \in E} \sum_{u v} w_{u v}^{*},
\end{aligned}
$$

where $x^{*}$ and $s^{*}$ represent the matching and subsidies of the optimal solution of the minimum subsidy problem in (5.13), respectively, while $x^{* *}$ denotes the optimal solution of the maximum weighted matching in (5.4). Figures 5.10, 5.11, and 5.12 demonstrate the results for parameters $\xi$, $\beta$, and $\boldsymbol{\aleph}$, respectively. In order to evaluate the statistical significance of observed trends, we run an ANOVA test and the Tukey's pairwise comparison tests for the data in each box plot. Table 5.7 summarizes the results of these tests by providing the corresponding p -values.

In the base scenario, we assume that $25 \%$ of commuters register their trips in the ridesharing system. In order to study the effect of the system's penetration rate $\boldsymbol{\aleph}$ on different performance metrics, we change the percentage of participation to $20 \%$ and $30 \%$ in scenarios 6 and 7 , respectively. The results are provided in Figure 5.10.

Figures 5.10(a) and 5.10(b) suggest that the social welfare and the matching rate increase with

Table 5.7: The p-values of ANOVA and Tukey's tests to evaluate the significance of parameters on the system performance metrics. The significant values under confidence level of 5\% are written in bold.

| System Quality <br> Metrics | Effect of $\boldsymbol{\xi}$ |  |  |  | Effect of $\boldsymbol{\beta}$ |  |  |  | Effect of |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ANOVA | Tukey |  |  | ANOVA | Tukey |  |  | ANOVA | Tukey |  |  |
|  |  | 1\&2 | 1\&3 | $2 \& 3$ |  | 1\&4 | 1\&5 | $4 \& 5$ |  | $1 \& 6$ | 1\&7 | 6\&7 |
| Social Welfare | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Matching Rate | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.03 | 0.00 | 0.00 | 0.00 | 0.00 |
| Total Subsidy | 0.00 | 0.00 | 0.00 | 0.00 | 0.32 | 0.83 | 0.30 | 0.60 | 0.02 | 0.08 | 0.84 | 0.02 |
| Rel Social Welfare | 0.03 | 0.06 | 0.90 | 0.04 | 0.00 | 0.02 | 0.31 | 0.00 | 0.06 | 0.07 | 0.13 | 0.90 |
| Relative Subsidy | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.15 | 0.00 | 0.01 | 0.44 | 0.13 | 0.01 |

the number of participants. As the system's penetration rate grows, the spatiotemporal proximity of trips increases. Consequently, users find more opportunities to share a ride with their peers (hence the higher matching rate), and higher quality matches (hence the higher social welfare). Also, the rate of increase in both matching and social welfare is linear, which indicates that the marginal value of an additional user remains the same as number of registered users increases. Table 5.7 indicates that these trends are statistically significant. Figure 5.10(c) suggests that the total amount of subsidy required for stabilizing the ridesharing system increases with the number of participants. However, this figure shows that the rate of increase in total subsidy decreases as $\boldsymbol{\aleph}$ goes up. This is due to the fact that the chance of finding a partner increases as $\boldsymbol{\aleph}$ increases. As a result, the number of unexposed users decreases. Since unexposed users usually play an important role in destabilizing a matching, we conclude that the level of instability in the system decreases with the number of participants.

Figure 5.10 (d) indicates that the social welfare of the optimal solution of the minimum subsidy
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problem is almost the same as the maximum possible social welfare. Comparing the p-values for this measure, there is no significant difference between its values under different number of participants. Also, Figure 5.10 (e) clearly shows that the total amount of subsidy required for stabilizing the ridesharing systems is negligible when compared to the social welfare of stable outcomes. This figure also confirms that the level of instability in the system decreases with number of participants. From these two figures, we can infer that the shortcoming of adding subsidy, i.e., not being budget-balanced, starts to fade out as more users participate.

The base scenario considers a maximum allowable time flexibility (i.e., additional time budget) of 10 minutes. In scenarios 4 and 5, we investigate the impact of changing this value to 5 and 15 minutes, respectively. Figure 5.11 displays the system-level performance results of these scenarios. Figure 5.11(b) demonstrates that the matching rate increases as we increase the time budget. This observation is in line with intuition, since by increasing the time budget of participants we allow them to take longer detours, thereby providing more opportunities for drivers to serve riders. This figure also suggests that the rate of increase in the matching rate decreases with time budget. This is due to the fact that when all participants are fairly flexible, the matching rate becomes high, not leaving much more room for improvement. Figure 5.11(a) demonstrates that the average social welfare follows the same trend as the matching rate. Figure 5.11(c) does not show any significant difference between the average subsidy required for stabilizing the graphs under different levels of time budget. On the one hand, increasing the time budget results in an increase in the number of edges and consequently increasing the number of odd cycles. On the other hand, the number of unexposed users decreases due to having a higher matching rate. This figure suggests that these two effects cancel out each other and hence there is no substantial change in the total subsidy. Figure 5.11(d) clearly shows that the social welfare gained by subsidizing the system becomes closer to the maximum possible social welfare. The results in Figure 5.11(d) combined with those of Figure 5.11(e) suggests that stabilizing the system through adding subsidy becomes more beneficial as users announce wider time windows.

Finally, the base scenario assumes that half of participants are flexible in their role assignments. In this section, we investigate the impact of having a lower (scenario 2 ) or a higher (scenario 3 ) portion of participants enter the system with pre-determined roles. Figure 5.12 demonstrates how various performance metrics change as the percentage of participants with flexible roles, $\xi$, increases from $25 \%$ to $100 \%$. Figure 5.12 (b) shows that the matching rate increases sublinearly as we increase the value of $\xi$ (Note that the difference between scenario 1 and 3 is twice the difference between 1 and 2). This observation is intuitive as by allowing the system to choose the roles, we increase the number of potential matches in the system, thereby increasing the matching rates. Figure 5.12(a) suggests that the social welfare experiences a similar trend. Figure 5.12(c) clearly shows a significant increase in the total amount of required subsidy when $\xi$ changes from $25 \%$ to $100 \%$.
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This is not surprising as we know that by increasing $\xi$ the graph becomes highly non-bipartite, and hence, we expect that the level of instability in the system would rapidly increase as a result of that. Figure 5.12(d) indicates that by increasing the percentage of participants with role flexibility, we initially observe a small decrease in the relative social welfare due to stability; however, it fades out after a certain point. According to Figure 5.12(e), the rate of total subsidy required for stabilizing the system to gain a higher social welfare increases, which is not favorable. However, we argue that first this rate increases sublinearly, and second, the ratio in the most extreme case (i.e., $\xi=100 \%$ ) is still very small (lower than $0.3 \%$ of social welfare).

### 5.6 Conclusion

Recent developments in the communication technologies as well as the ubiquity of high-speed internet on the one hand, and the need for fast and reliable solutions for increasing demand for
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mobility on the other hand, have resulted in a movement toward sharing the available vacant seats on personal vehicles. A P2P ridesharing system is a platform in which individuals can be arranged to provide transportation services to their peers while completing their personal trips. Such systems can attract enough customers to be considered as a reliable alternative for major transportation modes.

Despite major benefits that P2P ridesharing systems have to offer, there are two, somewhat related, major questions that need to be addressed for these systems to be deployed successfully. First, how can we make these systems more profitable? And second, how can system users be compensated fairly for participating in the system such that they do not have any incentive to deviate from the matching and payments offered to them by the system? In this chapter, we provide answers to both of these questions.

A P2P ridesharing system is traditionally categorized as a two-side market, with two mutually exclusive sets of riders and drivers. In reality, some participants may own a personal vehicle and
be willing to play either of these roles upon request, undermining the assumption of two disjoint sets. In fact, this study shows that bisecting the network into fixed-role agents will result in rather significant opportunity costs. Our results from a simulated network confirm that including the assignment role variables will increase the matching rate as well as the social welfare, making ridesharing system one step closer to becoming a viable option.

The second question pertains to the concept of stability that originates from the game theory literature. Since the trip information of commuters are common knowledge, they should be fairly compensated as they may otherwise stop to participate and start forming new coalitions that are more profitable to them. To meet the need for stability, we seek to form a matching market in which the payoffs of riders and drivers are beneficial to both parties, such that no two matched users are able to increase their utilities by joining other coalitions. In this chapter, we show that the P2P ridematching problem with role flexibility is a special form of roommate problem for which there might be no stable outcome. Thus, there might be no matching and payment that can satisfy all customers. In order to circumvent this issue, we suggest subsidizing the system to help the market stability. As such we introduce a mixed integer program that outputs stable matching, role assignment, and the corresponding payoffs by adding the minimum amount of subsidy. We further propose a decomposition algorithm based on Lagrangian Relaxation (LR) to solve the proposed formulation on large scale networks. Finally, we show the connection between our proposed treatment and another type of treatment that yields near-stable outcome without injecting subsidy to the system.

In our numerical experiments with the New York taxi dataset, we showcase the advantages of subsidizing the P2P ridesharing with role flexibility. Although our proposed methodology requires injecting subsidy into the system, we found that the total amount of subsidy is negligible when compare to the increase in matching rate and social welfare of stable outcomes. Furthermore, the proposed LR algorithm shows promising results in finding a high quality solution for the proposed problem in a timely manner. Finally, through conducting extensive numerical experiments, we evaluate the performance of our methodology and investigate the impact of various parameters on a number of system-level metrics including the matching rate, the social welfare, and the level of stability.

## CHAPTER 6

# A Truthful Subsidy Scheme for a Peer-to-Peer Ridesharing Market With Incomplete Information 

### 6.1 Introduction

For decades, traffic congestion during peak hours has been among the most serious issues faced by the public in many large or mid-sized urban areas worldwide. Undoubtedly, commuting from home to work in the morning, and from work to home in the evening is one of the major factors behind this issue. Unfortunately, most commuting trips are completed by solo drivers. A recent article by the U.S. News \& World Report reveals that more than $76 \%$ of American commuters prefer to drive alone to work (Puentes, 2017). In the past few decades, enabled by the recent advancements in communication technologies and mobile devices, various shared mobility services have been introduced to alleviate this issue.

Peer-to-peer (P2P) ridesharing is a shared mobility platform that encourages its commuting users with similar time windows and itineraries to share their rides together (Agatz et al., 2011). Through reducing the number of vehicles on roads, P2P ridesharing can effectively mitigate traffic congestion, and thereby remove several individual and societal adverse impacts attached to it. In spite of these benefits, however, ridesharing has not seen much attention as a viable mode of transportation by commuters. (Puentes, 2017) reports that only less than $9 \%$ of commuters in the U.S. share their rides with one or more other commuters. One possible explanation is that the traveling time windows of commuters are usually tight, preventing the platform from finding profitable matches for users, and thereby preventing the system from reaching the critical mass required to improve service quality and price (Stiglic et al., 2015). In order to ameliorate this drawback, the ridesharing system can incentivize users by providing monetary subsidies to extend their time windows, and thereby, increasing their chance of being matched (Xiong et al., 2020; Tafreshian and Masoud, NDa).

In recent years, many researchers have studied different forms of P2P ridesharing to enhance the performance of these services (see e.g., Tafreshian et al. (2020) for a recent review of these studies). However, the overwhelming majority of these studies assumed systems with complete
information and focused merely on improving the operations (routing, scheduling, and matching) of these services. Only a few studies considered P2P ridesharing systems as a market in which the information of users' trips are unknown and need to be solicited from the participants upon registering their trips into the system. However, the allocation of subsidy and its impact on the system has been overlooked in the pricing methods proposed in these studies. More specifically, all these studies fail to provide a systemic way of allocating a set budget among their participants.

Exploiting the rich literature of mechanism design and auction theory, this chapter aims to fill this research gap by introducing a subsidy scheme for the P2P ridesharing market with incomplete information. More precisely, we assume that the ridesharing system possesses a fix capital budget to subsidize users to extend their time windows. As such, we design a mechanism that incentivizes users to announce the true value of their private information while making sure that voluntary participation and budget constraints are satisfied.

In the rest of this chapter, we first provide a review of the literature related to the general field of mechanism design and its applications to ridesharing systems in Section 6.2. In Section 6.3, we carefully define the problem at hand, its underlying assumptions, and the economic properties of a successful mechanism. Next, we introduce a mechanism for subsidizing a ridesharing system and show its economic properties in Section 6.4. In section 6.5, we showcase the performance of the proposed mechanism using various numerical experiments. Finally, we present a summary of our findings and a number of directions for future research in Section 6.6.

### 6.2 Literature Review

In this section, we first present a brief overview of mechanism design followed by a number of major studies that apply this concept to determine a pricing scheme for various forms of ridesharing systems. At the end of this section, we clearly identify the contribution of this chapter.

### 6.2.1 Mechanism Design

In a market game with incomplete information, players hold private information that enables them to take strategic actions in their interactions (buying or selling goods/services) with other players in the hope of maximizing their own utilities (see e.g., Nisan et al. (2007)). In such markets, the set of rules that determine the market outcome and the payments of the players are referred to as a "mechanism". Mechanism design is a branch of game theory and microeconomics that helps market mediators choose proper rules to govern the interactions between selfish agents (see e.g., Börgers and Krahmer (2015); Shoham and Leyton-Brown (2008)).

In the literature of the mechanism design, there are a few key economic properties that
characterize the performance of a mechanism: (1) truthfulness or dominant-strategy incentive compatibility (DSIC), (2) individual rationality (IR), (3) budget-balance (BB), (4) economic efficiency (EE), and (5) tractability or computational efficiency (CE). In a truthful mechanism, no player has an incentive to lie about their private information, regardless of what other players announce. Also, individual rationality and budget-balance respectively ensure voluntary participation for the players and no deficit for the mechanism. An efficient mechanism chooses an outcome that maximizes the social welfare. Finally, a mechanism is tractable if its result can be computed in a polynomial time. In the next section, we provide more formal definitions of these properties.

A single-item auction is a simple example of markets with incomplete information, in which a set of buyers whose true values are unknown to one another place bids to collect a single item. In his seminal work, Vickrey (1961) introduces the second-price sealed-bid auction that assigns the item to the player with the highest bid and charges the winner with the second-highest bid. Later, Clarke (1971) and Groves (1973) generalize this idea and introduce the concept of the Vickery-Clark-Groves (VCG) mechanism that is always both truthful and efficient. With certain conditions, the VCG mechanism satisfies the other properties, too. However, based on the celebrated impossibility theorem of Myerson and Satterthwaite (1983), there exist no mechanism that is IR, (weakly) BB, DSIC, and EE in general.

A bilateral trade with a single buyer and a single seller is a simple two-sided market in which the VCG mechanism may fail to satisfy the BB property. Double auctions are a more general case of bilateral trade with multiple buyers and sellers interested in buying and selling items or services. McAfee (1992) consider double auctions in which every seller can trade one single item with every buyer, and present a novel method, known as trade reduction, that is IR, weakly BB, DSIC, CE, and asymptotically EE. Dütting et al. (2017) look at a more restricted case where there exist some feasibility constraints for the outcome of a mechanism. They devise a greedy algorithm based on the deferred-acceptance auction method proposed by Milgrom and Segal (2014), and show that it is IR, weakly BB, DSIC, CE, and approximately EE. Also, Segal-Halevi et al. (2018) introduce an IR, strongly BB, DSIC, and CE mechanism based on random sampling for double auctions with a single item type. In contrary to these double auctions that assume single-minded players, Yang et al. (2011) and Feng et al. (2012) study a combinatorial double auction with heterogeneous preferences, and develop a trade reduction-based algorithm that is IR, BB, DSIC, and CE. Our proposed method in Section 6.4 is based on a combination of the last three works described here.

### 6.2.2 Mechanism Design in Ridesharing Markets

In the literature, P 2 P ridesharing has been mostly modeled as a market with complete information, and thus, the focus has been on the stability of its outcome (see e.g., Thaithatkul et al. (2015, 2017); Wang et al. (2018a); Rasulkhani and Chow (2019); Tafreshian and Masoud (2020b); Chau et al. (2020); Peng et al. (2020)). Only a few studies have considered the P2P ridesharing market with incomplete information. Kleiner et al. (2011) were among the first to use mechanism design in P2P ridesharing. For a dynamic ridesharing system, they adopt a single-sided second-price auction mechanism that ensures IR, weakly BB, and DSIC. For a ridesharing system with flexible roles, Zhao et al. (2014) introduce a VCG mechanism and show that it results in a huge deficit. In order to control the deficit, they propose two-sided reserve prices to control the deficit and define the range of reserve prices that respects the IR and IC properties of the new mechanism. Zhao et al. (2015) consider a ridesharing system where there is an uncertainty about riders and drivers undertaking their trips. By introducing a reward and penalty scheme, they propose a so called commitment-based-pay mechanism and show that it satisfies ex-post incentive compatibility (being truthful is of a player's best interest if all other players are truthful).

In a dynamic ridesharing system with flexible time windows, Zhang et al. (2015) introduce a so called discounted trade reduction method as a variant of the trade reduction method proposed by McAfee (1992). They show that this method is IR, DSIC, weakly BB, and has a larger trading volume compared to the trade reduction method. Lloret-Batlle et al. (2017a) define a P2P ridesharing market with ride-back guarantee that exploits the HOV lanes to increase the users' travel time savings. For such a system, they introduce an IR and DSIC two-stage mechanism that first classifies users as riders and drivers based on multidimensional reserve prices, and then uses the VCG mechanism to determine the matching and pricing between riders and drivers. Masoud et al. (2017a) propose a bilateral trade for the matched riders of a one-to-many P2P ridesharing system in which they can exchange their rides with newly arrived riders. They formulate the ride exchange framework as a posted-price mechanism that is IR, strongly BB, DSIC, and has a theoretical bound on expected surplus. Finally, for a ridesharing system in which riders and drivers bid on their sensitivity to schedule displacement, Li et al. (2020) introduce a VCG mechanism and show that the mechanism is IR, DSIC, CE, and EE. By sacrificing truthfulness, they further introduce a one-sided reward pricing policy that satisfies weakly BB property.

### 6.2.3 Our Contributions

All the reviewed studies above either use VCG-based mechanisms with no bound on deficit or use inefficient auction-based approaches that ensures no deficit. None of these studies considers the possibility of the ridesharing platform utilizing a set budget to tolerate a limited amount of deficit.

As such, the contributions of this chapter are as follows:

- For a static ridesharing market with incomplete information in which the platform possesses a set capital budget, We propose a subsidy scheme that incentivizes a targeted set of users with the help of monetary subsidies.
- We show that the proposed subsidy scheme is IR, weakly BB (with respect to the available budget), DSIC, and CE.
- We conduct a comprehensive numerical study to evaluate the performance of our proposed subsidy scheme against that of the VCG mechanism.


### 6.3 Problem Statement

In this chapter, we consider a static one-to-one ridesharing system that operates in a region with a finite number of stations, denoted as $S=\left\{s_{1}, s_{2}, \ldots, s_{|S|}\right\}$, to match riders and drivers during peak-hour period $T$. Let us denote the shortest-path travel time and travel distance between two stations $s_{i} \in S$ and $s_{j} \in S$ by $\tau_{s_{i}, s_{j}}$ and $\rho_{s_{i}, s_{j}}$, respectively. We assume that the travel times and distances are known and stored in hash tables $\tau$ and $\rho$. The complete list of notations for this chapter is presented in Table E.1.

On a given day, a set of riders, denoted by $R=\left\{r_{1}, r_{2}, \ldots, r_{|R|}\right\}$, and a set of drivers, denoted by $D=\left\{d_{1}, d_{2}, \ldots, d_{|D|}\right\}$, register their trips in the system before the start of period $T$. Two sets of $R$ and $D$ are mutually exclusive and their union yields the set of all users, i.e., $R \cup D=N=\left\{n_{1}, n_{2}, \ldots, n_{|N|}\right\}$. Each user $n_{\ell} \in N$ provides the system with the following information regarding their trip:

- origin station: $\mathrm{I}_{n_{\ell}} \in S$
- destination station: $\mathrm{J}_{n_{\ell}} \in S$
- desired earliest departure time: $\mathrm{T}_{n_{\ell}} \in T$
- desired latest arrival time: $\mathrm{Q}_{n_{\ell}} \in T$

We assume that users are truthful about their trip information. We further assume that drivers are flexible about their departure times and arrival times, and thus, are willing to extend their desired time window by $\gamma_{d_{j}}$ minutes if they are compensated properly by the ridesharing platform. Note that the platform determines the value of $\gamma_{d_{j}}$ during the ride-matching process. In order to ensure a high quality of service, however, this value cannot exceed a pre-determined value denoted as $\Gamma$. Without loss of generality, we also assume that every rider has access to a personal vehicle. Therefore, in the case of not being matched to a driver, a rider will use their own personal vehicle to complete their trip.

Every user $n_{\ell} \in N$ also has a private type, denoted as $\theta_{n_{\ell}}$, which is only known to the user and must be elicited by the system upon trip registration. For rider $r_{i} \in R, \theta_{r_{i}}=\delta_{r_{i}} \in \Theta_{r_{i}}$ represents the value of every unit of distance (mile) driven. For driver $d_{j} \in D$, however, $\theta_{d_{j}}=\left(\delta_{d_{j}}, \vartheta_{d_{j}}\right) \in \Theta_{d_{j}}$
consists of two values, namely the value of every mile driven, $\delta_{d_{j}}$, and the value of every minute of extension in their time window, $\vartheta_{d_{j}}$. Since users belong to the same population, we assume that $\delta_{n_{e}}$ and $\vartheta_{d_{j}}$ follow the same distribution with cumulative distribution functions $F^{\delta}$ and $F^{\vartheta}$, respectively. Nonetheless, we assume that $F^{\delta}$ and $F^{\vartheta}$ are unknown to users and the system only knows the mean of these distributions, denoted by $\hat{\delta}$ and $\hat{\vartheta}$. Also, note that the $\theta_{n_{\ell}}^{\prime}$ values that the users announce to the system may be different from their true values.

Now, let us introduce mechanism $\mathcal{M}=\left(f, p_{1}, p_{2}, \ldots, p_{|N|}\right)$ for our ridesharing market that consists of a decision function, denoted as $f$, and $|N|$ payment functions, denoted as $p_{n_{\ell}}$. Decision function $f: \Theta \rightarrow \mathcal{X}$ takes the announced private information of all users $\theta^{\prime} \in \Theta$ as input and outputs ride-matching outcome $(x, t, q, \gamma) \in \mathcal{X}$, which includes matching matrix $x \in\{0,1\}^{|R| \times|D|}$, trip start time and end time vectors $t, q \in T^{|N|}$, and time window extension vector $\gamma \in \mathbb{R}_{\geq 0}^{|D|}$. Note that $\mathcal{X}$ represents the set of feasible outcomes as defined below:

Definition 6.1. An outcome is feasible if it satisfies the following conditions:

1. Time window extensions cannot exceed $\Gamma$.
2. Trip start and end times must lie in the extended time windows.
3. Every rider can be served by at most one driver.

## 4. Every driver can serve at most one rider.

Payment function $p_{n_{\ell}}: \Theta \rightarrow \mathbb{R}$ outputs the payment from user $n_{\ell}$ to the system given the announced private information of all users $\theta^{\prime} \in \Theta$. A negative payment for a user implies that the user receives money from the system.

With the assumption of zero payment for users who do not get matched in the system and quasi-linear preferences, the utility of users from participating in the ridesharing system can be defined as:

$$
\begin{equation*}
u_{n_{\ell}}\left(\theta^{\prime}\right)=v_{n_{\ell}}\left(f\left(\theta^{\prime}\right), \theta_{n_{\ell}}\right)-p_{n_{\ell}}\left(\theta^{\prime}\right), \quad \forall n_{\ell} \in N \tag{6.1}
\end{equation*}
$$

where, $v_{n_{\ell}}$ denotes the valuation of user $n_{\ell}$ from participating in the system and is assumed to be the difference between the cost of driving alone and the cost of sharing rides with another user. Thus, the valuations of riders and drivers for participating in the ridesharing market can be computed as:

$$
\begin{align*}
& v_{r_{i}}\left(f\left(\theta^{\prime}\right), \theta_{r_{i}}\right)= \begin{cases}\delta_{r_{i}} \rho_{\mathrm{l}_{r_{i}}, r_{r_{i}}}=V_{r_{i}}, & \text { if } \sum_{d_{j} \in D} x_{r_{i}, d_{j}}=1, \\
0, & \text { otherwise },\end{cases}  \tag{6.2a}\\
& v_{d_{j}}\left(f\left(\theta^{\prime}\right), \theta_{d_{j}}\right)= \begin{cases}-\delta_{d_{j}} \Delta_{r_{i}, d_{j}}-\vartheta_{d_{j}} \gamma_{d_{j}}=-V_{d_{j}}^{r_{i}}, & \text { if } \exists r \in R \text { s.t. } x_{r_{i}, d_{j}}=1, \\
0, & \text { otherwise },\end{cases} \tag{6.2b}
\end{align*}
$$

where $\Delta_{r_{i}, d_{j}}=\left(\rho_{\mathrm{l}_{d_{j}}, \mathrm{l}_{i}}+\rho_{\mathrm{I}_{r_{i}}, \mathrm{~J}_{r_{i}}}+\rho_{\mathrm{J}_{r_{i}}, \mathrm{~J}_{d_{j}}}-\rho_{\mathrm{l}_{d_{j}}, \mathrm{~d}_{d_{j}}}\right)$ represents the detour incurred by driver $d_{j}$ to serve rider $r_{i}$ through rider $r_{i}$ 's shortest path. Equation (6.2a) indicates that the true valuation of rider $r_{i}$, denoted as $V_{r_{i}}$, is independent of driver $d_{j}$ as it is the product of their value of distance and the shortest-path length of their trip. On the contrary, the true valuation of driver $d_{j}$, denoted as $-V_{d_{j}}^{r_{i}}$, in Equation (6.2b) depends on rider $r_{i}$ as it is calculated as the sum of the costs of the detour and the time window extension incurred by driver $d_{j}$ to serve rider $r_{i}$. In the economics literature, we refer to $V_{r_{i}}$ and $-V_{d_{j}}^{r_{i}}$ as willingness to pay and willingness to ask, respectively.

Finally, we assume that the system has a capital budget of B dollars to incentivize drivers to extend their time windows. Before stating the goal of our study, let us first provide the definitions of some important economic properties. Note that $\theta_{-n_{\ell}}^{\prime}$ in the following definitions denotes the announced type of all users except user $n_{\ell}$.

Definition 6.2. Mechanism $\mathcal{M}$ is (weakly) dominant-strategy incentive-compatible (DSIC) if

$$
\begin{equation*}
u_{n_{\ell}}\left(\theta_{n_{\ell}}, \theta_{-n_{\ell}}^{\prime}\right) \geq u_{n_{\ell}}\left(\theta_{n_{\ell}}^{\prime}, \theta_{-n_{\ell}}^{\prime}\right), \quad \forall n_{\ell} \in N, \forall \theta^{\prime} \in \Theta \tag{6.3}
\end{equation*}
$$

Definition 6.3. Mechanism $\mathcal{M}$ is ex-post individually rational (IR) if

$$
\begin{equation*}
u_{n_{\ell}}\left(\theta^{\prime}\right) \geq 0, \quad \forall n_{\ell} \in N, \forall \theta^{\prime} \in \Theta \tag{6.4}
\end{equation*}
$$

Definition 6.4. Given a capital budget of B , mechanism $\mathcal{M}$ is (weakly) budget-balanced $(B B)$ if

$$
\begin{equation*}
\sum_{n_{t} \in N} p_{n_{\ell}}\left(\theta^{\prime}\right)+\mathrm{B} \geq 0, \quad \forall \theta^{\prime} \in \Theta \tag{6.5}
\end{equation*}
$$

Definition 6.5. Mechanism $\mathcal{M}$ is computationally efficient (CE) if decision function $f$ and payment functions $p_{n_{\ell}}$ yield an outcome in polynomial time with respect to their inputs.

Definition 6.6. Mechanism $\mathcal{M}$ is (economically) efficient (EE) if

$$
\begin{equation*}
\sum_{n_{\epsilon} \in N} v_{n_{\ell}}\left(f\left(\theta^{\prime}\right), \theta_{n_{\ell}}\right) \geq \sum_{n_{\epsilon} \in N} v_{n_{\ell}}\left(f^{\prime}\left(\theta^{\prime}\right), \theta_{n_{\ell}}\right), \quad \forall \theta^{\prime} \in \Theta, \forall f^{\prime} \in \mathcal{X} \tag{6.6}
\end{equation*}
$$

As mentioned in Section 6.2, it is impossible to design a mechanism that satisfies all these properties. By sacrificing the economic efficiency, in this study we aim to design a subsidy scheme for our ridesharing market that is implementable and economically feasible, i.e., a mechanism that satisfies the first four properties above.

### 6.4 Solution Methodology

In this section, we first introduce our proposed subsidy scheme for the ridesharing market under study followed by stating its economic properties. Next, we provide a descriptive example to illustrate different steps of our subsidy scheme.

### 6.4.1 The Proposed Subsidy Scheme

Based on the assumptions declared in Section 6.3, the ridesharing market in this chapter can be considered as a combinatorial double auction with $|R|$ buyers (riders) and $|D|$ sellers (drivers) where sellers have heterogeneous preferences towards buyers. Let $B_{i}$ denote the bid submitted by the $i^{\text {th }}$ buyer, $r_{i}$, whose true value is $V_{r_{i}}$. Also, let $A_{j}=\left(A_{j}^{1}, \ldots, A_{j}^{i}, \ldots, A_{j}^{|R|}\right)$ be the vector of asks by $j^{\text {th }}$ seller, $d_{j}$, whose true vector of values is $V_{d_{j}}=\left(V_{d_{j}}^{r_{1}}, \ldots, V_{d_{j}}^{r_{i}}, \ldots, V_{d_{j}}^{r_{|R|}}\right)$. Since these bids and asks are a function of the chosen outcome, we first introduce a pre-processing procedure, outlined in Algorithm 6.1, to calculate the bids and asks based on the information provided by the users upon their trips registration. Furthermore, the trip start, end times and time window extension of a user depends on the matched user. As such, this procedure further helps us find the set of all potential outcomes.

Let $E$ denote the set of all pairs of a rider and a driver that can potentially share their rides together. We initialize $E$ to be an empty set. Next, for every combination of a rider and a driver, we solve the LP in (6.7). In this problem, the decision variables are $\tilde{t}_{r_{i}}, \tilde{d}_{d_{j}}, \tilde{\gamma}_{d_{j}}^{-}$, and $\tilde{\gamma}_{d_{j}}^{+}$. Given that $r_{i}$ and $d_{j}$ get matched together, the first two variables represent the trip start times of the rider and the driver, respectively, and the next two variables represent the amount of extension in the driver's time window from left and right, respectively. The objective function in (6.7a) represents the driver's time window extension that must be minimized. The constraints in (6.7b)-( 6.7 g ) ensure that the trip start and end times of both the driver and the rider lie within their time windows. After retrieving the optimal solution, we check whether the driver's time window extension is less than the threshold $\Gamma$. If the threshold is not violated, we add the $\left(r_{i}, d_{j}\right)$ pair to set $E$. We further store the optimal solution of the trip start times and time window extension in $\bar{t}_{r_{i}}^{d_{j}}, \vec{t}_{d_{j}}^{7_{i}}$, and $\bar{\gamma}_{d_{j}}^{r_{i}}$. In lines 10 and 11, we compute the trip end times for the rider and the driver, respectively. Next, in line 12, we compute the ask of driver $d_{j}$ for rider $r_{i}$ given the announced type of driver $d_{j}$, i.e., $\theta_{d_{j}}^{\prime}=\left(\delta_{d_{j}}^{\prime}, \vartheta_{d_{j}}^{\prime}\right)$. Note that we set the ask $A_{j}^{i}$ to $+\infty$ if driver $d_{j}$ cannot serve rider $r_{i}$. Finally, we set the bid of rider $r_{i}$, which only depends on their type $\theta_{r_{i}}^{\prime}=\delta_{r_{i}}^{\prime}$.

Our proposed subsidy scheme is a mechanism $\mathcal{M}$ that takes the vector of bids, $B$, and the matrix of asks, $A$, as its inputs and yields outcome $(x, t, q, \gamma)$ and vector of payments $p$ as its output. This mechanism, some of whose elements are inspired by the work of Yang et al. (2011), Feng et al. (2012), and Segal-Halevi et al. (2018) includes the following steps:

```
Algorithm 6.1: The pre-processing procedure for the subsidy scheme
    Input: \(R, D, \mathrm{I}, \mathrm{J}, \mathrm{T}, \mathrm{Q}, \theta^{\prime}\).
    Output: \(E, \bar{t}, \bar{q}, \bar{\gamma}\).
    Initialize \(E \leftarrow \varnothing\);
    for \(r_{i} \in R\) do
        for \(d_{j} \in D\) do
Solve the following linear problem:
\[
\begin{align*}
\min & \zeta=\tilde{\gamma}_{d_{j}}^{-}+\tilde{\gamma}_{d_{j}}^{+}  \tag{6.7a}\\
\text {s.t. } & \tilde{t}_{d_{j}} \geq \mathrm{T}_{d_{j}}-\tilde{\gamma}_{d_{j}}^{-},  \tag{6.7b}\\
& \tilde{t}_{r_{i}}-\tilde{d}_{d_{j}} \geq \tau_{l_{d_{j}}, r_{r_{i}}},  \tag{6.7c}\\
& \tilde{t}_{r_{i}} \geq \mathrm{T}_{r_{i}},  \tag{6.7d}\\
& \tilde{t}_{r_{i}}+\tau_{1_{r_{i}}, v_{r_{i}}} \leq \mathrm{Q}_{r_{i}},  \tag{6.7e}\\
& \tilde{t}_{r_{i}}+\tau_{r_{r_{i}}, r_{r_{i}}}+\tau_{\mathrm{J}_{r_{i}}, \nu_{d_{j}}} \leq \mathrm{Q}_{d_{j}}+\tilde{\gamma}_{d_{j}}^{+},  \tag{6.7f}\\
& \tilde{t}_{r_{i}}, \tilde{t}_{d_{j}}, \tilde{\gamma}_{d_{j}}, \tilde{\gamma}_{d_{j}}^{+} \geq 0 . \tag{6.7~g}
\end{align*}
\]
Retrieve optimal solution \(\left(\tilde{t}_{r_{i}}^{*}, \tilde{t}_{d_{j}}^{*}, \tilde{\gamma}_{d_{j}}^{*}, \tilde{\gamma}_{d_{j}}^{+*}\right)\) and objective \(\zeta^{*}\);
Let \(z_{1}^{*}=\tilde{\gamma}_{d_{j}}^{-^{*}}+\tilde{\gamma}_{d_{j}}^{+}\);
if \(\zeta^{*} \leq \Gamma\) then
Update \(E \leftarrow E \cup\left\{\left(r_{i}, d_{j}\right)\right\}\);
Let \(\bar{t}_{r_{i}}^{l_{j}}, \vec{t}_{d_{j}}^{\eta_{i}}, \bar{\gamma}_{d_{j}}^{r_{i}} \leftarrow \tilde{t}_{r_{i}}^{*}, \tilde{t}_{d_{j}}^{*}, z_{1}^{*}\);
Let \(\bar{q}_{r_{i}}^{d_{j}} \leftarrow \tilde{t}_{r_{i}}^{*}+\tau_{l_{r} i},,_{r_{i}}\);
Let \(\bar{q}_{d_{j}}^{r_{i}} \leftarrow \bar{q}_{r_{i}}^{d_{j}}+\tau_{J_{r_{i}}, \nu_{d_{j}}}\);
Let \(A_{j}^{i} \leftarrow \delta_{d_{j}}^{\prime} \Delta_{r_{i}, d_{j}}+\vartheta_{d_{j}}^{\prime} \bar{\gamma}_{d_{j}}^{r_{j}} ;\)
else
Let \(A_{j}^{i} \leftarrow+\infty\);
Let \(B_{i} \leftarrow \delta_{r_{i}}^{\prime} \rho_{l_{r_{i}}, \nu_{r_{i}}}\);
```

1. Find a mapping between riders and drivers independent of all announced bids and asks.
2. Determine the winning matches out of matches obtained from step 1 in which the drivers do not qualify for receiving subsidy, and find the payments.
3. Determine the winning matches out of matches obtained from step 1 whose drivers qualify for receiving subsidy, and find the subsidized payments.
In the next three subsections, we elaborate on these three steps. It is worth noting that in the case of having a tie in any step of our subsidy scheme, we give priority to the user with the lowest index with the assumption that these indices represent their order of registration in the system.

### 6.4.1.1 Type-Independent Mapping

In this step, we aim to find a mapping $\sigma$ between riders and drivers as outlined in Algorithm 6.2. Let $\sigma: D \rightarrow R$ be a mapping function that takes the index of a rider as its inputs and yields the index of the driver matched to that rider as its output. We further let $\sigma^{-1}: R \rightarrow D$ denote the inverse of function $\sigma$. In order to ensure the truthfulness of our mechanism, this mapping must be independent of the types of the users. Given the assumption that the platform knows the mean value of distance and time extension of the users, we choose to maximize the expected gain of matching rider $r_{i}$ to driver $d_{j}$, which can be computed as:

$$
\begin{equation*}
w_{r_{i}, d_{j}}=\hat{\delta}_{r_{i}} \rho_{\mathrm{r}_{i}, \nu_{r_{i}}}-\left(\hat{\delta}_{d_{j}} \Delta_{r_{i}, d_{j}}-\hat{\vartheta} \gamma_{d_{j}}^{r_{i}}\right), \quad \forall\left(r_{i}, d_{j}\right) \in E . \tag{6.8}
\end{equation*}
$$

As shown in Equation (6.8), the expected gain does not depend on the type of users, and thus, can be used in our mechanism to find the mapping between riders and drivers. Upon computing the expected gain for each pair of a rider and a driver in $E$, we can solve a maximum weighted bipartite matching problem, as in (6.10) to determine $\sigma$. In this problem, $\tilde{x}_{r_{i}, d_{j}}$ is a binary decision variable that takes the value of 1 if rider $r_{i}$ and driver $d_{j}$ are matched together, and zero otherwise. Also, Constraints (6.10b)-(6.10d) ensure that every rider is matched with at most one driver and every driver is matched with at most one rider. After obtaining the optimal solution, we can set the value of sigma for each rider accordingly.

In the case of platform having an accurate estimate of these values, we expect that using this objective helps us find an allocation that does not degrade the social welfare significantly. However, for the cases in which the platform does not have any estimate of these values or have poor estimates, let us introduce two other alternatives for the objective of the problem in (6.10) that do not depend on the type of users. In the literature of peer-to-peer ridesharing, a large number of studies considered maximizing the total vehicle miles travelled saving (VMTS) as the objective of their ride-matching problems. Following the literature, we can adopt the same objective function. Let $w_{r_{i}, d_{j}}$ denote the VMTS due to rider $r_{i}$ and driver $d_{j}$ sharing their rides together, computed as:

$$
\begin{array}{rlr}
w_{r_{i}, d_{j}} & =\left(\rho_{\mathrm{l}_{i}, \nu_{r_{i}}}+\rho_{l_{d_{j}}, J_{d_{j}}}\right)-\left(\rho_{\mathrm{l}_{d_{j}}, r_{r j}}+\rho_{\mathrm{l}_{r_{i}}, \mathrm{~J}_{r_{i}}}+\rho_{\mathrm{J}_{r_{j}}, J_{d_{j}}}\right) & \forall\left(r_{i}, d_{j}\right) \in E . \\
& =\rho_{\mathrm{l}_{d_{j}},,_{d_{j}}}-\rho_{\mathrm{l}_{d_{j}}, \mathrm{l}_{r_{i}}}-\rho_{\mathrm{J}_{r_{i}}, \mathrm{~d}_{d_{j}}}, \tag{6.9}
\end{array}
$$

Also, we can choose to simply maximize the matching rate, which can be done by letting $w_{r_{i}, d_{j}}$ be 1 for all the pairs in $E$. Doing so turns the problem in (6.10) into a maximum cardinality bipartite matching problem. In Section 6.5, we compare the performance of these objective functions using simulated data.

Besides obtaining mapping $\sigma$, Algorithm 6.2 helps us split the matched pair into two groups.

```
Algorithm 6.2: The type-independent mapping for the subsidy scheme
    Input: \(R, D, E, w, \bar{\gamma}\).
    Output: \(\sigma, R_{1}, D_{1}, R_{2}, D_{2}\).
```

1 Solve the maximum weighted bipartite matching problem:

$$
\begin{array}{lll}
\max & z=\sum_{\left(r_{i}, d_{j}\right) \in E} w_{r_{i}, d_{j}} \tilde{x}_{r_{i}, d_{j}} & \\
\text { s.t. } & \sum_{r_{i} \in R} \tilde{x}_{r_{i}, d_{j}} \leq 1, & \forall d_{j} \in D, \\
& \sum_{d_{j} \in D} \tilde{x}_{r_{i}, d_{j}} \leq 1, & \forall r_{i} \in R, \\
& \tilde{x}_{r_{i}, d_{j}} \geq 0, & \forall\left(r_{i}, d_{j}\right) \in E . \tag{6.10d}
\end{array}
$$

Retrieve optimal solution $\tilde{x}^{*}$ and objective $z^{*}$;
for $\left(r_{i}, d_{j}\right) \in E$ do
if $\tilde{x}_{r_{i}, d_{j}}^{*}=1$ then
Let $\sigma(j) \leftarrow i$;
if $\bar{\gamma}_{d_{j}}^{r_{j}}=0$ then
Update $R_{1} \leftarrow R_{1} \cup\left\{r_{i}\right\} ;$
Update $D_{1} \leftarrow D_{1} \cup\left\{d_{j}\right\}$;
else
Update $R_{2} \leftarrow R_{2} \cup\left\{r_{i}\right\} ;$
Update $D_{2} \leftarrow D_{2} \cup\left\{d_{j}\right\}$;

The first group includes those pairs in which drivers are not required to extend their time windows, and thus, are not qualified to receive any subsidy. On the contrary, the drivers in the second group are required to extend their time windows to serve the riders assigned to them, which makes them eligible to receive subsidy. Let $R_{1}$ and $D_{1}$ denote the set of riders and drivers in group 1 , respectively. $R_{2}$ and $D_{2}$ can be defined similarly for group 2 .

### 6.4.1.2 Winner Determination and Pricing for the Matches Without Subsidy

Although we find a matching between riders and drivers in the previous step, not all of them will be finalized. In this step, we use the methodology in Yang et al. (2011) to find which matches in group 1 win the auction, and set the prices for the winning users. First, let us point out that the previous step enables us to reduce the matrix of asks $A$ into vector of asks $A^{\sigma}=\left(A_{1}^{\sigma(1)}, \ldots, A_{j}^{\sigma(j)}, \ldots, A_{|D|}^{\sigma(|D|)}\right)$. Therefore, our problem reduces to a double auction in which every buyer (rider) can trade with only its assigned seller (driver). Algorithm 6.3 describes the procedure for finding the set of winning matches $X_{1}$, rider price $p_{1}^{\mathcal{R}}$, and driver price $p_{1}^{\mathcal{D}}$.

```
Algorithm 6.3: Winner determination and pricing for users in group 1
    Input: \(R_{1}, D_{1}, \sigma, B, A^{\sigma}\).
    Output: \(X_{1}, p_{1}^{\mathcal{R}}, p_{1}^{\mathcal{D}}\).
    Let \(\mathcal{R}_{1} \leftarrow\) Sort riders in \(R_{1}\) in descending order based on their bids in \(B\);
    Let \(\mathcal{D}_{1} \leftarrow\) Sort drivers in \(D_{1}\) in ascending order based on their asks in \(A^{\sigma}\);
    Initialize \(k, X_{1} \leftarrow 0, \varnothing\);
    for \(\ell=1, \ldots,\left|\mathcal{R}_{1}\right|\) do
        if \(B_{i_{\ell}}-A_{j_{\ell}}^{\sigma\left(j_{\ell}\right)} \geq 0\) then
            Update \(k \leftarrow \ell\);
    if \(k \geq 2\) then
        Initialize \(\alpha, \beta \leftarrow k, k\);
        for \(\ell=k, k+1, \ldots,\left|\mathcal{R}_{1}\right|\) do
            if \(B_{i_{\ell}}-A_{j_{k}}^{\sigma\left(j_{k}\right)} \geq 0\) then
                Update \(\alpha \leftarrow \ell\);
            if \(B_{i_{k}}-A_{j_{\ell}}^{\sigma\left(j_{\ell}\right)} \geq 0\) then
                    Update \(\beta \leftarrow \ell\);
        Initialize \(X_{1}^{\alpha}, X_{1}^{\beta} \leftarrow \varnothing, \varnothing\);
        for \(d_{j} \in D_{1}\) do
        if \(\left(B_{\sigma(j)} \geq B_{i_{\alpha}}\right) \wedge\left(A_{j}^{\sigma(j)} \leq A_{j_{k}}^{\sigma\left(j_{k}\right)}\right) \wedge\left(\sigma(j) \neq i_{\alpha}\right) \wedge\left(j \neq j_{k}\right)\) then
            Update \(X_{1}^{\alpha} \leftarrow X_{1}^{\alpha} \cup\left\{\left(r_{\sigma(j)}, d_{j}\right)\right\} ;\)
        if \(\left(B_{\sigma(j)} \geq B_{i_{k}}\right) \wedge\left(A_{j}^{\sigma(j)} \leq A_{j_{\beta}}^{\sigma\left(j_{\beta}\right)}\right) \wedge\left(\sigma(j) \neq i_{k}\right) \wedge\left(j \neq j_{\beta}\right)\) then
            Update \(X_{1}^{\beta} \leftarrow X_{1}^{\beta} \cup\left\{\left(r_{\sigma(j)}, d_{j}\right)\right\} ;\)
        if \(\left|X_{1}^{\alpha}\right| \geq\left|X_{1}^{\beta}\right|\) then
            Let \(X_{1}, p_{1}^{\mathcal{R}}, p_{1}^{\mathcal{D}} \leftarrow X_{1}^{\alpha}, B_{i_{\alpha}}, A_{j_{k}}^{\sigma\left(j_{k}\right)} ;\)
        else
            Let \(X_{1}, p_{1}^{\mathcal{R}}, p_{1}^{\mathcal{D}} \leftarrow X_{1}^{\beta}, B_{i_{k}}, A_{j_{\beta}}^{\sigma\left(j_{\beta}\right)} ;\)
```

The algorithm starts with defining two sorted sequences of $\mathcal{R}_{1}=\left\langle r_{i_{1}}, \ldots, r_{i_{k}}, \ldots, r_{i_{R_{1} 1}}\right\rangle$ and $\mathcal{D}_{1}=$ $\left\langle d_{j_{1}}, \ldots, d_{i_{k}}, \ldots, d_{j_{D_{1} \mid}}\right\rangle$ for the riders and drivers based on their announced bids and asks. Thus, $r_{i_{1}} \in \mathcal{R}_{1}$ represents the rider with the largest bid, while $d_{j_{1}} \in \mathcal{D}_{1}$ represents the driver with the smallest ask. Next, in lines 3-6, we find the largest $k$ such that the bid of the $k^{\text {th }}$ rider in $\mathcal{R}_{1}$ is greater than or equal to the ask of the $k^{\text {th }}$ driver in $\mathcal{D}_{1}$. In the case of having $k<2$, we finalize no match in group 1 and end the algorithm. Otherwise, we find the largest $\alpha \geq k$ such that the bid of the $\alpha^{\text {th }}$ rider in $\mathcal{R}_{1}$ is greater than or equal to the ask of the $k^{t h}$ driver in $\mathcal{D}_{1}$. Also, we find the largest $\beta \geq k$ such that the bid of the $k^{\text {th }}$ rider in $\mathcal{R}_{1}$ is greater than or equal to the ask of the $\beta^{\text {th }}$ driver in $\mathcal{D}_{1}$. Next, in lines 14-19, we compute two set of matches $X_{1}^{\alpha}$ and $X_{1}^{\beta}$. $X_{1}^{\alpha}$ includes all the pairs of a rider and a driver
such that the bid of the rider is among the first $(\alpha-1)$ bids of $\mathcal{R}_{1}$, and the ask of the driver is among the first $(k-1)$ asks of $\mathcal{D}_{1}$. Also, $X^{\beta}$ includes all the pairs of a rider and a driver such that the bid of the rider is among the first $(k-1)$ bids of $\mathcal{R}_{1}$, and the ask of the driver is among the first $(\beta-1)$ asks of $\mathcal{D}_{1}$. Finally, we compare the size of $X_{1}^{\alpha}$ and $X_{1}^{\beta}$. If $\left|X_{1}^{\alpha}\right| \geq\left|X_{1}^{\beta}\right|$, we finalize the matches in $X_{1}^{\alpha}$, require the winning riders to pay the bid of the $\alpha^{\text {th }}$ rider in $\mathcal{R}_{1}$ to the system, and pay the ask of the $k^{t h}$ driver in $\mathcal{D}_{1}$ to the winning drivers. Otherwise, we finalize the matches in $X_{1}^{\beta}$, require the winning riders to pay the bid of the $k^{t h}$ rider in $\mathcal{R}_{1}$ to the system, and pay the ask of the $\beta^{t h}$ driver in $\mathcal{D}_{1}$ to the winning drivers.

### 6.4.1.3 Winner Determination and Pricing for Subsidized Matches

In this step, we aim to find the set of winning matches in group 2, and set the rider and driver prices given the assumption that the system has B dollars to subsidize the payment to the drivers. Since the drivers have two sources of payment, we adopt the method of random market halving proposed by Segal-Halevi et al. $(2016,2018)$ to devise a two-stage process that determines the prices, subsidies and winning matches for the users in group 2 (see Algorithms 6.4 and 6.5).

Algorithm 6.4 starts with randomly dividing the riders in group 2 into two submarkets of equal size: the left market, denoted by L, and the right market, denoted by R. We denote the set of riders in the left market by $R_{2}^{\mathrm{L}}$, and in the right market by $R_{2}^{\mathrm{R}}$. Also, we let $\mathcal{R}_{2}^{\mathrm{L}}$ denote the sequence of riders in the left market in descending order of their bids. Now, let us define the trade price in the right market, denoted by $p_{2}^{\mathrm{R}}$, as the payment of every winning rider in this submarket to their assigned driver. In lines 3-13 of Algorithm 6.4, we determine this trade price using only the bids of the riders in the left market and asks of the drivers assigned to them. More specifically, let $G$ denote the social welfare of the users in the left market and initialize it to zero. Next, for every rider $r_{i_{m}}$ in $\mathcal{R}_{2}^{\mathrm{L}}$, we find the riders in $R_{2}^{\mathrm{L}}$ whose bids are at least as high as the bid of rider $r_{i_{m}}$. Let $D_{2}^{\prime}$ be the set of all drivers matched with these riders, and $\mathcal{D}_{2}^{\prime}$ be the sorted sequence of these drivers in ascending order of their asks. In lines $7-13$, we find the largest $k$ such that subsidizing all the first $k$ drivers in $\mathcal{D}_{2}^{\prime}$ by the difference between the ask of the driver and the bid of $i_{m}^{\text {th }}$ rider does not violate half of the budget. Finally, we compute the social welfare of the first $k$ drivers in $\mathcal{D}_{2}^{\prime}$ and their assigned riders. If the computed value is at least as high as $G$, we update $G$ to the computed social welfare and update the trade price of the right market to be the bid of rider $r_{i_{m}}$. In lines 14-25, we follow the same procedure in the right market to determine the trade price in the left market, denoted by $p_{2}^{L}$.

Given the trade prices found in the previous stage, we use the procedure described in Algorithm 6.5 to find the winning matches in group 2 and the subsidy paid by the system. Let $D_{2}^{\mathrm{L}}$ denote the set of drivers whose assigned riders belong to the left market and announced a bid at least as high as the trade price in that market, $p_{2}^{L}$. We sort these drivers in ascending order of their asks and store the result in $\mathcal{D}_{2}^{L}$. Let $s_{2}^{L}$ denote the subsidy paid by the system to a winning driver in the left market. In

```
Algorithm 6.4: First stage of winner determination and pricing for users in group 2
    Input: \(R_{2}, D_{2}, \sigma, B, A^{\sigma}\).
    Output: \(R_{2}^{\mathrm{L}}, R_{2}^{\mathrm{R}}, p_{2}^{\mathrm{L}}, p_{2}^{\mathrm{R}}\).
    \(R_{2}^{\mathrm{L}}, R_{2}^{\mathrm{R}} \leftarrow\) Randomly divide riders in \(R_{2}\) into two submarkets of left (L) and right (R);
    \(\mathcal{R}_{2}^{\mathrm{L}} \leftarrow\) Sort riders in \(R_{2}^{\mathrm{L}}\) in descending order based on their bids in \(B\);
    Initialize \(G, p_{2}^{\mathrm{R}} \leftarrow 0,0\);
    for \(m=1, \ldots,\left|\mathcal{R}_{2}^{\mathrm{L}}\right|\) do
        Let \(D_{2}^{\prime} \leftarrow\left\{d_{j}:\left(r_{\sigma(j)} \in R_{2}^{\mathrm{L}}\right) \wedge\left(B_{\sigma(j)} \geq B_{i_{m}}\right)\right\}\);
        Let \(\mathcal{D}_{2}^{\prime} \leftarrow\) Sort drivers in \(D^{\prime}\) in ascending order based on their asks in \(A^{\sigma}\);
        Initialize \(k \leftarrow 1\);
        for \(\ell=1, \ldots,\left|\mathcal{D}_{2}^{\prime}\right|\) do
            if \(\ell\left(A_{j_{\ell}}^{\sigma\left(j_{\ell}\right)}-B_{i_{m}}\right) \leq \frac{\mathrm{B}}{2}\) then
                Update \(k \leftarrow \ell\);
        if \(\sum_{\ell=1}^{k}\left(B_{\sigma\left(j_{\ell}\right)}-A_{j_{\ell}}^{\sigma\left(j_{\ell}\right)}\right) \geq G\) then
            Update \(G \leftarrow \sum_{\ell=1}^{k}\left(B_{\sigma\left(j_{\ell}\right)}-A_{j_{\ell}}^{\sigma\left(j_{\ell}\right)}\right)\);
            Update \(p_{2}^{\mathrm{R}} \leftarrow B_{i_{m}}\);
    \(\mathcal{R}_{2}^{\mathrm{R}} \leftarrow\) Sort riders in \(R_{2}^{\mathrm{R}}\) in descending order based on their bids in \(B\);
    Initialize \(G, p_{2}^{\llcorner } \leftarrow 0,0\);
    for \(m=1, \ldots,\left|\mathcal{R}_{2}^{R}\right|\) do
        Let \(D_{2}^{\prime} \leftarrow\left\{d_{j}:\left(r_{\sigma(j)} \in R_{2}^{\mathrm{R}}\right) \wedge\left(B_{\sigma(j)} \geq B_{i_{m}}\right)\right\} ;\)
        Let \(\mathcal{D}_{2}^{\prime} \leftarrow\) Sort drivers in \(D^{\prime}\) in ascending order based on their asks in \(A^{\sigma}\);
        Initialize \(k \leftarrow 1\);
        for \(\ell=1, \ldots,\left|\mathcal{D}_{2}^{\prime}\right|\) do
            if \(\ell\left(A_{j_{\ell}}^{\sigma\left(j_{\ell}\right)}-B_{i_{m}}\right) \leq \frac{\mathrm{B}}{2}\) then
                Update \(k \leftarrow \ell\);
        if \(\sum_{\ell=1}^{k}\left(B_{\sigma\left(j_{\ell}\right)}-A_{j_{\ell}}^{\sigma\left(j_{\ell}\right)}\right) \geq G\) then
            Update \(G \leftarrow \sum_{\ell=1}^{k}\left(B_{\sigma\left(j_{\ell}\right)}-A_{j_{\ell}}^{\sigma\left(j_{\ell}\right)}\right)\);
            Update \(p_{2}^{\llcorner } \leftarrow B_{i_{m}}\);
```

lines 4-6, we check if we can subsidize all the drivers in $\mathcal{D}_{2}^{\mathrm{L}}$ equally with half of the budget. If yes, we let $s_{2}^{\mathrm{L}}$ be $\frac{\mathrm{B}}{2\left|\mathcal{D}_{2}^{\mathrm{L}}\right|}$. Also, we let $k$ be $\left|\mathcal{D}_{2}^{\mathrm{L}}\right|$ and go to line 12 . Otherwise, if the size of $D_{2}^{\mathrm{L}}$ is greater than 2 , we find the largest $k$ such that subsidizing the first $k$ drivers in $\mathcal{D}_{2}^{L}$ by the difference between the ask of the $(k+1)^{t h}$ driver and the trade price does not violate half of the budget. We also let the subsidy for the drivers in the left market be the difference between the ask of the $(k+1)^{t h}$ driver in $\mathcal{D}_{2}^{\mathrm{L}}$ and the left market trade price if positive, and zero otherwise. In line 12 , we define $X^{\mathrm{L}}$ as the set

```
Algorithm 6.5: Second stage of winner determination and pricing for users in group 2
    Input: \(R_{2}, D_{2}, \sigma, B, A^{\sigma}, R_{2}^{\mathrm{L}}, R_{2}^{\mathrm{R}}, p_{2}^{\llcorner }, p_{2}^{\mathrm{R}}\).
    Output: \(X_{2}, s_{2}^{\mathrm{L}}, s_{2}^{\mathrm{R}}\).
    1 Let \(D_{2}^{\mathrm{L}} \leftarrow\left\{d_{j}:\left(r_{\sigma(j)} \in R_{2}^{\mathrm{L}}\right) \wedge\left(B_{\sigma(j)} \geq p_{2}^{\mathrm{L}}\right)\right\}\);
    2 Let \(\mathcal{D}_{2}^{\mathrm{L}} \leftarrow\) Sort drivers in \(D_{2}^{\mathrm{L}}\) in ascending order based on their asks in \(A^{\sigma}\);
    3 Initialize \(k, s_{2}^{L} \leftarrow 0,0\);
    4 if \(\left(A_{j_{\left|D_{2}\right|}^{L}}^{\sigma\left(j_{\mid D_{2}}\right)}-p_{2}^{L}\right) \leq \frac{\mathrm{B}}{2\left|\mathcal{D}_{2}^{L}\right|}\) then
    Update \(k \leftarrow\left|\mathcal{D}_{2}^{L}\right|\);
        Update \(s_{2}^{\mathrm{L}} \leftarrow \frac{\mathrm{B}}{2 \mid \mathfrak{D}_{2}^{\mathrm{L}}} ;\)
    else if \(\left|D_{2}^{L}\right| \geq 2\) then
        for \(\ell=1, \ldots,\left|\mathcal{D}_{2}^{L}\right|-1\) do
        if \(\ell\left(A_{j_{t+1}}^{\sigma\left(j_{\ell+1}\right)}-p_{2}^{\mathrm{L}}\right) \leq \frac{\mathrm{B}}{2}\) then
                Update \(k \leftarrow \ell\);
        Update \(s_{2}^{\mathrm{L}} \leftarrow \max \left\{0, A_{j_{k}}^{\sigma\left(j_{k}\right)}-p_{2}^{\mathrm{L}}\right\} ;\)
    Initialize \(X_{2}^{\llcorner } \leftarrow \varnothing\);
    if \(k \geq 1\) then
        for \(\ell=1, \ldots, k\) do
            Update \(X_{2}^{\mathrm{L}} \leftarrow X_{2}^{\mathrm{L}} \cup\left\{\left(r_{\sigma\left(j_{\epsilon}\right)}, d_{j_{\ell}}\right)\right\} ;\)
    Let \(D_{2}^{\mathrm{R}} \leftarrow\left\{d_{j}:\left(r_{\sigma(j)} \in R_{2}^{\mathrm{R}}\right) \wedge\left(B_{\sigma(j)} \geq p_{2}^{\mathrm{R}}\right)\right\} ;\)
    Let \(\mathcal{D}_{2}^{\mathrm{R}} \leftarrow\) Sort drivers in \(D_{2}^{\mathrm{R}}\) in ascending order based on their asks in \(A^{\sigma}\);
    Initialize \(k, s_{2}^{\mathrm{R}} \leftarrow 0,0\);
    if \(\left(A_{j_{\left|D_{2}^{R}\right|}}^{\sigma\left(j_{\left.\mid D_{2}^{\mathrm{R}}\right)}\right)}-p_{2}^{\mathrm{R}}\right) \leq \frac{\mathrm{B}}{2\left|\mathcal{D}_{2}^{\mathrm{R}}\right|}\) then
        Update \(k \leftarrow\left|\mathcal{D}_{2}^{\mathrm{R}}\right|\);
        Update \(s_{2}^{\mathrm{R}} \leftarrow \frac{\mathrm{B}}{2\left|\mathscr{D}_{2}^{\mathrm{R}}\right|}\);
    else if \(\left|D_{2}^{R}\right| \geq 2\) then
        for \(\ell=1, \ldots,\left|\mathcal{D}_{2}^{\mathrm{R}}\right|-1\) do
                if \(\ell\left(A_{j_{\ell+1}}^{\sigma\left(j_{\ell+1}\right)}-p_{2}^{\mathrm{R}}\right) \leq \frac{\mathrm{B}}{2}\) then
                Update \(k \leftarrow \ell\);
        Update \(s_{2}^{\mathrm{R}} \leftarrow \max \left\{0, A_{j_{k}}^{\sigma\left(j_{k}\right)}-p_{2}^{\mathrm{R}}\right\} ;\)
    Initialize \(X_{2}^{\mathrm{R}} \leftarrow \varnothing\);
    if \(k \geq 1\) then
        for \(\ell=1, \ldots, k\) do
            Update \(X_{2}^{\mathrm{R}} \leftarrow X_{2}^{\mathrm{R}} \cup\left\{\left(r_{\sigma\left(j_{\ell}\right)}, d_{j_{\ell}}\right)\right\} ;\)
    Let \(X_{2} \leftarrow X_{2}^{\mathrm{L}} \cup X_{2}^{\mathrm{R}}\);
```

of winning matches in left market and initialize it as an empty set. If $k$ is not positive, we do not finalize any match. Otherwise, the first $k$ drivers in $\mathcal{D}_{2}^{L}$ and their assigned riders will be the winning users. In lines 16-30 of this algorithm, we follow the same procedure to find $X^{\mathrm{R}}$ and $s^{\mathrm{R}}$ for the right market. Finally, the union of $X^{\mathrm{L}}$ and $X^{\mathrm{R}}$ gives us the set of winning matches in group 2, denoted by $X_{2}$.

### 6.4.2 Economic Properties of the Subsidy Scheme

In this subsection, we present the economic properties of the proposed subsidy scheme.
Proposition 6.1. The proposed subsidy scheme is individually rational.
Proof. For each winning pair $\left(r_{i}, d_{j}\right)$ in group 1 , the rider pays $p_{1}^{\mathcal{R}} \leq B_{i}$ and the driver receives $p_{1}^{\mathcal{D}} \geq A_{j}^{i}$. Also, the losing users pay nothing. As a result, their utilities are always non-negative. Also, for each winning pair $\left(r_{i}, d_{j}\right)$ in the left market of group 2 , the rider pays $p_{2}^{\mathrm{L}}<B_{i}$ and the driver receives $p_{2}^{\llcorner }+s^{\llcorner }>A_{j}^{i}$ from the rider and the system. Similarly, for each winning pair $\left(r_{i}, d_{j}\right)$ in the right market of group 2, the rider pays $p_{2}^{\mathrm{R}}<B_{i}$ and the driver receives $p_{2}^{\mathrm{R}}+s^{\mathrm{R}}>A_{j}^{i}$ from the rider and the system, and the losing pairs riders and drivers pay nothing. In both markets, the losing users pay nothing. Thus, the utility of all users in group 2 are also non-negative, and the result follows.

Proposition 6.2. Given any budget B , the proposed subsidy scheme is weakly budget-balanced.
Proof. In group 1, all winning riders pay $p_{1}^{\mathcal{R}}$, which is always greater than or equal to the amount paid to every driver, i.e., $p_{1}^{\mathcal{R}} \geq p_{1}^{\mathcal{D}}$. Thus, no winning pair incurs any deficit. In group 2 , the sum of the deficits of all pairs in each market is bounded by half of the budget. Therefore, the total deficit of winning pairs in group 2 cannot exceed $B$, and the result follows.

Before presenting the next proposition and its associated lemmas, let us point out that the mapping in Algorithm 6.2 is type-independent, and hence, the rider/driver assigned to every driver/rider as well as the group to which they belong would not change if their bids or asks were different.

Lemma 6.1. If a rider wins with bid $B_{i}$, the rider can also win with a higher bid $\tilde{B}_{i}>B_{i}$, and if a driver wins with ask $A_{j}^{\sigma(j)}$, the rider can also win with a lower ask $\tilde{A}_{j}^{\sigma(j)}<A_{j}^{\sigma(j)}$.

Proof. In both groups, a rider wins if their bid is greater than a threshold, which is equal to the highest bid of the losing riders in group 1, and the trade price of the other market in group 2. Therefore, if a winning rider had announced a higher bid, their bid would have still been greater than the threshold, and thus, they would have still won the auction. Similarly, a driver wins if their
ask is lower than a threshold, which is equal to the lowest ask of the losing drivers in group 1, and the difference between the lowest ask of the losing drivers and the market trade price. Therefore, if a winning driver had announced a lower ask, their ask would have still been lower than the threshold, and thus, they would have won the auction. This result is true for any random sampling presented in Algorithm 6.4.

Lemma 6.2. If a rider wins with both bids of $B_{i}$ and $\tilde{B}_{i} \neq B_{i}$, the rider pays the same amount, and if a driver wins with both asks of $A_{j}^{\sigma(j)}$ and $\tilde{A}_{j}^{\sigma(j)} \neq A_{j}^{\sigma(j)}$, the payment to the driver is the same.

Proof. As mentioned in the proof of Lemma 6.1, the winning users in group 1 pay or receive money based on a threshold that only depends on the highest bid or the lowest ask of losing users. Thus, the only way for a user to change the payment is to bid or ask beyond the threshold, in which case the user will no longer be a winner. The same reasoning applies to the drivers in group 2. Also, for the riders in group 2, there is no way to change their payment as it comes from the bids and asks of the users in the opposite market. Note that this result holds for any random sampling used for obtaining the left and right market.

## Lemma 6.3. The proposed subsidy scheme is truthful for riders.

Proof. Let us assume rider $r_{i}$ who has the true value of $V_{i}$ bids $B_{i} \neq V_{i}$. In what follows we consider different possible cases of bidding different from the true value, and show that in all cases the utility of the rider will not exceed the utility of telling the truth denoted by $u_{i}\left(V_{i}\right)$. These cases are summarized in Table 6.1.

1. If the rider announces a higher bid, there are 3 possible subcases based on Lemma 6.1:
(a) If the rider wins with both $B_{i}$ and $V_{i}$, then based on Lemma 6.2, the rider pays the same amount. Thus, the utility does not change, no matter to which group the rider belongs.
(b) If the rider wins with $B_{i}$ but loses with $V_{i}$, the rider pays the bid of a rider whose bid is at least as high as the true value of rider $\left(V_{i}\right)$. Therefore, the utility of rider cannot be positive, no matter to which group the rider belongs.
(c) If the rider loses with both $B_{i}$ and $V_{i}$, then the utilities are the same and equal to zero.
2. If the rider announces a lower bid, there are 3 possible subcases based on Lemma 6.1:
(a) If the rider wins with both $B_{i}$ and $V_{i}$, then based on Lemma 6.2, the rider pays the same amount. Therefore, the utility of a rider in group 1 or group 2 does not change.
(b) If the rider wins with $V_{i}$ but loses with $B_{i}$, the rider's utility with $B_{i}$ will be zero while the utility of being truthful will be non-negative. This is the case for both group 1 and group 2.
(c) If the rider loses with both $B_{i}$ and $V_{i}$, then again the utilities are the same and equal to zero.

Table 6.1: Analysis of rider truthfulness for different possible cases

| Cases | Results |  |  |
| :---: | :---: | :---: | :---: |
|  | $r_{i} \in R_{1}$ |  | $r_{i} \in R_{2}$ |
| 2. $B_{i}>V_{i}$ | (a) $B_{i}$ wins, $V_{i}$ wins | $0 \leq u_{i}\left(B_{i}\right)=u_{i}\left(V_{i}\right)$ | $0 \leq u_{i}\left(B_{i}\right)=u_{i}\left(V_{i}\right)$ |
|  | (b) $B_{i}$ wins, $V_{i}$ loses | $u_{i}\left(B_{i}\right) \leq u_{i}\left(V_{i}\right)=0$ | $u_{i}\left(B_{i}\right) \leq u_{i}\left(V_{i}\right)=0$ |
|  | (c) $B_{i}$ loses, $V_{i}$ loses | $u_{i}\left(B_{i}\right)=u_{i}\left(V_{i}\right)=0$ | $u_{i}\left(B_{i}\right)=u_{i}\left(V_{i}\right)=0$ |
|  | (a) $B_{i}$ wins, $V_{i}$ wins | $0 \leq u_{i}\left(B_{i}\right)=u_{i}\left(V_{i}\right)$ | $0 \leq u_{i}\left(B_{i}\right)=u_{i}\left(V_{i}\right)$ |
|  | (b) $B_{i}$ loses, $V_{i}$ wins | $0=u_{i}\left(B_{i}\right) \leq u_{i}\left(V_{i}\right)$ | $0=u_{i}\left(B_{i}\right) \leq u_{i}\left(V_{i}\right)$ |
|  | (c) $B_{i}$ loses, $V_{i}$ loses | $u_{i}\left(B_{i}\right)=u_{i}\left(V_{i}\right)=0$ | $u_{i}\left(B_{i}\right)=u_{i}\left(V_{i}\right)=0$ |

Lemma 6.4. The proposed subsidy scheme is truthful for drivers.
Proof. Let us assume driver $d_{j}$ who has the true value of $V_{j}^{\sigma(j)}$ asks $A_{j}^{\sigma(j)} \neq V_{j}^{\sigma(j)}$. Table 6.2 summarizes the impact of lying on the utility of the driver for different possible cases. As this table suggests, in all cases the utility of the driver will not exceed the utility of telling the truth denoted by $u_{j}\left(V_{j}^{\sigma(j)}\right)$. Note that due to the similarity between the analyses of a rider and a driver, we have omitted the explanation.

Table 6.2: Analysis of driver truthfulness for different possible cases

|  | Cases | Results |  |
| :---: | :---: | :---: | :---: |
|  |  | $r_{\sigma(j)} \in R_{1}$ | $r_{\sigma(j)} \in R_{2}$ |
| 2. $A_{j}^{\sigma(j)}>V_{j}^{\sigma(j)}$ | (a) $A_{j}^{\sigma(j)}$ wins, $V_{j}^{\sigma(j)}$ wins | $0 \leq u_{j}\left(A_{j}^{\sigma(j)}\right)=u_{j}\left(V_{j}^{\sigma(j)}\right)$ | $0 \leq u_{j}\left(A_{j}^{\sigma(j)}\right)=u_{j}\left(V_{j}^{\sigma(j)}\right)$ |
|  | (b) $A_{j}^{\sigma(j)}$ loses, $V_{j}^{\sigma(j)}$ wins | $0=u_{j}\left(A_{j}^{\sigma(j)}\right) \leq u_{j}\left(V_{j}^{\sigma(j)}\right)$ | $0=u_{j}\left(A_{j}^{\sigma(j)}\right) \leq u_{j}\left(V_{j}^{\sigma(j)}\right)$ |
|  | (c) $A_{j}^{\sigma(j)}$ loses, $V_{j}^{\sigma(j)}$ loses | $u_{j}\left(A_{j}^{\sigma(j)}\right)=u_{j}\left(V_{j}^{\sigma(j)}\right)=0$ | $u_{j}\left(A_{j}^{\sigma(j)}\right)=u_{j}\left(V_{j}^{\sigma(j)}\right)=0$ |
| 3. $A_{j}^{\sigma(j)}<V_{j}^{\sigma(j)}$ | (a) $A_{j}^{\sigma(j)}$ wins, $V_{j}^{\sigma(j)}$ wins | $0 \leq u_{j}\left(A_{j}^{\sigma(j)}\right)=u_{j}\left(A_{j}^{\sigma(j)}\right)$ | $0 \leq u_{j}\left(A_{j}^{\sigma(j)}\right)=u_{j}\left(V_{j}^{\sigma(j)}\right)$ |
|  | (b) $A_{j}^{\sigma(j)}$ wins, $V_{j}^{\sigma(j)}$ loses | $u_{j}\left(A_{j}^{\sigma(j)}\right) \leq u_{j}\left(V_{j}^{\sigma(j)}\right)=0$ | $u_{j}\left(A_{j}^{\sigma(j)}\right) \leq u_{j}\left(V_{j}^{\sigma(j)}\right)=0$ |
|  | (c) $A_{j}^{\sigma(j)}$ loses, $V_{j}^{\sigma(j)}$ loses | $u_{j}\left(A_{j}^{\sigma(j)}\right)=u_{j}\left(V_{j}^{\sigma(j)}\right)=0$ | $u_{j}\left(A_{j}^{\sigma(j)}\right)=u_{j}\left(V_{j}^{\sigma(j)}\right)=0$ |

Proposition 6.3. The proposed subsidy scheme is weakly dominant-strategy incentive compatible.
Proof. Based on Lemmas 6.3 and 6.4, truthfulness is the dominant strategy for both riders and drivers, and thus, the proposed mechanism is weakly dominant-strategy incentive compatible.

Proposition 6.4. The proposed subsidy scheme is computationally efficient.

Proof. The pre-processing procedure in Algorithm 6.1 can be performed in $O(|R||D|)$. Also, we can use the Fredman-Tarjan algorithm to solve the maximum weighted bipartite matching problem in Algorithm 6.2, which is known to have a running time complexity of $O\left(|N||E|+|N|^{2} \log |N|\right)$. In Algorithm 6.3, sorting riders and drivers takes $O\left(\left|R_{1}\right| \log \left|R_{1}\right|\right)$ and $O\left(\left|D_{1}\right| \log \left|D_{1}\right|\right)$ running time. The rest of the algorithm runs in $O\left(\left|R_{1}\right|\right)$. Algorithm 6.4 runs in $O\left(\left|R_{2}\right|\left|D_{2}\right| \log \left|D_{2}\right|\right)$. Finally, Algorithm 6.5 solves in $O\left(\left|D_{2}\right| \log \left|D_{2}\right|\right)$. Combining all these, the worst-case running time complexity of our proposed algorithm is equivalent to that of the maximum weighted bipartite matching which runs in polynomial time, and the result follows.

### 6.4.3 A Descriptive Example

In this subsection, we showcase the different steps of our proposed subsidy scheme using a small example. Let us consider a ridesharing system that operates on the well-known Nguyen-Dupuis transportation network. In Figure 6.1, we show an example of this network with arbitrary travel times and driving distances for every directed link. The shortest-path travel time, $\tau$, and driving distance, $\delta$, between every two stations are presented in Tables E. 2 and E.3, respectively.


Figure 6.1: The Nguyen-Dupuis Transportation Network. The tuple on each link shows the shortest-path travel time (in minutes) and driving distance (in miles) on that link.

For the sake of this example, we assume that 14 riders and 13 drivers register their trips in a given day. The trip information and announced private values are provided in Tables 6.3 and 6.4 for the riders and the drivers, respectively. In this example, the maximum allowed time window extension for a driver is assumed to be 5 minutes. We also assume that the ridesharing system has 10 dollars to subsidize the users.

Table 6.3: The trip information for the riders in the small example

|  | $r_{1}$ | $r_{2}$ | $r_{3}$ | $r_{4}$ | $r_{5}$ | $r_{6}$ | $r_{7}$ | $r_{8}$ | $r_{9}$ | $r_{10}$ | $r_{11}$ | $r_{12}$ | $r_{13}$ | $r_{14}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 1 | 1 | 4 | 12 | 5 | 4 | 7 | 9 | 5 | 8 | 10 | 6 | 5 | 6 |
| J | 2 | 13 | 2 | 13 | 2 | 9 | 3 | 7 | 7 | 6 | 12 | 10 | 10 | 3 |
| T | $7: 00$ | $7: 00$ | $7: 00$ | $7: 00$ | $7: 00$ | $7: 05$ | $7: 05$ | $7: 05$ | $7: 05$ | $7: 10$ | $7: 10$ | $7: 10$ | $7: 10$ | $7: 10$ |
| Q | $7: 16$ | $7: 14.0$ | $7: 21$ | $7: 15$ | $7: 16$ | $7: 13$ | $7: 19$ | $7: 20$ | $7: 19$ | $7: 24$ | $7: 19$ | $7: 18$ | $7: 32$ | $7: 20$ |
| $\delta$ | 1.5 | 2.0 | 2.5 | 2.0 | 3.5 | 3.0 | 2.0 | 3.5 | 2.0 | 3.0 | 2.5 | 3.0 | 2.5 | 3.0 |

Table 6.4: The trip information for the drivers in the small example

|  | $d_{1}$ | $d_{2}$ | $d_{3}$ | $d_{4}$ | $d_{5}$ | $d_{6}$ | $d_{7}$ | $d_{8}$ | $d_{9}$ | $d_{10}$ | $d_{11}$ | $d_{12}$ | $d_{13}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 1 | 4 | 1 | 1 | 4 | 4 | 1 | 6 | 2 | 11 | 1 | 12 | 9 |
| J | 13 | 3 | 11 | 3 | 8 | 8 | 11 | 9 | 6 | 1 | 11 | 3 | 10 |
| T | $7: 00$ | $7: 00$ | $7: 05$ | $7: 05$ | $7: 05$ | $7: 05$ | $7: 05$ | $7: 10$ | $7: 10$ | $7: 10$ | $7: 10$ | $7: 10$ | $7: 10$ |
| Q | $7: 13$ | $7: 18$ | $7: 27$ | $7: 22$ | $7: 24$ | $7: 23$ | $7: 29$ | $7: 20$ | $7: 24$ | $7: 26$ | $7: 33$ | $7: 32$ | $7: 21$ |
| $\delta$ | 1.5 | 3.0 | 3.5 | 2.5 | 2.5 | 3.0 | 3.0 | 3.5 | 2.0 | 1.0 | 3.0 | 3.0 | 2.0 |
| $\vartheta$ | 0.4 | 0.8 | 0.5 | 0.6 | 0.8 | 0.7 | 0.4 | 0.1 | 0.2 | 0.4 | 0.8 | 0.3 | 0.6 |

As a result of applying Algorithm 6.1 for all combinations of a rider and a driver, we can obtain the optimal time window extension of every driver conditional on sharing rides with any of the riders as shown in Table 6.5. Note that for the combinations of a rider and a driver that cannot be made spatio-temporally feasible, we do not have a value. Upon this pre-processing procedure, we can compute the bid vector of all the riders and the ask matrix of all the drivers as shown in Tables 6.6 and 6.7.

Table 6.5: The amount of time window extension for drivers conditional on their assigned rider

|  | $d_{1}$ | $d_{2}$ | $d_{3}$ | $d_{4}$ | $d_{5}$ | $d_{6}$ | $d_{7}$ | $d_{8}$ | $d_{9}$ | $d_{10}$ | $d_{11}$ | $d_{12}$ | $d_{13}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{1}$ | - | 2 | 1 | 1 | 5 | 5 | 1 | - | - | - | - | - | - |
| $r_{2}$ | 0 | 0 | 1 | 1 | 5 | 5 | 1 | - | - | - | - | - | - |
| $r_{3}$ | - | 4 | - | - | 2 | 2 | - | - | - | - | - | - | - |
| $r_{4}$ | 0 | - | 2 | 2 | - | - | 2 | - | - | - | - | - | - |
| $r_{5}$ | - | 2 | 5 | 5 | 5 | 5 | 5 | - | - | - | - | - | - |
| $r_{6}$ | 2 | 1 | 0 | 1 | 0 | 1 | 0 | - | - | - | 5 | - | 5 |
| $r_{7}$ | - | - | - | - | - | - | - | - | - | - | - | - | - |
| $r_{8}$ | - | - | 2 | - | 1 | 2 | 1 | - | - | - | - | - | - |
| $r_{9}$ | - | - | 0 | - | 0 | 0 | 0 | - | - | - | 3 | 4 | - |
| $r_{10}$ | - | - | - | - | - | - | - | - | 0 | 2 | - | - | - |
| $r_{11}$ | - | - | - | - | - | - | - | - | - | 5 | - | - | - |
| $r_{12}$ | - | - | 0 | 5 | - | - | 0 | 0 | - | - | 3 | 0 | 3 |
| $r_{13}$ | - | - | 0 | 2 | 5 | - | 0 | 2 | - | - | 0 | 1 | 0 |
| $r_{14}$ | - | - | 4 | - | - | - | 2 | - | - | - | 4 | 0 | - |

Before showing the steps of our subsidy scheme, first let us discuss the implementation of the VCG mechanism on this example, which yields the optimal social welfare. We use the VCG results

Table 6.6: Bid vector of riders, $B$, in the small example

| $r_{1}$ | $r_{2}$ | $r_{3}$ | $r_{4}$ | $r_{5}$ | $r_{6}$ | $r_{7}$ | $r_{8}$ | $r_{9}$ | $r_{10}$ | $r_{11}$ | $r_{12}$ | $r_{13}$ | $r_{14}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 13.4 | 8.00 | 20.00 | 10.40 | 27.30 | 6.00 | 9.00 | 17.50 | 8.20 | 9.60 | 8.50 | 6.00 | 9.25 | 20.70 |

Table 6.7: Ask matrix of drivers $A$ in the small example

|  | $d_{1}$ | $d_{2}$ | $d_{3}$ | $d_{4}$ | $d_{5}$ | $d_{6}$ | $d_{7}$ | $d_{8}$ | $d_{9}$ | $d_{10}$ | $d_{11}$ | $d_{12}$ | $d_{13}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{1}$ | $\infty$ | 24.40 | 5.75 | 10.85 | 19.00 | 21.50 | 4.90 | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
| $r_{2}$ | 0.00 | 14.70 | 14.85 | 4.10 | 36.80 | 31.25 | 12.70 | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
| $r_{3}$ | $\infty$ | 15.50 | $\infty$ | $\infty$ | 7.85 | 8.9 | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
| $r_{4}$ | 1.35 | $\infty$ | 18.50 | 6.95 | $\infty$ | $\infty$ | 15.80 | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
| $r_{5}$ | $\infty$ | 21.10 | 11.95 | 16.25 | 16.25 | 18.20 | 10.10 | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
| $r_{6}$ | 8.75 | 11.00 | 11.00 | 17.35 | 15.75 | 19.60 | 24.90 | $\infty$ | $\infty$ | $\infty$ | 28.90 | $\infty$ | 11.40 |
| $r_{7}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
| $r_{8}$ | $\infty$ | $\infty$ | 14.65 | $\infty$ | 9.80 | 12.20 | 12.10 | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
| $r_{9}$ | $\infty$ | $\infty$ | 10.85 | $\infty$ | 10.00 | 12.00 | 9.30 | 9.30 | $\infty$ | $\infty$ | 11.70 | 21.90 | $\infty$ |
| $r_{10}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | 7.5 | 7.3 | $\infty$ | $\infty$ | $\infty$ |
| $r_{11}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | 6.4 | $\infty$ | $\infty$ | $\infty$ |
| $r_{12}$ | $\infty$ | $\infty$ | 21.70 | 25.00 | $\infty$ | $\infty$ | 18.60 | 5.60 | $\infty$ | $\infty$ | 21.00 | 21.00 | 7 |
| $r_{13}$ | $\infty$ | $\infty$ | 15.75 | $\infty$ | $\infty$ | $\infty$ | 13.50 | 14.20 | $\infty$ | $\infty$ | 13.50 | 25.20 | 1.80 |
| $r_{14}$ | $\infty$ | $\infty$ | 21.60 | $\infty$ | $\infty$ | $\infty$ | 17.60 | $\infty$ | $\infty$ | $\infty$ | 20.00 | 3.30 | $\infty$ |

as a benchmark against which our proposed mechanism can be compared. For finding the VCG outcome, we solve the maximum weighted bipartite matching problem (6.10) in Algorithm 6.2 with $w_{r_{i}, d_{j}}$ being the welfare of every pair of a rider and a driver computed as

$$
\begin{equation*}
w_{r_{i}, d_{j}}=B_{i}-A_{j}^{i}, \quad \forall\left(r_{i}, d_{j}\right) \in E . \tag{6.11}
\end{equation*}
$$

The optimal matching for the small example is demonstrated in Figure 6.2. Let $\mathrm{SW}^{1}$ denote the objective of this problem. The optimal social welfare $\mathrm{SW}^{1 *}$ is equal to 86.05 in this example. In order to find the payment of every rider $r_{i}$ and every driver $d_{j}$, we calculate the Clark pivot as follows:

$$
\begin{array}{ll}
p_{r_{i}}=\mathrm{SW}_{-r_{i}}^{1 *}-\mathrm{SW}^{1 *}+B_{i} \sum_{d_{j} \in D} \tilde{x}_{r_{i}, d_{j}}^{*}, & \forall r_{i} \in R, \\
p_{d_{j}}=\mathrm{SW}_{-d_{j}}^{1 *}-\mathrm{SW}^{1 *}+\sum_{r_{i} \in R} A_{j}^{i} \tilde{x}_{r_{i}, d_{j}}^{*}, & \forall d_{j} \in D, \tag{6.12b}
\end{array}
$$

where $\mathrm{SW}_{-n_{\ell}}^{1 *}$ represents the optimal social welfare of the system excluding user $n_{\ell}$. Also, $\tilde{x}_{r_{i}, d_{j}}^{*}$ represents the optimal matching solution between rider $r_{i}$ and driver $d_{j}$. The VCG payments of the users in the small example are presented in Table 6.8. Adding these payments together and negating the result reveals that the system incurs a payment deficit of $\mathrm{PD}^{1}=66.75>10=\mathrm{B}$ dollars to implement the VCG outcome. Note that this value is more than $75 \%$ of the optimal social welfare.

Therefore, although the VCG mechanism satisfies the IR, DSIC, EE, and CE properties, it fails to satisfy the BB property, which indicates that the VCG mechanism is infeasible for a system with a capital budget of maximum 10 dollars.


Figure 6.2: The optimal social welfare matching of the small example. Every matched pair of users is linked with a direct arc from the driver to the assigned rider.

Table 6.8: The VCG payments of the users in the small example

| $r_{1}$ | $r_{2}$ | $r_{3}$ | $r_{4}$ | $r_{5}$ | $r_{6}$ | $r_{7}$ | $r_{8}$ | $r_{9}$ | $r_{10}$ | $r_{11}$ | $r_{12}$ | $r_{13}$ | $r_{14}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5.75 | 4.1 | 8.9 | 5.45 | 10.95 | 0.0 | 0.0 | 10.85 | 0.0 | 7.5 | 6.6 | 5.6 | 1.8 | 3.3 |
| $d_{1}$ | $d_{2}$ | $d_{3}$ | $d_{4}$ | $d_{5}$ | $d_{6}$ | $d_{7}$ | $d_{8}$ | $d_{9}$ | $d_{10}$ | $d_{11}$ | $d_{12}$ | $d_{13}$ |  |
| -10.4 | 0.0 | -13.4 | -8.0 | -17.5 | -15.5 | -19.6 | -6.0 | -9.4 | -8.5 | 0.0 | -20.0 | -9.25 |  |

Now, let us discuss the steps of our proposed subsidy scheme. In the first step, we apply Algorithm 6.2 to obtain a matching between the riders and drivers independent of their asks and bids. For the sake of this example, we consider a mapping that maximizes the total VMTS, whose optimal solution is demonstrated in Figure 6.3. This step yields the mapping $\sigma$ between the riders and the drivers. This mapping enables us to reduce the ask matrix of the drivers into an ask vector $A^{\sigma}$ as shown in Table 6.9. Finally, combined with the result of the pre-processing procedure, we can separate the pairs of users into group 1, shown in Figure 6.4, and group 2, shown in Figure 6.5. More specifically, drivers $d_{1}, d_{8}, d_{9}, d_{12}$, and $d_{13}$ do not need to extend their time windows to serve riders $r_{2}, r_{12}, r_{10}, r_{14}$, and $r_{13}$, respectively. Thus, they are not qualified to receive subsidy from the system and belong to group 1. The rest of the matched drivers in Figure 6.3 are expected to extend their time windows to serve their assigned riders, and thus, they belong to group 2.

Table 6.9: The ask vector of the drivers $A^{\sigma}$ given the maximum VMTS mapping $\sigma$ in the small example

| $d_{1}$ | $d_{2}$ | $d_{3}$ | $d_{4}$ | $d_{5}$ | $d_{6}$ | $d_{7}$ | $d_{8}$ | $d_{9}$ | $d_{10}$ | $d_{11}$ | $d_{12}$ | $d_{13}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 11.0 | 5.75 | 6.95 | 9.8 | 8.9 | 10.1 | 5.6 | 7.5 | 6.4 | 11.7 | 3.3 | 1.8 |

In the second step, we sort the riders of group 1 in descending order of their bids and the drivers of group 1 in ascending order of their asks, as shown in Figure 6.4. As a result, the sequence of riders


Figure 6.3: The optimal VMTS mapping of the small example. Every matched pair of users are linked with a direct arc from the driver to the assigned rider.
and drivers can be found as $\mathcal{R}_{1}=\left\langle r_{14}, r_{10}, r_{2}, r_{13}, r_{12}\right\rangle \mathcal{D}_{1}=\left\langle d_{1}, d_{13}, d_{12}, d_{8}, d_{9}\right\rangle$. Next, we find the largest $k$ such that the bid of $k^{\text {th }}$ rider in $\mathcal{R}_{1}$ is at least as high as the ask of the $k^{\text {th }}$ driver in $\mathcal{D}_{1}$. In the small example, $k$ is $4(7.0>5.6$ and $6.0<7.5)$. Next, we find indices $\alpha=5$ and $\beta=4$ as instructed in Algorithm 6.3, i.e., $\alpha=5$ since $6.0>5.6$, and $\beta=4$ since $7.5>7.0$. As a result, we can find the candidate sets of matches $X_{1}^{\alpha}=\left\{\left(r_{2}, d_{1}\right),\left(r_{13}, d_{13}\right),\left(r_{14}, d_{12}\right)\right\}$ and $X_{1}^{\beta}=\left\{\left(r_{2}, d_{1}\right),\left(r_{14}, d_{12}\right)\right\}$. Since $\left|X_{1}^{\alpha}\right|=3>2=\left|X_{1}^{\beta}\right|$, we let $X_{1}^{\alpha}$ be the set of finalized matches in group 1 . We also require riders $r_{2}$, $r_{13}$, and $r_{14}$ to pay $p_{1}^{\mathcal{R}}=6.0$ dollars to the system, and pay $p_{1}^{\mathcal{D}}=5.6$ dollars to drivers $d_{1}, d_{12}$, and $d_{13}$.


Figure 6.4: The pairs of a rider and a driver in group 1. The values on top of the riders are their bids and those under the drivers are their asks. The riders and drivers are sorted based on their bids and asks.

In the third step of our subsidy scheme, we first randomly divide the riders into two submarkets of equal size. Figure 6.5 shows an instance of the possible left and right markets denoted by $L$ and $R$, respectively. More specifically, $\mathcal{R}_{2}^{L}=\left\{r_{4}, r_{5}, r_{8}, r_{9}\right\}$ and $\mathcal{R}_{2}^{R}=\left\{r_{1}, r_{3}, r_{6}, r_{11}\right\}$. Next, we find the trade prices $p_{2}^{\mathrm{L}}$ and $p_{2}^{\mathrm{R}}$. For finding trade price $p_{2}^{\mathrm{R}}$, we only use the ask and bids of the users in the left market. As such, we first sort the riders in the left market in descending order of their bids and store them in sequence $\mathcal{R}_{2}^{\mathrm{L}}=\left\langle r_{5}, r_{8}, r_{4}, r_{9}\right\rangle$. Next, we initialize the social welfare of the left market, $G$, to zero. Then, we assume the trade price is the bid of rider $r_{5}$. Let $D_{2}^{\prime}$ be the set of drivers whose assigned rider bids at least as high as $B_{5}=27.3$, which results in
$D_{2}^{\prime}=\left\{d_{7}\right\}$ and $\mathcal{D}_{2}^{\prime}=\left\langle d_{7}\right\rangle$. Since, $10.1-27.3 \leq \frac{10}{2}$, we let $k$ be 1 . The social welfare of the only pair $\left(r_{5}, d_{7}\right)$ is $27.3-10.1=17.2 \geq 0=G$. Thus, we update $G$ to 17.2 and $p^{R}=27.3$. Next, we assume the trade price is $B_{8}=17.5$. In this case, $D_{2}^{\prime}=\left\{d_{7}, d_{5}\right\}$ and $\mathcal{D}_{2}^{\prime}=\left\langle d_{5}, d_{7}\right\rangle$. Since, $2 \times(10.1-17.5) \leq \frac{10}{2}$, we let $k$ be 2 . The social welfare of pairs $\left(r_{5}, d_{7}\right)$ and $\left(r_{8}, d_{5}\right)$ is $(27.3-10.1)+(17.5-9.8)=24.9 \geq 17.2=G$. Thus, we update $G$ to 24.9 and $p^{R}=17.5$. Next, we assume the trade price is $B_{4}=10.4$. In this case, $D_{2}^{\prime}=\left\{d_{7}, d_{5}, d_{4}\right\}$ and $\mathcal{D}_{2}^{\prime}=\left\langle d_{4}, d_{5}, d_{7}\right\rangle$. Since, $3 \times(10.1-10.4) \leq \frac{10}{2}$, we let $k$ be 3 . The social welfare of pairs $\left(r_{5}, d_{7}\right),\left(r_{8}, d_{5}\right)$, and $\left(r_{4}, d_{4}\right)$ is $(23.7-10.01)+(17.5-9.8)+(10.4-6.95)=28.35 \geq 24.9=G$. Thus, we update $G$ to 28.35 and $p^{\mathrm{R}}=10.4$. Finally, we assume the trade price is $B_{9}=8.2$. In this case, $D_{2}^{\prime}=\left\{d_{7}, d_{5}, d_{4}, d_{11}\right\}$ and $\mathcal{D}_{2}^{\prime}=\left\langle d_{4}, d_{5}, d_{7}, d_{11}\right\rangle$. Since $4 \times(11.7-8.2) \not \leq \frac{10}{2}$, we cannot pass all the drivers. Also, $3 \times(10.1-8.2) \not \leq \frac{10}{2}$, which indicates that we cannot let $k$ be 3 . However, $2 \times(9.8-8.2) \leq \frac{10}{2}$ which indicates that we can let $k$ be 2 . Nonetheless, the social welfare of pairs $\left(r_{8}, d_{5}\right)$, and $\left(r_{4}, d_{4}\right)$ is $(17.5-9.8)+(10.4-6.95)=11.15 \nsupseteq 28.35=G$. Thus, neither $G$ nor $p_{2}^{\mathrm{R}}$ will be updated in this case. We follow the same procedure for finding the trade price in the left market, $p_{2}^{\mathrm{L}}$, using the bids and asks of the users in the right market. By doing so, we obtain $p_{2}^{\mathrm{L}}$ as the bid of rider $r_{11}$, i.e., $p_{2}^{\llcorner }=B_{11}=8.5$.

Having found these trade prices, we use the procedure in Algorithm 6.5 to find the subsidies and winning users in group 2 of the small example. More precisely, let $D_{2}^{L}$ be the set of the drivers in the left market whose assigned rider bids at least as high as $p_{2}^{\mathrm{L}}=B_{11}=8.5$. In the small example, $D_{2}^{\mathrm{L}}$ can be found as $\left\{d_{4}, d_{5}, d_{7}\right\}$. We sort these drivers in ascending order of their asks and store it in sequence $\mathcal{D}_{2}^{\mathrm{L}}=\left\langle d_{4}, d_{5}, d_{7}\right\rangle$. Next, we check if we can subsidize all these users. Since $3 \times(10.1-8.5)<\frac{10}{2}$, we let $s^{L}$ be $\frac{10}{2 * 3}=1.67$. We also let $X_{2}^{L}=\left\{\left(r_{5}, d_{7}\right),\left(r_{8}, d_{5}\right),\left(r_{4}, d_{7} 4\right)\right\}$ as the set of finalized matches in the left market. Doing the same procedure for the right market with trade price $p_{2}^{\mathrm{R}}=10.4$ yields $s_{2}^{\mathrm{R}}=2.5$ and $X_{2}^{\mathrm{R}}=\left\{\left(r_{3}, r_{6}\right),\left(r_{1}, d_{3}\right)\right\}$.

Combining the results of these steps provides us with the matching shown in Figure 6.6. The social welfare of this outcome is $\mathrm{SW}^{2}=79.95$, which is $93 \%$ of the optimal social welfare found by the VCG mechanism. Also, the payments made by the users in our subsidy scheme for the small example are presented in Table 6.10. Summing the negative of these payments gives us the required subsidy for our subsidy scheme, $\mathrm{PD}^{2}=8.8$, which is lower than the total budget of 10 dollars.

Table 6.10: The payments of the users by the subsidy scheme in the small example

| $r_{1}$ | $r_{2}$ | $r_{3}$ | $r_{4}$ | $r_{5}$ | $r_{6}$ | $r_{7}$ | $r_{8}$ | $r_{9}$ | $r_{10}$ | $r_{11}$ | $r_{12}$ | $r_{13}$ | $r_{14}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10.4 | 6.0 | 10.4 | 8.5 | 8.5 | 0.0 | 0.0 | 8.5 | 0.0 | 0.0 | 0.0 | 0.0 | 6.0 | 6.0 |
| $d_{1}$ | $d_{2}$ | $d_{3}$ | $d_{4}$ | $d_{5}$ |  | $d_{6}$ | $d_{7}$ | $d_{8}$ | $d_{9}$ | $d_{10}$ | $d_{11}$ | $d_{12}$ | $d_{13}$ |
| -5.6 | 0.0 | -12.9 | -10.17 | -10.17 | -12.9 | -10.17 | 0.0 | 0.0 | 0.0 | 0.0 | -5.6 | -5.6 |  |

Before finalizing this section, let us provide the results of our subsidy scheme for the small

(a) Left market (L)

(b) Right market (R)

Figure 6.5: The pairs of a rider and a driver in group 2. The values on top of the riders are their bids and those under the drivers are their asks. The riders and drivers in each submarket are sorted based on their bids and asks.


Figure 6.6: The matching of the subsidy scheme for the small example. Every matched pair of users are linked with a direct arc from the driver to the assigned rider.
example when there is no budget available for subsidizing the drivers. Setting B to zero does not change the result of first step. However, in the second step the set of finalized pairs changes as $X_{2}^{\mathrm{L}}=\left\{\left(r_{4}, d_{4}\right)\right\}, X_{2}^{\mathrm{R}}=\left\{\left(r_{1}, d_{14}\right),\left(r_{3}, d_{6}\right)\right\}$ although the trade prices of $p_{2}^{\mathrm{L}}=8.5$ and $p_{2}^{\mathrm{R}}=10.4$ remain the same. Also, $s_{2}^{\mathrm{L}}=s^{\mathrm{R}}=0$. The social welfare associated with this outcome is $\mathrm{SW}^{3}=55.05(64 \%$ of the optimal social welfare), while its payment deficit is $\mathrm{PD}^{3}=-1.2$, which indicates that the required subsidy by the system is obviously zero and instead the system has a revenue of 1.2 dollars.

### 6.5 Numerical Experiment

In this section, we perform a set of simulation experiments using the New York City taxi dataset ${ }^{1}$ to assess the quality of our proposed subsidy scheme. In the following subsection, we carefully define the parameter settings of our numerical experiments, and introduce a number of performance metrics to evaluate the performance of different mechanisms against each other. Afterwards, we

[^2]present the result of various experiments.
All the experiments in this study are performed on a 3.50 GHz Intel Xeon machine with a 64-bit version of the Windows 10 operating system with 128.0 GB RAM. The data preparation, and the algorithms provided in 6.4 are coded in Python 3.9, and all the optimization problems introduced in this chapter are solved using GUROBI 9.2. Finally, the road network of the study region is extracted from Open Street Map, and the shortest-path travel time and driving distance between every pair of stations are obtained from the Google Map API.

### 6.5.1 Experiment setup and Parameter Settings

For the sake of this study, we focus only on the trips that originate and end in the Manhattan area of the New York City during the morning peak hour of [7:00,10:00]. For finding the trip information of the users in 10 different days (instances), we use the historical trip data in the New York City taxi dataset from Feb 1, 2016 to Feb 10, 2016 subject to the following assumptions and modifications:

- The origin and destination stations as well as the desired earliest departure time of every user is obtained directly from the dataset.
- In order to obtain the desired latest arrival time of every user, we generate the random parameter $\Upsilon_{n_{\ell}}$ as a user's time flexibility, and add it to the sum of the desired earliest departure time and the shortest-path travel time between the origin and destination stations of that user. i.e., $J_{n_{\ell}}=I_{n_{\ell}}+\tau_{I_{n_{\ell}}, J_{n_{\ell}}}+\Upsilon_{n_{\ell}}$. We further assume that this parameter follows a normal distribution with mean $\mu(\Upsilon)$ and standard deviation $\mu(\Upsilon) / 5$,
- We only consider trips that are longer than 10 minutes.
- Half of the users are randomly selected to be riders and the rest are chosen to be drivers.
- A rider's value of distance and a driver's value of distance and time window extension are randomly generated following Normal distributions with means $\mu^{R}(\delta), \mu^{D}(\delta)$, and $\mu^{D}(\vartheta)$ and standard deviations $\mu^{R}(\delta) / 5, \mu^{D}(\delta) / 5$, and $\mu^{D}(\vartheta) / 5$, respectively.
We consider a base scenario of the ridesharing system with parameter settings listed in Table 6.11. The parameters in this table can be defined as:
- $|N|$ : the total number of riders and drivers in the system,
- B : the total available budget for subsidy,
- $\mu^{R}(\delta)$ : the mean of rider's value of distance,
- $\mu^{D}(\delta)$ : the mean of driver's value of distance,
- $\mu(\vartheta)$ : the mean of driver's value of time extension,
- $\mu(\Upsilon)$ : the mean of user's time window flexibility, and finally,
- $\Gamma$ : the threshold for extending a user's time window.

In our numerical experiments, we compare the performance of our subsidy scheme, denoted

Table 6.11: The parameter setting for the base scenario.

|  | ${ }^{2} \mid$ | B | $\mu^{R}(\delta)$ | $\mu^{D}(\delta)$ | $\mu^{D}(\vartheta)$ | $\mu(\Upsilon)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $(\$ / \mathrm{mile})$ | $(\$ / \mathrm{mile})$ | $(\$ / \mathrm{min})$. | $(\mathrm{min})$. | $(\mathrm{min})$. |
| 4,000 | 500 | 2.0 | 0.2 | 2.0 | 5 | 5 |

by $\mathcal{M}_{2}$, with that of the VCG mechanism, denoted by $\mathcal{M}_{1}$, and the no-deficit variant of our subsidy scheme, denoted by $\mathcal{M}_{3}$. We introduce the following performance metrics to quantify the performance of these mechanisms:

- Social Welfare of $\mathcal{M}_{i}\left(\mathrm{SW}^{i}\right)=\sum_{\left(r_{i}, d_{j}\right) \in X}\left(B_{i}-A_{j}^{i}\right), \quad$ for $i=1,2,3$,
- Matching Rate of $\mathcal{M}_{i}\left(\mathrm{MR}^{i}\right)=100 \times 2|X| /|N|, \quad$ for $i=1,2,3$,
- Payment Deficit of $\mathcal{M}_{i}\left(\mathrm{PD}^{i}\right)=-\sum_{n_{\epsilon} \in N} p_{n_{\ell}}, \quad$ for $i=1,2,3$,
- Computation Time of $\mathcal{M}_{i}\left(\mathrm{CT}^{i}\right)=\operatorname{Implementation~time~of~mechanism~} \mathcal{M}_{i}, \quad$ for $i=1,2,3$,
- Subsidy Impact Rate of $\mathcal{M}_{i}\left(\mathrm{SIR}^{i}\right)=\left(\mathrm{SW}^{i}-\mathrm{SW}^{3}\right) / \mathrm{PD}^{i} \quad$ for $i=2$,
- Social Welfare Ratio of $\mathcal{M}_{i}\left(\mathrm{SWR}^{i}\right)=100 \times \mathrm{SW}^{i} / \mathrm{SW}^{1} \quad$ for $i=2,3$.

Finally, we assume that the ridesharing has an estimate of $\$ 2 /$ mile for the mean value of distance, $\hat{\delta}$, and an estimate of $\$ 0.2 / \mathrm{min}$ for the mean value of time extension, $\hat{\vartheta}$. Therefore, unless stated otherwise, the results of mechanisms $\mathcal{M}_{2}$ and $\mathcal{M}_{3}$ are based on the mapping objective function presented in (6.8).

### 6.5.2 The Performance of the Proposed Subsidy Scheme

In this subsection, we show the performance of our proposed subsidy scheme in comparison with an efficient mechanism and a no-deficit mechanism, when applied to a ridesharing system with the base scenario of parameter settings. Figures 6.7(a)-(f) show the box plots of different performance metrics over 10 instances of the base scenario. As expected, Figure 6.7(a) suggests that the VCG mechanism generates the highest amount of social welfare. Additionally, Figure 6.7(b) indicates that it also matches a higher number of pairs compared to the other two mechanism. However, VCG achieves these positive results at the cost of running a budget deficit as high as almost half of the generated social welfare (see Figure 6.7(c)), and a significant computational burden in orders of magnitude (see Figure 6.7(d)). Therefore, given a set budget of $\$ 500$ as used in the base scenario, the VCG mechanism seems to be inapplicable for the ridesharing system.

The proposed subsidy scheme, however, can help the system yield about $85 \%$ of the maximum possible social welfare, as shown in Figure 6.7(e), while respecting the budget constraint. Also, Figure 6.7(f) shows that every dollar spent on subsidy increases the social welfare by $\$ 0.45$ on average. Moreover, using the available budget enables our subsidy scheme to increase the matching


Figure 6.7: The comparison between the performance of mechanisms $\mathcal{M}_{1}, \mathcal{M}_{2}$, and $\mathcal{M}_{3}$.
rate by $5 \%$ on average compared to a no-deficit mechanism. In order to see why $\mathcal{M}_{2}$ generates a higher social welfare and matching rate compared to $\mathcal{M}_{3}$, we present the box plots of the prices found by Algorithms 6.3-6.5 in both mechanisms in Figure 6.8. As expected, the prices of both riders and drivers in group 1 are the same, because subsidy has no impact on this group. However, $M_{2}$ has lower trade prices in the left and right markets of group 2 compared to $M_{3}$, which indicates


Figure 6.8: Comparison between the prices of mechanism $\mathcal{M}_{2}$ and $\mathcal{M}_{3}$.
that $M_{2}$ charges the riders in group 2 less, which ultimately leads to a higher number of profitable matches being finalized that would not have been finalized in $\mathcal{M}_{3}$, and subsequently a higher social welfare. Furthermore, this figure also suggests that the sum of trade prices and subsidies are higher in $M_{2}$, which points out larger payments to the drivers. Therefore, although the system directly targets and compensates drivers for time window extension, both riders and drivers benefit from the subsidy scheme in the form of lower and higher prices, respectively.

### 6.5.3 The Impact of the Mapping Objective and Random Sampling

In Section 6.4.1.1, we introduced three objective functions to find an initial matching between the riders and drivers in the first step of our proposed subsidy scheme. Let us call these objectives MEAN (i.e., maximizing social welfare based on an estimate of private parameter means), VMTS (i.e., maximizing vehicle miles traveled savings), and MM (i.e., maximum matching). In Figure 6.9, we demonstrate social welfare ratios of $\mathcal{M}_{2}$ and $\mathcal{M}_{3}$ under these three objectives over 10 instances of the base scenario. This figure shows that the MEAN method obviously generates the highest social welfare. In the case of having no estimates of mean values, VMTS enables us to obtain $80 \%$ of social welfare. This loss in social welfare is due to the fact that VMTS does not exploit the information regarding the sensitivity of users to time window extension. As such, it may initially match pairs in which drivers incur a large cost of time window extension. Consequently, we will not be able to finalize such pairs in the third step, and thus, lose a part of social welfare. Also, MM generates the lowest amount of social welfare among these objectives. This is not surprising because on top of the issue mentioned for VMTS, MM also completely ignores the gain of a match, which may result in finalizing the matches whose welfare is negative.


Figure 6.9: The social welfare ratio of mechanisms $\mathcal{M}_{2}$ and $\mathcal{M}_{3}$ with different mapping objective functions for the base scenario.

Note that in the base scenario, the mean values of distance and time window extension of the users match the estimates of the ridesharing system. In order to have a fair comparison between
these objectives and also investigate the robustness of the MEAN objective with respect to the precision of the estimates, we consider four additional scenarios by changing the mean or standard deviation of the users' values. More precisely, in the "Lower Means" scenario, we decrease the means of $\delta$ and $\vartheta$ to $\$ 1 /$ mile and $\$ 0.1 / \mathrm{min}$., respectively, and in the "Higher Means" scenario, we increase them to $\$ 3 / \mathrm{mile}$ and $\$ 0.3 / \mathrm{min}$. Also, in the "Lower Variances" scenario, we decrease the standard deviations of $\delta$ and $\vartheta$ to $\$ 2 /$ mile and $\$ 0.02 / \mathrm{min}$., respectively, and in the "Higher Variances" scenario, we increase them to $\$ 8 / \mathrm{mile}$ and $\$ 0.8 / \mathrm{min}$. Figures 6.10 (a)-(d) show the results of social welfare ratio for these additional scenarios. These figures suggest that the performance of the MEAN method slightly degrades in all scenarios, especially in the Higher Variance scenario. However, the magnitude of decrease in social welfare ratio is less than $5 \%$ in the worst case. Interestingly, the performance of VMTS slightly increases in the Low Variances scenario and decreases in the High Variance scenario. Also, MM does not show any significant sensitivity to these values. Despite all changes, the performance of MEAN is better than that of VMTS and MM under all variations.


Figure 6.10: The social welfare ratio of mechanisms $\mathcal{M}_{2}$ and $\mathcal{M}_{3}$ with different mapping objective functions under different scenarios of population values.

Finally, in Figure 6.11, we show the social welfare ratio of $\mathcal{M}_{2}$ and $\mathcal{M}_{3}$ for different random seeds used to create the right and left markets for pairs in group 2, in each instance of the base
scenario. This figure suggests that the social welfare of our subsidy scheme and its no-deficit variant might change slightly as a result of the random sampling method in step 3 of our proposed method. However, the magnitude of the change does not go beyond $3 \%$ in the worst case. Also, the performance of the mechanism with budget is always better than that of the mechanism without it.


Figure 6.11: The impact of the random sampling on the social welfare ratio of mechanism $\mathcal{M}_{2}$ and $\mathcal{M}_{3}$ across different instances of the base scenario.

### 6.5.4 Sensitivity Analysis

In order to analyze the impact of parameter values on the performance metrics, in this subsection we consider the result of different scenarios of parameter setting. These scenarios are built by changing one parameter of the base scenario at a time, and their results for mechanisms $\mathcal{M}_{1}, \mathcal{M}_{2}$, and $\mathcal{M}_{3}$ are plotted in Figures 6.12, 6.13, E.1, E.2, E.3, E.4, and E.5. Every plot shows the average of the corresponding performance metric over 10 instances, and the shaded region demonstrates the $95 \%$ confidence intervals of the average values. In what follows, we present the analysis of Figures 6.12 and 6.13. The rest of Figures and their interpretations are presented in Appendix E.3.

In the base scenario, we assume that 4000 users ( 2000 drivers and 2000 riders) participate in the ridesharing system every day. To analyze the impact of this parameter, we change it to 1000, 2000, 6000, and 8000. The results are presented in Figure 6.12. Figures 6.12(a) and 6.12(b) indicate that the social welfare of all the mechanisms increases super-linearly, and their matching rates increase sub-linearly as the number of users increases. This is due to the fact that the system is not saturated and adding more users increases the possibility of matching, and thereby, finding more profitable matches. Also, Figure 6.12(c) suggests that the payment deficit of VCG increases linearly with the number of users. Figure 6.12(d) indicates that given a set budget of \$500, the impact of every dollar spent on subsidy increases sub-linearly with the number of users until it converges to a maximum value. This is due to the fact the matching rate increases by adding more users, and thus, a given budget allows the subsidy scheme to add more to the social welfare. Despite this impact, Figure
6.12(e) shows that the difference between the social welfare ratio of $\mathcal{M}_{2}$ and $\mathcal{M}_{3}$ decreases as $|N|$ increases. This is because with a higher $\mid N$, the necessity for extending time windows decreases, and thus, the drivers' asks can be satisfied by the bid of riders without the help of subsidy. These figures suggest that as the penetration rate of the system goes up, we can rely on the users to generate a high social welfare ( $85 \%$ of the maximum possible) even without the help of any external capital budget.


Figure 6.12: Impact of number of participants

Figure 6.13 demonstrates the results of changing the available budget for subsidy from $\$ 500$ in the base scenario to $\$ 100 \$ 250, \$ 1,000$ and $\$ 2,500$. Note that only the results of $\mathcal{M}_{2}$ changes in this case, as the two other benchmarks do not utilize a budget. Figures 6.13(a) and 6.13(b) show that the social welfare and the matching rate of the subsidy scheme increase sub-linearly with the value of $B$. Also, the payment deficit increases linearly from about $\$ 100$ to about $\$ 2500$, suggesting that almost all budget will be used in each scenario to increase the social welfare. As Figure 6.12(e) suggests, this increase in budget can increase social welfare ratio up to $92 \%$ of the maximum social welfare. However, Figure 6.12(d) indicates that the impact of every dollar spent on subsidy decreases with the available budget. This is due to the fact that by adding more budget, we also increase the number of so-called "unprofitable" matches in which the ask of drivers is greater than the bid of riders. Therefore, although we increase the matching rate and even social welfare, the ratio of finalized
unprofitable matches increases such that they adversely influence the subsidy impact rate.


Figure 6.13: Impact of available capital budget

### 6.6 Conclusion and Future Work

In this chapter, we consider a static one-to-one ridesharing system that uses a limited amount of budget to motivate drivers to extend their time windows, and thus, increase the possibility of matching with riders. With the assumption of having strategic users that hold their values of distance and time window extension as private information, we show that the ride-matching and pricing in this market can be modeled as a combinatorial double auction with heterogeneous items. Applying the celebrated VCG mechanism usually requires a significant and unbounded amount of budget that makes it inappropriate for finding a feasible outcome with limited budget deficit. As such, we propose a multi-step subsidy scheme that satisfies truthfulness, voluntary participation, budget-balance, and computational efficiency. Using the New York City taxi dataset, we evaluate different aspects of our proposed subsidy scheme in comparison with the VCG mechanism and a no-deficit variant of the scheme. From the results of these experiments, we infer that:

1. For large-scale systems, the proposed subsidy scheme can yield about $85 \%$ of the maximum possible social welfare on average, while ensuring that payment deficit does not violate the budget constraint.
2. The choice of the objective function for finding the initial mapping between riders and drivers significantly impacts the performance of the proposed subsidy scheme. In the case of having an estimate of users' private values, we suggest maximizing the expected gain, and in the absence of any estimate, we suggest maximizing the vehicle miles travelled saving.
3. The random sampling to find left and right markets in the mechanism does not significantly change the social welfare of our subsidy scheme.
4. The proposed subsidy scheme generally results in higher social welfare, when compared to its no-deficit variant. However, it is not advised to subsidize systems with high penetration rate or very flexible users.
In this study, we assume that the ridesharing system is a benevolent market maker that possesses an available capital budget to inject to the system. One possible direction to extend the work of this study is to consider the ridesharing system as a player with a utility function. In this case, the ridesharing system will not give out the monetary incentive unless doing so increases the utility of the system.

## CHAPTER 7

## Conclusion and Discussions

### 7.1 Research Summary and Findings

The advent of advanced communication technologies and high-performance computing have enabled various shared mobility systems, including P2P ridesharing and ride-pooling services, which can turn the rise in population growth into opportunities-in densely-populated areas, high demand for travel makes shared services profitable, giving rise to business models that not only can meet the growing travel demand, but can do so while reducing the total vehicles-miles-travelled (VMT) in the transportation network. In spite of several individual and societal benefits that ridesharing services offer, there are various operational and/or economic challenges that highly impact their performance and impede them from becoming a viable and reliable mode of transportation in the long run. This dissertation attempts to address some of these challenges by proposing high quality solutions that are developed based on well-known techniques from the fields of operations research, data mining, and game theory. The methodologies presented in this dissertation can be roughly divided into two major parts.

### 7.1.1 Fast And Reliable Dynamic Operations

The first part of the dissertation looks at ridesharing services from the prospective of operators, and devises new techniques to efficiently serve customers while taking system-wide considerations into account. For this purpose, Chapters 2 and 3 introduce two major challenges that P2P ridesharing and ride-pooling systems face in real time, respectively. The high computational complexity of the underlying ride-matching problems immensely undermines the real-time application of ridesharing services. As such, Chapter 2 introduces a distributed optimization technique based on graph partitioning to facilitate the implementation of dynamic ridesharing systems in densely populated metropolitan areas. The result of numerical experiments shows that this technique can effectively reduce the response time of the platform in solving various forms of ride-matching problems while providing high-quality solutions.

In Chapter 3, we combine this partitioning technique with predictions from historical demand data and an innovative local search algorithm to design a framework that dispatches the fleet of vehicles proactively to serve on-demand requests. This framework not only helps the system substantially reduce the search space of the feasible matches, and subsequently, decrease the response time, but also enables the system to react properly to unexpected demand. Numerical experiments reveal that the proposed framework results in cutting down the passenger waiting time and improving their LoS, while at the same time, increasing the utilization rate of vehicles, when compared to myopic state-of-the art methods. These results imply that using historical data allows the system to improve its ride-matching policies to obtain higher quality solutions with respect to all (i.e., both the realized and forthcoming) trips.

### 7.1.2 Subsidy-Enabled Economic Benefits

The second part of this dissertation aims to couple the expectation of operators with those of customers. However, in most cases, these expectations do not coincide. As subsidy plays an important role in the sustainability of any major public or private transport service, Chapters 4, 5, and 6 introduce various applications of subsidy to close the gap between these expectations in different forms of ridesharing services. Chapter 4 introduces an incentive program that uses monetary subsidy to change travel behavior of daily commuters by extending their time windows in the morning and/or evening and compensating them accordingly. The result of experiments indicates that this strategy increases the system social welfare substantially. More importantly, the distribution of the allocated subsidy in these experiments suggests that this program help the system promote transportation equity around the study region.

In Chapter 5, we introduce another implication of subsidy in ridesharing services. More specifically, we show that a ridesharing service with role-flexibility can be modeled as a roommate game that may not assume a stable outcome. Hence, there may be no combination of matching, role assignment, and pricing that includes no pair of users that would rather leave their current partners in order to share their rides together. In fact, we show that the optimal solution of the primal problem, a maximum weighted matching problem, represents the expectation of an operator, while the optimal solution to the dual problem attributes to that of users. In order to close the gap between the two problems, we introduce a mixed integer problem that finds the minimum amount of subsidy added to the weight of the blocking pairs such that the system becomes stable. The result of numerical experiments suggests that the required subsidy to stabilize the ridesharing market is infinitesimally small. Also, the proposed treatment is superior to excluding blocking pairs from the system, both economically and computationally.

Finally, Chapter 6 considers a ridesharing market with incomplete information and limited
budget, in which drivers are offered to extend their time windows in exchange for monetary incentives. For this market, we show that the well-known VCG mechanism is inadequate in that its budget deficit may violate the available budget. In fact, our numerical experiments show that the payment deficit can be as large as half of the generated social welfare. In order to tackle this issue, we introduce a truthful mechanism with bounded payment deficit, referred to as a subsidy scheme. Although this mechanism does not guarantee a bounded efficiency theoretically, the experiments show that this scheme can secure $85 \%$ of the maximum social welfare on average. Also, the subsidy scheme enables the system to generate a higher social welfare with the help of subsidy, when compared to its no-deficit variant. However, the impact of subsidy in this chapter is much lower than that of the previous two chapters. This is mainly due to the fact that the introduction of private information and the necessity for satisfying truthfulness in this chapter requires the system to treat all drivers in need of subsidy equally regardless of their incurred disutility, which results in wasting a significant portion of capital budget.

### 7.2 Directions for Future Work

At the end of Chapters 2-6, we present the potential directions to further extend the methodologies presented therein. In what follows, we provide additional topics related to the content of this dissertation that are worth exploring in further detail.

### 7.2.1 Optimal Policy for the Rolling-Horizon Framework

In Chapters 2 and 4, we adopt a rolling-horizon approach to incorporate static algorithms into dynamic systems. With a larger rolling horizon, the system can collect a larger pool of participants, hence producing a higher matching rate. On the other hand, a longer horizon also implies higher waiting times for users (both riders and drivers) to learn about the status of their requests, thereby a lower LoS. In highly dynamic systems where the request arrival times are very close to the latest desired departure times of users, longer horizons could even lead to lost demand. As such, there is an obvious dependency between the operational efficiency of the system and the LoS of users, which is partly affected by the length of the optimization horizon. This inter-dependency calls for incorporating behavioral models into the routing, scheduling, and pricing optimization problems, and capturing the interaction between the supply and demand curves.

### 7.2.2 Truthful And Collusion-Free Mechanisms

In Chapters 5 and 6, we consider the ridesharing market as a cooperative and non-cooperative game with incomplete information, respectively. However, it is yet to be explored how one can design a
ridesharing market as a cooperative game with incomplete information. In this case, it is crucial to design a mechanism that ensures both truthfulness and matching stability. In the literature of game theory and mechanism design, Milgrom and Segal (2014) introduces the differed acceptance (DA) auction that satisfies both properties. Also, Dütting et al. (2017) devise approximate greedy algorithms to apply the DA auction method in the context of matching and knapsack problems. However, their proposed algorithms cannot be directly applied to ridesharing markets in which the drivers (and sometimes also riders) are not single-minded agents, i.e., they have heterogeneous preferences (valuations) toward different matches.

### 7.2.3 Integrating Ridesharing into Mobility-as-a-Service (Maas)

With mobility-as-a-service (Maas) becoming a more popular mode of transportation, an interesting research direction for extending the work in this dissertation is to investigate integrating ridesharing services into MaaS operations, and study the implications of such integration on the MaaS LoS, as well as the empty miles imposed on the transportation infrastructure (Qi and Shen, 2019). More specifically, the following two research questions are of interest regarding the operations of MaaS services: (1) the implications of different P2P matching settings (i.e., one-to-one, one-to-many, many-to-one, and many-to-many) on the empty miles driven of MaaS, and (2) regulations and policies specific to each matching setting to curb the MaaS empty miles driven. Moreover, the integration of different forms of shared mobility services with possibly conflicting interests gives rise to intriguing questions regarding the pricing mechanisms adopted by MaaS services: (1) the cooperation between competing transport agencies and its impact on the pricing, (2) the distribution of available subsidy among involved transport providers.

### 7.2.4 Electrification and Autonomy

Experts believe that autonomous vehicles will largely be electrified for a number of technical reasons that revolve around the structural compatibility of autonomous driving with electric propulsion systems (Ersal et al., 2020). It is also believed that autonomous vehicles will be deployed by shared mobility providers due to their larger price tags, their ability to reposition themselves, and environmental concerns (Masoud and Jayakrishnan, 2017a, 2016). As such, ridesharing services provide a suitable platform to host electric autonomous vehicles. However, the integration of autonomy and electrification into ridesharing systems gives rise to a number of technical, operational, and economic challenges in these systems. Specifically, matching, routing, scheduling, and pricing in these systems should take into account the level of charge of vehicles and the distribution of charging stations in the network, adding to the complexity of these problems (MirHassani and Ebrazi, 2013; Schneider et al., 2014; Desaulniers et al., 2016; Sweda et al., 2017; Fazeli et al.,

2020a,b).
The prospect of a future electrified transportation system has resulted in a number of alternative charging strategies that enable vehicles to be charged while driving. One such strategy is providing dedicated charging lanes that would enable electric vehicles to charge their batteries from the electric grid while driving (Li and Mi, 2014; Parvez et al., 2014; Stüdli et al., 2014; Alonso et al., 2014; Zhang et al., 2021). The possibility of charging a vehicle while traveling on a selected set of links changes the structure of the ride-matching problems, and calls for customized routing algorithms. Vehicle-to-vehicle power transfer is another recently proposed technology that enables an electric car to charge its battery en-route by connecting to another electric vehicle (Sanchez-Martin et al., 2012; Wang et al., 2016a; Abdolmaleki et al., 2019). The ride-matching optimization problems that arise in this context grow even more complex than the case with dedicated charging lanes. This is due to the fact that the ride-matching problems have to model scenarios in which not only can a vehicle receive electric power while traveling on a link, but the supply of electricity needs to be provided by other electric vehicles that need to be routed so as to share (part of) their paths with the recipient vehicles. This charging strategy would necessitate developing not only new algorithms, but also pricing mechanisms based on utility functions of the suppliers and recipients of power in this exchange. Such a charging platform provides the opportunity for a shared mobility provider to use its own fleet as power suppliers, giving rise to more interesting, but complex problems.

## APPENDIX A

## Supporting Materials of Chapter 2

## A. 1 Some Useful Propositions

Proposition A.1. The coefficient matrix in model (2.8) is totally unimodular.
Proof. The coefficient matrix in model (2.8) can be presented as the following matrix.

Since total unimodularity is invariant to multiplying a row by a constant, we can multiply the sub-matrices associated with constraints (2.8c) and (2.8d) by -1 . As a result, the coefficient matrix becomes equivalent to a node-edge incidence matrix of a graph, where every column has exactly a single 1 and a single -1 , and all other entries are zeros. As all node-edge incidence matrices are totally unimodular, the result follows.

Proposition A.2. The problem in model (2.8) can be transformed to an unbalanced Hitchcock Transportation problem with $N+1$ source nodes and $2 \times K$ sink nodes.

Proof. Let us define 2 disjoint sets of $\mathcal{U}=\{1, \ldots, N+1\}$ and $\mathcal{V}=\{1, \ldots, 2 K\}$ to represent the set of sources and sinks, respectively. Without loss of generality, we assume that the first $|R|$ elements in $\mathcal{U}$ are rider trips, each with a supply of 1 , followed by $|D|$ elements of driver trips, each with a supply of 1. The last element in $\mathcal{U}$ denotes a dummy node with a supply of $N-K\left(\left\lceil(1+\varepsilon) \frac{|R|}{K}\right\rceil+\left\lceil(1+\varepsilon) \frac{|D|}{K}\right\rceil\right)$. We further assume that the first $K$ elements in $\mathcal{V}$ represent the riders in clusters 1 to $K$, each with a demand of $\left\lceil(1+\varepsilon) \frac{|R|}{K}\right\rceil$, followed by another $K$ elements to represent the drivers in cluster 1 to $K$, each with a demand of $\left\lceil(1+\varepsilon) \frac{\mid D D}{K}\right\rceil$. The supply and demand vectors are presented by $\mathcal{S}$ and $\mathcal{D}$, respectively. The arc set can be defined by the set $\mathcal{A}=\mathcal{A}_{1} \cup \mathcal{A}_{2} \cup \mathcal{A}_{3}$, where $\mathcal{A}_{1}=\{1, \ldots,|R|\} \times\{1, \ldots, K\}$, $\mathcal{A}_{2}=\{|R|+1, \ldots, N\} \times\{K+1, \ldots, 2 K\}$, and $\mathcal{A}_{3}=\{N+1\} \times\{1, \ldots, 2 K\}$. The cost of each arc, denoted by $C_{i j}$, can be determined from the dissimilarity matrix $C$. More specifically, $C_{i j}$ for an arc in set $\mathcal{A}_{1}$ is equal to $c_{i k}$ where $i$ is a rider trip and $k$ is the representative trip of cluster $j$. Similarly, $\mathcal{C}_{i j}$ for an arc in set $\mathcal{A}_{2}$ is equal to $c_{i k}$ where $i$ is a driver trip and $k$ is the representative trip of cluster $j-K$. Finally, the arcs in set $\mathcal{A}_{3}$ have a zero cost. As a result, the problem can be formulated as in model (A.1).

$$
\begin{array}{ll}
\min & \sum_{\substack{(i, j) \in \mathcal{A}}} \mathcal{C}_{i j} f_{i j} \\
\text { s.t. } & \sum_{\substack{j \in \mathcal{Y}: \\
(i, j) \in \mathcal{A}}} f_{i j}=\mathcal{S}_{i}, \\
& \sum_{\substack{i \in \mathcal{U}: \\
(i, j) \in \mathcal{A}}} f_{i j}=\mathcal{D}_{j}, \\
& f_{i j} \geq 0 . \tag{A.1d}
\end{array} \quad \forall i \in \mathcal{U},
$$

In this formulation, the decision variable is the flow from source $i$ to sink $j$ denoted by $f_{i j}$. The model in (A.1) is the mathematical formulation of a Hitchcock Transportation problem with unbalanced number of source and sink nodes (i.e. $2 k \ll N+1$ ), and the result follows.

## A. 2 Formulation of One-to-one Ride-matching Problem with Role Flexibility

The decision variable $u_{p p^{\prime}}$ is a binary variable that holds value 1 if user $p$ as a rider is matched with user $p^{\prime}$ as driver, and value 0 otherwise. The objective function in Statement (A.2a) maximizes the total VMTS. Constraint (A.2b) ensures that each participant is matched with at most one other participant.

$$
\begin{align*}
\max & \sum_{p \in P} \sum_{\substack{p^{\prime} \in \in: \\
\left(p, p^{\prime}\right) \in \Lambda}} w_{p p^{\prime}} u_{p p^{\prime}}  \tag{A.2a}\\
\text { s.t. } & \sum_{\substack{p^{\prime} \in P: \\
\left(p^{\prime}, p\right) \in L}} u_{p^{\prime} p}+\sum_{\substack{p^{\prime} \in P: \\
\left(p, p^{\prime} \in \Lambda\right.}} u_{p p^{\prime}} \leq 1, \quad \forall p \in P,  \tag{A.2b}\\
& u_{p p^{\prime}} \in\{0,1\} . \tag{A.2c}
\end{align*}
$$

## A. 3 Formulation of One-to-many Ride-matching Problem

In a ridesharing system that is discretized in time and space, a trip can be represented by a sequence of spatio-temporal links, denoted as $\pi=\left(t_{i}, s_{i}, t_{j}, s_{j}\right) \in T \times S \times T \times S$, where where $T$ is the set of time intervals during the study time horizon. Let us denote the set of links by $\Pi$. When operating across a large transportation network over a long period of time, it can be easily shown that solving the original formulation requires a significant amount of time and computational power. To mitigate this issue, Masoud and Jayakrishnan (2017b) proposed a fast algorithm, known as the Ellipsoid Spatio-Temporal Accessibility Method (ESTAM), to eliminate the infeasible spatio-temporal links for every trip. This algorithm serves as a pre-processing step before formulating the optimization problem, analogous to forming the connectivity matrix in the bipartite matching case. ESTAM can significantly reduce the size of the feasible region without compromising the optimality of the solution found by the optimization problem.

As an output, ESTAM limits the link set to links that are accessible by participant $p$, denoted by $\Pi_{p}$. We can consequently obtain $\Pi_{r d}=\Pi_{r} \cap \Pi_{d}$, which represents the set of links on which driver $d$ can provide a ride to rider $r$. This algorithm further provides the set of time steps in which participant $p$ can accomplish their trip, denoted as $T_{p}$. After implementing this pre-processing step, the mathematical formulation in (A.3) can be used to model a one-to-many ride-matching problem. This model contains four sets of binary decision variables: (1) $x_{d}^{\pi}$, which takes value 1 if driver $d$ travels on link $\pi$, and value 0 otherwise; (2) $y_{r d}^{\pi}$, which takes value 1 if rider $r$ is served by driver $d$ on link $\pi$, (3) $u_{r d}$, which takes value 1 if rider $r$ is served by driver $d$, and value 0 otherwise; and (4) $z_{r}$, which takes value 1 if rider $r$ is matched, and value 0 otherwise.

Similar to the ono-to-one ride-matching problem, the objective function in (A.3a) maximizes the vehicle miles travelled savings. Constraints (A.3b) and (A.3c) make sure that drivers start their itineraries from their origin stations, and end their itineraries at their destination stations, respectively. The flow conservation of drivers is modeled by Constraint (A.3d). Using this set of constraints, we ensure that each driver entering station $s$ in time $t$, leaves that station in the same time. However, a driver can stay in the same station $s$ at time $t+1$. Constraints (A.3e) and (A.3f) ensure that if matched with driver $d$, rider $r$ starts their itinerary from their origin station, and end their itinerary at their destination station, respectively. The flow conservation of riders is modeled by Constraint (A.3g). Constraint (A.3i) serves two purposes: first, rider $r$ is served by driver $d$ if they both travel on the same link, and second, the number of on-board riders served by driver $d$ can not exceed the vehicle capacity, denoted by $\xi_{d}$, on each link. Note that since we are limiting the set of links to those that satisfy the time windows, we need not enforce any constraint regarding travel
time windows.

$$
\begin{align*}
& \max \sum_{r \in R} \phi\left(s_{r}^{\mathrm{O}}, s_{r}^{\mathrm{D}}\right) z_{r}+\sum_{d \in D} \phi\left(s_{d}^{\mathrm{O}}, s_{d}^{\mathrm{D}}\right)-\sum_{d \in D} \sum_{\pi \in \Pi_{d}} \phi\left(s_{i}, s_{j}\right) x_{d}^{\pi}  \tag{A.3a}\\
& \text { s.t. } \sum_{\substack{\pi \in \Pi_{d} \\
s_{i}=s_{d}^{\circ} ; t_{t}, j_{i} \in T_{d}}} x_{d}^{\pi}-\sum_{\substack{\pi \in \Pi_{d}: \\
s_{j}=s^{\circ} 0_{t}, t_{i} \in T_{d}}} x_{d}^{\pi}=1, \quad \forall d \in D \text {, }  \tag{A.3b}\\
& \sum_{\substack{\pi \in \Pi_{d} \\
s_{j}=s_{d}^{j} ; t_{i}, t_{j} T_{d}}} x_{d}^{\pi}-\sum_{\substack{\pi \in \Pi_{d}: \\
s_{i}=s_{d}^{d} t_{i}, t_{j} \in T_{d}}} x_{d}^{\pi}=1, \quad \forall d \in D,  \tag{A.3c}\\
& \forall d \in D, \forall t \in T_{d},  \tag{A.3d}\\
& \forall s \in S \backslash\left\{s_{d}^{\mathrm{O}} \cup s_{d}^{\mathrm{D}}\right\}, \\
& \forall r \in R, \forall d \in D,  \tag{A.3e}\\
& \forall r \in R, \forall d \in D,  \tag{A.3f}\\
& \sum_{\substack{\pi \in \Pi_{r} d \\
s_{j}=s_{r}^{\square} t_{i}, t_{j} \in T_{r}}} y_{r d}^{\pi}-\sum_{\substack{\pi \in \Pi_{r}: \\
s_{i}=s_{r}^{D} ; t_{i}, t_{j} \in T_{r}}} y_{r d}^{\pi}=u_{r d}, \\
& \sum_{d \in D} \sum_{\substack{t_{i}, s_{i} \\
\pi=\left(t_{i}, s_{i}, s, s\right) \in \Pi_{r d}}} y_{r d}^{\pi}-\sum_{d \in D} \sum_{\substack{t_{j}, s_{j} \\
\pi=\left(t, s, t_{j}, s_{j}\right) \in \Pi_{r d}}} y_{r d}^{\pi}=0, \quad \forall r \in R, \forall t \in T_{r}, ~ \forall r \in S \backslash\left\{s_{r}^{\mathrm{O}} \cup s_{r}^{\mathrm{D}}\right\},  \tag{A.3g}\\
& \sum_{d \in D} u_{r d}=z_{r},  \tag{A.3h}\\
& \sum_{r \in R} y_{r d}^{\pi} \leq \xi_{d} x_{d}^{\pi},  \tag{A.3i}\\
& \forall r \in R \text {, } \\
& \forall d \in D, \forall \pi \in \Pi_{r d} .
\end{align*}
$$

## APPENDIX B

## Supporting Materials of Chapter 3

## B. 1 Notations for the proposed framework

1

Table B.1: List of notations.

| Notation | Description |
| :--- | :--- |
| Parameters |  |
| $S$ | Number of stations |
| $T$ | Number of time intervals |
| $K$ | Number of shuttles |
| $C$ | Capacity of a shuttle |
| $\omega$ | Maximum waiting time of passengers in their origin stations |
| $\Omega$ | Maximum allowed detour from the SP travel time of passengers |
| $M$ | Number of alternative routes for shuttle $k$ from historical data |
| $\epsilon$ | Spatio-temporal threshold for building a sub-graph around base route |
| $\beta$ | Influence factor $\in(0,1)$ for the cost of expected demand in the cost-benefit analysis |
| $\Pi$ | Number of replications for the local search |
| $R$ | Number of re-clustering steps for the clustering problems |
| $\zeta$ | Improvement factor $\in(0,1)$ for stopping the local search |
| $S e t s$ |  |
| $\mathcal{S}$ | Set of stations in the road network |
| $\mathcal{E}$ | Set of transportation links in the road network |
| $\mathcal{T}$ | Ordered set of time intervals |
| $\mathcal{N}$ | Set of nodes in the time-expanded network |
| $\mathcal{H}$ | Set of passengers |
| $\mathcal{K}$ | Set of shuttles |
| $\delta^{+}(n)$ | Set of successor nodes of node $n$ in time-expanded network |
| $\delta^{-}(n)$ | Set of predecessor nodes of node $n$ in time-expanded network |
|  |  |

Table B. 1 - continued from previous page

| Notation |  |
| :--- | :--- |
| $\mathcal{L}$ | Set of edges in the time-expanded network |
| $\mathscr{N}$ | Set of nodes in the min-cost flow network |
| $\mathscr{L}$ | Set of edges in the min-cost flow network |

Table B. 1 - continued from previous page

| Notation | Description |
| :--- | :--- |
| $\psi_{k}^{s c}(p, o, d)$ | Number of scheduled passengers on shuttle $k$ |
| $\xi^{k}(e, o, d)$ | Proximity between base route of shuttle $k$ and a request in the online phase |
| $\mathcal{P}_{m}^{k}$ | Alternative route $m$ for shuttle $k$ computed in the offline framework |
| $\mathcal{R}_{k}$ | Route of shuttle $k$ in real time |
| $\boldsymbol{M e a s u r e s}$ |  |
| $\mathcal{Z}$ | Total revenue of all shuttles (in miles) averaged over all runs |
| $\mathcal{M}$ | Matching rate of customers served by all shuttles averaged over all runs |
| $\mathcal{W}$ | Waiting time of served customers averaged over all shuttle, runs, and customers |
| $\mathcal{D}$ | Detour time of served customers averaged over all shuttle, runs, and customers |
| $\mathcal{U}$ | Utilization rate of shuttles' seats averaged over all shuttle, runs, and time steps |
| $\mathcal{A}$ | Number of times shuttles switch their routes averaged over all shuttle and runs |
| $\boldsymbol{\Theta}$ | Average computation time of online framework over all runs and all time steps |

## B. 2 Sensitivity Analysis on $\epsilon$ in the Nguyen-Dupuis Case Study (Cont'd)

From the results of Table B.2, B.3, and B.4, we infer that $\epsilon$ does not significantly affect the out-of-vehicle waiting time, in-vehicle detour time, and the occupancy of seats in a shuttle under our proposed method.

Table B. 5 clearly suggests that the capability of shuttles to switch their routes and the shuttle revenues demonstrate the same trend as we increase the value of $\epsilon$. This table further reveals that the shuttles change their routes more frequently in the second and third scenarios. These scenarios mimic the situation where the realized online demand significantly differs from the historical demand. As a result, it is more likely for shuttles to obtain requests that are not on their current routes. This table also indicates that using demand prediction helps us use our alternative routes more effectively, as the values of $\mathcal{A}_{1}$ are much higher than the values of $\mathcal{A}_{2}$. Finally, Table B. 6 presents the computation time of every time step in our simulation. This table suggests that our proposed method can be easily applied in real time, as the computation time of every time step takes

Table B.2: Impact of threshold $\epsilon$ on the average waiting time, $\mathcal{W}$, in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\beta$ | Full |  |  | No Pred. |  |  | No Alter. | Insertion | Assignment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\epsilon=5$ | $\epsilon=10$ | $\epsilon=15$ | $\epsilon=5$ | $\epsilon=10$ | $\epsilon=15$ |  |  |  |
| 0 | 0 | 0.95 | 1.41 | 1.41 | 1.40 | 1.41 | 1.39 | 1.37 | 1.39 | 1.3 | 1.81 |
|  |  | 0.50 | 1.41 | 1.4 | 1.39 |  |  |  |  |  |  |
|  |  | 0.25 | 1.41 | 1.39 | 1.39 |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 1.46 | 1.48 | 1.48 | 1.53 | 1.51 | 1.51 | 1.48 | 1.56 | 1.92 |
|  |  | 0.50 | 1.48 | 1.48 | 1.49 |  |  |  |  |  |  |
|  |  | 0.25 | 1.50 | 1.50 | 1.50 |  |  |  |  |  |  |
| 0 | 5 | 0.95 | 1.42 | 1.42 | 1.43 | 1.43 | 1.42 | 1.42 | 1.41 | 1.36 | 1.82 |
|  |  | 0.50 | 1.42 | 1.41 | 1.42 |  |  |  |  |  |  |
|  |  | 0.25 | 1.43 | 1.41 | 1.42 |  |  |  |  |  |  |

Table B.3: Impact of threshold $\epsilon$ on the average detour time, $\mathcal{D}$, in the Nguyen-Dupuis case study

| $\boldsymbol{\mu}$ | $\boldsymbol{\sigma}$ | $\boldsymbol{\beta} \boldsymbol{\beta}$ | Full |  |  |  | No Pred. |  |  | No Alter. | Insertion |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | Assignment

less than a few milliseconds. This table also indicates that the computation time of the Full model is more than other configurations. This is not surprising, as we take alternative routes as well as future demand into account when conducting a cost-benefit analysis in the Full method.

Table B.4: Impact of threshold $\epsilon$ on the average seat utilization rate, $\mathcal{U}$, in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\beta$ | Full |  |  | No Pred. |  |  | No Alter. | Insertion | Assignment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\epsilon=5$ | $\epsilon=10$ | $\epsilon=15$ | $\epsilon=5$ | $\epsilon=10$ | $\epsilon=15$ |  |  |  |
| 0 | 0 | 0.95 | 45.84 | 45.85 | 45.75 | 44.89 | 44.49 | 44.89 | 45.7 | 30.5 | 28.95 |
|  |  | 0.50 | 45.66 | 45.69 | 45.52 |  |  |  |  |  |  |
|  |  | 0.25 | 45.22 | 45.29 | 45.17 |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 61.91 | 62.32 | 62.17 | 60.13 | 59.8 | 59.47 | 61.27 | 46.29 | 43.85 |
|  |  | 0.50 | 61.54 | 62.12 | 61.64 |  |  |  |  |  |  |
|  |  | 0.25 | 60.68 | 61.45 | 60.74 |  |  |  |  |  |  |
| 0 | 5 | 0.95 | 47.43 | 47.59 | 47.45 | 46.28 | 46.47 | 46.13 | 47.09 | 34.21 | 32.58 |
|  |  | 0.50 | 47.39 | 47.46 | 47.25 |  |  |  |  |  |  |
|  |  | 0.25 | 46.95 | 47.11 | 46.8 |  |  |  |  |  |  |

Table B.5: Impact of threshold $\epsilon$ on the average number of switches between alternative routes, $\mathcal{A}$, in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\beta$ | Full |  |  | No Pred. |  |  | No Alter. | Insertion | Assignment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\epsilon=5$ | $\epsilon=10$ | $\epsilon=15$ | $\epsilon=5$ | $\epsilon=10$ | $\epsilon=15$ |  |  |  |
| 0 | 0 | 0.95 | 2.78 | 3.01 | 2.71 | 0.49 | 0.49 | 0.50 | - | - | - |
|  |  | 0.50 | 2.8 | 3.04 | 2.77 |  |  |  |  |  |  |
|  |  | 0.25 | 2.88 | 3.1 | 2.92 |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 3.9 | 3.97 | 3.7 | 0.84 | 0.9 | 1.06 | - | - | - |
|  |  | 0.50 | 3.95 | 4.06 | 3.87 |  |  |  |  |  |  |
|  |  | 0.25 | 3.99 | 4.09 | 3.94 |  |  |  |  |  |  |
|  | 5 | 0.95 | 2.87 | 3.07 | 2.85 | 0.55 | 0.59 | 0.66 | - | - | - |
| 0 |  | 0.50 | 2.99 | 3.16 | 3.01 |  |  |  |  |  |  |
|  |  | 0.25 | 3.09 | 3.2 | 3.13 |  |  |  |  |  |  |

Table B.6: Impact of threshold $\epsilon$ on the average computation time of every time step, $\mathcal{T}$, in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\beta$ | Full |  |  | No Pred. |  |  | No Alter. | Insertion | Assignment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\epsilon=5$ | $\epsilon=10$ | $\epsilon=15$ | $\epsilon=5$ | $\epsilon=10$ | $\epsilon=15$ |  |  |  |
| 0 |  | 0.95 | 21.00 | 23.61 | 21.34 | 15.00 | 17.49 | 15.30 | 1.28 | 21.30 | 1.70 |
|  | 0 | 0.50 | 20.32 | 23.07 | 21.05 |  |  |  |  |  |  |
|  |  | 0.25 | 20.00 | 22.71 | 20.57 |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 27.77 | 31.11 | 28.39 | 19.29 | 22.28 | 19.40 | 1.94 | 46.34 | 3.73 |
|  |  | 0.50 | 26.25 | 29.86 | 27.05 |  |  |  |  |  |  |
|  |  | 0.25 | 25.08 | 28.84 | 26.07 |  |  |  |  |  |  |
| 0 | 5 | 0.95 | 21.27 | 23.65 | 21.54 | 14.96 | 17.45 | 15.18 | 1.38 | 23.32 | 1.94 |
|  |  | 0.50 | 20.42 | 23.32 | 20.88 |  |  |  |  |  |  |
|  |  | 0.25 | 20.16 | 22.70 | 20.34 |  |  |  |  |  |  |

## B. 3 Sensitivity Analysis on the Distribution of Arrivals in the Nguyen-Dupuis Case Study

The results of Poisson and Uniform arrivals are summarized in Tables B.7, B.8, B.9, B.10, B.11, B.12, and B.13. Also, Table B. 17 contains the p-value of the pairwise comparison between the two distributions for all measures, methods, and demand scenarios. From Table B.7, we infer that changing the arrival distribution from Poisson to Uniform results in a slight increase in the revenue of all methods, albeit the differences more or less stay the same. This might seem contradictory given our assumption of Poisson arrivals for generating the routes in the offline phase. However, it should be noted that a Poisson arrival indicates exponential inter-arrival rates. Given the memory-less property of the exponential inter-arrival times, the Poisson arrivals simulate a highly stochastic system. In contrast, arriving uniformly over time increases the chance of a customer to become available for at least one shuttle. This is why the revenue increases not only for the three configurations of our method, but also for the two benchmark methods. Table B.8, however, does not show a meaningful change in the matching rate of methods under the Uniform distribution.

Table B. 9 does not show a significant change in the waiting times. However, one can infer

Table B.7: Impact of arrival distribution on the average revenue, $\mathcal{Z}$, in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\beta$ | Full |  | No Pred. |  | No Alter. |  | Insertion |  | Assignment |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform |
| 0 | 0 | 0.95 | 2748.9 | 2817.14 | 2677.08 | 2735.1 | 2731.89 | 2785.81 | 2003.29 | 2067.86 | 1914.25 | 1962.24 |
|  |  | 0.50 | 2741.19 | 2811.7 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 2725.04 | 2785.94 |  |  |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 3729.16 | 3770.66 | 3583.72 | 3640.84 | 3629.71 | 3675.12 | 2997.8 | 3127.34 | 2835.92 | 2930.15 |
|  |  | 0.50 | 3713.06 | 3749.98 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 3677.31 | 3717.95 |  |  |  |  |  |  |  |  |
| 0 | 5 | 0.95 | 2847.92 | 2937.48 | 2785.86 | 2852.84 | 2804.75 | 2884.05 | 2242.68 | 2274.21 | 2137.66 | 2196.38 |
|  |  | 0.50 | 2842.04 | 2936.15 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 2823.32 | 2914.35 |  |  |  |  |  |  |  |  |

Table B.8: Impact of arrival distribution on the average matching rate, $\mathcal{M}$, in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\beta$ | Full |  | No Pred. |  | No Alter. |  | Insertion |  | Assignment |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform |
| 0 | 0 | 0.95 | 0.74 | 0.74 | 0.73 | 0.73 | 0.75 | 0.75 | 0.57 | 0.58 | 0.54 | 0.54 |
|  |  | 0.50 | 0.74 | 0.75 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 0.74 | 0.74 |  |  |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 0.56 | 0.55 | 0.55 | 0.54 | 0.56 | 0.55 | 0.47 | 0.47 | 0.44 | 0.44 |
|  |  | 0.50 | 0.56 | 0.55 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 0.57 | 0.55 |  |  |  |  |  |  |  |  |
| 0 | 5 | 0.95 | 0.67 | 0.67 | 0.66 | 0.66 | 0.67 | 0.67 | 0.55 | 0.54 | 0.52 | 0.51 |
|  |  | 0.50 | 0.67 | 0.67 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 0.67 | 0.67 |  |  |  |  |  |  |  |  |

from Table B. 10 a slight increase in the detour time of the three configurations of our method by using Uniform distributions. This again originates from the fact that the shuttle routes are built based on Poisson distribution. Hence, although the shuttles can still visit stations, but the order in which stations are visited may result in longer detours. The results in Table B. 11 are also consistent with our previous observations. As the matching rate and detour times go up under the Uniform distribution, we expect higher utilization rates.

Table B.9: Impact of arrival distribution on the average waiting time, $\mathcal{W}$, in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\beta$ | Full |  | No Pred. |  | No Alter. |  | Insertion |  | Assignment |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform |
| 0 | 0 | 0.95 | 1.41 | 1.39 | 1.39 | 1.37 | 1.38 | 1.36 | 1.3 | 1.33 | 1.82 | 1.83 |
|  |  | 0.5 | 1.4 | 1.37 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 1.39 | 1.37 |  |  |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 1.48 | 1.5 | 1.51 | 1.55 | 1.47 | 1.52 | 1.56 | 1.59 | 1.94 | 1.93 |
|  |  | 0.5 | 1.48 | 1.5 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 1.5 | 1.52 |  |  |  |  |  |  |  |  |
| 0 | 5 | 0.95 | 1.42 | 1.41 | 1.42 | 1.39 | 1.4 | 1.37 | 1.36 | 1.39 | 1.82 | 1.87 |
|  |  | 0.5 | 1.41 | 1.4 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 1.41 | 1.4 |  |  |  |  |  |  |  |  |

Table B.10: Impact of arrival distribution on the average detour time, $\mathcal{D}$, in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\beta$ | Full |  | No Pred. |  | No Alter. |  | Insertion |  | Assignment |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform |
| 0 | 0 | 0.95 | 3.82 | 3.92 | 3.67 | 3.79 | 3.77 | 3.88 | 1.91 | 1.87 | 1.9 | 1.97 |
|  |  | 0.50 | 3.78 | 3.9 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 3.69 | 3.84 |  |  |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 3.97 | 4.15 | 3.82 | 4 | 4.02 | 4.19 | 2.28 | 2.22 | 2.22 | 2.27 |
|  |  | 0.50 | 3.96 | 4.12 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 3.87 | 4.04 |  |  |  |  |  |  |  |  |
| 0 | 5 | 0.95 | 3.86 | 3.99 | 3.77 | 3.85 | 3.85 | 3.94 | 2.02 | 2.07 | 2.05 | 2.08 |
|  |  | 0.50 | 3.81 | 3.95 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 3.78 | 3.88 |  |  |  |  |  |  |  |  |

In addition Table B. 12 may suggest that under the Uniform distribution, shuttles alter their routes less frequently. However, this change in the value of $\mathcal{A}$ does not seem to be statistically significant. Finally, Table B. 13 shows a slight decrease in the computation times of our proposed method under the Uniform arrivals case. This is due to the fact that Poisson arrivals may give rise to larger pools of customers in some time steps. Hence the capacity of arcs in the min-cost flow network increases, which causes the optimization to take longer to solve. However, it is worth mentioning that the magnitude of decrease in computation times seem to be negligible. Overall, we can conclude that the performance of the proposed framework is robust to the choice of customers' arrival distribution.

Table B.11: Impact of arrival distribution on the average seat utilization rate of shuttles, $\mathcal{U}$, in the NguyenDupuis case study

| $\mu$ | $\sigma$ | $\beta$ | Full |  | No Pred. |  | No Alter. |  | Insertion |  | Assignment |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform |
| 0 | 0 | 0.95 | 45.85 | 47.16 | 44.49 | 45.68 | 45.61 | 46.71 | 30.5 | 31.32 | 29.04 | 29.84 |
|  |  | 0.50 | 45.69 | 47.04 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 45.29 | 46.55 |  |  |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 62.32 | 63.39 | 59.8 | 61.15 | 61.23 | 62.35 | 46.29 | 47.92 | 43.57 | 45.04 |
|  |  | 0.50 | 62.12 | 63.09 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 61.45 | 62.49 |  |  |  |  |  |  |  |  |
| 0 | 5 | 0.95 | 47.59 | 49.29 | 46.47 | 47.76 | 47.02 | 48.49 | 34.21 | 34.76 | 32.59 | 33.52 |
|  |  | 0.50 | 47.46 | 49.22 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 47.11 | 48.78 |  |  |  |  |  |  |  |  |

Table B.12: Impact of arrival distribution on the average number of switches between alternative routes, $\mathcal{A}$, in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\boldsymbol{\beta}$ | Full |  | No Pred. |  | No Alter. |  | Insertion |  | Assignment |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform |
| 0 | 0 | 0.95 | 3.01 | 2.99 | 0.49 | 0.53 | - | - | - | - | - | - |
|  |  | 0.5 | 3.04 | 3.05 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 3.1 | 3.06 |  |  |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 3.97 | 3.78 | 0.9 | 0.89 | - | - | - | - | - | - |
|  |  | 0.5 | 4.06 | 3.93 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 4.09 | 3.96 |  |  |  |  |  |  |  |  |
|  | 5 | 0.95 | 3.07 | 3.1 | 0.59 | 0.62 | - | - | - | - | - | - |
| 0 |  | 0.5 | 3.16 | 3.16 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 3.2 | 3.16 |  |  |  |  |  |  |  |  |

Table B.13: Impact of arrival distribution on the average computation time of every time step, $\Theta$, in the Nguyen-Dupuis case study

| $\mu$ | $\sigma$ | $\beta$ | Full |  | No Pred. |  | No Alter. |  | Insertion |  | Assignment |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform | Poisson | Uniform |
| 0 | 0 | 0.95 | 23.61 | 22.78 | 17.49 | 15.48 | 1.71 | 1.41 | 21.30 | 19.49 | 2.20 | 1.79 |
|  |  | 0.50 | 23.07 | 22.43 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 22.71 | 21.05 |  |  |  |  |  |  |  |  |
| 5 | 0 | 0.95 | 31.11 | 30.75 | 22.28 | 21.84 | 2.62 | 2.33 | 46.34 | 42.02 | 4.72 | 4.35 |
|  |  | 0.50 | 29.86 | 29.33 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 28.84 | 28.45 |  |  |  |  |  |  |  |  |
| 0 | 5 | 0.95 | 23.65 | 22.76 | 17.45 | 16.78 | 1.51 | 1.46 | 23.32 | 23.01 | 2.14 | 2.12 |
|  |  | 0.50 | 23.32 | 23.00 |  |  |  |  |  |  |  |  |
|  |  | 0.25 | 22.70 | 22.36 |  |  |  |  |  |  |  |  |

## B. 4 Paired T-Test P-Values

Table B.14: Paired t-test p-value for all pairwise comparison of the results in the Nguyen-Dupuis case study
(a) $\mathcal{Z}$ for $(\mu, \sigma)=(0,0)$
(b) $\mathcal{Z}$ for $(\mu, \sigma)=(5,0)$
(c) $\mathcal{Z}$ for $(\mu, \sigma)=(0,5)$

(d) $\mathcal{M}$ for $(\mu, \sigma)=(0,0)$


(e) $\mathcal{M}$ for $(\mu, \sigma)=(5,0)$


|  | $\bar{Z}_{1}^{0.50}$ | $\bar{Z}_{1}^{0.25}$ | $\bar{Z}_{2}$ | $\bar{Z}_{3}$ | $\overline{\mathcal{Z}}_{4}$ | $\overline{\mathcal{Z}}_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{Z}_{1}^{0.75}$ | 0.18 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\overline{\mathcal{Z}}_{1}^{0.50}$ |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\overline{\mathcal{Z}}_{1}^{0.25}$ |  |  | 0.00 | 0.03 | 0.00 | 0.00 |
| $\bar{Z}_{2}$ |  |  |  | 0.05 | 0.00 | 0.00 |
| $\bar{Z}_{3}$ |  |  |  |  | 0.00 | 0.00 |
| $\overline{\mathcal{Z}}_{4}$ |  |  |  |  |  | 0.00 |

(f) $\mathcal{M}$ for $(\mu, \sigma)=(0,5)$


Table B.15: Paired t-test p-value for all pairwise comparison of the results in the Manhattan case study
(a) $Z$
(b) $\mathcal{M}$
(c) $\mathcal{A}$

(d) $\mathcal{W}$


(e) $\mathcal{D}$


|  | $\overline{\mathcal{A}}_{1}^{0.50}$ | $\overline{\mathcal{A}}_{1}^{0.25}$ | $\overline{\mathcal{A}}_{2}$ |
| :---: | :---: | :---: | :---: |
| $\overline{\mathcal{A}}_{1}^{0.75}$ | 0.00 | 0.00 | 0.00 |
| $\overline{\mathcal{A}}_{1}^{0.50}$ |  | 0.00 | 0.00 |
| $\overline{\mathcal{A}}_{1}^{0.25}$ |  |  | 0.00 |

(f) $\mathcal{U}$

(g) $\mathcal{T}$

|  | $\overline{\mathcal{T}}_{1}^{0.50}$ | $\overline{\mathcal{T}}_{1}^{0.25}$ | $\overline{\mathcal{T}}_{2}$ | $\overline{\mathcal{T}}_{3}$ | $\overline{\mathcal{T}}_{4}$ | $\overline{\mathcal{T}}_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\overline{\mathcal{T}}^{0.75}$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\overline{\mathcal{T}}^{0.50}$ |  | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $\overline{\mathcal{T}}_{1}^{0.25}$ |  |  | 0.00 | 0.00 | 0.00 | 0.00 |
| $\overline{\mathcal{T}}_{2}$ |  |  |  | 0.00 | 0.00 | 0.00 |
| $\overline{\mathcal{T}}_{3}$ |  |  |  |  | 0.00 | 0.00 |
| $\overline{\mathcal{T}}_{4}$ |  |  |  |  |  | 0.00 |

Table B.16: Paired t-test p-values for sensitivity analysis on $\epsilon$

| Measures | $\boldsymbol{\mu}$ | $\sigma$ | $\boldsymbol{\beta}$ | Full |  |  | No Pred. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $(5,10)$ | $(5,15)$ | $(10,15)$ | $(5,10)$ | $(5,15)$ | $(10,15)$ |
| $\mathcal{Z}$ | 0 | 0 | 0.95 | 0.58 | 0.53 | 0.13 | 0.22 | 0.67 | 0.06 |
|  |  |  | 0.50 | 0.46 | 0.62 | 0.10 |  |  |  |
|  |  |  | 0.25 | 0.14 | 0.67 | 0.01 |  |  |  |
|  | 5 | 0 | 0.95 | 0.00 | 0.00 | 0.17 | 0.50 | 0.01 | 0.04 |
|  |  |  | 0.50 | 0.00 | 0.01 | 0.03 |  |  |  |
|  |  |  | 0.25 | 0.00 | 0.29 | 0.00 |  |  |  |
|  | 0 | 5 | 0.95 | 0.09 | 0.72 | 0.26 | 0.04 | 0.64 | 0.02 |
|  |  |  | 0.50 | 0.42 | 0.31 | 0.02 |  |  |  |
|  |  |  | 0.25 | 0.10 | 0.28 | 0.01 |  |  |  |
| $\mathcal{M}$ | 0 | 0 | 0.95 | 0.64 | 0.33 | 0.07 | 0.34 | 0.41 | 0.07 |
|  |  |  | 0.50 | 0.41 | 0.26 | 0.02 |  |  |  |
|  |  |  | 0.25 | 0.12 | 0.65 | 0.01 |  |  |  |
|  | 5 | 0 | 0.95 | 0.01 | 0.41 | 0.04 | 0.77 | 0.06 | 0.11 |
|  |  |  | 0.50 | 0.08 | 0.84 | 0.06 |  |  |  |
|  |  |  | 0.25 | 0.00 | 0.57 | 0.00 |  |  |  |
|  | 0 | 5 | 0.95 | 0.21 | 0.48 | 0.10 | 0.44 | 0.45 | 0.11 |
|  |  |  | 0.50 | 0.70 | 0.09 | 0.02 |  |  |  |
|  |  |  | 0.25 | 0.34 | 0.07 | 0.01 |  |  |  |
| $\mathcal{W}$ | 0 | 0 | 0.95 | 0.99 | 0.66 | 0.71 | 0.02 | 0.00 | 0.07 |
|  |  |  | 0.50 | 0.16 | 0.08 | 0.58 |  |  |  |
|  |  |  | 0.25 | 0.05 | 0.00 | 0.43 |  |  |  |
|  | 5 | 0 | 0.95 | 0.17 | 0.03 | 0.39 | 0.20 | 0.16 | 0.81 |
|  |  |  | 0.50 | 0.80 | 0.43 | 0.23 |  |  |  |
|  |  |  | 0.25 | 0.97 | 0.69 | 0.76 |  |  |  |
|  | 0 | 5 | 0.95 | 0.69 | 0.41 | 0.15 | 0.43 | 0.21 | 0.62 |
|  |  |  | 0.50 | 0.39 | 0.95 | 0.25 |  |  |  |
|  |  |  | 0.25 | 0.28 | 0.84 | 0.30 |  |  |  |
| $\mathcal{D}$ | 0 | 0 | 0.95 | 0.02 | 0.19 | 0.40 | 0.00 | 0.20 | 0.01 |
|  |  |  | 0.50 | 0.02 | 0.03 | 0.79 |  |  |  |
|  |  |  | 0.25 | 0.00 | 0.65 | 0.00 |  |  |  |
|  | 5 | 0 | 0.95 | 0.42 | 0.38 | 0.87 | 0.18 | 0.69 | 0.04 |
|  |  |  | 0.50 | 0.53 | 0.01 | 0.00 |  |  |  |
|  |  |  | 0.25 | 0.87 | 0.29 | 0.39 |  |  |  |
|  | 0 | 5 | 0.95 | 0.31 | 0.25 | 0.91 | 0.02 | 0.09 | 0.80 |
|  |  |  | 0.50 | 0.08 | 0.87 | 0.03 |  |  |  |
|  |  |  | 0.25 | 0.04 | 0.81 | 0.15 |  |  |  |
| $\mathcal{A}$ | 0 | 0 | 0.95 | 0.00 | 0.19 | 0.00 | 1.00 | 0.72 | 0.73 |
|  |  |  | 0.50 | 0.00 | 0.68 | 0.00 |  |  |  |
|  |  |  | 0.25 | 0.01 | 0.45 | 0.02 |  |  |  |
|  | 5 | 0 | 0.95 | 0.37 | 0.01 | 0.00 | 0.13 | 0.00 | 0.00 |
|  |  |  | 0.50 | 0.20 | 0.27 | 0.00 |  |  |  |
|  |  |  | 0.25 | 0.17 | 0.58 | 0.00 |  |  |  |
|  | 0 | 5 | 0.95 | 0.01 | 0.73 | 0.00 | 0.35 | 0.00 | 0.04 |
|  |  |  | 0.50 | 0.02 | 0.85 | 0.01 |  |  |  |
|  |  |  | 0.25 | 0.12 | 0.49 | 0.15 |  |  |  |
|  | 0 | 0 | 0.95 | 0.88 | 0.52 | 0.19 | 0.00 | 1.00 | 0.00 |
|  |  |  | 0.50 | 0.81 | 0.31 | 0.06 |  |  |  |
|  |  |  | 0.25 | 0.64 | 0.73 | 0.12 |  |  |  |
|  | 5 | 0 | 0.95 | 0.00 | 0.00 | 0.08 | 0.14 | 0.01 | 0.15 |
| $\mathcal{U}$ |  |  | 0.50 | 0.00 | 0.41 | 0.00 |  |  |  |

Table B. 16 - continued from previous page

| Measures | $\boldsymbol{\mu}$ | $\sigma$ | $\boldsymbol{\beta}$ | Full |  |  | No Pred. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $(5,10)$ | $(5,15)$ | $(10,15)$ | $(5,10)$ | $(5,15)$ | $(10,15)$ |
|  |  |  | 0.25 | 0.00 | 0.76 | 0.00 |  |  |  |
|  | 0 | 5 | 0.95 | 0.07 | 0.81 | 0.22 | 0.28 | 0.43 | 0.07 |
|  |  |  | 0.50 | 0.49 | 0.29 | 0.04 |  |  |  |
|  |  |  | 0.25 | 0.12 | 0.32 | 0.04 |  |  |  |
| $\mathcal{T}$ | 0 | 0 | 0.95 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  | 0.50 | 0.00 | 0.00 | 0.00 |  |  |  |
|  |  |  | 0.25 | 0.00 | 0.00 | 0.00 |  |  |  |
|  | 5 | 0 | 0.95 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  | 0.50 | 0.00 | 0.00 | 0.00 |  |  |  |
|  |  |  | 0.25 | 0.00 | 0.00 | 0.00 |  |  |  |
|  | 0 | 5 | 0.95 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  | 0.50 | 0.00 | 0.00 | 0.00 |  |  |  |
|  |  |  | 0.25 | 0.00 | 0.00 | 0.00 |  |  |  |

Table B.17: Paired t-test p-values for sensitivity analysis on the arrival distribution

| Measure | $\mu$ | $\sigma$ | $\beta$ | Full | No Pred. | No Alter. | Insertion | Assignment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $z$ | 0 | 0 | 0.95 | 0.02 | 0.08 | 0.08 | 0.05 | 0.14 |
|  |  |  | 0.50 | 0.03 |  |  |  |  |
|  |  |  | 0.25 | 0.06 |  |  |  |  |
|  | 5 | 0 | 0.95 | 0.02 | 0.00 | 0.02 | 0.00 | 0.02 |
|  |  |  | 0.50 | 0.07 |  |  |  |  |
|  |  |  | 0.25 | 0.04 |  |  |  |  |
|  | 0 | 5 | 0.95 | 0.02 | 0.04 | 0.02 | 0.44 | 0.12 |
|  |  |  | 0.50 | 0.01 |  |  |  |  |
|  |  |  | 0.25 | 0.02 |  |  |  |  |
| $\mathcal{M}$ | 0 | 0 | 0.95 | 0.75 | 0.92 | 0.91 | 0.20 | 0.98 |
|  |  |  | 0.50 | 0.79 |  |  |  |  |
|  |  |  | 0.25 | 0.95 |  |  |  |  |
|  | 5 | 0 | 0.95 | 0.00 | 0.00 | 0.00 | 0.92 | 0.84 |
|  |  |  | 0.50 | 0.00 |  |  |  |  |
|  |  |  | 0.25 | 0.00 |  |  |  |  |
|  | 0 | 5 | 0.95 | 0.41 | 0.34 | 0.54 | 0.01 | 0.20 |
|  |  |  | 0.50 | 0.57 |  |  |  |  |
|  |  |  | 0.25 | 0.56 |  |  |  |  |
| $\mathcal{W}$ | 0 | 0 | 0.95 | 0.23 | 0.46 | 0.54 | 0.40 | 0.47 |
|  |  |  | 0.50 | 0.17 |  |  |  |  |
|  |  |  | 0.25 | 0.27 |  |  |  |  |
|  | 5 | 0 | 0.95 | 0.22 | 0.06 | 0.05 | 0.29 | 0.57 |
|  |  |  | 0.50 | 0.17 |  |  |  |  |
|  |  |  | 0.25 | 0.28 |  |  |  |  |
|  | 0 | 5 | 0.95 | 0.78 | 0.17 | 0.08 | 0.33 | 0.01 |
|  |  |  | 0.50 | 0.58 |  |  |  |  |
|  |  |  | 0.25 | 0.48 |  |  |  |  |

Table B. 17 - continued from previous page

| Measure | $\mu$ | $\sigma$ | $\beta$ | Full | No Pred. | No Alter. | Insertion | Assignment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{D}$ | 0 | 0 | 0.95 | 0.01 | 0.01 | 0.01 | 0.51 | 0.31 |
|  |  |  | 0.50 | 0.00 |  |  |  |  |
|  |  |  | 0.25 | 0.00 |  |  |  |  |
|  | 5 | 0 | 0.95 | 0.00 | 0.00 | 0.00 | 0.36 | 0.28 |
|  |  |  | 0.50 | 0.00 |  |  |  |  |
|  |  |  | 0.25 | 0.00 |  |  |  |  |
|  | 0 | 5 | 0.95 | 0.06 | 0.21 | 0.19 | 0.42 | 0.56 |
|  |  |  | 0.50 | 0.07 |  |  |  |  |
|  |  |  | 0.25 | 0.20 |  |  |  |  |
| $\mathcal{A}$ | 0 | 0 | 0.95 | 0.74 | 0.33 | - | - | - |
|  |  |  | 0.50 | 0.88 |  |  |  |  |
|  |  |  | 0.25 | 0.52 |  |  |  |  |
|  | 5 | 0 | 0.95 | 0.03 | 0.78 | - | - | - |
|  |  |  | 0.50 | 0.08 |  |  |  |  |
|  |  |  | 0.25 | 0.07 |  |  |  |  |
|  | 0 | 5 | 0.95 | 0.81 | 0.38 | - | - | - |
|  |  |  | 0.50 | 1.00 |  |  |  |  |
|  |  |  | 0.25 | 0.66 |  |  |  |  |
| $\mathcal{U}$ | 0 | 0 | 0.95 | 0.75 | 0.92 | 0.91 | 0.20 | 0.98 |
|  |  |  | 0.50 | 0.79 |  |  |  |  |
|  |  |  | 0.25 | 0.95 |  |  |  |  |
|  | 5 | 0 | 0.95 | 0.00 | 0.00 | 0.00 | 0.92 | 0.84 |
|  |  |  | 0.50 | 0.00 |  |  |  |  |
|  |  |  | 0.25 | 0.00 |  |  |  |  |
|  | 0 | 5 | 0.95 | 0.41 | 0.34 | 0.54 | 0.01 | 0.20 |
|  |  |  | 0.50 | 0.57 |  |  |  |  |
|  |  |  | 0.25 | 0.56 |  |  |  |  |
| $\mathcal{T}$ | 0 | 0 | 0.95 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  | 0.50 | 0.00 |  |  |  |  |
|  |  |  | 0.25 | 0.00 |  |  |  |  |
|  | 5 | 0 | 0.95 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  | 0.50 | 0.00 |  |  |  |  |
|  |  |  | 0.25 | 0.00 |  |  |  |  |
|  | 0 | 5 | 0.95 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  | 0.50 | 0.00 |  |  |  |  |
|  |  |  | 0.25 | 0.00 |  |  |  |  |

## APPENDIX C

## Supporting Materials of Chapter 4

## C. 1 Table of Notations

Table C.1: List of notations.

| Notation | Definition |
| :---: | :---: |
| Sets: |  |
| $N=\{n\}$ | the set of all users |
| $\mathcal{R}=\{r\}$ | the set of all riders |
| $\mathcal{D}=\{d\}$ | the set of all drivers |
| $N^{\prime}=\left\{n^{\prime}\right\}, N^{\prime \prime}=\left\{n^{\prime \prime}\right\}$ | the set of trips in the morning/evening |
| $\mathcal{R}^{\prime}=\left\{r^{\prime}\right\}, \mathcal{R}^{\prime \prime}=\left\{r^{\prime \prime}\right\}$ | the set of rider trips in the morning/evening |
| $\mathcal{D}^{\prime}=\left\{d^{\prime}\right\}, \mathcal{D}^{\prime \prime}=\left\{d^{\prime \prime}\right\}$ | the set of driver trips in the morning/evening |
| $N^{\prime \prime \prime}$ | the set of users with trips both in the morning and evening |
| $\mathcal{R}^{\prime}=\left\{r^{\prime}\right\}$ | the set of riders with trips both in the morning and evening |
| $\mathcal{D}^{\prime}=\left\{d^{\prime}\right\}$ | the set of drivers with trips both in the morning and evening |
| $A^{\prime}=\left\{a^{\prime}\right\}, A^{\prime \prime}=\left\{a^{\prime \prime}\right\}$ | the set of potential morning/evening trip matches |
| $V=\{v\}$ | the set of nodes in the min-cost max flow network |
| $E=\{e\}$ | the set of edges in the min-cost max flow network |
| Parameters: |  |
| $\mathrm{I}\left(n^{\prime}\right) \quad, \mathrm{l}\left(n^{\prime \prime}\right)$ | the origin station of user $n$ in the morning/evening |
| $\mathrm{J}\left(n^{\prime}\right) \quad, \mathrm{J}\left(n^{\prime \prime}\right)$ | the destination station of user $n$ in the morning/evening |
| $\mathrm{T}\left(n^{\prime}\right) \quad, \mathrm{T}\left(n^{\prime \prime}\right)$ | the desired earliest departure time of user $n$ in the morning/evening |
| $\mathrm{Q}\left(n^{\prime}\right) \quad, \mathrm{Q}\left(n^{\prime \prime}\right)$ | the desired latest arrival time of user $n$ in the morning/evening |
| $\mathrm{F}(n)$ | the valuation of every minutes of travel time for user $n$ |
| $\mathrm{H}(n)$ | the valuation of every mile driven for user $n$ |
| B | the total budget available for monetary incentives |
| $\mathrm{U}\left(r^{\prime} \mid d^{\prime}\right), \mathrm{U}\left(r^{\prime \prime} \mid d^{\prime \prime}\right)$ | the valuation of rider $r$ if matched to driver $d$ in the morning/evening |
| $\mathrm{U}\left(d^{\prime} \mid r^{\prime}\right), \mathrm{U}\left(d^{\prime \prime} \mid r^{\prime \prime}\right)$ | the valuation of driver $d$ if matched to rider $r$ in the morning/evening |
| W (e) | the original gain of pair of trips $e$ |
|  | Continued on next page |

Table C. 1 - continued from previous page

| Notation | Definition |
| :---: | :---: |
| $\bar{\gamma}\left(d^{\prime} \mid r^{\prime}\right) \quad, \quad \bar{\gamma}\left(d^{\prime \prime} \mid r^{\prime \prime}\right)$ | the optimal BA incentive of driver $d$ if matched with rider $r$ in the morning/evening |
| $\bar{\gamma}\left(r^{\prime} \mid d^{\prime}\right) \quad, \bar{\gamma}\left(r^{\prime \prime} \mid d^{\prime \prime}\right)$ | the optimal BA incentive of rider $r$ if matched with driver $d$ in the morning/evening |
| $\bar{\lambda}\left(d^{\prime}, r^{\prime}\right), \bar{\lambda}\left(r^{\prime \prime}, d^{\prime \prime}\right)$ | the optimal IR incentive of pair $\left(d^{\prime}, r^{\prime}\right) /\left(r^{\prime \prime}, d^{\prime \prime}\right)$ if matched in the morning/evening |
| $\bar{t}\left(d^{\prime} \mid r^{\prime}\right) \quad \bar{t}\left(d^{\prime \prime} \mid r^{\prime \prime}\right)$ | the optimal trip start time of driver $d$ if matched with rider $r$ in the morning/evening |
| $\bar{t}\left(r^{\prime} \mid d^{\prime}\right) \quad \overline{,}\left(r^{\prime \prime} \mid d^{\prime \prime}\right)$ | the optimal trip start time of rider $r$ if matched with driver $d$ in the morning/evening |
| $\Psi\left(d^{\prime}, r^{\prime}\right), \Psi\left(r^{\prime \prime}, d^{\prime \prime}\right)$ | the optimal subsidy allocated to the pair ( $\left.d^{\prime}, r^{\prime}\right) /\left(r^{\prime \prime}, d^{\prime \prime}\right)$ if matched in the morning/evening |
| s ,t | the source/target node in the min-cost max flow network |
| $\epsilon$ | an infinitesimal positive, real number |
| $\mathrm{C}(e)$ | the difference between the adjusted gain and subsidy of pair of trips $e$ |
| $\mathrm{C}_{\text {max }}$ | the largest value of C |
| OPT | the optimal objective of the problem in (4.7) |
| $\beta$ | the Lagrange multiplier |
| $\mathrm{C}_{\beta}(e)$ | the coefficient of pair of trips $e$ in LR subproblem for a given $\beta$ |
| $\alpha(e)$ | the weight of edge $e$ in the Gasoline Lemma |
| $\phi$ | a flat tax rate for budget balanced variant of TIP |
| $\pi$ | a rate for dividing the budget between the morning and evening periods |
| Functions: |  |
| $G$ | the min-cost flow network of a ridesharing system with ride-back guarantee |
| $G^{\prime}$ | the graph containing the cycles between two flows $S_{l}$ and $S_{h}$ |
| $G^{\prime \prime}$ | the min-cost flow network of an infeasible flow $S$ |
| $\delta^{+}(v) \quad, \delta^{-}(v)$ | the in-going and out-going edges of node $v$ in $G$ |
| Tables: |  |
| $\tau$ | the shortest-path travel times matrix for the stations |
| $\rho$ | the shortest-path driving distances matrix for the stations |
| Variables: |  |
| $x(e)$ | 1 if the driver and rider trip in $e$ are matched, and 0 otherwise |
| $t\left(n^{\prime}\right) \quad, t\left(n^{\prime \prime}\right)$ | the morning/evening trip start time of user $n$ |
| $q\left(n^{\prime}\right) \quad, q\left(n^{\prime \prime}\right)$ | the morning/evening trip end time of user $n$ |
| $\gamma^{-}\left(n^{\prime}\right) \quad, \gamma^{-}\left(n^{\prime \prime}\right)$ | the morning/evening time extension of the earliest departure time for user $n$ |
| $\gamma^{+}\left(n^{\prime}\right) \quad, \gamma^{+}\left(n^{\prime \prime}\right)$ | the morning/evening time extension of the latest arrival time for user $n$ |
| $\gamma\left(n^{\prime}\right) \quad, \gamma\left(n^{\prime \prime}\right)$ | the BA incentive for the trip of user $n$ in the morning/evening |
| $\lambda(e)$ | the IR incentive for the pair of trips $e$ |
| $w(e)$ | the adjusted gain of pair of trips $e$ including the subsidies |
| $S_{h}=\{e\}, S_{l}=\{e\}$ | A budget-feasible/infeasible flow that maximizes the LR subproblem |
| $\tilde{S}=\{e\}$ | A near-optimal solution obtained from Algorithm 4.2 |

## C. 2 Proof of Proposition 1

Proof. Let us consider different possible scenarios of subsequence $Y$ and show that in each scenario we can obtain a feasible flow by removing a set of edges from $S$. Let us denote the first and last edges of subsequence $Y$ as $e_{1}=\left(i_{1}, j_{1}\right)$ and $e_{2}=\left(i_{2}, j_{2}\right)$, respectively. For any node in subsequence $Y$ which is not incident to these 2 edges, it is easy to show that the flow conservation constraint is satisfied in $S=\left(S_{h} \cup Y_{f}\right) \backslash Y_{b}$. However, this is not the case for $i_{1}$ and $j_{2}$.

From the assumptions on $Y$ and the procedure described in the proof of the Gasoline Lemma, we infer that $e_{1}$ is one of the following six scenarios: $(i)\left(d^{\prime}, r^{\prime}\right),(i i)\left(r^{\prime}, d^{\prime}\right),(i i i)\left(d^{\prime \prime}, r^{\prime \prime}\right),(i v)\left(r^{\prime \prime}, d^{\prime \prime}\right)$, $(v)\left(r^{\prime}, r^{\prime \prime}\right)$, and $(v i)\left(r^{\prime \prime}, r^{\prime}\right)$. In scenario $(i)$, by adding $\left(d^{\prime}, r^{\prime}\right)$ to $S_{h}$ the flow conservation will be violated if $d^{\prime}$ is matched to another rider trip in $S_{h}$. Therefore, we must remove edge ( $d^{\prime}, r^{\prime}$ ) from $S$. Moreover, if $r \in \mathcal{R}^{\prime \prime \prime}$, we may have to remove $\left(r^{\prime \prime}, d_{s}\left(r^{\prime \prime}\right)\right)$ from $S$ in the worst case. Note that $d_{s}\left(r^{\prime \prime}\right)$ is the driver trip matched with rider $r$ in the evening. In scenario (ii), removing ( $d^{\prime}, r^{\prime}$ ) from $S_{h}$ will violate flow conservation for node $r^{\prime \prime}$ in $S$ if $r \in \mathcal{R}^{\prime \prime \prime}$. Therefore, we may have to remove edge $\left(r^{\prime \prime}, d_{s}\left(r^{\prime \prime}\right)\right)$ in the worst case. Using the same line of reasoning as in scenario (ii), we can show that we have to remove $\left(r^{\prime \prime}, d^{\prime \prime}\right)$ for the fourth scenario, and $\left(r^{\prime \prime}, d_{s}\left(r^{\prime \prime}\right)\right)$ for the fifth and sixth scenarios from $S$ in the worst-case. Note that scenario (iii) does not require removing any edges from $S$. It is worth mentioning that we may also need to remove some of the auxiliary edges in $S$ which involve the source and target nodes, but those edges have no effect on the objective function value.

From the fact that $Y$ is the longest subsequence in $X$, we conclude that $e_{2}$ cannot be of type $\left(d^{\prime}, r^{\prime}\right),\left(r^{\prime \prime}, d^{\prime \prime}\right)$, and $\left(r^{\prime \prime}, r^{\prime}\right)$, because their following edges in $X$ will have to be included in $Y$. As such, $e_{2}$ can only follow one of the following scenarios: $(i)\left(r^{\prime}, d^{\prime}\right)$, (ii) $\left(d^{\prime \prime}, r^{\prime \prime}\right)$, and (iii)( $\left.r^{\prime}, r^{\prime \prime}\right)$. In the first case, we do not need to remove any edge from $S$ other than the auxiliary edges. In the next two scenarios, however, we have to remove $\left(d_{s}\left(r^{\prime}\right), r^{\prime}\right)$ if $r \in \mathcal{R}^{\prime \prime \prime}$.

Let $r_{1}^{\prime \prime}$ and $r_{2}^{\prime \prime}$ be two rider trips in the evening for $r_{1} \in \mathcal{R}^{\prime \prime \prime}$ and $r_{2} \in R^{\prime \prime \prime}$. Now, let us consider the following possible cases for $Y$ based on the scenarios for $e_{1}=\left(i_{1}, j_{1}\right)$ and $e_{2}=\left(i_{2}, j_{2}\right)$ :

1. $i_{1} \neq r_{1}^{\prime \prime}$ and $j_{2} \neq r_{2}^{\prime \prime}$ : In this case, the property of $Y$ in (4.14) implies that:

$$
\sum_{e \in Y} \alpha(e)=\sum_{e \in Y_{f}} \mathrm{C}_{\beta^{*}}(e)-\sum_{e \in Y_{b}} \mathrm{C}_{\beta^{*}}(e) \geq 0
$$

By adding $\mathrm{C}_{\beta^{*}}\left(S_{h}\right)$ and $\beta^{*} \Psi(S)$ to both sides of the inequality, we have:

$$
\mathrm{C}(S) \geq \mathrm{C}_{\beta^{*}}\left(S_{h}\right)+\beta^{*} \Psi(S)
$$

Also, based on the scenarios discussed above, at most two edges will be removed from $S$ to get a feasible solution for the min-cost max flow in graph $G^{\prime \prime}$ in this case. Therefore, $\mathrm{C}(\tilde{S}) \geq \mathrm{C}(S)-2 \mathrm{C}_{\max }$, because $\tilde{S}$ is a feasible solution that maximizes the costs in graph $G^{\prime \prime}$.

Thus, we conclude that $\mathrm{C}(\tilde{S}) \geq \mathrm{C}_{\beta^{*}}\left(S_{h}\right)+\beta^{*} \Psi(S)-2 \mathrm{C}_{\text {max }}$.
2. $i_{1}=r_{1}^{\prime \prime}$ and $j_{2} \neq r_{2}^{\prime \prime}:$ In this case, the property in (4.14) implies that:

$$
\mathrm{C}(S) \geq \mathrm{C}_{\beta^{*}}\left(S_{h}\right)+\beta^{*} \Psi(S)-\max \left\{\mathrm{C}\left(d_{l}^{\prime}\left(r_{1}^{\prime}\right), r_{1}^{\prime}\right), \mathrm{C}\left(d_{h}^{\prime}\left(r_{1}^{\prime}\right), r_{1}^{\prime}\right), 0\right\}
$$

Also, based on the scenarios discussed above, at most one edge will be removed in this case which yields $\mathrm{C}(\tilde{S}) \geq \mathrm{C}(S)-\mathrm{C}_{\text {max }}$. Thus, we again conclude that $\mathrm{C}(\tilde{S}) \geq \mathrm{C}_{\beta^{*}}\left(S_{h}\right)+\beta^{*} \Psi(S)-$ $2 \mathrm{C}_{\text {max }}$.
3. $i_{1} \neq r_{1}^{\prime \prime}$ and $j_{2}=r_{2}^{\prime \prime}$ : In this case, the property in (4.14) implies that:

$$
\mathrm{C}(S) \geq \mathrm{C}_{\beta^{*}}\left(S_{h}\right)+\beta^{*} \Psi(S)+\max \left\{\mathrm{C}\left(d_{l}^{\prime}\left(r_{2}^{\prime}\right), r_{2}^{\prime}\right), \mathrm{C}\left(d_{h}^{\prime}\left(r_{2}^{\prime}\right), r_{2}^{\prime}\right), 0\right\}
$$

Based on the scenarios discussed above, at most two edges will be removed due to $i_{1}$ and edge $\left(d_{s}\left(r_{2}^{\prime}\right), r_{2}^{\prime}\right)$ due to $j_{2}$ in this case. As a result, we have $\mathrm{C}(\tilde{S}) \geq \mathrm{C}(S)-2 \mathrm{C}_{\max }-\mathrm{C}\left(d_{s}\left(r_{2}^{\prime}\right), r_{2}^{\prime}\right)$. Note that $d_{s}\left(r_{2}^{\prime}\right)$ is either $d_{h}\left(r_{2}^{\prime}\right)$ or $d_{l}\left(r_{2}^{\prime}\right)$. Thus, we again conclude that $\mathrm{C}(\tilde{S}) \geq \mathrm{C}_{\beta^{*}}\left(S_{h}\right)+$ $\beta^{*} \Psi(S)-2 \mathrm{C}_{\text {max }}$.
4. $i_{1}=r_{1}^{\prime \prime}$ and $j_{2}=r_{2}^{\prime \prime}$ : In this case, the property in (4.14) implies that:

$$
\begin{aligned}
\mathrm{C}(S) \geq & \mathrm{C}_{\beta^{*}}\left(S_{h}\right)-\beta^{*} \Psi(S)-\max \left\{\mathrm{C}\left(d_{l}^{\prime}\left(r_{1}^{\prime}\right), r_{1}^{\prime}\right), \mathrm{C}\left(d_{h}^{\prime}\left(r_{1}^{\prime}\right), r_{1}^{\prime}\right), 0\right\}+ \\
& \max \left\{\mathrm{C}\left(d_{l}^{\prime}\left(r_{2}^{\prime}\right), r_{2}^{\prime}\right), \mathrm{C}\left(d_{h}^{\prime}\left(r_{2}^{\prime}\right), r_{2}^{\prime}\right), 0\right\}
\end{aligned}
$$

Based on the scenarios discussed above, at most one edge will be removed due to $i_{1}$ and edge $\left(d_{s}\left(r_{2}^{\prime}\right), r_{2}^{\prime}\right)$ due to $j_{2}$ in this case. Therefore, $\mathrm{C}(\tilde{S}) \geq \mathrm{C}(S)-2 \mathrm{C}_{\max }-\mathrm{C}\left(d_{s}\left(r_{2}^{\prime}\right), r_{2}^{\prime}\right)$. Using the same reasoning as in the last two cases, we can again conclude that $\mathrm{C}(\tilde{S}) \geq \mathrm{C}_{\beta^{*}}\left(S_{h}\right)+\beta^{*} \Psi(S)-2 \mathrm{C}_{\text {max }}$.

In all the cases above, we have that $\mathrm{C}(\tilde{S}) \geq \mathrm{C}_{\beta^{*}}\left(S_{h}\right)+\beta^{*} \Psi(S)-2 \mathrm{C}_{\text {max }}$. Let us rewrite this inequality as:

$$
\begin{equation*}
\mathrm{C}(\tilde{S}) \geq \mathrm{C}_{\beta^{*}}\left(S_{h}\right)+\beta^{*} \mathrm{~B}-\beta^{*} \mathrm{~B}+\beta^{*} \Psi(S)-2 \mathrm{C}_{\max } \tag{C.1}
\end{equation*}
$$

We know that $\mathrm{C}_{\beta^{*}}\left(S_{h}\right)+\beta^{*} \mathrm{~B}$ is a solution to the LR subproblem, and thus, we have:

$$
\begin{equation*}
\mathrm{C}_{\beta^{*}}\left(S_{h}\right)+\beta^{*} \mathrm{~B} \geq \mathrm{OPT} . \tag{C.2}
\end{equation*}
$$

Also, from the fact that $Y$ is the longest subsequence in $X$ for which $\Psi(S) \leq \mathrm{B}$, we know that there always exist an edge $e_{3} \in X \backslash Y$ such that $\Psi\left(e_{3}\right)+\Psi(S)>\mathrm{B}$. Now, consider the two following cases for edge $e_{3}$ :

1. $\mathrm{C}_{\beta^{*}}\left(e_{3}\right) \geq 0$ : In this case, $\mathrm{C}\left(e_{3}\right) \geq \beta^{*} \Psi\left(e_{3}\right)$ which yields $-\beta^{*} \Psi\left(e_{3}\right) \geq-\mathrm{C}\left(e_{3}\right) \geq-\mathrm{C}_{\text {max }}$.
2. $\mathrm{C}_{\beta^{*}}\left(e_{3}\right)<0$ : Due to the fact that $e_{3}$ is a part the min-cost max flow solution in graph
$G$ with costs set as $-\mathrm{C}_{\beta^{*}}$, this case can happen only if there exists an edge $e_{4}$ such that $\mathrm{C}_{\beta^{*}}\left(e_{3}\right)+\mathrm{C}_{\beta^{*}}\left(e_{4}\right) \geq 0$ which implies that $\mathrm{C}\left(e_{4}\right) \geq \beta^{*} \Psi\left(e_{3}\right)$. Thus, again, we have $-\beta^{*} \Psi\left(e_{3}\right) \geq$ $-\mathrm{C}\left(e_{4}\right) \geq-\mathrm{C}_{\text {max }}$.
From the cases above, we conclude that

$$
\begin{equation*}
-\beta^{*} \mathrm{~B}+\beta^{*} \Psi(S) \geq-\mathrm{C}_{\max } . \tag{C.3}
\end{equation*}
$$

Combining the inequalities in (C.1), (C.2), and (C.3) yields $\mathrm{C}(\tilde{S}) \geq$ OPT - $3 \mathrm{C}_{\max }$ and the result follows.

## C. 3 Sensitivity Analysis (Cont'd)

In the base scenario, we assume that the total number of participants in the ridesharing system during the morning and evening peak hours is 6000. In order to study the impact of the number of participants on different performance metrics, we change its value to 2000, 4000, 6000, 8000, and 10,000 . The results are presented in Figure C.1. Figure C.1(a) suggests that the social welfare of the system increases significantly as the penetration rate of the system increases. Also, the rate of increase in this figures is linear, which is not surprising because the system is not saturated and adding more users increases the possibility of matching, and thereby, increasing the system's social welfare. The upward trend of the subsidy impact rate in Figure C.1(b) indicates that the added value to the system per one dollar spent on subsidy significantly increases with the number of participants. This is due to the fact that as the number of participants grows, the spatio-temporal proximity of trips increases, which results in (i) fewer users requiring the BA incentive to get matched, and (ii) a smaller amount of the BA incentive for those who need it (see Figure C.1(d)). Finally C.1(c) and C.1(d) suggest that at least $50 \%$ of the matches are subsidized while the average time window extension for those that received the BA incentive does not exceed 5 minutes. The higher spatio-temporal proximity of trips that follows from a higher penetration rate allows the system to subsidize fewer rides and the participants to experience less deviation from their preferred time windows.


Figure C.1: Impact of number of participants

The number of riders and drivers are assumed to be the same in the base scenario. Next, we investigate the impact of changing the percentage of riders from 50 to $25,33,67$ and 75 , respectively. Figure C. 2 displays the results of these scenarios for different performance metrics. Figure C.2(a) clearly shows that the social welfare decreases when the percentage of riders diverges from $50 \%$, especially when the percentage of riders is greater than the percentage of drivers. This is partly due to the fact that we are implementing a one-to-one system where a single driver carries at most a
single rider in each peak period, and therefore the best results are obtained when there is a balance between the number of riders and drivers. When we have fewer riders than drivers, more drivers are available to serve them, and therefore the percentage of matched riders will be higher than the case where we have more riders than drivers due to (1) more resources to match the riders, and (2) fewer riders to be served. This trend can also be partly explained by the assumption of ride-back guarantees, as $50 \%$ of riders in these scenarios register both their morning and evening trips in the system and will be served if and only if both of their trips are served by the drivers in the system. Since this type of requests are harder to satisfy, we expect that the matching rate and social welfare decrease with a higher rate for scenarios above $50 \%$. On top of having a smaller social welfare, Figure C.2(c) shows that a higher percentage of matches need to be subsidized when the percentage of riders is higher than 50 . This is why the subsidy impact rates are lower for these scenarios compared to the base scenario, as shown in Figure C.2(b).


Figure C.2: Impact of percentage of riders

The base scenario assumes that $50 \%$ of users register both their morning and evening trips in the system. In this part, we investigate the impact of having lower percentages ( $25 \%$ and $33 \%$ ) or higher percentages $(67 \%, 75 \%)$ of participants be present in both the morning and evening peak hours. Figure C. 3 demonstrates how different performance metrics change as this parameter increases from $25 \%$ to $75 \%$. Given a fixed number of participants, increasing the value of this parameter clearly increases the number of users (both riders and drivers) in the morning and in the evening. Thus, the number of matches and hence the social welfare increases as shown in Figure C.3(a). Also, the upward trend of the subsidy impact rate in Figure C.3(b) implies that the proposed incentive program is more beneficial when users register both trips in the system. The downward trend of subsidized matched users in Figure C.3(c) originates from the fact that with a higher number of riders and drivers in the morning or evening, the likelihood of finding a match without the help of the BA incentive increases, because of the higher spatio-temporal proximity between trips. Higher spatio-temporal proximity between trips further explains the linearly decreasing trend in Figure
C.3(d), as users will be required to expand their time window less when this parameter increases.


Figure C.3: Impact of percentage of ride-back trips

Figure C. 4 demonstrates the results of changing the available budget for subsidy from $\$ 1,000$ in the base scenario to $\$ 100 \$ 500, \$ 1500$ and $\$ 2,500$. Figure C.4(a) shows that the social welfare increases sublinearly as we increase the value of $B$. This is consistent with our earlier results in Section 4.5.6, where we observed that social welfare grows sublinearly until it converges to the maximum possible social welfare. More interestingly, the same trend is also observed in Figure C.4(c). Moreover, the subsidy impact rate in Figure C.4(b) has the reverse trend: we can initially


Figure C.4: Impact of total budget
make a huge impact by investing a small amount of budget, but the rate of return-on-investment diminishes as we increase the budget. However, as we try to incentivize higher number of matches, we have to invest more, and the margin of profit gets smaller. Finally, we reach a point that either no further matches can become feasible with the help of the BA incentive or the required budget becomes higher than its subsequent added social welfare. Figure C.4(d) shows an interesting result where the time window expansion decreases slightly as we increase the budget from $\$ 100$ to $\$ 500$
and then increases from $\$ 500$ to $\$ 2500$. One possible explanation would be that from $\$ 100$ to $\$ 500$, the rate of increase in the number of subsidized matches is very high (more than 20\%) while the amount of increase in time windows for those users is not that much higher, and thus, the average time window expansion slightly decreases.

Finally, Figure C. 5 displays the impact of the length of peak hour periods in the morning and the evening on the performance metrics. In the base scenario, we assume that the length of both peak hour periods is 3 hours. Here, we consider tighter periods ( 1 and 2 hours) and wider periods ( 4 and 5 hours). Obviously, increasing the length of the peak hour periods causes the trips to spread over a larger horizon, which results in reducing the temporal proximity of trips. This is the main reason behind the descending trend in the social welfare presented in Figure C.5(a). Also, for the same reason, more participants need the BA incentive (see Figure C.5(c)), and the magnitude of allocated incentive per user increases as shown in Figure C.5(d). Moreover, since trips become more temporally sparse, the savings due to sharing rides decreases, which consequently decreases the impact of each dollar spent on subsidy, as shown in Figure C.5(b).


Figure C.5: Impact of the morning and evening peak hours' lengths
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## D. 1 Mathematical Formulation for the Minimum Blocking Value Problem

In this formulation, we have three sets of variables: (i) matching $x \in\{0,1\}^{|E|}$, (ii) payoffs $\rho \in \mathbb{R}^{|V|}$, and (iii) blocking value $b \in \mathbb{R}^{|E|}$. The objective in (D.1a) minimizes the total blocking value over all edges in graph $G$. Constraint (D.1b) makes certain that $x$ is a feasible matching. Constraint (D.1c) ensures that the set of payoffs with the addition of blocking values satisfy the necessary condition for a stable outcome. Constraint (D.1d) enforces our market to be budget-balanced, i.e., the social welfare must be equal to the sum of payoffs. Constraint (D.1e) serves two purposes. First, it sets a cap on the blocking value of each edge as it cannot exceed the potential gain by that match. Second, it ensures that the blocking value of the edges in a matching is equal to 0 , which with the help of the two previous sets of constraints implies that the sum of payoffs for the users that are matched together should be equal to the gain from that match $\left(\rho_{u}+\rho_{v}=w_{u v}\right)$. Constraint (D.1f) also serve two purposes. First, it makes sure that the payoff of a matched user does not exceed the gain of that match. Second, it ensures that an unmatched user will have a 0 payoff. Finally, Constraints (D.1g), (D.1h), and (D.1i) are the integrality and non-negativity constraints.

$$
\begin{array}{lll}
\min & \sum_{\substack{(u, v) \in E}} b_{u v} \\
\text { s.t. } & \sum_{\substack{u \in V: \\
(v, u) \in E}} x_{v u}+\sum_{\substack{u \in V: \\
(u, v) \in E}} x_{u v} \leq 1, & \forall v \in V, \\
& \rho_{u}+\rho_{v}+b_{u v} \geq w_{u v}, & \forall(u, v) \in E, \\
& \sum_{(u, v \in E} w_{u v} x_{u v}=\sum_{v \in V} \rho_{v}, & \\
& b_{u v} \leq w_{u v}\left(1-x_{u v}\right), & \forall(u, v) \in E, \tag{D.1e}
\end{array}
$$

$$
\begin{array}{ll}
\rho_{v} \leq \sum_{\substack{u \in V: \\
(v, u) \in E}} w_{v u} x_{v u}+\sum_{\substack{u \in V: \\
(u, v) \in E}} w_{u v} x_{u v}, & \forall v \in V, \\
x_{u v} \in\{0,1\}, & \forall(u, v) \in E, \\
\rho_{v} \geq 0, & \forall v \in V, \\
b_{u v} \geq 0, & \forall(u, v) \in E .
\end{array}
$$

## D. 2 Mathematical Formulation for the Maximum Stable Subset Problem

There are four sets of decision variables in this formulation including (i) matching $x \in\{0,1\}^{|E|}$, (ii) payoffs $\rho \in \mathbb{R}^{V}$, (iii) user inclusion $y \in\{0,1\}^{|V|}$, and (iv) edge inclusion $z \in\{0,1\}^{|E|}$. The objective function in (D.2a) aims to maximize the social welfare of the system. Constraint (D.2b) ensures that if included in the system, user $v$ can match to at most one other user. Constraints (D.2c) and (D.2d) combined ensure that the possible coalition (edge) between users $u$ and $v$ must be included, i.e., $z_{u v}=1$, if and only if both users are included in the system, i.e., $y_{u}=y_{v}=1$. The absence of blocking pairs over included edges is enforced by Constraint (D.2e). Constraint (D.2f) requires that the sum of payoffs must be equal to the system social welfare. Constraint (D.2g) serves 2 purposes: it ensures that (i) an unmatched user does not receive a positive payoff, (ii) the payoff of user $u$ matched with user $v$ cannot exceed the potential gain of their match. Finally, Constraints (D.2h)-(D.2j) imposes integrality for variables $x, y$, and $z$, and Constraint (D.2k) ensures the rationality of payoffs.

$$
\begin{align*}
& \max \sum_{(u, v) \in E} w_{u v} x_{u v}  \tag{D.2a}\\
& \text { s.t. } \sum_{\substack{u \in V: \\
(v, u) \in E}} x_{v u}+\sum_{\substack{u \in V: \\
(u, v) \in E}} x_{u v} \leq y_{v}, \quad \forall v \in V \text {, }  \tag{D.2b}\\
& z_{u, v} \geq y_{u}+y_{v}-1, \quad \forall(u, v) \in E,  \tag{D.2c}\\
& z_{u, v} \leq \frac{y_{u}+y_{v}}{2}, \quad \forall(u, v) \in E,  \tag{D.2d}\\
& \rho_{u}+\rho_{v} \geq w_{u v} z_{u v}, \quad \forall(u, v) \in E,  \tag{D.2e}\\
& \sum_{(u, v) \in E} w_{u v} x_{u v}=\sum_{v \in V} \rho_{v},  \tag{D.2f}\\
& \rho_{v} \leq \sum_{\substack{u \in V: \\
(u, v) E}} w_{u v} x_{v u}+\sum_{\substack{u \in V: \\
(v, u) \in E}} w_{v u} x_{v u}, \quad \forall v \in V,  \tag{D.2g}\\
& x_{u v} \in\{0,1\}, \quad \forall(u, v) \in E,  \tag{D.2h}\\
& y_{v} \in\{0,1\}, \quad \forall v \in V \text {, }  \tag{D.2i}\\
& z_{u v} \in\{0,1\}, \quad \forall(u, v) \in E \text {, }  \tag{D.2j}\\
& \rho_{v} \geq 0,  \tag{D.2k}\\
& \forall v \in V \text {. }
\end{align*}
$$

## APPENDIX E

## Supporting Materials of Chapter 6

## E. 1 Table of Notations

Table E.1: List of notations.

| Notation | Definition |
| :---: | :---: |
| Sets: |  |
| $N=\left\{n_{\ell}\right\}$ | the set of all users |
| $R=\left\{r_{i}\right\}$ | the set of all riders |
| $D=\left\{d_{i}\right\}$ | the set of all drivers |
| $E=\left\{\left(r_{i}, d_{i}\right)\right\}$ | the set of spatio-temporally feasible trip matches |
| $X=\left\{\left(r_{i}, d_{i}\right)\right\}$ | the set of finalized matches of a mechanism |
| $R_{1}=\left\{r_{i}\right\} \quad, D_{1}=\left\{r_{i}\right\}$ | the set of matched riders/drivers in group 1 of subsidy scheme |
| $X_{1}=\left\{\left(r_{i}, d_{j}\right)\right\}$ | the set of finalized matches in group 1 of subsidy scheme |
| $R_{2}^{\mathrm{L}}=\left\{r_{i}\right\} \quad, D_{2}^{\mathrm{L}}=\left\{r_{i}\right\}$ | the set of riders/drivers in the left market of group 2 of subsidy scheme |
| $R_{2}^{\mathrm{R}}=\left\{r_{i}\right\} \quad, D_{2}^{\mathrm{R}}=\left\{r_{i}\right\}$ | the set of riders/drivers in the right market of group 2 of subsidy scheme |
| $X_{2}^{\mathrm{L}}=\left\{\left(r_{i}, d_{j}\right)\right\}, X_{2}^{\mathrm{R}}=\left\{\left(r_{i}, d_{j}\right)\right\}$ | the set of finalized matches in the left/right market of group 2 of subsidy scheme |
| Parameters: |  |
| $\mathrm{I}_{n_{\ell}}$ | the origin station of user $n_{\ell}$ |
| $\mathrm{J}_{n}$ | the destination station of user $n_{\ell}$ |
| $\mathrm{T}_{n_{\ell}}$ | the desired earliest departure time of user $n_{\ell}$ |
| $\mathrm{Q}_{n_{\ell}}$ | the desired latest arrival time of user $n_{\ell}$ |
| $\delta_{n_{\ell}}$ | the value of every mile driven for user $n_{\ell}$ |
| $\vartheta_{d_{j}}$ | the value of every minute of time window extension for driver $d_{j}$ |
| $\theta_{r_{i}}=\delta_{r_{i}} \quad, \theta_{d_{j}}=\left(\delta_{d_{j}}, \vartheta_{d_{j}}\right)$ | the private information of rider $r_{i} /$ driver $d_{j}$ |
| B | the total budget available for subsidizing drivers |
| $u_{n_{\ell}}$ | the utility of user $n_{\ell}$ |
| $V_{i} \quad, B_{i}$ | the true valuation/bid of rider $r_{i}$ |
| $V_{j}^{i} \quad, A_{j}^{i}$ | the true valuation/ask of driver $d_{j}$ if matched to rider $r_{i}$ |
| $w_{r_{i}, d_{j}}$ | the weight of pair of trips ( $r_{i}, d_{j}$ ) in the mapping objective function |

Table E. 1 - continued from previous page


## E. 2 Shortest-Path Travel Times and Distances for NguyenDupuis Network

Table E.2: The shortest-path travel times for Nguyen-Dupuis network

| $o \backslash d$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 12 | 14 | 4 | 2 | 6 | 12 | 11 | 4 | 11 | 20 | 1 | 10 |
| 2 | 12 | 0 | 4 | 18 | 15 | 11 | 5 | 1 | 14 | 9 | 1 | 11 | 8 |
| 3 | 14 | 4 | 0 | 14 | 12 | 17 | 11 | 5 | 10 | 11 | 3 | 15 | 4 |
| 4 | 4 | 18 | 14 | 0 | 2 | 6 | 12 | 15 | 4 | 9 | 17 | 5 | 10 |
| 5 | 2 | 14 | 12 | 2 | 0 | 4 | 10 | 13 | 2 | 9 | 18 | 3 | 8 |
| 6 | 6 | 11 | 17 | 6 | 4 | 0 | 6 | 10 | 6 | 5 | 14 | 1 | 12 |
| 7 | 12 | 5 | 11 | 12 | 10 | 6 | 0 | 4 | 12 | 11 | 8 | 7 | 15 |
| 8 | 11 | 1 | 5 | 16 | 14 | 10 | 4 | 0 | 15 | 10 | 2 | 10 | 9 |
| 9 | 4 | 14 | 10 | 4 | 2 | 6 | 12 | 15 | 0 | 5 | 13 | 5 | 6 |
| 10 | 11 | 9 | 11 | 9 | 9 | 5 | 11 | 15 | 5 | 0 | 8 | 6 | 11 |
| 11 | 13 | 1 | 3 | 17 | 18 | 14 | 8 | 2 | 13 | 8 | 0 | 12 | 7 |
| 12 | 1 | 11 | 18 | 5 | 3 | 1 | 7 | 10 | 5 | 6 | 15 | 0 | 11 |
| 13 | 10 | 8 | 4 | 10 | 8 | 12 | 15 | 9 | 6 | 11 | 7 | 11 | 0 |

Table E.3: The shortest-path driving distances for Nguyen-Dupuis network

| $o \backslash d$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 6.7 | 5.4 | 3.3 | 1.2 | 2.9 | 5.3 | 4.3 | 2.0 | 4.9 | 7.2 | 0.9 | 4.0 |
| 2 | 7.2 | 0.0 | 4.1 | 8.8 | 7.6 | 5.7 | 3.7 | 2.5 | 6.3 | 4.7 | 1.5 | 6.0 | 5.4 |
| 3 | 5.1 | 3.7 | 0.0 | 5.6 | 4.0 | 6.8 | 4.8 | 6.2 | 3.1 | 5.9 | 2.7 | 9.7 | 1.3 |
| 4 | 3.5 | 8.0 | 5.4 | 0.0 | 2.4 | 4.1 | 6.5 | 7.8 | 2.0 | 3.7 | 7.0 | 4.4 | 4.0 |
| 5 | 1.1 | 7.8 | 4.2 | 2.1 | 0.0 | 1.7 | 4.1 | 5.4 | 0.8 | 3.7 | 6.0 | 2.0 | 2.8 |
| 6 | 3.0 | 6.4 | 6.9 | 4.0 | 1.9 | 0.0 | 2.4 | 4.0 | 2.7 | 2.0 | 4.3 | 1.4 | 4.7 |
| 7 | 5.0 | 4.0 | 4.5 | 6.0 | 3.9 | 2.0 | 0.0 | 1.6 | 4.7 | 4.0 | 1.9 | 3.4 | 5.8 |
| 8 | 4.7 | 2.4 | 6.5 | 7.2 | 5.1 | 3.2 | 1.2 | 0.0 | 8.7 | 7.1 | 3.9 | 3.5 | 7.8 |
| 9 | 2.0 | 6.0 | 3.4 | 2.5 | 0.9 | 2.6 | 5.0 | 6.3 | 0.0 | 1.7 | 5.0 | 2.9 | 2.0 |
| 10 | 5.0 | 4.3 | 5.9 | 4.1 | 3.9 | 2.0 | 4.4 | 6.0 | 1.6 | 0.0 | 3.3 | 3.4 | 3.6 |
| 11 | 8.2 | 1.0 | 2.6 | 7.3 | 6.0 | 4.1 | 2.1 | 3.5 | 4.8 | 3.2 | 0.0 | 7.0 | 3.9 |
| 12 | 1.2 | 5.8 | 8.0 | 4.5 | 2.4 | 1.1 | 3.5 | 3.4 | 3.2 | 3.1 | 5.4 | 0.0 | 5.2 |
| 13 | 3.8 | 5.1 | 1.4 | 4.3 | 2.7 | 4.4 | 6.2 | 7.6 | 1.8 | 3.5 | 4.1 | 4.7 | 0.0 |

## E. 3 Sensitivity Analysis (Cont'd)

Let us consider the impact of changes in the mean of rider's value of distance on the performance metrics. Figure E. 1 demonstrates the results of changing $\mu^{R}(\delta)$ from $\$ 2 /$ mile to $\$ 0.5 / \mathrm{mile}, \$ 1 / \mathrm{mile}$, $\$ 3 /$ mile and $\$ 5 /$ mile. Figures E.1(a) and E.1(b) show that the social welfare and matching rate of all the mechanisms increase with the rider's value of distance. This is not surprising because the possibility of having a profitable match grows as riders increase their bids, which ultimately leads to a higher number of finalized matches and higher social welfare. However, in this case the externality impact of drivers on the system, i.e., the value that their participation adds to other users, increases with a higher rate than that of the riders. As a result, the increase in payments to the drivers is more than the increase in charged prices of riders. That is why we observe an upward trend in the payment deficit of VCG in Figure E.1(c). On the contrary, our subsidy scheme does not increase the payment to the drivers as their matched riders can already pay their asks, and thus, the payment deficit of $\mathcal{M}_{2}$ decreases with the mean rider's value of distance. Figure E.1(d) suggests that the subsidy impact rate initially increases up to a point and then starts decreasing. This is due to the reason that with low values of distance, subsidizing the drivers helps the system increase the


Figure E.1: Impact of rider's mean value of distance
number of matches, and thereby, increase the number of profitable matches. However, as riders increase their bids, adding a subsidy only increases the payments to the drivers that could have been matched without the help of a subsidy. That also explains the lower difference between the social welfare ratios of $\mathcal{M}_{2}$ and $\mathcal{M}_{3}$ in higher rider's values of distance in Figure E.1(e). Also, note that when $\mu(\delta)$ is very low, the budget increases the matching rate, but it mostly helps match unprofitable matches that decrease the social welfare ratio and yield a negative subsidy impact rate.

Figure E. 2 demonstrates the impact of changing the mean of driver's value of distance from $\$ 2 / \mathrm{mile}$ to $\$ 0.5 / \mathrm{mile}, \$ 1 / \mathrm{mile}, \$ 3 / \mathrm{mile}$ and $\$ 5 / \mathrm{mile}$. On the contrary to the result of the previous


Figure E.2: Impact of driver's average value of distance
parameter, Figures E.2(a) and E.2(b) show that the social welfare and matching rate of all the mechanisms decrease with increase in the driver's value of distance. This can be explained by the fact that the possibility of having a profitable match decreases as the drivers' asks increase. Thus, we end up having a lower number of finalized matches and subsequently lower social welfare. Also, the externality impact of the drivers on the system in this case decreases with a higher rate than that of the riders. As a result, the decrease in payments to drivers is more than the decrease in charged prices of riders, which translates to a downward trend in the payment deficit of VCG as shown in Figure E.2(c). However, our subsidy scheme has to increase the payment to the drivers as their
matched riders cannot pay their asks alone, and thus, the payment deficit of $\mathcal{M}_{2}$ initially increases with the value of $\mu^{D}(\delta)$ until it reaches to the maximum allowed deficit at $\$ 2 /$ mile. Figure E.2(d) suggests that the subsidy impact rate initially increases up to a point, and then starts decreasing. When the value of $\mu^{D}(\delta)$ is very low, riders can pay the entirety of drivers' asks, and adding subsidy only increases the payment to the drivers in the matches that could be also matched in the absence of subsidy. As the value of this parameter increases, subsidy allows profitable matches to finalize. However, after a point, the ratio of profitable matches becomes lower compared to the unprofitable matches, and thus, the subsidy impact rate starts to decrease. Since, the objective function of mapping assumes a lower value of distance for drivers, we find initial matches that are less profitable compared to the ones obtained in the efficient matching of VCG. This explains the downward trend of the social welfare ratio for both mechanisms in Figure E.2(e).

In the base scenario, we assumed that the user's value of time window extension, $\mu(\vartheta)$, has a mean of $\$ 0.2 / \mathrm{min}$. In order to study the impact of different values of this parameter on the performance metrics, we change its value to $\$ 0.05 / \mathrm{min}$., $\$ 0.1 / \mathrm{min}$., $\$ 0.2 / \mathrm{min}$. and $\$ 0.5 / \mathrm{min}$. The results of changing this parameter are presented in Figure E.3. Similar to the previous parameter, the social welfare and matching rate of all mechanisms decrease with an increase in the value of $\mu(\vartheta)$.


Figure E.3: Impact of driver's average value of time extension

Also, the deficit of VCG decreases due to the same reason described above. However, the magnitude of changes is smaller because of the magnitude of value of time extension compared with that of the value of distance. Also, unlike the previous parameters, the change in $\mu(\vartheta)$ does not seem to have a significant impact on the budget deficit of our subsidy scheme. However, the increase in the value of this parameter significantly increases the subsidy impact rate. Since the mean value of distances for both riders and drivers are the same, the increase in this parameter causes a discrepancy in the bids of riders and asks of drivers. As a result, subsidizing the drivers helps us generate more social welfare compared to its no-deficit variant. Also, this impact increases with larger discrepancy between the bids and asks. Similar to the result of the previous parameter, the downward trend of social welfare ratio in Figure E.3(e) points out that finding the initial matching using a type-independent objective results in higher welfare loss compared to the efficient outcome as the value of $\mu(\vartheta)$ increases.

The maximum threshold for extending the time windows of users is assumed to be 5 minutes in the base scenario. Next, we investigate the impact of changing this parameter from 5 minutes to 1 , 2,10 , and 15 minutes, respectively. Figure E. 4 displays the results of these scenarios for different performance metrics. As expected, Figures E.4(a) and E.4(b) show that the social welfare and matching rate increase when we let users extend their time windows by a larger amount. However,


Figure E.4: Impact of time window extension threshold
the sub-linear trend in these figures along with Figure E.4(e) indicate that using a type-independent mapping function in step 1 of our subsidy scheme seems to have a huge negative impact on the social welfare. Although the social welfare ratio goes down, Figure E.4(d) shows an upward trend for the subsidy impact rate, which can be again explained by the discrepancy between the asks and bids of users in higher values of $\Gamma$. Also, Figure E.4(c) suggests that letting this parameter increase from 1 to 10 minutes initially causes the deficit of VCG to increase and then decrease. One possible explanation for this trend is that increasing $\Gamma$ initially only increases the number of feasible matches, while the available options for users is low. As a result, the externality impact of users is high. As we let $\Gamma$ take larger values, the number of options for riders and drivers starts to increase, and as a result, the externality impact of them on the system goes down.

Finally, Figure E. 5 displays the impact of increasing the average time flexibility of users on the performance metrics. In the base scenario, we assume that the average time flexibility of users is 5 minutes. Here, we change the value of this parameter from 5 minutes to $1,2,8$, and 10 minutes. Obviously, increasing the time flexibility of users increases the temporal feasibility of trips. Therefore, it is not surprising to observe the increase in social welfare and matching rate of all mechanisms in Figures E.5(a) and E.5(b), respectively. Also, the quadratic trend in the payment


Figure E.5: Impact of time flexibility
deficit of VCG as a result of an increase in $\mu(\Upsilon)$, as shown in Figure E.5(c), can be attributed to the same reasoning provided for the previous parameter. In Figure E.5(d), we observe an upward trend for the subsidy impact rate. This is due to the fact that increasing the time flexibility lowers the need of drivers for extending their time windows. As a result, the discrepancy between the bids of riders and asks of drivers decreases. Given a set budget for subsidy, we can create more profitable matches, and hence, $\mathcal{M}_{2}$ yields a higher social welfare compared to $\mathcal{M}_{3}$. However, Figure E.5(e) shows that the difference between the social welfare of these two mechanisms compared to the optimal social welfare decreases with the value of $\mu(\Upsilon)$. Thus, similar to the conclusions drawn for increasing the number of participants, for the systems in which users provide very flexible schedules, subsidizing time window extension does not have a significant impact on the social welfare of the system.
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