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#### Abstract

Machine learning (ML) techniques have seen significant advances over the last decade and are playing an increasingly critical role in people's lives. While their potential societal benefits are enormous, they can also inflict great harm if not developed or used with care. In this thesis, we focus on two critical ethical issues in ML systems, the violation of privacy and fairness, and explore mitigating approaches in various scenarios.

On the privacy front, when ML systems are developed with private data from individuals, it is critical to prevent privacy violation. Differential privacy (DP), a widely used notion of privacy, ensures that no one by observing the computational outcome can infer a particular individual's data with high confidence. However, DP is typically achieved by randomizing algorithms (e.g., adding noise), which inevitably leads to a trade-off between individual privacy and outcome accuracy. This trade-off can be difficult to balance, especially in settings where the same or correlated data is repeatedly used/exposed during the computation. In the first part of the thesis, we illustrate two key ideas that can be used to balance an algorithm's privacy-accuracy tradeoff: (1) the reuse of intermediate computational results to reduce information leakage; and (2) improving algorithmic robustness to accommodate more randomness. We introduce a number of randomized, privacypreserving algorithms that leverage these ideas in various contexts such as distributed optimization and sequential computation. It is shown that our algorithms can significantly improve the privacyaccuracy tradeoff over existing solutions.

On the fairness front, ML systems trained with real-world data can inherit biases and exhibit discrimination against already-disadvantaged or marginalized social groups. Recent works have proposed many fairness notions to measure and remedy such biases. However, their effectiveness is mostly studied in a static framework without accounting for the interactions between individuals and ML systems. Since individuals inevitably react to the algorithmic decisions they are subjected to, understanding the downstream impacts of ML decisions is critical to ensure that these decisions


are socially responsible. In the second part of the thesis, we present our research on evaluating the long-term impacts of (fair) ML decisions. Specifically, we establish a number of theoretically rigorous frameworks to model the interactions and feedback between ML systems and individuals, and conduct equilibrium analysis to evaluate the impact they each have on the other. We will illustrate how ML decisions and individual behavior evolve in such a system, and how imposing common fairness criteria intended to promote fairness may nevertheless lead to undesirable pernicious effects. Aided with such understanding, mitigation approaches are also discussed.

## CHAPTER 1

## Introduction

The development of Machine learning (ML) techniques has revolutionized people's daily lives and enabled breakthroughs in various scientific fields such as robotics, computer vision, natural language processing, etc. Despite the enormous societal benefits, ML techniques have also caused ethical concerns when used to make consequential decisions about humans. It has become evident that in many such domains (e.g., lending, hiring, criminal justice, healthcare, etc.), ML techniques can behave in unintended and potentially harmful ways: (1) they may expose individuals who have contributed their data to risks; (2) they may result in adverse outcomes for people who are affected by decisions made by ML algorithms. In this thesis, we will focus on two critical issues that arise from these two types of issues: (i) privacy violation; and (ii) discrimination.


Figure 1.1: Misuse of ML techniques

Privacy violation. When ML algorithms are developed using individuals' data such as medical records, financial data, online activities, etc., their privacy is at high risk of being compromised, resulting in potentially significant harm and monetary losses to both data collectors and data owners. For example, the Federal Trade Commission (FTC) in the U.S. has levied a $\$ 5$ billion penalty against Facebook and $\$ 170$ million penalty against Google for violating consumer privacy in 2019 [2]. During 2019, FTC's Consumer Sentinel Network has received nearly $\$ 1.7$ million fraud reports and consumers have lost more than $\$ 1.9$ billion to frauds in total [3]. In addition to losses, privacy concerns have become a major source of distrust and a major obstacle to people sharing their personal data with data analysts, resulting in a lack of sufficient data to develop robust and accurate computational models. Therefore, understanding how privacy violations happen and developing solutions to address this issue are very important.

There are many reasons for privacy violations. One of the most direct causes is excessive data collection and sharing. In this era of big data, user/consumer data has been over-collected by many online platforms, mobile apps, and third-party trackers. A recent study [15] shows that among 959,000 Android apps, nearly $90 \%$ of them were set up to transfer collected personal information back to Google. There is a lack of transparency in data collection, usage, and sharing. The emergence of data regulation such as the European Union's General Data Protection Regulation (GDPR) and California Consumer Privacy Act (CCPA) aims to impose constraints on data collection and transfer, but they are likely insufficient. Even without access to data, personal information may be inferred from outputs of ML models. A prime example is the model inversion attacks studied in [46], where a facial recognition API is trained based on a set of face images. An attacker has no access to the model parameters of the API but can send images to the API. For each image the attacker sends, it receives a vector of confidence scores along with the name of the face as recognized from the input image. [46] shows that the attacker, using the outputs from sending a set of randomly generated face images, can reconstruct the facial appearance of a person who has contributed to the training dataset.

Some studies address privacy and security issues from game theoretical perspectives [84-87,8994]. Another effective approach to preventing privacy violation is to process sensitive data with privacy-preserving algorithms. The first step is defining individual privacy and understanding what it means to protect individual privacy in data analysis. One class of privacy notions, including $k$-anonymity [128], $l$-diversity [107], $t$-closeness [98], is based on anonymization, where the idea is to de-identify the dataset by removing personal identifiable information (e.g., name, SSN, gender)
and release the anonymous version of the dataset. However, these anonymization-based approaches are not resilient to "linkage" attacks. One notable example is the Netflix prize competition, where the company published its user-movie rating dataset with all users' names removed. From this anonymous dataset, researchers can design new movie recommendation systems. However, this anonymous dataset turned out to be far from private: most of the users in the dataset can be deanonymized by cross-linking the film ratings on the public Internet Movie Database (IMDb) [115]. This example also shows the need for a mathematically rigorous notion of privacy that is suitable for complex data analysis and resilient to any attackers regardless of their background knowledge. Differential privacy ( $D P$ ) [35], as a widely used notion of privacy satisfying these requirements, ensures that no one by observing the computational outcome can infer with substantial higher confidence than random guessing whether a particular individual's data was included in the data analysis or not. However, DP guarantee is typically achieved by randomizing algorithms (e.g., adding noise), which inevitably leads to the tradeoff between individual privacy and the accuracy of outcomes. This tradeoff can be difficult to balance, especially for settings where the same or correlated data is used multiple times over the computational process. Because individual privacy leakage accumulates substantially (as more information about the same data is revealed), controlling total privacy leakage with sufficient accuracy becomes particularly challenging and important when designing the private algorithms.

Discrimination. Over the last decade, an increasing number of ML algorithms have been developed to help make high-stakes decisions about real people; these include domains such as hiring (e.g., HireVue, Gild, Entelo), lending (e.g., Wonga), criminal justice (e.g., COMPAS, PredPol) to name a few. On the one hand, these ML models can find hidden patterns and intrinsic structures in the input data with high accuracy. On the other hand, these models can inherit pre-existing bias in the dataset and exhibit discrimination against protected population groups. It has been well-documented that ML algorithms can exhibit or even exacerbate such discrimination in many real-world applications. For example, a study shows that speech recognition products such as Amazon's Alexa and Google Home can have accent bias, with Chinese-accented and Spanish-accented English hardest to understand [58]. The COMPAS recidivism prediction tool, used by courts in the US in parole decisions, has been shown to have a substantially higher false positive rate for African Americans compared to the general population [28]. Amazon had been using automated software since 2014 to assess applicants' resumes, which were found to be biased against women [30].

There are various potential causes for such discrimination. It may have been introduced when data is collected. For instance, if data sampled from a minority group is much smaller in size than that from a majority group, then the model could be more in favor of the majority group due to this representation disparity (e.g., more than a third of data in ImageNet and Open Images, two datasets widely used in machine learning research communities, is US-based [123]). Another example is when the data collection decision itself reflects bias, which then impacts the collected data (e.g., if more police officers are dispatched to places believed to have higher crime rate to begin with, then crimes are more likely to be recorded in these places [38]). Even when the data collection process is unbiased, bias may already exist in the data. Historical prejudice and stereotypes can be preserved in data (e.g., the relationship between "man" and "computer programmers" were found to be similar to that between "woman" and "homemaker" [17]).

One commonly used approach to alleviating the discrimination issue is to enforce certain fairness constraints upon the training process. Depending on the applications, a variety of fairness constraints have been proposed and can be roughly classified into two families: (1) group fairness aims to achieve a certain balance in group-level: the whole population is partitioned into a small number of protected groups distinguished based on some sensitive attributes (e.g., race, gender), and it requires certain statistical measure (e.g., positive rates, true positive rates, etc.) to be approximately equalized across different protected groups; (2) individual fairness is in pursuit of equity in individual level: it requires that similar individuals be treated similarly.

While the effectiveness of these fairness constraints has been shown in various domains, most of the studies are done under a static framework where only the immediate impact of the constraints is assessed but not its long-term consequences. Because ML models are deployed in a dynamic environment, people may change their behaviors in response to the perceived decisions, and such change can further be captured in future models [144, 152]. Under this complex interplay between algorithmic decisions and individuals' reactions, the fairness criteria that intend to protect disadvantaged groups may lead to unintended, pernicious long-term effects [103]. Consider an example in lending where a lender decides whether or not to issue a loan based on the applicant's credit score. Decisions satisfying an identical true positive rate across different racial groups can make the outcome seem fairer [57]. However, this can potentially result in more loans issued to less qualified applicants in the group whose score distribution skews toward higher default risk. The lower repayment among these individuals causes their future credit scores to drop, which moves the group's score distribution further toward higher default risk [103]. Therefore, understanding how
algorithmic decisions and people interact over time and examining the long-term impact of fairness criteria is essential when developing fair ML systems, which can be challenging due to the lack of dynamic datasets and models that characterize the human behaviors.

### 1.1 Background

Before discussing the contributions of this thesis in more depth, we present notions of privacy and fairness that we used and studied.

### 1.1. 1 Differential Privacy

Differential privacy, first proposed by Dwork, McSherry, Nissim, and Smith [35], centers around the idea that the output of a certain mechanism or computational procedure should be statistically similar given singular changes to the input, thereby preventing meaningful inference from observing the output.

To illustrate the guarantee of differential privacy, consider an attacker aiming at inferring private information of a target individual, whose data may or may not be contributed to the dataset in a computation. The attacker is able to observe the computational outcome, and may have access to any arbitrary side information (e.g., the private data of every other individual in the dataset, some knowledge about the target individual, etc.). Differential privacy guarantees that regardless of what side information the attacker has, the attacker can learn almost nothing new about the target individual from the computational outcome.

Formally, a randomized algorithm $\mathcal{A}(\cdot)$ taking dataset $D \in \mathcal{D}$ as input satisfies $(\epsilon, \delta)$-differential privacy if for any datasets $D, \widehat{D}$ that are different in at most one individual's data and for any set of possible outputs $\mathcal{S} \in \operatorname{range}(\mathcal{A})$, we have

$$
\operatorname{Pr}(\mathcal{A}(D) \in \mathcal{S}) \leq \operatorname{Pr}(\mathcal{A}(\widehat{D}) \in \mathcal{S})+\delta,
$$

where $\epsilon \geq 0$ bounds the privacy loss, and $\delta \in[0,1]$ loosely corresponds to the probability that the algorithm fails to bound the privacy loss by $\epsilon$. In particular, when $\delta=0$ we omit it and say algorithm $\mathcal{A}$ preserves $\epsilon$-differential privacy.

Differential privacy is a worst case measure, that is, the bound is over all possible random outputs and all possible inputs. It is a strong guarantee, as it can protect against attackers with any
side information. Moreover, it admits a powerful algorithmic framework. There are two important properties that make differential privacy easily be used for complex data analysis. The first is immunity to post-processing: a differentially private output followed by any data-independent computation remains satisfying differential privacy. The second is composability: when a differentially private algorithm is queried independently over the same data multiple times, the total privacy loss accumulates (i.e., privacy guarantee degrades).

### 1.1.2 Fairness in Supervised Learning

In supervised learning, the goal is to predict a true outcome $Y$ from features $X$ based on labeled training data. To ensure the prediction $\widehat{Y}$ is non-discriminatory, certain fairness criterion should be satisfied. As mentioned in introduction, a variety of fairness criteria have been formulated to measure and remedy biases in machine learning systems. In this thesis, we focus on group fairness where the population is partitioned into a small number of groups distinguished by some sensitive attributes $S \in \mathcal{S}$, and certain statistics are equalized across different groups. In particular, we are interested in studying two criteria called demographic parity and equal opportunity.

1. Demographic Parity (DP) [11]: prediction $\widehat{Y}$ is independent of group sensitive attribute $S$.
2. Equal Opportunity (EqOpt) [57]: prediction $\widehat{Y}$ is conditional independent of group sensitive attribute $S$ given true outcome $Y$.

For binary classification where $Y \in\{0,1\}, \widehat{Y} \in\{0,1\}$, DP requires the positive classification rates to be equalized across different groups, i.e., $\operatorname{Pr}(\widehat{Y}=1 \mid S=s)=\operatorname{Pr}(\widehat{Y}=1), \forall s \in \mathcal{S}$, while EqOpt requires true positive rates to be equalized across different groups, i.e., $\operatorname{Pr}(\widehat{Y}=1 \mid Y=1, S=s)=\operatorname{Pr}(\widehat{Y}=1 \mid Y=$ 1), $\forall s \in \mathcal{S}$. To interpret these two criteria, consider settings such as hiring, lending, and college admissions, where a decision maker (e.g., company, bank, college) aims to select ( $\widehat{Y}=1$ ) individuals from the applicant pool that are qualified $(Y=1)$ for certain tasks based on a given set of features $X$. DP fairness ensures that all applicants from different groups are selected at the same rate, while EqOpt fairness is only concerned with the equity among the qualified individuals and it ensures that the qualified applicants from different groups are selected at the same rate.

A variety of methods has been proposed for learning fair supervised learning models, and they can be roughly classified into three families,

1. Pre-processing: remove pre-existing biases by modifying the datasets before training process [78, 143].
2. In-processing: impose fairness constraint during the training process, typically by adding a constraint to optimization problem or changing objective function [5, 141, 142].
3. Post-processing: adjust the output of an algorithm based on group sensitive attributes after training process $[57,120]$.

### 1.2 Overview of Thesis Contributions and Structure

## Part I: Designing Differentially Private Algorithms

One approach to leveraging individuals' data while preventing privacy violation, is to process sensitive data with privacy-preserving algorithms. In the first part of this dissertation, we present a number of differentially private algorithms for multiple computational tasks including distributed learning (Chapter 2) and sequential computations (Chapter 3).

During these computations, the same or correlated data is repeatedly used/exposed during these computations. Specifically, in distributed learning, multiple entities collaboratively work through an interactive process of local computation (over local, private data) and message passing; during this interactive process the same local data is repeatedly used. In sequential computations, individual's temporal data is generated/acquired sequentially for online analysis, and there is the strong temporal correlation within the data sequence. Because the same or correlated data is repeatedly used, the total privacy leakage of each individual accumulates substantially over time during the computation. As such, balancing the trade-off between individual privacy and the outcome accuracy can be challenging.

To improve the privacy-accuracy trade-off, we have explored two ideas:
(a) Reuse intermediate computational results to reduce the total information leakage.
(b) Improve algorithmic robustness to accommodate more randomness.

Intuitively, when less information is revealed, less randomization is required to achieve the same privacy guarantee, so that the accuracy can be increased; when an algorithm is more robust, it can accommodate more randomization to enhance privacy without jeopardizing too much accuracy. Based on these ideas, we designed multiple novel algorithms whose privacy-accuracy trade-off is improved significantly over the existing algorithms.

Chapter 2: Private ADMM-Based Distributed Algorithms. In this chapter, we consider a consensus problem in a fully distributed setting where multiple entities collaboratively work toward a common optimization objective through an interactive process of local computation (over local, private data) and message passing. We focused on the Alternating Direction Method of Multiplier (ADMM)-based algorithms to solve the distributed optimization. Because local computations are exchanged among different entities, privacy concerns arise. A differentially private ADMM was proposed in prior work [147] where only the privacy loss of a single node during one iteration was bounded, a method that makes it difficult to balance the tradeoff between the utility attained through distributed computation and privacy guarantees when considering the total privacy loss of all nodes over the entire iterative process. To improve privacy-accuracy trade-off, we leverage idea (a),(b) and propose a number of algorithms by modifying the original ADMM algorithms. Specifically, R-ADMM [150] utilizes (a) and ensures the privacy leakage only happens in half of the updates; M-ADMM [149] utilizes (b) which improves the algorithmic robustness; MR-ADMM [151] incorporates both ideas to improve the trade-off further.

Chapter 3: Real-Time Release of Sequential Data with Differential Privacy. Many data analytics applications rely on temporal data, generated (and possibly acquired) sequentially for online analysis. In this chapter, we propose an algorithm to release the sequential data in realtime with differential privacy guarantee. Because of the (potentially strong) temporal correlation within the data sequence, the overall privacy loss can accumulate significantly over time; an attacker with statistical knowledge of the correlation can be particularly hard to defend against. An idea that has been explored in the literature to alleviate this problem is to factor this correlation into the perturbation/noise mechanism. Existing work, however, either focuses on the offline setting (where perturbation is designed and introduced after the entire sequence has become available) $[44,80,121,133,138]$, or requires a priori information on the correlation in generating perturbation [41]. In contrast, the algorithm we propose can learn the correlation as the sequence is generated, and the learned correlation is used for estimating future data in the sequence. This estimate then drives the generation of the noisy released data. This method allows us to design better perturbation and is suitable for real-time operations. We show theoretically and empirically that this approach achieves high accuracy with lower privacy loss compared to existing methods. Furthermore, this method has been used to enable private vehicle-to-vehicle communication in intelligent transportation systems [67,148].

## Part II: Fair Machine Learning with Human in Loops



Figure 1.2: ML with human in feedback loops: three types of interactions

Algorithmic fairness in machine learning has been studied extensively in static settings where one-shot (fair) ML decisions are made on tasks such as classification. However, in practice ML models are deployed in a dynamic environment where ML models and individuals feed and affect each other. Without accounting for individuals' behaviors and the interactions, ML decisions and fairness interventions may result in unintended consequences. In the second part of this dissertation, we study the impacts of (fair) ML on the well-being of different social groups. Specifically, We establish multiple theoretically rigorous frameworks to model the interactions between ML systems and individuals, and conduct equilibrium analysis to evaluate the impacts they each have on each other. Depending on how individuals respond to the perceived decisions, we consider the following three types of interactions,

## 1. Participation Dynamics (Chapter 4)

ML decisions made in the past may affect individuals' participation/retention in the future ML systems. Consider an example of speech recognition, individuals are more likely to leave the system if they experience the lower accuracy; this in turn can affect the group representation in future datasets used for building future models. To characterize the interactions between group representations and ML models, we construct a participation dynamics model in Chapter 4,
where individuals respond to perceived decisions by leaving ML system uniformly at random: individuals who perceive mistreatment from the decisions are more likely to leave. We aim to understand how group representation disparity evolves in a sequential framework and how enforcing fairness constraints plays a role in this process [153].
2. Qualification Dynamics (Chapter 5)

ML decisions made in the past may affect individuals' true labels in the future ML systems. Consider an example in recruitment where a company aims to select individuals from applicants that are qualified for job positions. Individuals after receiving hiring decisions may take certain actions (e.g., exerting efforts, imitating others, etc.), which results in changes in their future qualifications/labels. As such, the qualification rate-the fraction of the qualified individuals-of each group changes accordingly. To characterize the interactions between qualification rates and ML models, we construct a qualification dynamics model in Chapter 5, where individuals respond to perceived decisions by changing their future qualifications. We aim to understand how group qualification disparity evolves in a sequential framework and how it is affected when various fairness constraints are imposed [155].
3. Strategic Interplay (Chapter 6)

When ML algorithms are used to make high-stake decisions about people, the need for transparency increases in terms of how decisions are reached given input. Given (partial) information about the ML algorithm, individuals may adapt their behavior by strategically manipulating their data to receive favorable decisions. For instance, a hiring or admissions practice that heavily depends on GPA might motivate students to cheat on exams; not accounting for such manipulation may result in disproportionate hiring of under-qualified individuals. A strategic decision maker who anticipates such behavior aims to make its ML models robust to such strategic manipulation. In Chapter 6, we adopt a typical two-stage (Stackelberg) game setting to characterize the interactions between ML models and strategic individuals, where the decision maker commits to its policies, following which individuals best-respond. We aim to examine the impact of the anticipation of strategic behavior and understand whether fairness interventions can serve as incentives/disincentives for strategic manipulation.

Chapter 4: Long-Term Impact of (Fair) ML on Group Representation. Machine Learning (ML) models trained on data from multiple demographic groups can inherit representation disparity
that may exist in the data: the model may be less favorable to groups contributing less to the training process; this in turn can degrade population retention in these groups over time, and exacerbate representation disparity in the long run. In this chapter, we seek to understand the interplay between ML decisions and the underlying group representation, how they evolve in a sequential framework, and how the use of fairness criteria plays a role in this process. To this end, we first construct a participation dynamics model to characterize the interplay between ML decisions and group representations, where individual's retention/participation is driven by the mistreatment perceived from the decision, i.e., individuals who perceive mistreatment from the decisions are more likely to leave the system. Under such dynamics, we conduct equilibrium analysis and study the long-term impact of fairness interventions by comparing the equilibria under different (fair) ML decisions. Our results show that the representation disparity can easily worsen over time when decisions are made based on a commonly used objective and fairness criteria, resulting in some groups diminishing entirely from the sample pool in the long run. It highlights the fact that fairness criteria have to be defined while taking into consideration the impact of decisions on user dynamics. Furthermore, we introduce an approach to selecting a proper fairness criterion based on a general dynamics model, which can balance the group representations in the long run.

Chapter 5: Long-Term Impact of (Fair) ML on Group Qualification. In this chapter, we examine the interplay between ML models and underlying group qualifications, and we aim to understand how the group qualification disparity evolves in a sequential framework and how it is affected under various fairness interventions. To this end, we use a Partially Observed Markov Decision Process (POMDP) framework to formulate the qualification dynamics model, where the unqualified/qualified individuals in the past can become qualified/unqualified with some decisiondependent probabilities. The model indicates how individuals' qualifications transition over two consecutive time steps and characterizes the interplay between ML decisions and group qualifications. Under such dynamics, we conduct the equilibrium analysis and identify conditions for the existence of an unique equilibrium. Furthermore, we examine the long-term impact of fairness interventions on the group qualification disparity by comparing the equilibria under different (fair) ML decisions. Our results show that fairness interventions can either promote equality or exacerbate disparity depending on the qualification transitions and the effect of group sensitive attributes on feature distributions. We also consider possible interventions that can effectively improve group qualification or promote equality of group qualification. Our theoretical results and experiments on
static real-world datasets with simulated dynamics show that our framework can be used to facilitate social science studies.

Chapter 6: Impact of (Fair) ML on Strategic Manipulation. In this chapter, we study fairness issues in the presence of individual's strategic behavior. We suppose individuals can observe ML models used by a decision maker in advance and they can manipulate their data strategically to receive favorable decisions. We aim to design (fair) algorithms that are robust to strategic manipulation, and to understand the impact of fairness interventions on individual's strategic manipulative behavior. To this end, we use a two-stage (Stackelberg) game to characterize the interactions between decision makers and individuals, where the the former first publishes the ML models and the latter may manipulate their features in order to receive more favorable decisions. Depending on whether the decision-maker can anticipate such strategic manipulation or not, the models can be strategic or non-strategic. Moreover, the models may or may not satisfy a fairness constraint. We analytically characterize the equilibrium strategies of both decision maker and individuals, and examine how the algorithms and their resulting fairness properties are affected when the decision maker is strategic (anticipates manipulation), as well as the impact of fairness interventions on equilibrium strategies. In particular, we identify conditions under which anticipation of strategic behavior may mitigate/exacerbate unfairness, and conditions under which fairness interventions can serve as incentives/disincentives for strategic manipulation.

## Part I

## Designing Differentially Private Algorithms

## CHAPTER 2

## Private ADMM-Based Distributed Algorithms

### 2.1 Introduction

In this chapter, we design differentiially private algorithms for distributed optimization. Distributed optimization and learning are crucial for many settings where where the data is possessed by multiple parties or when the quantity of data prohibits processing at a central location. It helps to reduce the computational complexity, improve both the robustness and the scalability of data processing. Many problems can be formulated as a convex optimization of the following form:

$$
\min _{\mathbf{x}} \sum_{i=1}^{N} f_{i}(\mathbf{x}) .
$$

In a distributed setting, each entity/node $i$ has its own local objective $f_{i}, N$ entities/nodes collaboratively work to solve this objective through an interactive process of local computation and message passing, which ideally should result in all nodes converging to a global optimum.

Existing approaches to decentralizing the above problem primarily consist of subgradient-based algorithms [48,106, 116], ADMM-based algorithms [100,101,124,134,139,140, 146], and composite of subgradient and ADMM [14]. It has been shown that ADMM-based algorithms can converge at the rate of $O\left(\frac{1}{k}\right)$ while subgradient-based algorithms typically converge at the rate of $O\left(\frac{1}{\sqrt{k}}\right)$, where $k$ is the number of iterations [134]. In this study, we will solely focus on ADMM-based algorithms.

The information exchanged over the iterative process gives rise to privacy concerns if the local training data is proprietary to each node, especially when it contains sensitive information such as medical or financial records, web search history, and so on [89, 130]. It is therefore highly desirable to ensure such iterative processes are privacy-preserving.

A widely used notion of privacy is the $\varepsilon$-differential privacy; it is generally achieved by perturbing the algorithm such that the probability distribution of its output is relatively insensitive to any change to a single record in the input [35]. Several differentially private distributed algorithms have been proposed, including [13, 54, 55, 68, 147]. While a number of such studies have been done for (sub)gradient-based algorithms [13,54,55,68], the same is much harder for ADMM-based algorithms due to its computational complexity stemming from the fact that each node is required to solve an optimization problem in each iteration. To the best of our knowledge, only [147] applies differential privacy to ADMM, where the noise is either added to the dual variable (dual variable perturbation) or the primal variable (primal variable perturbation) in ADMM updates. However, [147] could only bound the privacy loss of a single iteration. Since an attacker can potentially use all intermediate results to perform inference, the privacy loss accumulates over time through the iterative process. It turns out that the tradeoff between the accuracy of the algorithm and its privacy preservation over the entire computational process becomes hard using the existing method.

In this chapter, we address those issues by inspecting the total privacy loss over the entire process and the entire network. We further propose a number of privacy-preserving algorithms that could simultaneously improve the accuracy and privacy for ADMM. In particular, We have explored two ideas when designing algorithms:
(a) Improve algorithmic robustness to accommodate more randomness.
(b) Reuse intermediate computational results to reduce the total information leakage.

Our main contributions are as follows.

1. We employ idea (a) and propose modified ADMM (M-ADMM) whereby each node independently decides its own penalty parameter in each iteration; it may also differ from the dual updating step size (Section 2.3.1).
2. We employ idea (b) and propose recycled ADMM (R-ADMM) whereby the computational outcomes during even updates are repeatedly used for odd updates; it ensures that the odd updates incur no privacy loss and require much less computation (Section 2.3.2).
3. We employ both ideas and propose modified recycled ADMM (MR-ADMM), where we generalize R-ADMM by accommodating time-varied, node-dependent penalty parameters (Section 2.3.3).
4. We establish sufficient conditions for convergence of M-ADMM, R-ADMM, and MR-ADMM, and quantify the lower bound of the convergence rate for M-ADMM (Section 2.4).
5. We present perturbation mechanisms to provide differential privacy for M-ADMM, R-ADMM, and MR-ADMM (Section 2.5), and characterize the total privacy loss for these private algorithms (Section 2.6). We quantify the generalization performance of (private) MRADMM by conducting sample complexity analysis (Section 2.7).
6. We conduct experiments on real-world data (Section 2.9), the empirical results show that our proposed algorithms can achieve stronger privacy guarantee as well as better algorithmic performance, i.e., more stable convergence and higher accuracy.

The remainder of the chapter is organized as follows. We present problem formulation and the definition of differential privacy and ADMM in Section 2.2. Three algorithms are introduced in Section 2.3 including M-ADMM, R-ADMM and MR-ADMM. The convergence analysis of three algorithms are presented in Section 2.4. The private versions of these algorithms, privacy analysis, and sample complexity analysis are presented in Sections 2.5, 2.6, and 2.7, respectively. Discussion is given in Section 2.8. Numerical results are illustrated in Section 2.9. All proofs can be found in Appendix A.

### 2.2 Preliminaries

### 2.2.1 Problem Formulation

Consider a connected network ${ }^{1}$ given by an undirected graph $G(\mathscr{N}, \mathscr{E})$, which consists of a set of nodes $\mathscr{N}=\{1,2, \cdots, N\}$ and a set of edges $\mathscr{E}=\{1,2, \cdots, E\}$. Two nodes can exchange information if and only if they are connected by an edge. Let $\mathscr{V}_{i}$ denote node $i$ 's set of neighbors, excluding itself. Let $D_{i}$ be node $i$ 's dataset.

Consider an optimization problem over this network of $N$ nodes, where the overall objective function can be decomposed into $N$ sub-objective functions and each depends on a node's local dataset, i.e.,

$$
\begin{equation*}
\min _{f_{c}} \operatorname{Obj}\left(f_{c}, D_{\text {all }}\right)=\sum_{i=1}^{N} O\left(f_{c}, D_{i}\right) \tag{2.1}
\end{equation*}
$$

[^0]The goal is to find a (centralized) optimal solution $f_{c} \in \mathbb{R}^{d}$ over the union of all local datasets $D_{\text {all }}=\cup_{i \in \mathscr{N}} D_{i}$ in a distributed manner using ADMM, while providing privacy guarantee for each data sample.

### 2.2.2 Differential Privacy in Optimization

The definition of $(\epsilon, \delta)$-differential privacy is formally introduced in Chapter 1.1.1. In this chapter, we adopt pure $\epsilon$-differential privacy when $\delta=0$, although a weaker notion $(\epsilon, \delta)$-differential privacy can also be adopted. This is discussed in Section 2.8.

For an optimization problem over a dataset, there are many approaches to randomizing the output to preserve differential privacy and some of the most commonly used are as follows.

1. Output perturbation: solve the optimization problem first and then add zero-mean noise (e.g., Laplace, Gaussian) to the optimal solution.
2. Objective perturbation: add a noisy term to the objective function first and then solve the perturbed optimization problem.

Because of this randomness, the accuracy of the output also decreases accordingly. The more perturbation, the output will be less accurate but it also provides the stronger privacy for individuals. Therefore, there is a privacy-accuracy trade-off, and an important issue is how to improve this trade-off so that the output can be more accurate under the same privacy guarantee.

### 2.2.3 Conventional ADMM

To decentralize (2.1), let $f_{i}$ be the local classifier of each node $i$. To achieve consensus, i.e., $f_{1}=f_{2}=\cdots=f_{N}$, a set of auxiliary variables $\left\{w_{i j} \mid i \in \mathscr{N}, j \in \mathscr{V}_{i}\right\}$ are introduced for every pair of connected nodes. As a result, (2.1) is reformulated equivalently as:

$$
\begin{array}{ll}
\min _{\left\{f_{i}\right\},\left\{w_{i j}\right\}} & \widetilde{\operatorname{Obj}}\left(\left\{f_{i}\right\}_{i=1}^{N}, D_{\text {all }}\right)=\sum_{i=1}^{N} O\left(f_{i}, D_{i}\right)  \tag{2.2}\\
\text { s.t. } & f_{i}=w_{i j}, w_{i j}=f_{j}, \quad i \in \mathscr{N}, j \in \mathscr{V}_{i}
\end{array}
$$

Let $\left\{f_{i}\right\}$ and $\left\{w_{i j}\right\}$ be the shorthand for $\left\{f_{i}\right\}_{i \in \mathscr{N}}$ and $\left\{w_{i j}\right\}_{i \in \mathscr{N}, j \in \mathscr{Y}_{i}}$, respectively. Let $\left\{w_{i j}, \lambda_{i j}^{k}\right\}$ be the shorthand for $\left\{w_{i j}, \lambda_{i j}^{k}\right\}_{i \in \mathscr{N}, j \in \mathscr{Y}}, k \in\{a, b\}$, where $\lambda_{i j}^{a}, \lambda_{i j}^{b}$ are dual variables corresponding to equality
constraints $f_{i}=w_{i j}$ and $w_{i j}=f_{j}$ respectively. The objective in (2.2) can be solved using ADMM with the augmented Lagrangian:

$$
\begin{align*}
L_{\eta}\left(\left\{f_{i}\right\},\left\{w_{i j}, \lambda_{i j}^{k}\right\}\right)= & \sum_{i=1}^{N} O\left(f_{i}, D_{i}\right)+\sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}}\left(\lambda_{i j}^{a}\right)^{T}\left(f_{i}-w_{i j}\right)+\sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}}\left(\lambda_{i j}^{b}\right)^{T}\left(w_{i j}-f_{j}\right) \\
& +\sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}} \frac{\eta}{2}\left(\left\|f_{i}-w_{i j}\right\|_{2}^{2}+\left\|w_{i j}-f_{j}\right\|_{2}^{2}\right) . \tag{2.3}
\end{align*}
$$

where $\eta$ is called the penalty parameter. In the $(t+1)$-th iteration, the ADMM updates consist of the following:

$$
\begin{align*}
f_{i}(t+1) & =\underset{f_{i}}{\operatorname{argmin}} L_{\eta}\left(\left\{f_{i}\right\},\left\{w_{i j}(t), \lambda_{i j}^{k}(t)\right\}\right) ;  \tag{2.4}\\
w_{i j}(t+1) & =\underset{w_{i j}}{\operatorname{argmin}} L_{\eta}\left(\left\{f_{i}(t+1)\right\},\left\{w_{i j}, \lambda_{i j}^{k}(t)\right\}\right) ;  \tag{2.5}\\
\lambda_{i j}^{a}(t+1) & =\lambda_{i j}^{a}(t)+\eta\left(f_{i}(t+1)-w_{i j}(t+1)\right) ;  \tag{2.6}\\
\lambda_{i j}^{b}(t+1) & =\lambda_{i j}^{b}(t)+\eta\left(w_{i j}(t+1)-f_{j}(t+1)\right) . \tag{2.7}
\end{align*}
$$

Using Lemma 3 in [45], if dual variables $\lambda_{i j}^{a}(t)$ and $\lambda_{i j}^{b}(t)$ are initialized to zero for all node pairs $(i, j)$, then $\lambda_{i j}^{a}(t)=\lambda_{i j}^{b}(t)$ and $\lambda_{i j}^{k}(t)=-\lambda_{j i}^{k}(t)$ will hold for all iterations with $k \in\{a, b\}, i \in \mathscr{N}, j \in \mathscr{V}_{i}$. Let $\lambda_{i}(t)=\sum_{j \in \mathscr{Y}} \mathcal{V}_{i j}^{a}(t)=\sum_{j \in \mathscr{Y}_{i}} \lambda_{i j}^{b}(t)$, then the ADMM iterations (2.4)-(2.7) can be simplified as:

$$
\begin{align*}
f_{i}(t+1) & =\underset{f_{i}}{\operatorname{argmin}}\left\{O\left(f_{i}, D_{i}\right)+2 \lambda_{i}(t)^{T} f_{i}+\eta \sum_{j \in \mathscr{Y}_{i}}\left\|\frac{1}{2}\left(f_{i}(t)+f_{j}(t)\right)-f_{i}\right\|_{2}^{2}\right\}  \tag{2.8}\\
\lambda_{i}(t+1) & =\lambda_{i}(t)+\frac{\eta}{2} \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(t+1)-f_{j}(t+1)\right) . \tag{2.9}
\end{align*}
$$

### 2.2.4 Private ADMM Proposed in [147]

Two randomizations were proposed in [147]:

1. Dual variable perturbation: each node $i$ adds a random noise to its dual variable $\lambda_{i}(t)$ before updating its primal variable $f_{i}(t)$ using (2.8) in each iteration.
2. Primal variable perturbation: after updating primal variable $f_{i}(t)$, each node adds a random noise to it before broadcasting to its neighbors.

In both methods, the privacy property is only evaluated for a single node and a single iteration. Neither can effectively balance the privacy-accuracy tradeoff if the total privacy loss is considered. In contrast, we consider the total privacy loss of the whole network over the entire iterative process and propose multiple algorithms under which the trade-off between total privacy loss and accuracy can be improved significantly.

### 2.3 Proposed Algorithms

In this section, we introduce three variants of ADMM algorithm.

### 2.3.1 Modified ADMM (M-ADMM): Making $\eta$ a Node's Private Information

Conventional ADMM [18] requires that the penalty parameter $\eta$ be fixed and equal to the dual updating step size for all nodes in all iterations. Varying the penalty parameter to accelerate convergence in ADMM has been proposed in the literature. For instance, $[9,61,108,139]$ vary this penalty parameter in every iteration but keep it the same for different equality constraints in (2.2). In $[125,145]$ this parameter varies in each iteration and is allowed to differ for different equality constraints. However, all of these modifications are based on the original ADMM (Eqn. (2.4)-(2.7)) and not on the simplified version (Eqn. (2.8)-(2.9)); the significance of this difference is discussed below in the context of privacy requirement. Moreover, we will decouple $\eta_{i}(t+1)$ from the dual updating step size, denoted as $\theta$ below. For simplicity, $\theta$ is fixed for all nodes in our analysis, but can also be private information as we show in numerical experiments.

First consider replacing $\eta$ with $\eta_{i j}(t+1)$ in Eqn. (2.4)-(2.5) of the original ADMM (as is done in $[125,145])$ and replacing $\eta$ with $\theta$ in Eqn. (2.6)-(2.7); we obtain the following:

$$
\begin{aligned}
f_{i}(t+1) & =\underset{f_{i}}{\operatorname{argmin}}\left\{O\left(f_{i}, D_{i}\right)+2 \lambda_{i}(t)^{T} f_{i}+\sum_{j \in \mathscr{Y}_{i}} \frac{\eta_{i j}(t+1)+\eta_{j i}(t+1)}{2}\left\|\frac{1}{2}\left(f_{i}(t)+f_{j}(t)\right)-f_{i}\right\|_{2}^{2}\right\} \\
\lambda_{i}(t+1) & =\lambda_{i}(t)+\frac{\theta}{2} \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(t+1)-f_{j}(t+1)\right) .
\end{aligned}
$$

This however violates our requirement that $\eta_{j i}(t)$ be node $j$ 's private information since this is needed by node $i$ to perform the above computation. To resolve this, we instead start from the simplified

ADMM, modifying Eqn. (2.8)-(2.9):

$$
\begin{align*}
f_{i}(t+1) & =\underset{f_{i}}{\operatorname{argmin}}\left\{O\left(f_{i}, D_{i}\right)+2 \lambda_{i}(t)^{T} f_{i}+\eta_{i}(t+1) \sum_{j \in \mathscr{Y}_{i}}\left\|f_{i}-\frac{1}{2}\left(f_{i}(t)+f_{j}(t)\right)\right\|_{2}^{2}\right\} ;  \tag{2.10}\\
\lambda_{i}(t+1) & =\lambda_{i}(t)+\frac{\theta}{2} \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(t+1)-f_{j}(t+1)\right), \tag{2.11}
\end{align*}
$$

where $\eta_{i}(t+1)$ is now node $i$ 's private information. Indeed $\eta_{i}(t+1)$ is no longer purely a penalty parameter related to any equality constraint in the original sense. We will however refer to it as the private penalty parameter for simplicity. The above constitutes the M-ADMM algorithm.

The penalty parameter $\eta_{i}(t+1)$ directly controls the step size of the algorithm. Since the goal is to minimize the objective in (2.10), if $\eta_{i}(t+1)$ is larger, the solution $f_{i}(t+1)$ will be closer to the primal variable in the previous iteration so that the penalty term $\sum_{j \in \mathscr{Y}_{i}}\left\|\frac{1}{2}\left(f_{i}(t)+f_{j}(t)\right)-f_{i}\right\|_{2}^{2}$ will be small. In other words, larger $\eta_{i}(t+1)$ results in smaller update of the primal variable $f_{i}(t+1)$. Therefore, increasing $\eta_{i}(t+1)$ decreases the step sizes.

Without perturbation, decreasing step size might slow down the convergence. However, when the algorithm is perturbed with added noise, a smaller step size could prevent the variable from deviating too much from the optimal solution in each update, which in turn stabilizes the algorithm.

### 2.3.2 Recycled ADMM (R-ADMM): Making Information Recyclable

ADMM can outperform gradient-based methods in terms of requiring fewer number of iterations for convergence; this however comes at the price of high computational cost in every iteration. In particular, the primal variable is updated by performing an optimization in each iteration. In $[101,102,112$ ], either a linear or quadratic approximation of the objective function is used to obtain an inexact solution in each iteration in lieu of solving the original optimization problem. While this clearly lowers the computational cost, the approximate computation is performed using the local, individual data in every iteration, which means that privacy loss inevitably accumulates over the iterations.

We modify ADMM in such a way that in every even iteration, without using individual's data $D_{\text {all }}$, the primal variable is updated solely based on the existing computational results from the previous, odd iteration. Compared with conventional ADMM, these updates incur no privacy loss and less computation. Since the computational results are repeatedly used, this method is referred
to as Recycled ADMM (R-ADMM).
Specifically, in the $2 k$-th (even) iteration, $O\left(f_{i}, D_{i}\right)$ (Eqn. (2.8), primal update optimization) is approximated by

$$
O\left(f_{i}, D_{i}\right) \approx O\left(f_{i}(2 k-1), D_{i}\right)+\nabla O\left(f_{i}(2 k-1), D_{i}\right)^{T}\left(f_{i}-f_{i}(2 k-1)\right)+\frac{\gamma}{2}\left\|f_{i}-f_{i}(2 k-1)\right\|_{2}^{2}
$$

where $\gamma \geq 0$. Moreover, only the primal variables are updated in the $2 k$-th (even) iteration. Using the first-order condition, the updates in the $2 k$-th iteration become:

$$
\begin{align*}
f_{i}(2 k)= & f_{i}(2 k-1)-\frac{1}{2 \eta V_{i}+\gamma}\left\{\nabla O\left(f_{i}(2 k-1), D_{i}\right)+2 \lambda_{i}(2 k-1)\right. \\
& \left.+\eta \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(2 k-1)-f_{j}(2 k-1)\right)\right\} ;  \tag{2.12}\\
\lambda_{i}(2 k)= & \lambda_{i}(2 k-1) . \tag{2.13}
\end{align*}
$$

In the $(2 k-1)$-th (odd) iteration, the updates are kept the same as (2.8)(2.9):

$$
\begin{align*}
f_{i}(2 k-1)= & \underset{f_{i}}{\operatorname{argmin}}\left\{O\left(f_{i}, D_{i}\right)+2 \lambda_{i}(2 k-2)^{T} f_{i}\right. \\
& \left.+\eta \sum_{j \in \mathscr{Y}_{i}}\left\|\frac{1}{2}\left(f_{i}(2 k-2)+f_{j}(2 k-2)\right)-f_{i}\right\|_{2}^{2}\right\} ;  \tag{2.14}\\
\lambda_{i}(2 k-1)= & \lambda_{i}(2 k-2)+\frac{\eta}{2} \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(2 k-1)-f_{j}(2 k-1)\right) . \tag{2.15}
\end{align*}
$$

Note that in the (2k)-th (even) iteration, we need the gradient $\nabla O\left(f_{i}(2 k-1), D_{i}\right)$ and primal difference $\frac{\eta}{2} \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(2 k-1)-f_{j}(2 k-1)\right)$ for the updates; these are available directly from the previous, $(2 k-1)$ th (odd) iteration, i.e., this information can be recycled. In this sense, R-ADMM may be viewed as alternating between conventional ADMM (odd iterations) and a variant of gradient descent (even iterations), where $\frac{1}{2 \eta V_{i}+\gamma}$ is the step-size with a slightly modified gradient term.

### 2.3.3 Modified R-ADMM (MR-ADMM): M-ADMM + R-ADMM

R-ADMM requires that the penalty parameter $\eta$ be fixed for all nodes in all iterations. We can further implement idea in M-ADMM by modifying R-ADMM such that each node can independently determine its penalty parameter in each iteration. Specifically, replace $\eta$ in (2.12), (2.14) and (2.15)
with $\eta_{i}(2 k-1)$. The updating formula is then given in (2.16)-(2.19).

$$
\begin{align*}
f_{i}(2 k-1)= & \underset{f_{i}}{\operatorname{argmin}}\left\{O\left(f_{i}, D_{i}\right)+2 \lambda_{i}(2 k-2)^{T} f_{i}\right. \\
& \left.+\eta_{i}(2 k-1) \sum_{j \in \mathscr{Y}_{i}}\left\|\frac{1}{2}\left(f_{i}(2 k-2)+f_{j}(2 k-2)\right)-f_{i}\right\|_{2}^{2}\right\} ;  \tag{2.16}\\
\lambda_{i}(2 k-1)= & \lambda_{i}(2 k-2)+\frac{\eta_{i}(2 k-1)}{2} \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(2 k-1)-f_{j}(2 k-1)\right) .  \tag{2.17}\\
f_{i}(2 k)= & f_{i}(2 k-1)-\frac{1}{2 \eta_{i}(2 k-1) V_{i}+\gamma}\left\{\nabla O\left(f_{i}(2 k-1), D_{i}\right)+2 \lambda_{i}(2 k-1)\right. \\
& \left.+\eta_{i}(2 k-1) \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(2 k-1)-f_{j}(2 k-1)\right)\right\} ;  \tag{2.18}\\
\lambda_{i}(2 k)= & \lambda_{i}(2 k-1) . \tag{2.19}
\end{align*}
$$

Note that MR-ADMM is a generalized version of R-ADMM. If fix $\eta_{i}(2 k-1)=\eta, \forall k$, then MRADMM will be reduced to R-ADMM.

### 2.4 Convergence Analysis

In this section, we show that M-ADMM (Eqn. (2.10)-(2.11)), R-ADMM (Eqn. (2.12)-(2.15)), and MR-ADMM (Eqn. (2.16)-(2.19)) all converge to the optimal solution under a set of common technical assumptions.

Assumption 1. Function $O\left(f_{i}, D_{i}\right)$ is convex and continuously differentiable in $f_{i}, \forall i$.
Assumption 2. The solution set to the original ERM problem (2.1) is nonempty and there exists at least one bounded element.

Define the adjacency matrix of the network $A \in \mathbb{R}^{N \times N}$ as

$$
a_{i j}= \begin{cases}1, & \text { if node } i \text { and node } j \text { are connected } \\ 0, & \text { otherwise }\end{cases}
$$

Stack the variables $f_{i}(t), \lambda_{i}(t)$ and $\nabla O\left(f_{i}(t), D_{i}\right)$ for $i \in \mathscr{N}$ into matrices, i.e.,

$$
\hat{f}(t)=\left[\begin{array}{c}
f_{1}(t)^{T} \\
f_{2}(t)^{T} \\
\vdots \\
f_{N}(t)^{T}
\end{array}\right] \in \mathbb{R}^{N \times d}, \Lambda(t)=\left[\begin{array}{c}
\lambda_{1}(t)^{T} \\
\lambda_{2}(t)^{T} \\
\vdots \\
\lambda_{N}(t)^{T}
\end{array}\right] \in \mathbb{R}^{N \times d}, \nabla \hat{O}\left(\hat{f}(t), D_{\text {all }}\right)=\left[\begin{array}{c}
\nabla O\left(f_{1}(t), D_{1}\right)^{T} \\
\nabla O\left(f_{2}(t), D_{2}\right)^{T} \\
\vdots \\
\nabla O\left(f_{N}(t), D_{N}\right)^{T}
\end{array}\right] \in \mathbb{R}^{N \times d}
$$

Let $V_{i}=\left|\mathscr{V}_{i}\right|$ be the number of neighbors of node $i$, and define the degree matrix $D=$ $\boldsymbol{\operatorname { d i a g }}\left(\left[V_{1} ; V_{2} ; \cdots ; V_{N}\right]\right) \in \mathbb{R}^{N \times N}$. Note that $D-A$ is the Laplacian matrix and $D+A$ is the signless Laplacian matrix of the network, with the following properties if the network is connected: (i) $D \pm A \geq 0$ is positive semi-definite; (ii) $\operatorname{Null}(D-A)=c \mathbf{1}$, i.e., every member in the null space of $D-A$ is a scalar multiple of $\mathbf{1}$ with $\mathbf{1}$ being the vector of all 1's [82].

Lemma 1. [First-order Optimality Condition [100]] Under Assumptions 1 and 2, the following three statements are equivalent:

- $\hat{f}^{*}=\left[\left(f_{1}^{*}\right)^{T} ;\left(f_{2}^{*}\right)^{T} ; \cdots ;\left(f_{N}^{*}\right)^{T}\right] \in \mathbb{R}^{N \times d}$ is consensual, i.e., $f_{1}^{*}=f_{2}^{*}=\cdots=f_{N}^{*}=f_{c}^{*}$ where $f_{c}^{*}$ is the optimal solution to (2.1).
- There exists a pair $\left(\hat{f}^{*}, Y^{*}\right)$ with $Y^{*}=\sqrt{D-A} X$ for some $X \in \mathbb{R}^{N \times d}$ such that

$$
\begin{align*}
\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)+\sqrt{D-A} Y^{*} & =\boldsymbol{0}_{N \times d} ;  \tag{2.20}\\
\sqrt{D-A} \hat{f}^{*} & =\boldsymbol{0}_{N \times d} . \tag{2.21}
\end{align*}
$$

- There exists a pair $\left(\hat{f}^{*}, \Lambda^{*}\right)$ with $2 \Lambda^{*}=(D-A) X$ for some $X \in \mathbb{R}^{N \times d}$ such that

$$
\begin{align*}
\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)+2 \Lambda^{*} & =\boldsymbol{0}_{N \times d} ;  \tag{2.22}\\
(D-A) \hat{f}^{*} & =\boldsymbol{0}_{N \times d} . \tag{2.23}
\end{align*}
$$

### 2.4.1 M-ADMM

The KKT optimality condition of the primal update (2.10) is:

$$
\begin{equation*}
0=\nabla O\left(f_{i}(t+1), D_{i}\right)+2 \lambda_{i}(t)+\eta_{i}(t+1) \sum_{j \in \mathscr{Y}_{i}}\left(2 f_{i}(t+1)-\left(f_{i}(t)+f_{j}(t)\right)\right) . \tag{2.24}
\end{equation*}
$$

Define penalty-weighted matrix $W(t)=\boldsymbol{\operatorname { d i a g }}\left(\left[\eta_{1}(t) ; \eta_{2}(t) ; \cdots ; \eta_{N}(t)\right]\right) \in \mathbb{R}^{N \times N}$ for $t$-th iteration. Then the matrix form of (2.11), (2.24) are:

$$
\begin{align*}
\mathbf{0}_{N \times d} & =\nabla \hat{O}\left(\hat{f}(t+1), D_{\text {all }}\right)+2 \Lambda(t)+2 W(t+1) D \hat{f}(t+1)-W(t+1)(D+A) \hat{f}(t)  \tag{2.25}\\
2 \Lambda(t+1) & =2 \Lambda(t)+\theta(D-A) \hat{f}(t+1) \tag{2.26}
\end{align*}
$$

Let $\sqrt{X}$ denote the square root of a symmetric positive semi-definite (PSD) matrix $X$ that is also symmetric PSD, i.e., $\sqrt{X} \sqrt{X}=X$. Define matrix $Y(t)$ such that $2 \Lambda(t)=\sqrt{D-A} Y(t)$. Since $\Lambda(0)=\operatorname{zeros}(N, d)$, which is in the column space of $D-A$, this together with (2.26) imply that $\Lambda(t)$ is in the column space of $D-A$ and $\sqrt{D-A}$. This guarantees the existence of $Y(t)$. This allows us to rewrite (2.25)-(2.26) as:

$$
\begin{align*}
\mathbf{0}_{N \times d}= & \nabla \hat{O}\left(\hat{f}(t+1), D_{\text {all }}\right)+\sqrt{D-A} Y(t+1)+(W(t+1)-\theta I)(D-A) \hat{f}(t+1) \\
& +W(t+1)(D+A)(\hat{f}(t+1)-\hat{f}(t))  \tag{2.27}\\
Y(t+1)= & Y(t)+\theta \sqrt{D-A} \hat{f}(t+1) . \tag{2.28}
\end{align*}
$$

Lemma 1 shows that a pair $\left(Y^{*}, \hat{f}^{*}\right)$ satisfying $(2.20)(2.21)$ is equivalent to the optimal solution of our problem, hence the convergence of M-ADMM is proved by showing that $(Y(t), \hat{f}(t))$ converges to a pair $\left(Y^{*}, \hat{f}^{*}\right)$ satisfying $(2.20)(2.21)$.

Theorem 1. Consider the modified ADMM defined by (2.10)-(2.11). Let $\{Y(t), \hat{f}(t)\}$ be outputs in each iteration and $\left(Y^{*}, \hat{f}^{*}\right)$ a pair satisfying (2.20)-(2.21). Denote

$$
Z(t)=\left[\begin{array}{c}
Y(t) \\
\hat{f}(t)
\end{array}\right] \in \mathbb{R}^{2 N \times d}, Z^{*}=\left[\begin{array}{c}
Y^{*} \\
\hat{f}^{*}
\end{array}\right] \in \mathbb{R}^{2 N \times d}, J(t)=\left[\begin{array}{cc}
\frac{I_{N \times N}}{\theta} & 0 \\
0 & W(t)(D+A)
\end{array}\right] \in \mathbb{R}^{2 N \times 2 N}
$$

Let $\langle\cdot, \cdot\rangle_{F}$ be the Frobenius inner product of two matrices. We have

$$
\begin{equation*}
\left\langle Z(t+1)-Z^{*}, J(t+1)(Z(t+1)-Z(t))\right\rangle_{F} \leq 0 . \tag{2.29}
\end{equation*}
$$

If $\eta_{i}(t+1) \geq \eta_{i}(t) \geq \theta>0$ and $\eta_{i}(t)<+\infty, \forall t, i$, then $(Y(t), \hat{f}(t))$ converges to $\left(Y^{*}, \hat{f}^{*}\right)$.

Convergence Rate Analysis. To further establish the convergence rate of modified ADMM, an additional assumption is used:

Assumption 3. For all $i \in \mathscr{N}, O\left(f_{i}, D_{i}\right)$ is strongly convex in $f_{i}$ and has Lipschitz continues gradients, i.e., for any $f_{i}^{1}$ and $f_{i}^{2}$, we have:

$$
\begin{gather*}
\left(f_{i}^{1}-f_{i}^{2}\right)^{T}\left(\nabla O\left(f_{i}^{1}, D_{i}\right)-\nabla O\left(f_{i}^{2}, D_{i}\right)\right) \geq m_{i}\left\|f_{i}^{1}-f_{i}^{2}\right\|_{2}^{2} \\
\left\|\nabla O\left(f_{i}^{1}, D_{i}\right)-\nabla O\left(f_{i}^{2}, D_{i}\right)\right\|_{2} \leq M_{i}\left\|f_{i}^{1}-f_{i}^{2}\right\|_{2} \tag{2.30}
\end{gather*}
$$

where $m_{i}>0$ is the strong convexity constant and $0<M_{i}<+\infty$ is the Lipschitz constant.
Theorem 2. Define $D_{m}=\operatorname{diag}\left(\left[m_{1} ; m_{2} ; \cdots ; m_{N}\right]\right) \in \mathbb{R}^{N \times N}$ and $D_{M}=\operatorname{diag}\left(\left[M_{1}^{2} ; M_{2}^{2} ; \cdots ; M_{N}^{2}\right]\right) \in$ $\mathbb{R}^{N \times N}$ with $m_{i}>0$ and $0<M_{i}<+\infty$ as given in Assumption 3. Denote by $\|X\|_{J}^{2}=\langle X, J X\rangle_{F}$ the Frobenius inner product of any matrix $X$ and $J X$; denote by $\sigma_{\min }(\cdot)$ and $\sigma_{\max }(\cdot)$ the smallest nonzero, and the largest, singular values of a matrix, respectively.

Let $\tilde{\sigma}_{\max }(t)=\sigma_{\max }(W(t)(D+A)), \bar{\sigma}_{\max \min }(t)=\sigma_{\max / \min }((W(t)-\theta I)(D-A))$ and $\mu>1$ be an arbitrary constant. Consider any $\delta(t)$ that satisfies (2.31)(2.32):

$$
\begin{equation*}
\frac{\delta(t) \mu^{2} \tilde{\sigma}_{\max }(t)}{\theta \sigma_{\min }(D-A)} \leq 1 \tag{2.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta(t)\left(\frac{\mu \bar{\sigma}_{\max }(t)^{2} \boldsymbol{I}_{N}+\mu^{2} D_{M}}{\theta \sigma_{\min }(D-A)(\mu-1)}+W(t)(D+A)\right) \leq 2(W(t)-\theta I)(D-A)+2 D_{m} . \tag{2.32}
\end{equation*}
$$

If $\eta_{i}(t+1) \geq \eta_{i}(t) \geq \theta>0$ and $\eta_{i}(t)<+\infty, \forall t, i$, then $(Y(t), \hat{f}(t))$ converges to $\left(Y^{*}, \hat{f}^{*}\right)$ in the following sense:

$$
(1+\delta(t))\left\|Z(t)-Z^{*}\right\|_{J(t)}^{2} \leq\left\|Z(t-1)-Z^{*}\right\|_{J(t)}^{2} .
$$

Furthermore, a lower bound on $\delta(t)$ is:

$$
\begin{equation*}
\min \left\{\frac{\theta \sigma_{\min }(D-A)}{\mu^{2} \tilde{\sigma}_{\max }(t)}, \frac{2 m_{o}+2 \bar{\sigma}_{\min }(t)}{\frac{\mu^{2} M_{O}^{2}+\mu \bar{\mu}_{\max }(t)^{2}}{\theta \sigma_{\min }(D-A)(\mu-1)}+\tilde{\sigma}_{\max }(t)}\right\} \tag{2.33}
\end{equation*}
$$

where $m_{o}=\min _{i \in \mathscr{N}}\left\{m_{i}\right\}$ and $M_{O}=\max _{i \in \mathscr{N}}\left\{M_{i}\right\}$.
Although Theorem 2 only gives a lower bound on the convergence rate $(1+\delta(t))$ of the M-ADMM, it reflects the impact of penalty $\left\{\eta_{i}(t)\right\}_{i=1}^{N}$ on the convergence. Since $\bar{\sigma}_{\text {max }}(t)=$ $\sigma_{\text {max }}((W(t)-\theta I)(D-A))$ and $\tilde{\sigma}_{\max }(t)=\sigma_{\max }(W(t)(D+A))$, larger penalty results in larger $\bar{\sigma}_{\max }(t)$ and $\tilde{\sigma}_{\max }(t)$. By (2.33), the first term, $\frac{\theta \sigma_{\min }(D-A)}{\mu^{2} \tilde{\sigma}_{\max }(t)}$ is smaller when $\tilde{\sigma}_{\text {max }}(t)$ is larger. The second term
is bounded by $\frac{\theta \sigma_{\min }(D-A)(\mu-1)\left(2 m_{o}+2 \bar{\sigma}_{\min }(t)\right)}{\mu \bar{\sigma}_{\max }(t)^{2}}$, which is smaller when $\bar{\sigma}_{\max }(t)$ is larger. Therefore, the convergence rate $1+\delta(t)$ decreases as $\left\{\eta_{i}(t)\right\}_{i=1}^{N}$ increase.

### 2.4.2 R-ADMM \& MR-ADMM

Since MR-ADMM is a generalized version of R-ADMM, we focus on the convergence analysis of MR-ADMM in this section while the results immediately apply to R-ADMM by fixing $\eta_{i}(2 k-1)=\eta$, $\forall k$. To prove the convergence of MR-ADMM (Eqn. (2.16)-(2.19)), we introduce an additional assumption below.

Assumption 4. For all $i \in \mathscr{N}, O\left(f_{i}, D_{i}\right)$ has Lipschitz continuous gradients, i.e., for any $f_{i}^{1}$ and $f_{i}^{2}$, we have:

$$
\begin{equation*}
\left\|\nabla O\left(f_{i}^{1}, D_{i}\right)-\nabla O\left(f_{i}^{2}, D_{i}\right)\right\|_{2} \leq M_{i}\left\|f_{i}^{1}-f_{i}^{2}\right\|_{2} \tag{2.34}
\end{equation*}
$$

The KKT condition of the primal update (2.16) is given as:

$$
\begin{equation*}
0=\nabla O\left(f_{i}(2 k-1), D_{i}\right)+2 \lambda_{i}(2 k-2)+\eta_{i}(2 k-1) \sum_{j \in \mathscr{Y}_{i}}\left(2 f_{i}(2 k-1)-\left(f_{i}(2 k-2)+f_{j}(2 k-2)\right)\right) . \tag{2.35}
\end{equation*}
$$

Define the diagonal matrix $\tilde{D}(2 k-1)$ with $\tilde{D}(2 k-1)_{i i}=2 \eta_{i}(2 k-1) V_{i}+\gamma$, and the weight matrix $W(2 k-1)=\operatorname{diag}\left(\left[\eta_{1}(2 k-1) ; \eta_{2}(2 k-1) ; \cdots ; \eta_{N}(2 k-1)\right]\right) \in \mathbb{R}^{N \times N}$. Then for each $k$, the matrix form of (2.18)(2.19)(2.35)(2.17) are given in (2.36)-(2.39):

$$
\begin{align*}
\hat{f}(2 k)= & \hat{f}(2 k-1)-\tilde{D}(2 k-1)^{-1}\left\{\nabla \hat{O}\left(\hat{f}(2 k-1), D_{\text {all }}\right)+2 \Lambda(2 k-1)\right. \\
& +W(2 k-1)(D-A) \hat{f}(2 k-1)\} ;  \tag{2.36}\\
2 \Lambda(2 k)= & 2 \Lambda(2 k-1) ;  \tag{2.37}\\
\mathbf{0}_{N \times d}= & \nabla \hat{O}\left(\hat{f}(2 k-1), D_{\text {all }}\right)+2 \Lambda(2 k-2) \\
& +W(2 k-1)(2 D \hat{f}(2 k-1)-(D+A) \hat{f}(2 k-2)) ;  \tag{2.38}\\
2 \Lambda(2 k-1)= & 2 \Lambda(2 k-2)+W(2 k-1)(D-A) \hat{f}(2 k-1) . \tag{2.39}
\end{align*}
$$

Writing $\hat{f}(2 k-2)$ and $\Lambda(2 k-2)$ in (2.38)(2.39) as functions of $\hat{f}(2 k-3), \Lambda(2 k-3)$ using
(2.36)(2.37), we obtain Eqn. (2.40)(2.41).

$$
\begin{align*}
\mathbf{0}_{N \times d} & =\nabla \hat{O}\left(\hat{f}(2 k-1), D_{\text {all }}\right)+W(2 k-1)(D+A) \tilde{D}(2 k-3)^{-1} \nabla \hat{O}\left(\hat{f}(2 k-3), D_{\text {all }}\right) \\
& +W(2 k-1)(D+A)(\hat{f}(2 k-1)-\hat{f}(2 k-3)) \\
& +W(2 k-1)(D+A) \tilde{D}(2 k-3)^{-1} W(2 k-3)(D-A) \hat{f}(2 k-3) \\
& +2 \Lambda(2 k-1)+W(2 k-1)(D+A) \tilde{D}(2 k-3)^{-1} 2 \Lambda(2 k-3) ;  \tag{2.40}\\
2 \Lambda(2 k-1) & =2 \Lambda(2 k-3)+W(2 k-1)(D-A) \hat{f}(2 k-1) . \tag{2.41}
\end{align*}
$$

The convergence of MR-ADMM is proved by showing that the pair $(\hat{f}(2 k-1), \Lambda(2 k-1))$ from odd iterations converges to the optimal solution. To simplify the notation, we will re-index every two consecutive odd iterations $2 k-3$ and $2 k-1$ using $t$ and $t+1$, it results in Eqn. (2.42)(2.43).

$$
\begin{align*}
\mathbf{0}_{N \times d}= & \nabla \hat{O}\left(\hat{f}(t+1), D_{\text {all }}\right)+W(t+1)(D+A) \tilde{D}(t)^{-1} \nabla \hat{O}\left(\hat{f}(t), D_{\text {all }}\right) \\
& +W(t+1)(D+A)(\hat{f}(t+1)-\hat{f}(t))+W(t+1)(D+A) \tilde{D}(t)^{-1} 2 \Lambda(t) \\
+ & W(t+1)(D+A) \tilde{D}(t)^{-1} W(t)(D-A) \hat{f}(t)+2 \Lambda(t+1) ;  \tag{2.42}\\
2 \Lambda(t+1)= & 2 \Lambda(t)+W(t+1)(D-A) \hat{f}(t+1) . \tag{2.43}
\end{align*}
$$

Lemma 1 shows that a pair $\left(\hat{f}^{*}, \Lambda^{*}\right)$ satisfying (2.22)(2.23) is equivalent to the optimal solution of our problem, hence the convergence of the MR-ADMM is proved by showing that $(\hat{f}(t), \Lambda(t))$ in $(2.42)(2.43)$ converges to a pair $\left(\hat{f}^{*}, \Lambda^{*}\right)$ satisfying (2.22)(2.23).

Theorem 3. [Sufficient Condition] Consider the modified ADMM defined by (2.42)(2.43). Let $\{\hat{f}(t), \Lambda(t)\}$ be outputs in each iteration and $\left\{\hat{f}^{*}, \Lambda^{*}\right\}$ a pair satisfying (2.22)(2.23). Denote $D_{M}=$ $\operatorname{diag}\left(\left[M_{1}^{2} ; M_{2}^{2} ; \cdots ; M_{N}^{2}\right]\right) \in \mathbb{R}^{N \times N}$ with $0<M_{i}<+\infty$ as given in Assumption 4. If $\eta_{i}(t+1) \geq \eta_{i}(t)>0$ and $\eta_{i}(t)<+\infty$ hold and the following two conditions can also be satisfied for some constants $L>0$ and $\mu>1$ :
(i) $I+W(t+1)(D+A) \tilde{D}(t)^{-1}>\frac{L \mu}{2 \sigma_{\min }(\tilde{D}(t))}(W(t+1)(D-A))^{+} D_{M}$;

$$
\begin{align*}
W(t+1)(D+A)> & W(t+1)(D+A) \tilde{D}(t)^{-1}(W(t)(D-A)  \tag{ii}\\
& \left.+\frac{2}{L} W(t+1)(D+A)\right)+\frac{L \mu}{2 \sigma_{\min }(\tilde{D}(t))(\mu-1)} D_{M} .
\end{align*}
$$

where $\sigma_{\min }(\tilde{D}(t))=\min _{i}\left\{2 \eta_{i}(t) V_{i}+\gamma\right\}$ is the smallest singular value of $\tilde{D}(t)$, then $(\hat{f}(t), \Lambda(t))$ converges to $\left(\hat{f}^{*}, \Lambda^{*}\right)$.

By controlling $\gamma$ to be sufficiently large, $\tilde{D}(t)_{i i}=2 \eta_{i}(t) V_{i}+\gamma$ will be large and conditions $(i)(i i)$ can always be satisfied under some constants $L>0$ and $\mu>1$. Note that the conditions (i)(ii) are sufficient but not necessary, so in practice convergence may be attained under weaker settings.

For R-ADMM, take $L=2$ and $\mu=2$, then condition (i)(ii) are reduced to:
(iii) $I+\eta(D+A) \tilde{D}^{-1}>\frac{2}{\eta \sigma_{\min }(\tilde{D})}((D-A))^{+} D_{M}$;
(iv) $\eta(D+A)>2 \eta(D+A) \tilde{D}^{-1} \eta D+\frac{2}{\sigma_{\min }(\tilde{D})} D_{M}$.

Again for a sufficiently large $\gamma \geq 0$, (iii)(iv) can be easily satisfied.

### 2.5 Private Algorithms

In this section we present privacy preserving versions of M-ADMM and MR-ADMM. Since MRADMM is a generalized version of R-ADMM, the private version of R-ADMM can be built in a similar way.

### 2.5.1 Private M-ADMM

A random noise $\epsilon_{i}(t+1)$ with probability density proportional to $\exp \left\{-\alpha_{i}(t+1)\left\|\epsilon_{i}(t+1)\right\|_{2}\right\}$ is added to penalty term in the objective function of (2.10):

$$
\begin{equation*}
L_{i}^{p r i v}(t+1)=O\left(f_{i}, D_{i}\right)+2 \lambda_{i}(t)^{T} f_{i}+\eta_{i}(t+1) \sum_{j \in \mathscr{V}_{i}}\left\|f_{i}+\epsilon_{i}(t+1)-\frac{1}{2}\left(f_{i}(t)+f_{j}(t)\right)\right\|_{2}^{2} \tag{2.44}
\end{equation*}
$$

To generate this noisy vector, choose the norm from the gamma distribution with shape $d$ and scale $\frac{1}{\alpha_{i}(t+1)}$ and the direction uniformly, where $d$ is the dimension of the feature space. Then node $i$ 's local result is obtained by finding the optimal solution to the private objective function:

$$
\begin{equation*}
f_{i}(t+1)=\underset{f_{i}}{\operatorname{argmin}} L_{i}^{\text {priv }}(t+1), \quad i \in \mathscr{N} . \tag{2.45}
\end{equation*}
$$

It is equivalent to (2.48) below when noise $\eta_{i}(t+1) V_{i} \epsilon_{i}(t+1)$ is added to the dual variable $\lambda_{i}(t)$ :

$$
\begin{align*}
\underset{f_{i}}{\operatorname{argmin}} \tilde{L}_{i}^{p r i v}(t+1)= & O\left(f_{i}, D_{i}\right)+2\left(\lambda_{i}(t)+\eta_{i}(t+1) V_{i} \epsilon_{i}(t+1)\right)^{T} f_{i}  \tag{2.46}\\
& +\eta_{i}(t+1) \sum_{j \in \mathscr{Y}_{i}}\left\|f_{i}-\frac{1}{2}\left(f_{i}(t)+f_{j}(t)\right)\right\|_{2}^{2} .
\end{align*}
$$

Further, if $\eta_{i}(t+1)=\eta=\theta, \forall i, t$, then the above is reduced to the dual variable perturbation in [147] ${ }^{2}$.
The complete procedure is shown in Algorithm 1, where the condition used to generate $\theta$ helps bound the worst-case privacy loss but is not necessary in guaranteeing convergence.

```
Algorithm 1: Private M-ADMM
    Input: \(\left\{D_{i}\right\}_{i=1}^{N},\left\{\alpha_{i}(1), \cdots, \alpha_{i}(K)\right\}_{i=1}^{N}\)
    Initialize: Generate \(f_{i}(0)\) randomly and \(\lambda_{i}(0)=\mathbf{0}_{d \times 1}\) for every node \(i \in \mathscr{N}, t=0\)
    Parameter: Determine \(\theta\) such that \(2 c_{1}<\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \theta V_{i}\right)\) holds for all \(i\).
    for \(t=1\) to \(T\) do
        for \(i=1\) to \(\mathscr{N}\) do
            Generate noise \(\epsilon_{i}(t+1) \sim \exp \left(-\alpha_{i}(t+1)\|\epsilon\|_{2}\right) ;\)
            Perturb the penalty term according to (2.47);
            Update primal variable via (2.47);
        for \(i=1\) to \(\mathscr{N}\) do
            Broadcast \(f_{i}(t+1)\) to all neighbors \(j \in \mathscr{V}_{i}\);
        for \(i=1\) to \(\mathscr{N}\) do
            Update dual variable according to (2.11);
    Output: Upper bound of the total privacy loss \(\beta\); \(\operatorname{primal}\left\{f_{i}(T)\right\}_{i=1}^{N}\), dual \(\left\{\lambda_{i}(T)\right\}_{i=1}^{N}\)
```


### 2.5.2 MR-ADMM

In odd iterations, we adopt the objective perturbation [24] directly where a random linear term $\epsilon_{i}(2 k-1)^{T} f_{i}$ is added to the objective function in $(2.14)^{3}$, where $\epsilon_{i}(2 k-1)$ follows the probability density proportional to $\exp \left\{-\alpha_{i}(k)\left\|\epsilon_{i}(2 k-1)\right\|_{2}\right\}$. Consequently the objective function for updating

[^1]the primal variable $f_{i}(2 k-1)$ becomes $L_{i}^{\text {priv }}(2 k-1)$ given as follows:
\[

$$
\begin{aligned}
L_{i}^{\text {priv }}(2 k-1)= & O\left(f_{i}, D_{i}\right)+\left(2 \lambda_{i}(2 k-2)+\epsilon_{i}(2 k-1)\right)^{T} f_{i} \\
& +\eta_{i}(2 k-1) \sum_{j \in \mathscr{Y}_{i}}\left\|\frac{1}{2}\left(f_{i}(2 k-2)+f_{j}(2 k-2)\right)-f_{i}\right\|_{2}^{2}
\end{aligned}
$$
\]

To generate this noisy vector $\epsilon_{i}(2 k-1)$, choose the norm from the gamma distribution with shape $d$ and scale $\frac{1}{\alpha_{i}(k)}$ and the direction uniformly, where $d$ is the dimension of the feature space. Node $i$ 's local result (primal variable) is obtained by finding the optimal solution to the private objective function:

$$
\begin{equation*}
f_{i}(2 k-1)=\underset{f_{i}}{\operatorname{argmin}} L_{i}^{p r i v}(2 k-1), \quad i \in \mathscr{N} . \tag{2.47}
\end{equation*}
$$

In the $2 k$-th iteration, use the stored results $\epsilon_{i}(2 k-1)+\nabla O\left(f_{i}(2 k-1), D_{i}\right)$ and $\eta_{i}(2 k-1) \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(2 k-\right.$ $\left.1)-f_{j}(2 k-1)\right)$ to update primal variables, where the latter can be obtained from the dual update in the $(2 k-1)$-th update, and the former can be obtained directly from the KKT condition in the ( $2 k-1$ )-th iteration:
$\left.\epsilon_{i}(2 k-1)+\nabla O\left(f_{i}(2 k-1), D_{i}\right)=-2 \lambda_{i}(2 k-2)-\eta_{i}(2 k-1) \sum_{j \in \mathscr{Y}_{i}}\left(2 f_{i}(2 k-1)\right)-f_{i}(2 k-2)-f_{j}(2 k-2)\right)$.
Then the even update is given by:

$$
\begin{align*}
f_{i}(2 k)= & f_{i}(2 k-1)-\frac{1}{2 \eta_{i}(2 k-1) V_{i}+\gamma}\{2 \lambda_{i}(2 k-1)+\underbrace{\epsilon_{i}(2 k-1)+\nabla O\left(f_{i}(2 k-1), D_{i}\right)}_{\text {the existing result by KKT }} \\
& \left.+\eta_{i}(2 k-1) \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(2 k-1)-f_{j}(2 k-1)\right)\right\} . \tag{2.48}
\end{align*}
$$

the existing result by the previous dual update
Algorithm 2 shows the complete procedure, where the condition used to generate $\eta_{i}(1)$ helps to bound the worst-case privacy loss but is not necessary in guaranteeing convergence.

```
Algorithm 2: Private MR-ADMM
    Input: \(\left\{D_{i}\right\}_{i=1}^{N},\left\{\alpha_{i}(1), \cdots, \alpha_{i}(K)\right\}_{i=1}^{N}\)
    Initialize: \(\forall i\), generate \(f_{i}(0)\) randomly, \(\lambda_{i}(0)=\mathbf{0}_{d \times 1}\)
    Parameter: \(\forall i\), select \(\left\{\eta_{i}(2 k-1)\right\}_{k=1}^{K}\) s.t. \(0<\eta_{i}(2 k-1) \leq \eta_{i}(2 k+1)<+\infty, \forall k\) and \(\eta_{i}(1)\)
    satisfies \(\left.2 c_{1}<\min _{i} i \frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(1) V_{i}\right)\right\}\)
    for \(k=1\) to \(K\) do
        for \(i=1\) to \(\mathscr{N}\) do
            Generate noise \(\epsilon_{i}(2 k-1) \sim \exp \left(-\alpha_{i}(k)\|\epsilon\|_{2}\right)\);
            Update primal variable \(f_{i}(2 k-1)\) via (2.47);
            Broadcast \(f_{i}(2 k-1)\) to all neighbors \(j \in \mathscr{Y}_{i}\).
        for \(i=1\) to \(\mathscr{N}\) do
            Calculate \(\eta_{i}(2 k-1) \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(2 k-1)-f_{j}(2 k-1)\right)\);
            Update dual variable \(\lambda_{i}(2 k-1)\) via (2.17).
        for \(i=1\) to \(\mathscr{N}\) do
            Use the stored information \(\epsilon_{i}(2 k-1)+\nabla O\left(f_{i}(2 k-1), D_{i}\right)\) and
                \(\eta_{i}(2 k-1) \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(2 k-1)-f_{j}(2 k-1)\right)\) to update primal variable \(f_{i}(2 k)\) via (2.48);
            Keep the dual variable \(\lambda_{i}(2 k)=\lambda_{i}(2 k-1)\);
            Broadcast \(f_{i}(2 k)\) to all neighbors \(j \in \mathscr{V}_{i}\).
    Output: Upper bound of the total privacy loss \(\beta\); primal \(\left\{f_{i}(2 K)\right\}_{i=1}^{N}\), dual \(\left\{\lambda_{i}(2 K)\right\}_{i=1}^{N}\)
```


### 2.6 Privacy Analysis

In this section, we characterize the total privacy loss of private M-ADMM and private MR-ADMM as presented in Algorithms 1 and 2. Similar to the previous section, the results also apply to private R-ADMM by fixing $\eta_{i}(2 k-1)=\eta, \forall k$.

As mentioned earlier, Zhang and Zhu [147] only quantifies the privacy loss of a single node in a single iteration, i.e., $\frac{\operatorname{Pr}\left(f_{i}(t) \in S_{i} \mid D_{i}\right)}{\operatorname{Pr}\left(f_{i}(t) \in S_{i} \mid \hat{D}_{i}\right)} \leq \exp \left(\alpha_{i}(t)\right)$ holds $\forall t, i$, where $\alpha_{i}(t)$ is the bound on the privacy loss of node $i$ at iteration $t$. However, in a distributed and iterative setting, the "output" of the algorithm is not merely the end result, but includes all intermediate results generated and exchanged during the iterative process; an attacker can use all such intermediate results to perform inference. For this reason, we adopt the differential privacy definition proposed in [149] as follows, which bounds the total privacy loss during the entire iterative process.

Definition 1. Consider a connected network $G(\mathscr{N}, \mathscr{E})$ with a set of nodes $\mathscr{N}=\{1,2, \cdots, N\}$. Let $f(t)=\left\{f_{i}(t)\right\}_{i=1}^{N}$ denote the information exchange of all nodes in the $t$-th iteration. A distributed algorithm is said to satisfy $\beta$-differential privacy during $T$ iterations iffor any two datasets $D_{\text {all }}=$
$\cup_{i} D_{i}$ and $\hat{D}_{\text {all }}=\cup_{i} \hat{D}_{i}$, differing in at most one data point, and for any set of possible outputs $S$ during $T$ iterations, the following holds:

$$
\frac{\operatorname{Pr}\left(\{f(t)\}_{t=0}^{T} \in S \mid D_{\text {all }}\right)}{\operatorname{Pr}\left(\{f(t)\}_{t=0}^{T} \in S \mid \hat{D}_{\text {all }}\right)} \leq \exp (\beta)
$$

The analysis is focused on the regularized empirical risk minimization (ERM) problem for binary classification, while its generalization is discussed in Section 2.8. Let node $i$ 's dataset be $D_{i}=\left\{\left(x_{i}^{n}, y_{i}^{n}\right) \mid n=1,2, \cdots, B_{i}\right\}$, where $x_{i}^{n} \in \mathbb{R}^{d}$ is the feature vector representing the $n$-th sample belonging to $i, y_{i}^{n} \in\{-1,1\}$ the corresponding label, and $B_{i}$ the size of $D_{i}$. Then the sub-objective function for each node $i$ is defined as follows:

$$
O\left(f_{i}, D_{i}\right)=\frac{C}{B_{i}} \sum_{n=1}^{B_{i}} \mathscr{L}\left(y_{i}^{n} f_{i}^{T} x_{i}^{n}\right)+\frac{\rho}{N} R\left(f_{i}\right)
$$

where $C \leq B_{i}$ and $\rho>0$ are constant parameters of the algorithm, the loss function $\mathscr{L}(\cdot)$ measures the accuracy of the classifier, and the regularizer $R(\cdot)$ helps prevent overfitting.

For this binary classification problem, we now state results on the privacy property of the private M-ADMM (Algorithm 1) and private MR-ADMM (Algorithm 2) using Definition 1 above and additional assumptions on $\mathscr{L}(\cdot)$ and $R(\cdot)$ as follows.

Assumption 5. The loss function $\mathscr{L}$ is strictly convex and twice differentiable. $|\nabla \mathscr{L}| \leq 1$ and $0<\mathscr{L}^{\prime \prime} \leq c_{1}$ with $c_{1}$ being a constant.

Assumption 6. The regularizer $R$ is 1-strongly convex and twice continuously differentiable.

### 2.6.1 Private M-ADMM

Theorem 4. Normalize feature vectors in the training set such that $\left\|x_{i}^{n}\right\|_{2} \leq 1$ for all $i \in \mathscr{N}$ and $n$. Then the private M-ADMM algorithm (Algorithm 1) satisfies the $\beta$-differential privacy with

$$
\begin{equation*}
\beta \geq \max _{i \in \mathscr{N}}\left\{\sum_{t=1}^{T} \frac{C\left(1.4 c_{1}+\alpha_{i}(t)\right)}{\eta_{i}(t) V_{i} B_{i}}\right\} . \tag{2.49}
\end{equation*}
$$

### 2.6.2 Private MR-ADMM

Lemma 2. Consider the private MR-ADMM (Algorithm 2), $\forall k=1, \cdots K$, assume the total privacy loss up to the $(2 k-1)$-th iteration can be bounded by $\beta_{2 k-1}$, then the total privacy loss up to the $2 k$-th iteration can also be bounded by $\beta_{2 k-1}$. In other words, given the private results in odd iterations, outputting private results in the even iterations does not release more information about the input data.

Theorem 5. Normalize feature vectors in the training set such that $\left\|x_{i}^{n}\right\|_{2} \leq 1$ for all $i \in \mathscr{N}$ and $n$. Then the private MR-ADMM algorithm (Algorithm 2) satisfies the $\beta$-differential privacy with

$$
\begin{equation*}
\beta \geq \max _{i \in \mathscr{N}}\left\{\sum_{k=1}^{K} \frac{2 C}{B_{i}}\left(\frac{1.4 c_{1}}{\left(\frac{\rho}{N}+2 \eta_{i}(2 k-1) V_{i}\right)}+\alpha_{i}(k)\right)\right\} . \tag{2.50}
\end{equation*}
$$

### 2.7 Sample Complexity Analysis.

We next quantify the generalization performance of (non)-private MR-ADMM, the same technique can be applied to M-ADMM. The analysis is focused on the ERM problem defined above and we assume samples from each node $i$ are drawn i.i.d. from a fixed distribution $P$. The expected loss of node $i$ using classifier $f_{i}(t)$ at time $t$ is given as $\mathcal{L}\left(f_{i}(t)\right)=\mathbb{E}_{(X, Y) \sim P}\left(\mathscr{L}\left(Y f_{i}(t)^{T} X\right)\right)$. Similar to the analysis in [24,147], we introduce a reference classifier $f_{\text {ref }}$ with expected loss $\mathcal{L}\left(f_{\text {ref }}\right)$ and evaluate the generalization performance using the number of samples $\left(B_{i}\right)$ required at each node to achieve $\mathcal{L}\left(f_{i}(t)\right) \leq \mathcal{L}\left(f_{\text {ref }}\right)+\tau$ with high probability.

### 2.7.1 Non-Private MR-ADMM

As shown in Section 2.3.3, the sequence of outputs $\left\{f_{i}^{\text {non }}(2 k-1)\right\}$ from odd iterations in non-private MR-ADMM converges to $f_{i}^{*}=f_{c}^{*}$ as $k \rightarrow \infty$. Therefore, there exists a constant $\Delta_{i}(k)$ for each node $i$ at the $(2 k-1)$-th iteration such that $\mathcal{L}\left(f_{i}^{\text {non }}(2 k-1)\right) \leq \mathcal{L}\left(f_{c}^{*}\right)+\Delta_{i}(k)$. Using the same method as [24, 147], we have the following result.

Theorem 6. Consider a regularized ERM problem with regularizer $R(f)=\frac{1}{2}\|f\|^{2}$ and let $f_{\text {ref }}$ be a reference classifier for all nodes and $\left\{f_{i}^{n o n}(2 k-1)\right\}$ be a sequence of outputs of non-private

MR-ADMM in odd iterations (Eqn. (2.16)). If the number of samples at node i satisfies

$$
B_{i} \geq w \max _{k}\left\{\frac{\left\|f_{r e f}\right\|^{2} \log (1 / \delta)}{\left(\tau-\Delta_{i}(k)\right)^{2}}\right\}
$$

for some constant $w$, then $f_{i}^{\text {non }}(2 k-1)$ satisfies

$$
\operatorname{Pr}\left(\mathcal{L}\left(f_{i}^{n o n}(2 k-1)\right) \leq \mathcal{L}\left(f_{r e f}\right)+\tau\right) \geq 1-\delta
$$

where $\tau>\Delta_{i}(k), \forall i, k \in \mathbb{Z}_{+}$.
As expected, the number of required samples depends on the choice of the reference classifier via its $l_{2}$ norm $\left\|f_{\text {ref }}\right\|^{2}$, by imposing an upper bound $b_{\text {ref }}$ on $\left\|f_{\text {ref }}\right\|^{2}$. The result shows that if $B_{i}$ satisfies $B_{i} \geq w \max _{k}\left\{\frac{b_{\text {ref }} \log (1 / \delta)}{\left(\tau-\Delta_{i}(k)\right)^{2}}\right\}$, then the non-private intermediate classifier of each node at odd iterations will have an additional error no more than $\tau$ as compared to any classifier with $\left\|f_{\text {ref }}\right\|^{2} \leq b_{\text {ref }}$.

### 2.7.2 Private MR-ADMM

We next present the result on the sample complexity of the private MR-ADMM algorithm. Similar to the analysis of non-private MR-ADMM, we bound the error of the intermediate classifier of each node at odd iterations. Since the algorithm is perturbed with different random noise in different iterations, to better analyze the effect of noise in a single iteration, we adopt a strategy similar to that used in [147], by intentionally fixing the noise in iterations after the targeted iteration. Specifically, $\forall i$, to compare the private $f_{i}^{p r i v}(2 k-1)$ at the $(2 k-1)$-th iteration with reference classifier $f_{\text {ref }}$, we slightly modify Algorithm 2 such that $\forall k^{\prime}>k$, the added noise is fixed at $\epsilon_{i}\left(2 k^{\prime}-1\right)=\epsilon_{i}(2 k-1)$, which allows us to solely study the effect of $\epsilon_{i}(2 k-1)$. This problem can be formulated as a new MR-ADMM optimization problem where node $i$ 's sub-objective function becomes $O^{\text {new }}\left(f_{i}, D_{i}\right)=O\left(f_{i}, D_{i}\right)+\epsilon_{i}(2 k-1)^{T} f_{i}$ and the initialization given by $f_{i}(0)=f_{i}(2 k-1)$, $\lambda_{i}(0)=\lambda_{i}(2 k-1)$. Let $\left\{f_{i}^{\text {new }}(2 k-1)\right\}$ be a sequence of outputs from odd iterations of this new algorithm; it converges to a fixed point $f_{\text {new }}^{*}$ as $k \rightarrow \infty$. Therefore, there exists a constant $\Delta_{i}^{\text {new }}(k)$ for each node $i$ at the $(2 k-1)$-th iteration such that $\mathcal{L}\left(f_{i}^{\text {new }}(2 k-1)\right) \leq \mathcal{L}\left(f_{\text {new }}^{*}\right)+\Delta_{i}^{\text {new }}(k)$. Using this, we have the following result.

Theorem 7. Consider a regularized ERM problem with regularizer $R(f)=\frac{1}{2}\|f\|^{2}$, let $f_{\text {ref }}$ be a reference classifier for all nodes and $\left\{f_{i}^{\text {priv }}(2 k-1)\right\}$ be a sequence of outputs of private $M R-A D M M$
in odd iterations. If the number of samples at node i satisfies

$$
B_{i} \geq w \max _{k}\left\{\frac{C N \log (1 / \delta)}{\frac{N C\left(\tau-\Delta_{i}^{n e w}(k)\right)^{2}}{2\left\|f_{\text {ref }}\right\|^{2}}-(1+a) \frac{N d^{2}}{C\left(\alpha_{i}(k)\right)^{2}}(\log (d / \delta))^{2}}\right\}
$$

for some constants $w$ and $a>0$, then $f_{i}^{\text {priv }}(2 k-1)$ satisfies

$$
\operatorname{Pr}\left(\mathcal{L}\left(f_{i}^{p r i v}(2 k-1)\right) \leq \mathcal{L}\left(f_{r e f}\right)+\tau\right) \geq 1-2 \delta
$$

where $\tau>\Delta_{i}^{\text {new }}(k), \forall i, k \in \mathbb{Z}_{+}$.
Compared to Theorem 6, we see an additional term imposed by the privacy constraints, i.e., $(1+a) \frac{N d^{2}}{C\left(\alpha_{i}(k)\right)^{2}}(\log (d / \delta))^{2}$. If $\alpha_{i}(k) \rightarrow \infty$, the result reduces to $B_{i} \geq w \max _{k}\left\{\frac{2\left\|f_{r e f} \mid\right\|^{2} \log (1 / \delta)}{\left(\tau-\Delta_{i}^{n e w}(k)\right)^{2}}\right\}$, the same as given in Theorem 6. The additional term shows that the higher dimension of features, the more injected noise, which would require more samples to achieve the same accuracy.

### 2.8 Discussion

Improving privacy-accuracy trade-off. We now provide some intuitive explanation as to why the ideas presented in this chapter work. We explored two key ideas to improve the privacy-accuracy tradeoff of a differentially private algorithm. The first is to accomplish the computational task by repeatedly using the already released differentially private outputs. Utilizing differential privacy's immunity to post-processing, this information recycling incurs no additional privacy loss. Since less information is revealed during computation, less perturbation is required to obtain the same privacy guarantee, which then improves the privacy-accuracy tradeoff. The second idea is to improve the the stability/robustness of the algorithm by directly controlling the penalty parameter. This allows the algorithm to accommodate more noise to improve privacy without sacrificing too much accuracy, which improves the privacy-accuracy tradeoff.

Other perturbation methods and privacy analysis tools. While we have primarily used objective perturbation to make an algorithm differentially private and to calculate the privacy loss, it should be noted that this is done as an example to illustrate how MR-ADMM can outperform both R-ADMM and ADMM in the privacy-accuracy tradeoff. Other perturbation methods such as
output perturbation to achieve differential privacy (each node perturbs its primal variable before broadcasting to its neighbors) can be used as well; our conclusion would still hold. This is because our key ideas (revealing less information and making the algorithm more robust/stable to noise via the penalty parameter) are orthogonal to the choice of the perturbation method.

Similarly, in our privacy analysis we have adopted the notion of pure $\varepsilon$-differential privacy to measure privacy. As a result, the bound on the total privacy loss can be fairly large. It is also possible to adopt a weaker notion, the $(\varepsilon, \delta)$-differential privacy, to find a tighter bound on privacy loss by allowing the algorithm to violate $\varepsilon$-differential privacy with a small probability $\delta$. In this case, the total privacy loss can be calculated using more advanced composition theorems such as moments accountant [4] and zero-concentrated differential privacy [22]. However, our key ideas (revealing less information and making the algorithm more robust/stable to noise via the penalty parameter) are orthogonal to the choice of the privacy definition and analysis tools used; thus the algorithmic properties will not be affected by such choices and the conclusion remains valid.

Privacy analysis for a broader class of optimizations In Section 2.6, the privacy property of the private algorithms is analyzed for the ERM binary classification problem. This privacy analysis can be extended to more general forms of $O\left(f_{i}, D_{i}\right)$, such as multi-class settings. There have been extensive studies on the differentially private ERM with convex loss function [132], which can also be adopted for our framework.

### 2.9 Numerical Experiments

We use the same dataset as [147], i.e., the Adult dataset from the UCI Machine Learning Repository [99]. It consists of personal information of around 48,842 individuals, including age, sex, race, education, occupation, income, etc. The goal is to predict whether the annual income of an individual is above $\$ 50,000$.

To preprocess the data, we (1) remove all individuals with missing values; (2) convert each categorical attribute (with $m$ categories) to a binary vector of length $m$; (3) normalize columns (features) such that the maximum value of each column is 1 ; (4) normalize rows (individuals) such that its $l_{2}$ norm is at most 1 ; and (5) convert labels $\{\geq 50 \mathrm{k}, \leq 50 \mathrm{k}\}$ to $\{+1,-1\}$. After this preprocessing, the final data includes 45,223 individuals, each represented as a 105 -dimensional vector of norm at most 1 . We then randomly partition this sample set into a training set (40,000
samples) and a testing set ( 5,223 samples). The training samples are then evenly distributed across nodes in a network.

We use as loss function the logistic loss $\mathscr{L}(z)=\log (1+\exp (-z))$, with $\left|\mathscr{L}^{\prime}\right| \leq 1$ and $\mathscr{L}^{\prime \prime} \leq c_{1}=\frac{1}{4}$. The regularizer is $R\left(f_{i}\right)=\frac{1}{2}\left\|f_{i}\right\|_{2}^{2}$. We measure the accuracy of the algorithm by the average loss over the training set:

$$
L(t):=\frac{1}{N} \sum_{i=1}^{N} \frac{1}{B_{i}} \sum_{n=1}^{B_{i}} \mathscr{L}\left(y_{i}^{n} f_{i}(t)^{T} x_{i}^{n}\right),
$$

and the classification error rate over the testing set $\mathcal{S}_{\text {test }}$ :

$$
E=\frac{\sum_{\left(x_{j}, y_{j}\right) \in \mathcal{S}_{\text {test }}} \mathbf{1}\left(y_{j} \neq \hat{y}_{j}\right)}{\sum_{\left(x_{j}, y_{j}\right) \in \mathcal{S}_{\text {test }}} 1},
$$

where $\hat{y}_{j}$ is the prediction of sample $\left(x_{j}, y_{j}\right)$ by using the averaged classifier $\bar{f}(t)=\frac{1}{N} \sum_{i=1}^{N} f_{i}(t)$, and each $f_{i}(t)$ is the local classifier(primal variable) of node $i$ after $t$ iterations.

We measure the privacy of an algorithm by the upper bound $P(t)$ given in Theorems 4 and 5. The smaller $L(t)$ and $P(t)$, the higher accuracy and stronger privacy guarantee.

### 2.9.1 Convergence of Non-Private M-ADMM, R-ADMM \& MR-ADMM

We consider a five-node network and assign each node the following private penalty parameters: $\eta_{i}(t)=\eta_{i}(1) q_{i}^{t-1}$ for node $i$, where $\left[\eta_{1}(1), \cdots, \eta_{5}(1)\right]=[0.55,0.65,0.6,0.55,0.6]$ and $\left[q_{1}, \cdots, q_{5}\right]=$ [1.01, 1.03, 1.1, 1.2, 1.02].

Figure 2.1a shows the convergence of M-ADMM under these parameters while using a fixed dual updating step size $\theta=0.5$ across all nodes (blue curve). This is consistent with Theorem 1. As mentioned earlier, this step size can also be non-fixed (black) and different (red) for different nodes. In Figure 2.1b we let each node use the same penalty $\eta_{i}(t)=\eta(t)=0.5 q_{1}^{t-1}$ and compare the results by increasing $q_{1} \geq 1$. We see that increasing penalty slows down the convergence, and larger increase in $q_{1}$ slows it down more, which is consistent with Theorem 2.

Figure 2.2a shows the convergence of R-ADMM with different $\gamma$ and fixed $\eta=0.5$ for a small network $(N=5)$ and a large network $(N=20)$, both are randomly generated. Due to the linear approximation in even iterations, it's possible to cause an increased average loss as shown in the plot. However, the odd iterations will always compensate this increase; if we only look at the odd iterations, R-ADMM achieves a similar convergence rate as conventional ADMM. $\gamma$ can also be


Figure 2.1: Convergence properties of M-ADMM.
thought of as an extra penalty parameter for each node in even iterations to punish its update, i.e., the difference between $f_{i}(2 k)$ and $f_{i}(2 k-1)$. Larger $\gamma$ can result in smaller oscillation between even and odd iterations but will also lower the convergence rate.

Figures 2.2 b and 2.2 c show the convergence of MR-ADMM with penalty parameters $\eta_{i}(2 k-1)$ increasing at different speed. We see that increasing penalty slows down the convergence, and larger increase in $q_{1}(i)$ slows it down more. In 2.2 b , each node adopts different penalty parameter $\eta_{i}(2 k-1)$ in each iteration while in 2.2 c , the same penalty parameter is shared among all the nodes. The convergence is attained in both cases.

### 2.9.2 Private M-ADMM, R-ADMM \& MR-ADMM

The effect of $\rho, \gamma, \eta_{i}(2 k-1)$ in (M)R-ADMM. We next inspect the accuracy and privacy of the private M-ADMM, R-ADMM and MR-ADMM, and compare it with the private (conventional) ADMM using dual variable perturbation (DVP) [147].

To begin, we first examine the effect of $\rho$ in controlling overfitting. Figure 2.3 shows the classification error rate over the testing set under different $\rho$, where the classifiers are trained with original ADMM and the algorithm runs for 50 iterations. Since the classification error rate is minimized at $\rho \approx 0.22$, we will use $\rho=0.22$ in


Figure 2.3: The effect of $\rho$, fixing $C=1750$.


Figure 2.2: Convergence properties of R-ADMM and MR-ADMM: Figure 2.2a illustrates the average loss over iterations of R-ADMM for the network of different sizes under fixed $\eta=0.5$ and different $\gamma$. Dashed (resp. solid) curves represent the performance over a randomly generated small (resp. large) network with $N=5$ (resp. $N=20$ ) nodes. Figures 2.2 b and 2.2 c illustrate the average loss over iterations of MR-ADMM for a randomly generated network with $N=5$ nodes. Black curve represents the R-ADMM where $\eta_{i}(t)=\eta=1$ is fixed for all nodes and all iterations. Each colored curve represents MR-ADMM with $\eta_{i}(2 k-1)$ increasing over iterations at different speed. In Figure 2.2 b , each node $i$ adopts $\eta_{i}(2 k-1)=\eta_{i} q_{1}(i)^{k}$ as penalty parameter in $2 k-1$-th iteration, where $\left[\eta_{1}, \cdots, \eta_{5}\right]=[1,1.03,1.02,0.8,1.01], q_{1}=\left[q_{1}(1), \cdots, q_{1}(5)\right]=\mathbf{1}+k q_{2}$ (each $k \in\{1, \cdots, 5\}$ corresponds to one curve in plot) and $q_{2}=\left[q_{2}(1), \cdots, q_{2}(5)\right]=[0.01,0.005,0.003,0.015,0.01]$. In Figure 2.2 c , each node adopts the same penalty parameter $\eta_{i}(2 k-1)=q_{1}^{k}$ in odd iterations.
the following experiments.
For simplicity of presentation, in the next set of experiments the penalty $\eta_{i}(t)=\eta(t)$ in both M-ADMM and MR-ADMM and noise $\alpha_{i}(k)=\alpha, \forall i, k$. We observe similar results when $\alpha_{i}(t), \eta_{i}(t)$ vary from node to node.

For each parameter setting, we perform 10 independent runs of the algorithm, and record both the mean and the range of their accuracy. Specifically, $L^{l}(t)$ denotes the average loss over the training dataset in the $t$-th iteration of the $l$-th experiment $(1 \leq l \leq 10)$. The mean of average loss is given by $L_{\text {mean }}(t)=\frac{1}{10} \sum_{l=1}^{10} L^{l}(t)$ and the range $L_{\text {range }}(t)=\max _{1 \leq l \leq 10} L^{l}(t)-\min _{1 \leq l \leq 10} L^{l}(t)$. The larger the range $L_{\text {range }}(t)$ the less stable the algorithm, i.e., under the same parameter setting, the difference in performances (convergence curves) of two experiments is larger. In the next few plots, $L_{\text {range }}(t)$ is shown as the size of a vertical bar centered at $L_{\text {mean }}(t)$. Similarly, let $E^{l}$ be the classification error rate over the testing set in the $l$-th experiment, with an average error rate $E_{\text {mean }}=\frac{1}{10} \sum_{l=1}^{10} E^{l}$ and range $E_{\text {range }}=\max _{1 \leq l \leq 10} E^{l}-\min _{1 \leq l \leq 10} E^{l}$ shown as the size of a vertical bar centered at $E_{\text {mean }}$. Each parameter setting also has a corresponding upper bound on the privacy loss denoted by $P(t)$.

In the non-private case, $\gamma$ controls the oscillation between even and odd iterations, as well as the convergence rate. We now examine its effect when MR-ADMM is perturbed. Figure 2.5 shows the average loss over the training set (Figure 2.5 a 2.5 b ) and the classification error rate over the testing set (Figure 2.5c) under different $\gamma>0$, noting that the corresponding privacy loss of these cases are the same under the same $\alpha$. It shows that varying $\gamma$ (within a certain range) does not effect performance significantly. For the next set of experiments, we fix $\gamma=0.5$.

The effect of $\eta_{i}(2 k-1)$ on the performance of private MR-ADMM is illustrated in Figure 2.6, where the pair Figure 2.6a, 2.6c is for the case when noise parameter is $\alpha=2$ (low privacy requirement) and the pair Figure 2.6b, 2.6d is for the case when $\alpha=1$ (high privacy requirement). Although increasing $\eta_{i}(2 k-1)$ over time can decrease the convergence rate of non-private MRADMM (Figures 2.2b and 2.2c), it helps to stabilize the algorithm when MR-ADMM is perturbed and can improve the accuracy while maintain the privacy guarantee. Moreover, the improvement is more significant when algorithm is under higher perturbation (high privacy requirement) and when $\eta_{i}(2 k-1)$ increases faster (within a range).

Performance comparison among different algorithms. Our last set of experiments is conducted to compare the performance of different algorithms with results illustrated in Figures 2.7 and 2.4. The noise parameters of both MR-ADMM and R-ADMM are set as $\alpha$ shown in the plots, and the
noise parameters of conventional ADMM and M-ADMM are chosen respectively such that they have approximately the same total privacy loss bounds. We set $\eta_{i}(2 k-1)=1.04^{k}$ in MR-ADMM. We see that both private R-ADMM (red) and private MR-ADMM (magenta) outperform private ADMM (black) and M-ADMM (blue) with higher accuracy and lower privacy loss. In particular, the private MR-ADMM (magenta) has the highest accuracy with the lowest privacy loss among all algorithms; the improvement is more significant with smaller total privacy loss. This improvement is also illustrated by the classification error rate over the testing set in Figure 2.4d.


Figure 2.4: Performance comparison: Figures 2.4a, 2.4b and 2.4 c illustrate the upper bound of their privacy loss and the corresponding classification error rates are shown in Figure 2.4d.


Figure 2.5: The effect of $\gamma$ on the performance of MR-ADMM, fixing $\eta_{i}(2 k-1)=1.01^{k}$ : in Figures 2.5 a and 2.5 b , green curves represent the non-private conventional ADMM while other curves represent the private MR-ADMM with different $\gamma$ and each of them illustrates the overall result summarized from 10 independent runs of experiments under the same parameter. The corresponding classification error rates are shown in Figure 2.5c. It shows that varying $\gamma$ within a certain range doesn't effect the performance significantly.

(a) Accuracy comparison for different $\eta(2 k-1)(\alpha=2)$

(b) Accuracy comparison for different $\eta(2 k-1)(\alpha=1)$


Figure 2.6: The effect of $\eta_{i}(2 k-1)$ on the performance of MR-ADMM, fixing $\gamma=0.5$ : in Figures 2.6 a and 2.6 b , green curves represent the non-private conventional ADMM while other curves represent the private MR-ADMM with different $\eta_{i}(2 k-1)=q_{1}^{k}\left(q_{1}=1.01,1.02,1.03,1.04,1.05\right)$ and each of them illustrates the overall result summarized from 10 independent runs of experiments under the same parameter. Figures 2.6c and 2.6d illustrate the upper bound of their privacy loss and the corresponding classification error rates are shown in Figure 2.6e.


Figure 2.7: Performance comparison: in Figures 2.7a, 2.7b and 2.7c, green curves represent the non-private conventional ADMM while other curves represent different private algorithms and each of them illustrates the overall result summarized from 10 independent runs of experiments under the same parameter. M-ADMM (blue) and MR-ADMM (magenta) adopt the varied penalty parameter while ADMM (black) and R-ADMM (red) adopt the fixed $\eta_{i}(t)=\eta=1$.

## CHAPTER 3

## Real-Time Release of Sequential Data with Differential Privacy

### 3.1 Introduction

In Chapter 2, we explored two ideas that can be leveraged to improve an algorithm's privacyaccuracy tradeoff: (1) reuse intermediate computations to reduce information leakage; (2) improve the robustness to accommodate more noise. These two ideas are not limited to distributed learning but are applicable to many other applications. In this chapter, we consider sequential computation and illustrate how can we leverage idea (1) when designing an algorithm for privately releasing the sequential data in real-time.

The collection and analysis of sequential data are crucial for many applications, such as monitoring web browsing behavior, analyzing daily physical activities recorded by wearable sensors, and so on. Privacy concerns arise when data is shared with third parties, a common occurrence. Toward this end, differential privacy [35] has been widely used to provide a strong privacy guarantee; it is generally achieved by disclosing a noisy version of the underlying data so that changes in the data can be effectively obscured.

To achieve differential privacy in sharing sequential data, a simple approach is to add independent noise to the data at each time instant (Figure 3.1a). This is problematic because of the temporal correlation in the data (see Section 3.3). A number of studies have attempted to address this issue. For example, [121] applies Discrete Fourier Transform (DFT) of the sequence and release a private version generated using inverse DFT with the perturbed DFT coefficients; [133] proposes a correlated perturbation mechanism where the correlated noise is generated based on the autocorrelation of the original sequence; [80] decomposes the sequence into disjoint groups of
similar data, and uses the noisy averages of these groups to reconstruct the original sequence; [138] constructs a Hidden Markov Model (HMM) from the independent-noise-added data sequence, and releases the sequence inferred from the HMM; method proposed in [44] first reconstructs the non-sampled data from perturbed sampled points and then solves a convex optimization to improve accuracy. However, all of the above studies rely on the availability of the entire sequence, so can only be applied offline as post-processing methods. [41] are the closest to our work, where the sequence is adaptively sampled first; Kalman/particle filters are then used to estimate non-sampled data based on the perturbed sampled data. However, it requires a priori knowledge of the correlation of the sequence.

In this chapter we start from sequential data that can be modeled by first-order autoregressive (AR(1)) processes. We consider Gaussian AR(1) process and Binomial AR(1) process as examples but the idea can be generalized to all (weakly) stationary processes. Leveraging time-invariant statistical properties of stationary process, proposed approach in each time step estimates the unreleased, future data from that already released, using correlation learned over time and not required a priori. This estimate is then used, in conjunction with the actual data observed in the next time step, to drive the generation of the noisy, released version of the data (Figure 3.1b). Both theoretical analysis and empirical results show that our approach can release a sequence of high accuracy with less privacy loss.

Our main findings and contributions are as follows.

1. We develop a method for releasing data sequence in real time with differential privacy guarantee (Sections 3.4).
2. We conduct privacy and accuracy analyses to theoretically quantify the total privacy loss (Section 3.5) and error (Section 3.6).
3. For sequences following Gaussian $\operatorname{AR}(1)$ processes, we show erotically that the proposed method can strictly outperform the baseline method (Section 3.6).
4. We conduct experiments on real-world data to show the effectiveness of our method.

The rest of the chapter is organized as follows. Section 3.2 presents background and preliminaries. Section 3.3 introduces the baseline approach and its issues. Our approach is presented and analyzed in Sections 3.4, 3.5 and 3.6. Section 3.7 presents Discussion. Experiments are presented in Section 3.8. All proofs are presented in Appendix B.

### 3.2 Preliminaries

Consider a time-varying sequence $\left\{Z_{t}\right\}_{t=1}^{T}$, where $Z_{t} \in \mathbb{R}$ corresponds to a query over a private dataset $D_{t}$ at time $t \in \mathbb{N}$, i.e., $Z_{t}=\mathcal{Q}\left(D_{t}\right)$. Dataset $D_{t}=\left\{d_{t}^{i}\right\}_{i=1}^{N}$ consists of data from $N$ individuals $(N \geq 1)$ where $d_{t}^{i}$ is the data of $i^{t h}$ individual at time step $t$. Then $d_{1: T}^{i}=\left\{d_{t}^{i}\right\}_{t=1}^{T}$ is the data of $i^{t h}$ individual over $T$ time steps and $D=\left\{d_{1: T}^{i}\right\}_{i=1}^{N}$ includes sequences of $N$ individuals over $T$ time steps.

We assume $\left\{Z_{t}\right\}_{t=1}^{T}$ can be modeled as a first-order autoregressive (AR(1)) process [135], where the value at each time depends linearly on the value at immediate preceding time step, but we will see the approach can be generalized to any (weakly) stationary process. The goal is to disclose/release this data in real time with privacy guarantees for each individual at all times. We denote by $\left\{X_{t}\right\}_{t=1}^{T}$ the released sequence. Notationally, we will use $X$ to denote a random variable with probability distribution $\mathscr{F}_{X}(\cdot), x$ its realization and $\hat{X}(y)$ the estimate of $X$ given observation $Y=y$; finally, $X_{1: t}:=\left\{X_{i}\right\}_{i=1}^{t}$.

### 3.2.1 First-Order Autoregressive Process

AR(1) processes are commonly used for modeling a time-series, among which Gaussian AR(1) process is one type that is widely used in various domains.

Definition 2 ((Gaussian AR(1) process)). $Z_{1: T}$ is a Gaussian $A R(1)$ process [135] if:

$$
\begin{equation*}
Z_{t}=\alpha+\rho Z_{t-1}+U_{t}, t \geq 1 \tag{3.1}
\end{equation*}
$$

where $U_{t} \stackrel{i . i . d}{\sim} \mathcal{N}\left(0, \sigma_{u}^{2}\right), Z_{0} \sim \mathcal{N}\left(\mu, \sigma_{z}^{2}\right)$ and $\sigma_{u}^{2}, \alpha, \rho$ are constants. If $|\rho|<1$, then $\left\{Z_{t}\right\}_{t=1}^{T}$ is a stationary Markov process with the following properties: (1) $Z_{t} \sim \mathcal{N}\left(\mu, \sigma_{z}^{2}\right)$ with $\mu=\frac{\alpha}{1-\rho}$ and $\sigma_{z}^{2}=\frac{\sigma_{u}^{2}}{1-\rho^{2}}$; (2) its autocorrelation function is given by $\operatorname{Corr}\left(Z_{t} Z_{t-\tau}\right)=\operatorname{Corr}(\tau)=\rho^{|\tau|}$.

In addition to Gaussian AR(1) process, we also consider Binomial AR(1) process defined as follows.

Definition 3 (Binomial AR(1) process). Let $\pi \in(0,1)$ and $\rho \in\left[\max \left(-\frac{\pi}{1-\pi},-\frac{1-\pi}{\pi}\right), 1\right]$. Define $\beta=$ $\pi(1-\rho), \alpha=\beta+\rho$, and fix $n \in \mathbb{N}$. Then $Z_{1: T}$ is a binomial $A R(1)$ process [109] if:

$$
\begin{equation*}
Z_{t}=\alpha \circ Z_{t-1}+\beta \circ\left(n-Z_{t-1}\right), t \geq 1 \tag{3.2}
\end{equation*}
$$

where $Z_{0} \sim \operatorname{Binomial}(n, \pi)$ and " $\circ$ " is called the thinning operator defined as $a \circ Z_{t-1}=\sum_{i=1}^{Z_{t-1}} Y_{i, t-1}$, where $Y_{i, t-1}, i=1, \cdots, Z_{t-1}$ are i.i.d Bernoulli random variables with $\operatorname{Pr}\left(Y_{i, t-1}=1\right)=a$, and all thinnings are independent of each other. Binomial $A R(1)$ is also a stationary Markov process with the following properties: (1) $Z_{t} \sim \operatorname{Binomial}(n, \pi)$; (2) its autocorrelation is $\operatorname{Corr}\left(Z_{t} Z_{t-\tau}\right)=\operatorname{Corr}(\tau)=\rho^{|\tau|}$.

Binomial $\operatorname{AR}(1)$ is typically used for modeling integer-valued counts sequences. Consider $n$ independent entities, each of which can be either in state " 1 " or state " 0 ". Then $Z_{t}$ can be interpreted as the number of entities in state " 1 " at time $t$. Eqn. (3.2) implies that this " 1 "-entity count $\left(Z_{t}\right)$ can be given by the number of " 1 "-entities in the previous time instant that didn't change state ( $\alpha \circ Z_{t-1}$ ) plus the number of " 0 "-entities in the previous time instant that changed to state " 1 " $\left(\beta \circ\left(n-Z_{t-1}\right)\right.$ ); here $\alpha, \beta$ can be interpreted as the respective transition probabilities. Binomial $\operatorname{AR}(1)$ has been used to model many real-world scenarios such as counts of computer log-ins and log-outs [136], daily counts of occupied rooms in a hotel, etc.

### 3.2.2 Differential Privacy

In this chapter, we adopt notion of $(\epsilon, \delta)$ - differential privacy. We consider the setting where each individual's data is of a sequential nature and a query $\mathcal{Q}$ over $N$ individuals is released over $T$ time steps as it is generated. Within this context, $x_{1: T}=\mathcal{A}\left(z_{1: T}\right)=\mathcal{A}\left(\left\{\mathcal{Q}\left(D_{t}\right)\right\}_{t=1}^{T}\right)$ and a randomized algorithm $\mathcal{A}(\cdot)$ is $(\epsilon, \delta)$-differentially private if $\mathscr{F}_{X_{1: T} \mid Z_{1: T}}\left(x_{1: T} \mid z_{1: T}\right) \leq \exp (\epsilon) \cdot \mathscr{F}_{X_{1: T} \mid Z_{1: T}}\left(x_{1: T} \mid \widehat{z}_{1: T}\right)+\delta$ holds for any possible $x_{1: T}$ and any pairs of $z_{1: T}, \widehat{z}_{1: T}$ generated from $D, \widehat{D}$, where $D, \widehat{D}$ are datasets differing in at most one individual's sequence. ${ }^{1}$ It suggests that the released sequence $x_{1: T}$ should be relatively insensitive to the change of one individual's sequential data, thereby preventing the meaningful inference about each individual from observing $x_{1: T}$.

Definition 4 (Sensitivity of query $\mathcal{Q}$ at time $t$ ). Consider a query $\mathcal{Q}: \mathcal{D} \rightarrow \mathbb{R}$ taking a dataset as input, the sensitivity of $\mathcal{Q}$ at $t$ is defined as: $\Delta \mathcal{Q}_{t}=\sup _{\forall D_{t} \sim \widehat{D}_{t}}\left|\mathcal{Q}\left(D_{t}\right)-\mathcal{Q}\left(\widehat{D}_{t}\right)\right|$, where $D_{t}, \widehat{D}_{t} \in \mathcal{D}$ are two datasets at t different in at most one individual's data.

Since $Z_{t}=\mathcal{Q}\left(D_{t}\right), \Delta \mathcal{Q}_{t}$ quantifies the maximum impact of an individual on $Z_{t}$. In the rest of chapter, unless explicitly stated, we consider scenarios where $\Delta \mathcal{Q}_{t}$ does not change over time and simplify notation $\Delta \mathcal{Q}_{t}=\Delta$. If $d_{t}^{i} \in\{0,1\}, \forall t$ and $\mathcal{Q}\left(D_{t}\right)=\sum_{i=1}^{N} d_{t}^{i}$ is count query (e.g., daily count of patients), then $\Delta=1$.

[^2]
### 3.2.3 Minimum Mean Squared Error Estimate

The minimum mean squared error (MMSE) estimate of a random variable $X$ given observation $Y=y$ is $\hat{X}(y)=\operatorname{argmin}_{h} \mathbb{E}_{X}\left((X-h(Y))^{2} \mid Y=y\right)=\mathbb{E}(X \mid Y=y)$. If $h(\cdot)$ is constrained to be linear, i.e., $h(Y)=k_{1} Y+k_{2}$, then the corresponding minimization leads to the linear MMSE (LMMSE) estimate and is given by $\hat{X}(y)=\rho_{X Y} \frac{\sigma_{X}}{\sigma_{Y}}(y-\mathbb{E}(Y))+\mathbb{E}(X)$ with the mean squared error $(\mathrm{MSE})=\left(1-\rho_{X Y}^{2}\right) \sigma_{X}^{2}$, where $\rho_{X Y}$ is the correlation coefficient of $X$ and $Y, \sigma_{X}^{2}, \sigma_{Y}^{2}$ the variance of $X, Y$ respectively. Using these properties, we have the following result.

Proposition 1. Consider a Gaussian $A R(1)$ process $Z_{1: T}$ defined by (3.1), the MMSE estimate of $Z_{t+1}$ given $Z_{t}=z_{t}$ is $\hat{Z}_{t+1}\left(z_{t}\right)=\mu(1-\rho)+\rho z_{t}$, with MSE $\sigma_{z}^{2}\left(1-\rho^{2}\right)$. If we use a perturbed $X_{i}=Z_{i}+N_{i}, i \in\{1, \cdots, t\}$ to estimate $Z_{t+1}$, where $N_{i} \sim \mathcal{N}\left(0, \sigma_{n}^{2}\right)$ is the added noise, then the MMSE estimate of $Z_{t+1}$ given $X_{i}=x_{i}$ is

$$
\hat{Z}_{t+1}\left(x_{i}\right)=\mu\left(1-\rho^{t+1-i} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\sigma_{n}^{2}}\right)+\rho^{t+1-i} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\sigma_{n}^{2}} x_{i}
$$

Proposition 2. Consider a Binomial AR(1) process $Z_{1: T}$ defined by (3.2), the MMSE estimate of $Z_{t+1}$ given $Z_{t}=z_{t}$ is $\hat{Z}_{t+1}\left(z_{t}\right)=\rho z_{t}+n \pi(1-\rho)$.If we use a perturbed $X_{i}=Z_{i}+N_{i}, i \in\{1, \cdots, t\}$ with $\operatorname{Var}\left(N_{t}\right)=\frac{m}{2}$ to estimate $Z_{t+1}$, then the LMMSE estimate of $Z_{t+1}$ given $X_{i}=x_{i}$ is

$$
\hat{Z}_{t+1}\left(x_{i}\right)=n \pi\left(1-\rho^{t+1-i} \frac{n \pi(1-\pi)}{n \pi(1-\pi)+\frac{m}{2}}\right)+\rho^{t+1-i} \frac{n \pi(1-\pi)}{n \pi(1-\pi)+\frac{m}{2}} x_{i}
$$

Note that for Gaussian $\operatorname{AR}(1)$ processes, both MMSE estimates $\hat{Z}_{t+1}\left(z_{t}\right), \hat{Z}_{t+1}\left(x_{i}\right)$ are linear. For Binomial $\operatorname{AR}(1)$, the MMSE estimate $\hat{Z}_{t+1}\left(z_{t}\right)$ is also linear, which may not hold for other $\operatorname{AR}(1)$ processes. However, due to the simple form of linear MMSE estimate and its applicability to more general random processes, we will solely focus on LMMSE estimates in this study.

### 3.3 Baseline Approach

The baseline approach (Figure 3.1a) provides differential privacy for a sequence $z_{1: T}$ by perturbing each $z_{t}$ directly: $x_{t}=z_{t}+$ perturbation. However, with this approach it is difficult to obtain a good privacy-accuracy tradeoff for sequences spanning a long time horizon $T$.


Figure 3.1: Comparison of two data release methods: $\left\{z_{t}\right\}_{t=1}^{T}$ is the true sequence, $\left\{x_{t}\right\}_{t=1}^{T}$ the released private sequence, $\widehat{Z}_{t}$ the estimate of $z_{t}$ learned from $x_{t-1}$, and $\left\{n_{t}\right\}_{t=1}^{T}$ the added noise.

The upper bound of the total privacy loss, $\epsilon_{T}$, can be characterized as a log-likelihood ratio of the released output under two sequences, which can be decomposed as follows:

$$
\log \frac{\mathscr{F}_{X_{1: T} \mid Z_{1: T}}\left(x_{1: T} \mid z_{1: T}\right)}{\mathscr{F}_{X_{1: T} \mid Z_{1: T}}\left(x_{1: T} \mid \hat{z}_{1: T}\right)}=\sum_{t=1}^{T} \log \frac{\mathscr{F}_{X_{t} \mid Z_{t}}\left(x_{t} \mid z_{t}\right)}{\mathscr{F}_{X_{t} \mid Z_{t}}\left(x_{t} \mid \hat{z}_{t}\right)},
$$

where the term $\log \frac{\mathscr{F} X_{t} \mid Z_{t}\left(x_{t} \mid z_{t}\right)}{\mathscr{\mathscr { F }} X_{t} \mid Z_{t}\left(x_{t} \mid \hat{t}_{t}\right)}$ bounds the privacy loss at time $t$. As the total privacy loss is accumulated over $T$ time steps, balancing the privacy-accuracy tradeoff becomes more and more difficult as $T$ increases. As long as the variance of perturbation is finite, as $T \rightarrow \infty, \epsilon_{T}$ inevitably approaches infinity.

We therefore proposal a method that can (i) improve the privacy-accuracy tradeoff significantly, and (ii) bound the total privacy loss over an infinite horizon when the variance of perturbation is finite.

### 3.4 The Proposed Approach

In our proposed method, data point $x_{t}$ at time step $t$ is released based on the previous released data $x_{t-1}$ and its true value $z_{t}$ (shown in Figure 3.1b).

The idea behind our approach is based on two observations: (1) Since $x_{t-1}$ is correlated with $z_{t}$ through $z_{t-1}$, we can use $x_{t-1}$ to obtain an estimate ${ }^{2}$ of $z_{t}$, denoted by $\hat{Z}_{t}\left(x_{t-1}\right)$, and release (perturbed

[^3]version of) $\hat{Z}_{t}\left(x_{t-1}\right)$ instead of $z_{t}$. (2) Since differential privacy is immune to post-processing [37], using $x_{t-1}$ to estimate $z_{t}$ does not introduce additional privacy loss. Thus, technically we can release an initial $x_{1}$ (perturbed version of $z_{1}$ ), followed by the sequence $x_{t}=\hat{Z}_{t}\left(x_{t-1}\right), t>1$. However, doing so will lead to a fairly inaccurate released sequence compared to the original, for while the privacy loss does not accumulate over time, the estimation error does. To balance the competing needs of accuracy (having the released sequence resemble the true sequence) and privacy, one must calibrate the released version using the true values.

There are different ways to calibrate the released sequence. In this study, we shall examine the use of the convex combination $\left(1-w_{t}\right) \hat{Z}_{t}\left(x_{t-1}\right)+w_{t} z_{t}$, and the perturbed version of this as the released $x_{t}$. Examples of other approaches to calibrating released sequences are discussed in Section 3.7. The weight parameter $w_{t}$ serves four purposes:


Figure 3.2: A two-step illustration of the proposed method: adding noise $n_{t}$ to the convex combination of estimate $\hat{Z}_{t}\left(x_{t-1}\right)$ and true value $z_{t}$ gives the released $x_{t}$.
(1) In addition to the perturbation $\sigma_{n}^{2}, w_{t}$ can also be tuned to better balance the privacy-accuracy tradeoff: larger $w_{t}$ results in a more accurate but less private sequence. In contrast, $\sigma_{n}^{2}$ is the only means of controlling this tradeoff in the baseline method.
(2) If MSE is the measure of accuracy, then $w_{t}$ can also be used to balance the bias-variance tradeoff. For a deterministic sequence $z_{1: T}$ with estimator $X_{t}$ at $t, \operatorname{Bias}\left(X_{t}\right)=\mathbb{E}\left(X_{t}\right)-z_{t}$ and $\operatorname{MSE}\left(X_{t}\right)=\mathbb{E}\left(\left(X_{t}-z_{t}\right)^{2}\right)$. The bias and variance can be controlled jointly by adjusting $w_{t}$ and $\sigma_{n}^{2}$, which can result in smaller $M S E$ as $M S E=$ Variance + Bias $^{2}$. In contrast, $x_{1: T}$ is always unbiased in the baseline method and $M S E=$ Variance always holds.
(3) If we keep $w_{t}$ private, then the method can prevent certain attackers from knowing the detail of the perturbation mechanism, resulting in stronger protection (Section 3.7).
(4) By adjusting $w_{t}$, it is possible to release the sequence spanning an infinite horizon with bounded total privacy loss (Section 3.5).

### 3.4.1 Estimate of $Z_{t}$ with Learned Correlation

We can estimate the true value $Z_{t}$ from $x_{t-1}$ using the LMMSE estimate $\hat{Z}_{t}\left(x_{t-1}\right)$ given in Section 3.2. However, it requires the knowledge of mean $\mu$, variance $\sigma^{2}$ and autocorrelation $\rho$ of $Z_{1: T}$, which

```
Algorithm 3: Est
    Input : \(x_{1: t-1}, \operatorname{Var}\left(N_{t}\right)\)
    \(\hat{\mu}=\frac{1}{t-1} \sum_{i=1}^{t-1} x_{i}\)
    \(\hat{\sigma}^{2}=\max \left\{\frac{1}{t-2} \sum_{i=1}^{t-1}\left(x_{i}-\hat{\mu}\right)^{2}-\operatorname{Var}\left(N_{t}\right), 0\right\}\)
    \(\hat{\rho}=\frac{\sum_{i=1}^{t-2}\left(x_{i}-\hat{\mu}\right)\left(x_{i+1}-\hat{\mu}\right)}{\sum_{i=1}^{t-2}\left(x_{i}-\hat{\mu}\right)^{2}}+\frac{1}{t-1} \mathbf{1}\left\{\rho^{\text {true }}>0\right\}^{3}\)
```

    Output: \(\hat{\rho}, \hat{\mu}, \hat{\sigma}^{2}\)
    may be unknown in reality and should be estimated. To avoid revealing more information about $z_{1: T}$, this estimate is obtained using only the released $x_{1: T}$, as shown in Algorithm 3, where both $\hat{\mu}$ and $\hat{\sigma}^{2}$ are unbiased, and $\hat{\rho}$ is adopted from [69] ${ }^{4}$.

Release $x_{t}$ with Estimate $\hat{Z}_{t}\left(x_{t-1}\right)$ and True Value $z_{t}$. Given the estimated parameters $\hat{\mu}, \hat{\sigma}^{2}$ and $\hat{\rho}$, using results presented in Section 3.2, the LMMSE estimate $\hat{Z}_{t}\left(x_{t-1}\right)$ can be approximated as

$$
\hat{Z}_{t}\left(x_{t-1}\right)=\hat{\mu}_{t-1}\left(1-\hat{\rho}_{t-1} \frac{\hat{\sigma}_{t-1}^{2}}{\hat{\sigma}_{t-1}^{2}+\operatorname{Var}\left(N_{t}\right)}\right)+\hat{\rho}_{t-1} \frac{\hat{\sigma}_{t-1}^{2}}{\hat{\sigma}_{t-1}^{2}+\operatorname{Var}\left(N_{t}\right)} x_{t-1}
$$

Take the convex combination of estimate $\hat{Z}_{t}\left(x_{t-1}\right)$ and true value $z_{t}$ with private weight $w_{t}$, and release:

$$
x_{t}=\left(1-w_{t}\right) \hat{Z}_{t}\left(x_{t-1}\right)+w_{t} z_{t}+\text { perturbation } .
$$

### 3.4.2 Privacy Mechanism

The perturbation term in the released data adds privacy protection. Existing literature provides methods on how to generate them. We shall adopt Gaussian mechanism [37] and bound the privacy loss in terms of perturbation.

Lemma 3 (Gaussian Mechanism). Consider query $\mathcal{Q}: \mathcal{D} \rightarrow \mathbb{R}$ with sensitivity $\Delta \mathcal{Q}$, and the Gaussian mechanism $\mathcal{G}(d)=\mathcal{Q}(d)+N$ which adds zero-mean Gaussian noise $N$ with variance $\sigma^{2}$ to the output. If $\sigma \geq \frac{\Delta \mathcal{Q} \sqrt{2 \log (1.25 / \delta)}}{\epsilon}$ for $\epsilon, \delta \in(0,1)$, then it satisfies $(\epsilon, \delta)$-differential privacy.
Definition 5 (Binomial noise). We call random variable $N$ the binomial noise if it is zero mean and follows the shifted binomial distribution, i.e., $N+m \sim \operatorname{Binomial}\left(2 m, \frac{1}{2}\right)$, whose probability mass

[^4]```
Algorithm 4: Sequential Data Release Algorithm
    Input : Sensitivity of query \(\Delta,\left\{\operatorname{Var}\left(N_{t}\right)\right\}_{t}\)
    for \(t=1,2, \cdots, T\) do
        Input : true state \(z_{t}\), weight \(w_{t}\)
        if \(t \leq 2\) then
            \(w_{t}=1\);
            Release : \(x_{t}=z_{t}+n_{t}\).
        else
            \(\hat{\rho}_{t-1}, \hat{\mu}_{t-1}, \hat{\sigma}_{t-1}^{2}=\operatorname{Est}\left(x_{1: t-1}, \operatorname{Var}\left(N_{t}\right)\right)\);
            \(r_{t}=\hat{\rho}_{t-1} \frac{\hat{\sigma}_{t-1}^{2}}{\hat{\sigma}_{t-1}^{2}+\operatorname{Var}\left(N_{t}\right)}\);
            Release : \(x_{t}=\left(1-w_{t}\right)\left(\hat{\mu}_{t-1}\left(1-r_{t}\right)+r_{t} x_{t-1}\right)+w_{t} z_{t}+n_{t}\)
    Output : privacy parameter \(\left(\epsilon_{T}, \delta_{T}\right)\)
```

function (PMF) is

$$
\operatorname{Pr}(N=k)=\binom{2 m}{k+m} \frac{1}{2^{2 m}}, k \in\{-m, \cdots, m-1, m\}
$$

with a variance $\frac{m}{2}$.
Lemma 4 (Binomial Mechanism). Consider a query $\mathcal{Q}: \mathcal{D} \rightarrow \mathbb{Z}$ that takes data $d \in \mathcal{D}$ as input and outputs an integer. The Binomial mechanism $\mathcal{B}(d)=\mathcal{Q}(d)+N$ adds binomial noise $N$ with variance $\frac{m}{2}$ to the output. If $1 \leq \Delta \mathcal{Q}+\frac{2 m+1}{\exp \left(\frac{\epsilon}{(\mathcal{Q}}\right)+1} \leq m+1$ for $\epsilon>0$, then the following holds:
(i) $\forall \epsilon>0$, it satisfies $(\epsilon, \delta)$-differential privacy with:

$$
\delta=\exp \left(-\frac{1}{m}\left(m-\Delta \mathcal{Q}+1-\frac{2 m+1}{\exp \left(\frac{\epsilon}{\Delta \mathcal{Q}}\right)+1}\right)^{2}\right) .
$$

(ii) $\forall \delta \in(0,1)$, it satisfies $(\epsilon, \delta)$-differential privacy with:

$$
\epsilon=\Delta \mathcal{Q} \log \left(\frac{2 m+1}{m-\Delta \mathcal{Q}+1-\sqrt{m \log \frac{1}{\delta}}}-1\right)
$$

Note that Binomial mechanism above is a generalization (for arbitrary sensitivity $\Delta \mathcal{Q}$ ) to the version (for the case $\Delta \mathcal{Q}=1$ ) first proposed in [36]. This is an approximation of the Gaussian mechanism; it has a much looser bound compared to the latter and more noise is needed to ensure a same level of privacy, which is consistent with the conclusion in [36]. However, the Gaussian mechanism only works when $\epsilon<1$, while our Binomial mechanism does not have this restriction


Figure 3.3: flowchart of the complete procedure
and is more suitable for a discrete setting.
The complete procedure of our method is illustrated in Figure 3.3 and given in Algorithm 4, where $n_{t}$ is a realization of Gaussian noise $N_{t}$ (or Binomial noise) when adopting the Gaussian (or Binomial) mechanism. $D_{H}$ in Figure 3.3 represents the history data that can be used for estimating parameters but won't be revealed during this time horizon.

Note that the Gaussian/Binomial mechanism only specifies privacy parameters over one time step. In the next section we specify $\left(\epsilon_{T}, \delta_{T}\right)$ over $T$ steps.

### 3.5 Privacy Analysis

Next, we bound the total privacy loss when $X_{1: T}$ is released using Algorithm 4. Since the total privacy loss is accumulated during $T$ steps, various composition methods can be applied to calculate $\left(\epsilon_{T}, \delta_{T}\right)$. We use the moments accountant method from [4] when $N_{t}$ is Gaussian; the corresponding result is given in Theorem 8. We use the composition theorem from [76] when $N_{t}$ is Binomial with the corresponding result given in Theorem 9.

Theorem 8. Let $Z_{t}=\mathcal{Q}\left(D_{t}\right)$ and $\Delta$ be the sensitivity of $\mathcal{Q}$, $\forall t$. Consider Algorithm 4 using zeromean Gaussian noise with $\operatorname{Var}\left(N_{t}\right)=\sigma_{n}^{2}, \forall t$, that takes sequence $z_{1: T}$ as input and outputs $x_{1: T}$. The following holds.
(i) Given any $\epsilon_{T} \geq \frac{\Delta^{2}}{2 \sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2}$, the algorithm satisfies $\left(\epsilon_{T}, \delta_{T}\right)$-differential privacy for

$$
\delta_{T}=\exp \left(\left(\frac{\frac{\Delta^{2}}{\sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2}}{4}-\frac{\epsilon_{T}}{2}\right)\left(\frac{\epsilon_{T}}{\frac{\Delta^{2}}{\sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2}}-\frac{1}{2}\right)\right) .
$$

(ii) Given any $\delta_{T} \in(0,1)$, the algorithm satisfies $\left(\epsilon_{T}, \delta_{T}\right)$-differential privacy for

$$
\epsilon_{T}=2 \sqrt{\frac{\Delta^{2}}{2 \sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2} \log \left(\frac{1}{\delta_{T}}\right)}+\frac{\Delta^{2}}{2 \sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2} .
$$

Theorem 8 says that if a sequence of noisy data is released following Algorithm 4 and the noise has variance $\sigma_{n}^{2}$, then with probability $1-\delta_{T}$, the total amount of privacy loss incurred to each individual during $T$ time steps is bounded by $\epsilon_{T}$. Here $\frac{\sigma_{n}}{\Delta}$ represents the degree of perturbation and $w_{t}$ is the weight on the true value. Smaller perturbation and larger weight result in higher privacy loss. Because of the mapping between $\sigma_{n}^{2}$ and $\left(\epsilon_{T}, \delta_{T}\right)$, we have the following result.

Corollary 1. Let $\left\{w_{t}\right\}_{t=1}^{T}$ be the weights used in generating $x_{1: T}$ in Algorithm 4. To satisfy $\left(\epsilon_{T}, \delta_{T}\right)$ differential privacy, the variance of Gaussian noise should be:

$$
\sigma_{n}^{2} \geq \frac{\Delta^{2} \sum_{t=1}^{T} w_{t}^{2}}{2 \epsilon_{T}+4 \ln \frac{1}{\delta_{T}}-4 \sqrt{\left(\ln \frac{1}{\delta_{T}}\right)^{2}+\epsilon_{T} \ln \frac{1}{\delta_{T}}}}
$$

To guarantee $\left(\epsilon_{T}, \delta_{T}\right)$-differential privacy, the noise magnitude will depend on both $w_{t}$ and $\Delta$. Larger sensitivity means larger impact of each individual on the released information and thus requires more perturbation for privacy protection; larger weights mean higher reliance on the true value in the released information, thus more perturbation is needed.

Theorem 9. Let $Z_{t}=\mathcal{Q}\left(D_{t}\right)$ and $\Delta$ be the sensitivity of $\mathcal{Q} \forall t$. Consider Algorithm 4 using Binomial noise with $\operatorname{Var}\left(N_{t}\right)=\frac{m}{2}, \forall t$ that takes sequence $z_{1: T}$ as input and outputs $x_{1: T}, \forall \tilde{\delta} \in[0,1]$, if $1 \leq w_{t} \Delta+\frac{2 m+1}{\exp \left(\frac{\epsilon}{w_{t} \Delta}\right)+1} \leq m+1, \forall t$, then the algorithm is $\left(\tilde{\epsilon}_{\tilde{\delta}}, 1-(1-\tilde{\delta}) \prod_{t=1}^{T}\left(1-\delta_{t}\right)\right)$-differentially private for:

with any $\epsilon_{t}>0$ and corresponding

$$
\delta_{t}=\exp \left(-\frac{1}{m}\left(m-w_{t} \Delta+1-\frac{2 m+1}{\exp \left(\frac{\epsilon_{t}}{w_{t} \Delta}\right)+1}\right)^{2}\right),
$$

or with any $\delta_{t} \in(0,1)$ and corresponding

$$
\epsilon_{t}=w_{t} \Delta \log \left(\frac{2 m+1}{m-w_{t} \Delta+1-\sqrt{m \log \frac{1}{\delta_{t}}}}-1\right) .
$$

Note that Algorithm 4 reduces to the baseline approach when $w_{t}=1, \forall t$. Theorems 8,9 and Corollary 1 also hold for the baseline method if we set $w_{t}=1, \forall t$. When the noise variance is finite, using the baseline method we have $\forall \delta_{T}, \epsilon_{T} \rightarrow \infty$ as $T \rightarrow \infty$. However, under the proposed method, it is possible that $\lim _{T \rightarrow \infty} \epsilon_{T}<\infty$ by controlling $w_{t}$, e.g., by taking $w_{t}$ as a decreasing geometric sequence.

### 3.6 Accuracy Analysis

In this section, we compare the accuracy of our method and the baseline method using the Mean Squared Error (MSE) measure, defined as $\mathbb{E}_{X_{1: T}}\left(\left\|x_{1: T}-z_{1: T}\right\|^{2}\right)$.

For simplicity of exposition, the analysis in this section is based on the assumption that the true values of parameters $\left(\rho, \mu, \sigma^{2}\right)$ of the underlying process are known. Additional error introduced by estimating parameters in Algorithm 3 is examined numerically in Section 3.8. In addition, we will only present the case of Gaussian $\mathrm{AR}(1)$ process and $\operatorname{Var}\left(N_{t}\right)=\sigma_{n}^{2}, \forall t$.

Theorem 10. Let the sequence $z_{1: T}$ be generated by the Gaussian $A R(1)$ process $Z_{1: T}$ with $Z_{t} \sim$ $\mathcal{N}\left(\mu, \sigma_{z}^{2}\right)$ and $\operatorname{Corr}\left(Z_{t} Z_{t-\tau}\right)=\rho^{|\tau|}, \forall t$. Let $x_{1: T}$ be the sequence released by Algorithm 4. Then $\mathbb{E}_{X_{1: T}}\left(\left\|x_{1: T}-z_{1: T}\right\|^{2}\right)$ is given by

$$
\underbrace{\sigma_{z}^{2}\left(1-\rho^{2} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\sigma_{n}^{2}}\right) \sum_{t=1}^{T}\left(1-w_{t}\right)^{2}}_{\text {estimation error }}+\underbrace{T \sigma_{n}^{2}}_{\text {perturbation error }} .
$$

Theorem 10 suggests that the total error consists of two parts: (i) estimation error and (ii) perturbation error. For the former, a sequence with stronger autocorrelation (larger $\rho$ ) enables more
accurate estimate, resulting in lower estimation error. Further, higher weight on the true value $z_{t}$ (larger $w_{t}$ ), or less perturbation (smaller $\sigma_{n}^{2}$ ), also lowers the estimation error.

Theorem 11 below further compares the privacy-accuracy tradeoff of the two methods, where MSE is compared under the same privacy parameters $\left(\epsilon_{T}, \delta_{T}\right)$.

Theorem 11. Let sequential data $z_{1: T}$ be generated by the Gaussian $A R(1)$ process $Z_{1: T}$ with $Z_{t} \sim \mathcal{N}\left(\mu, \sigma_{z}^{2}\right)$ and $\operatorname{Corr}\left(Z_{t} Z_{t-\tau}\right)=\rho^{|\tau|}, \forall t$. Let $x_{1: T}^{A}, x_{1: T}^{B}$ be the sequences released by Algorithm 4 and the baseline method, respectively. Let $\left(\sigma_{n}^{2}\right)^{A},\left(\sigma_{n}^{2}\right)^{B}$ be the corresponding noise variance. Suppose both outputs satisfy $\left(\epsilon_{T}, \delta_{T}\right)$-differential privacy, then

$$
\frac{T}{\left(\sigma_{n}^{2}\right)^{B}}=\frac{\sum_{t=1}^{T} w_{t}^{2}}{\left(\sigma_{n}^{2}\right)^{A}}=\frac{2 \epsilon_{T}+4 \ln \frac{1}{\delta_{T}}-4 \sqrt{\left(\ln \frac{1}{\delta_{T}}\right)^{2}+\epsilon_{T} \ln \frac{1}{\delta_{T}}}}{\Delta^{2}} .
$$

Furthermore, $\exists\left\{w_{t}\right\}_{t=1}^{T}, w_{t} \in(0,1)$ and $\left(\sigma_{n}^{2}\right)^{A}$, that satisfy Eqn. (3.3) and with which $x_{1: T}^{A}$ is more accurate than $x_{1: T}^{B}$.

Moreover, if a constant weight $w_{t}=w, \forall t$ is used, then $x_{1: T}^{A}$ is more accurate than $x_{1: T}^{B}$ if:

$$
\begin{equation*}
w>\frac{1-\left(\sigma_{n}^{2}\right)^{B} / \sigma_{z}^{2}}{1+\left(\sigma_{n}^{2}\right)^{B} / \sigma_{z}^{2}} . \tag{3.3}
\end{equation*}
$$

As mentioned earlier, when $w_{t}=1, \forall t$, Algorithm 4 reduces to the baseline method, and $x_{1: T}^{A}$ and $x_{1: T}^{B}$ become equivalent. Theorem 11 shows that our method can strictly improve the privacyaccuracy tradeoff by controlling $w_{t} \in(0,1)$. It also provides the guidance on how to select a constant weight $w_{t}=w, \forall t$, to guarantee this improvement from Eqn. (A.51): (i) If $\left(\sigma_{n}^{2}\right)^{B}>\sigma_{z}^{2}$, i.e., the privacy requirement is high and large perturbation is needed, then our method can always outperform the baseline regardless of the choice of $w \in(0,1)$. In particular, if choosing $w \rightarrow 0$, our method will have large estimation error, but privacy can be provided with insignificant perturbation; the overall error is dominated by the estimation error, which is still smaller than the perturbation error in the baseline. (ii) If $\left(\sigma_{n}^{2}\right)^{B}<\sigma_{z}^{2}$, then $w$ should be sufficiently large to maintain accuracy.

### 3.7 Discussion

Generalization: The proposed method is not limited to AR(1) processes; it can be applied to any (weakly) stationary random process. This is because the LMMSE estimate only depends on the mean, variance and correlation of the random process. The methodologies used in Sections 3.5 and 3.6 are also not limited to $\operatorname{AR}(1)$ processes. In Section 3.8, the real-world datasets used in the experiments do not necessarily follow $\operatorname{AR}(1)$, but our method is shown to achieve better performance.

Robustness against certain attacks: Differential privacy is a strong privacy guarantee and a worst-case measure, as it bounds privacy loss over all possible outputs and inputs. In practice, how much information about $z_{1: T}$ can really be inferred by an attacker depends on how strong it is assumed to be. An attacker is able to infer more information with higher confidence if it knows the exact perturbation mechanism used in generating $x_{1: T}$, i.e., $\operatorname{Pr}\left(X_{t} \mid Z_{t}\right)$. If an attacker knows the noise distribution $\mathcal{N}\left(0, \sigma_{n}^{2}\right)$, then it will know $\operatorname{Pr}\left(X_{t} \mid Z_{t}\right)$ automatically with the baseline method, i.e., $X_{t} \mid Z_{t} \sim \mathcal{N}\left(Z_{t}, \sigma_{n}^{2}\right)$. However, with our method, $X_{t} \mid Z_{t} \sim \mathcal{N}\left(w_{t} Z_{t}+\left(1-w_{t}\right) \hat{Z}_{t}\left(x_{t-1}\right), \sigma_{n}^{2}\right)$. If $w_{t}$ is private, thus unknown to the attacker, then $\operatorname{Pr}\left(X_{t} \mid Z_{t}\right)$ is not readily inferable. Therefore, in practice our method can prevent this class of attackers from knowing the details of the perturbation mechanism, thus can be stronger.

Impact of estimating parameters from noisy sequence: The analysis in Section 3.6 shows that when the true parameters of the underlying process are known, our algorithm can always outperform the baseline method. However, these may be unknown in reality and need to be estimated from the released sequence using Algorithm 3, which leads to additional estimation error. Nevertheless, this can still outperform the baseline method. Consider the extreme case where $\left(\sigma_{n}^{2}\right)^{A} \rightarrow+\infty$. The LMMSE estimate from the noisy data $\hat{Z}_{t}\left(x_{t-1}\right) \rightarrow \mathbb{E}\left(Z_{t}\right) \approx \hat{\mu}_{t-1}$. Since the added noise is zero-mean, with enough released data $\hat{\mu}_{t-1}$ can attain sufficient accuracy. Then $x_{t}$ determined by both $\hat{\mu}_{t-1}$ and true $z_{t}$ before adding noise becomes a filtered version of the true sequence, and its accuracy after adding noise will still be higher than the baseline method under the same privacy measure; this point is further validated by experiments in Section 3.8.

Other approaches to calibrating released sequence: We have used the convex combination of estimate $\hat{Z}_{t}\left(x_{t-1}\right)$ and true data $z_{t}$ to calibrate the released data. This method is effective and easy to use and analyze. In particular, the weight in the convex combination provides an additional degree of freedom and serves four purposes (Section 3.4). There are also other approaches to calibrating
the released sequence. For example, we can leverage all released points to estimate new data, and use a sequence of estimates to calibrate, i.e., $\sum_{i=1}^{t-1} w_{i} \hat{Z}_{t}\left(x_{i}\right)+w_{t} z_{t}$. One could also use a non-linear combination to calibrate, e.g., $w_{t} z_{t}+\left(1-w_{t}\right) \sqrt{z_{t} \hat{Z}_{t}\left(x_{t-1}\right)}$.

### 3.8 Experiments

In this section, we compare the privacy-accuracy tradeoff of our method with other methods using real-world datasets. Fixed weights, $w_{t}=w, \forall t$, are used in the proposed method.

Methods: For comparison, in addition to the baseline method, we also consider the following.

- Baseline-Laplace: Laplace noise $n_{t} \sim \operatorname{Lap}\left(0, \frac{T \Delta}{\epsilon_{T}}\right)$ is added to $z_{t}$ independently at each time step.
- FAST without sampling [41] ${ }^{5}$ : Laplace noise $n_{t} \sim \operatorname{Lap}\left(0, \frac{T \Delta}{\epsilon_{T}}\right)$ is first added to $z_{t}$, then a posterior estimate of each $z_{t}$ using the Kalman filter is released. Since it assumes the time series follows a random process $Z_{t+1}=Z_{t}+U_{t}$ with $U_{t} \sim \mathcal{N}\left(0, \sigma_{u}^{2}\right)$, to use the Kalman filter it requires $\sigma_{u}^{2}$ to be known in advance. Moreover, it also needs to use a Gaussian noise $\tilde{n}_{t} \sim \mathcal{N}\left(0, \sigma_{a p p}^{2}\right)$ to approximate the added Laplace noise $n_{t}$. In our experiments, $\sigma_{a p p}^{2}$ is chosen based on the guidelines provided in [41] and $\sigma_{u}^{2}$ that gives the best performance is selected using exhaustive search.
- DFT [121]: Discrete Fourier Transform is applied to the entire sequence first, then among $T$ Fourier coefficients $\operatorname{DFT}\left(z_{1: T}\right)_{j}=\sum_{i=1}^{T} \exp \left(\frac{2 \pi \sqrt{-1}}{T} j i\right) x_{i}, j \in[T]$, it selects the top $d$ and perturbs each of them using Laplace noise $\frac{\sqrt{d T} \Delta}{\epsilon_{T}}$. Lastly, it pads $T-d 0$ 's to this perturbed coefficients vector and applies Inverse Discrete Fourier Transform. In our experiments, $d$ that gives the best performance is selected from $\{1, \cdots, T\}$ using exhaustive search.
- $B A$ and $B D$ [81]: Two privacy budget allocation mechanisms, Budget Distribution (BD) \& Budget Absorption (BA), are used to dynamically allocate privacy budget over time based on the dissimilarity between the previously released data and the new data. The new private data is released at each time step only when the data is sufficiently different from the previously

[^5]released data; otherwise, the previous data is recycled and released again. The idea is to improve accuracy by allocating more privacy budgets to the most important data points.

Real-World Dataset: We use the following datesets in our experiments.

- Ride-sharing counts [42]: this is generated using historical log from Capital Bikeshare system, USA, in 2011. It includes the counts of rented bikes aggregated on both an hourly and daily basis.
- NY traffic volume counts in 2011 [33]: this is collected by the Department of Transportation (DOT). It contains the counts of traffic in various roadways from 12AM to 1 PM on an hourly basis each day. We aggregate the counts from all roadways and concatenate sequences from different days in chronological order.
- Federal Test Procedure (FTP) drive cycle [40]: this dataset includes a speed profile for vehicles, and it simulates urban driving patterns. It can be used for emission certification and fuel economy testing of vehicles in the United States.

Accuracy Metric: We use relative error ( $R E$ ) defined as the normalized MSE to measure the accuracy of $x_{1: T}$ :

$$
R E\left(z_{1: T}, x_{1: T}\right)=\frac{1}{T} \frac{\left\|z_{1: T}-x_{1: T}\right\|_{2}}{\max _{1 \leq t \leq T}\left|z_{t}\right|} .
$$

The comparison results are shown in Figure 3.4, where we use $\delta_{T}=10^{-7}$ in baseline-Normal and the proposed method, and $\Delta=1$ as each data point $z_{t}$ is a count over a dataset. The left plot compares the relative error achieved by different methods under the same $\epsilon_{T}$.

However, the baseline-Laplace, FAST and DFT methods satisfy $\left(\epsilon_{T}, 0\right)$-differential privacy while the baseline-Normal and proposed methods satisfy $\left(\epsilon_{T}, 10^{-7}\right)$-differential privacy. Even though $\delta_{T}=10^{-7}$ appears small, the total privacy loss $\epsilon_{T}$ under these methods are calculated using different composition methods. Comparing different methods solely based on $\epsilon_{T}$ may not be appropriate as the improvement in $\epsilon_{T}$ may come from the composition strategy but not the algorithm itself.

To address this issue, we add the right plot in Figure 3.4, where noises in baseline-Laplace and baseline-Normal are chosen such that the error achieved by baseline-Normal is no less than baselineLaplace, i.e., the black curve is slightly over the green curve in the plot. This would guarantee that baseline-Normal provide stronger privacy than baseline-Laplace. By further controlling the proposed method to have the same privacy as baseline-Normal (noise variances in two methods satisfy Eqn. (3.3)), and FAST and DFT to have the same privacy as baseline-Laplace, we can


Figure 3.4: Comparison of different methods
guarantee the proposed method is at least as private as FAST and DFT. In the plot, the $x$-axis denotes the variance of added noise in baseline-Laplace and the noise parameters of the other methods are selected accordingly. It shows that the proposed method outperforms FAST; the improvement is more significant when the privacy requirement is high. While generally DFT performs better than the proposed method, it is an offline method which requires the entire sequence to be known a priori. However, as perturbation increases (more private), the proposed method can achieve similar


Figure 3.7: Sequences aggregated from 10 runs of experiments using different methods under the same $\epsilon_{T}$ (left plot). In the right plot, noise variance is selected in each method such that the proposed method and baseline-Normal are at least as private as FAST and baseline-Laplace.
performance as DFT.
The DFT method can also be adapted online; one way to do this is to perform DFT over a subsequence of length $T_{\text {delay }} \ll T$ (data released with delay $T_{\text {delay }}$ ). We examine the performance of such a method on the Traffic dataset by comparing it with


Figure 3.5: Comparison with Online DFT

DFT and baseline-Laplace. Figure 3.5 shows that when $T_{\text {delay }}=0$ (data released in real-time, DFT applied to one data point each time and on one coefficient), the performance is similar to baseline-Laplace; as $T_{\text {delay }}$ increases, it

Figure 3.7 shows the private traffic counts generated using various methods. For each method, we repeat the experiment 10 times and obtain 10 sample paths $\left\{x_{1: T}\right\}_{k=1}^{10}$. The curves in the plot show the average $\frac{1}{10} \sum_{k=1}^{10} x_{1: T}^{k}$ while the shaded area indicates their variance whose upper


Figure 3.6: Comparison with BA and BD [81]. and lower bound at each $t$ are $\max _{k} x_{t}^{k}$ and $\min _{k} x_{t}^{k}$, respectively. The similar results can be observed for other datasets.

We also compare our proposed method with BA and BD proposed in [81]. Unlike our model,
where a single query is released at every time step, BA and BD are designed to release a vector of length $d$ each time. Moreover, BA and BD adopt $(\epsilon, 0)$-differential privacy. In order to compare with our method, we set $d=1$ and use baseline-Laplace and baseline-Normal as two baselines. Specifically, we choose noises for different methods such that: (1) our proposed method and baseline-Normal have the same privacy guarantee; (2) BA, BD, and baseline-Laplace have the same privacy guarantee; and (3) baseline-Normal is at least as private as baseline-Laplace. The results are shown in Figure 3.6, where the $y$-axis indicates the averaged relative error of 10 independent runs of experiment and $x$-axis is the privacy loss per time step under baseline-Laplace. As illustrated, our method outperforms others. It is worth noting that BA and BD may not even outperform baseline-Laplace. This is because in both BA and BD , half of the privacy budget is assigned to measure the dissimilarity between previously released data and new data; thus only half of the privacy budget is left for releasing the sequence. Moreover, as mentioned, BA and BD are meant for releasing a vector, especially when $d$ is large; the error of the released sequence can be large when $d$ is small (Theorem 6 and 7 in [81]). It further suggests that in settings where only a single query is released $(d=1)$, BA and BD may not be suitable.

As mentioned earlier, the baseline is a special case ( $w_{t}=1, \forall t$ ) of our method, which can always outperform the former with better tuned weights. The achievable improvement depends on the correlation of the sequence. We show this in Figure 3.8, the error of various synthetic sequences using dif-


Figure 3.8: Impact of correlation on performance ferent weights under the same privacy $\epsilon_{T}$. Each sequence follows Gaussian $\operatorname{AR}(1)$ with $Z_{t} \sim \mathcal{N}(0,1)$ but the correlation $\rho$ varies from 0.1 to 0.9 . It shows that (i) in all cases, one can find weights for our method to outperform the baseline; sequences with high $\rho$ have the highest accuracy under the same $\epsilon_{T}$; (ii) with weak (resp. strong) privacy as shown on the right (resp. left), the smallest weights that can give improvement are close to 1 (resp. 0) and the achievable improvement is small (resp. large) as compared to the baseline. As released data depends less (resp. more) on estimates when weights are large (resp. small), the correlation within the sequence does not (resp. does) affect performance significantly. In the right (resp. left) plot with weak (resp. strong) privacy, curves with lowest error are similar under different $\rho$ (resp. decreases in $\rho$ ).

We also examine the impact of estimating parameters from a noisy sequence; the result is shown in Figure 3.9, where Gaussian AR(1) sequences are generated. Red curves represent the relative error achieved using the proposed method where $\hat{\mu}_{t}, \hat{\sigma}_{t}^{2}$ and $\hat{\rho}_{t}$ at each time are estimated from the previous released sequence; blue


Figure 3.9: Impact of estimation from noisy sequence: $Z_{1: T}$ satisfies $Z_{t+1}=\rho Z_{t}+U_{t}$ with $U_{t} \sim \mathcal{N}(0,10), Z_{0}=0$ and weak ( $\rho=0.1$ ) or strong $(\rho=0.8)$ autocorrelation. curves represent the case where we use true parameters $\mu, \sigma^{2}, \rho$ to estimate $z_{t}$ using $x_{t-1}$. As expected, estimating parameters from a noisy sequence degrades the performance. However, even with this impact the proposed method continues to outperform the baseline significantly.


Figure 3.10: Drive cycles under different levels of privacy: the privacy guarantee in the left plot is stronger than that of the right plot.

The proposed method is not limited to count queries and is more broadly applicable. For example, this method can be used in intelligent transportation systems to enable private vehicle-to-vehicle communication. In our studies [67,148], a predictive cruise controller is designed for a follower vehicle using a private speed profile transmitted from its leader vehicle. Specifically, instead of broadcasting the real speed profile (FTP drive cycle), the leader vehicle generates a differentially private speed profile using the proposed method. A follower vehicle then designs an optimal speed planner based on the received information. Within this application context, query $\mathcal{Q}(v)$ represents the vehicle's speed information, and sensitivity $\Delta$ is the range of the vehicle's speed. Figure 3.10
shows the private speed profiles generated using the proposed method and baseline-Normal. A private optimal speed planner is designed in $[67,148]$ using these private profiles. The results show that the controller performance deteriorates significantly under the baseline method. In contrast, the controller designed with the proposed method can attain an accuracy that is sufficient for predictive control purposes. We refer an interested reader to [67,148] for more details and the performance of the private controller.

## Part II

## Fair Machine Learning with Human in Feedback Loops

## CHAPTER 4

## Long-Term Impact of Fairness Interventions on Group Representation

### 4.1 Introduction

From this chapter, we set out to understand the long-term impact of (fair) machine learning algorithms on the well-being of different social groups. We will begin with the dynamics where individuals interact with ML decisions by leaving/staying ML systems. Specifically, we consider a discrete-time sequential decision process applied to a population consists of individuals from multiple demographic groups, where individuals' responses (stay or leave) to the decisions made at each time step are manifested in changes in the population in the next time step.

To motivate our problem, consider an example in speech recognition. It has been documented that speech recognition products such as Amazon's Alexa and Google Home have accent bias against non-native speakers [59], with native speakers experience much higher quality than nonnative speakers. If this difference leads to more native speakers using such products while driving away non-native speakers, then over time the data used to train the model may become even more skewed toward native speakers, with fewer and fewer non-native samples. Without intervention, the resulting model becomes even more accurate for the former and less for the latter, which then reinforces their respective user experience [60].

In this chapter, we are particularly interested in understanding what happens to group representation (demographic sizes) over time when models with fairness guarantee (e.g., EqOpt, DP) are used, and how it is affected when the groups' underlying feature distributions are also affected/reshaped by decisions.

Our main contributions and findings are as follows.

1. We introduce a user retention model to capture users' reaction (stay or leave) to the decision (Section 4.3).
2. We first consider the case where the decisions only affect individual's participation and the groups' feature distributions are fixed over time.

- We identify conditions under which group representation disparity exacerbates over time and eventually the disadvantaged groups may diminish entirely from the system (Theorems 12 and 13).
- We show the conditions that lead to exacerbation of disparity unfortunately can be easily satisfied when decisions are made based on a typical algorithm (e.g., taking objective as minimizing the total loss) under commonly used fairness criteria (e.g., DP, EpOpt) (Theorem 15).

3. We further consider the case where the decisions also affect groups' feature distributions, and examine its impact on group representations.

- We show that exacerbation of disparity continues to hold and can accelerate when feature distributions are affected and change over time (Theorem 16).

4. Our results show that if the factors equalized by the fairness criterion do not match what drives user retention, then the difference in (perceived) treatment will exacerbate representation disparity over time. It suggests fairness has to be defined with a good understanding of how users are affected by the decisions.
5. Given the knowledge of user dynamics, we propose a method for finding the proper fairness criterion that mitigates representation disparity (Section 4.4.4).

The remainder of this chapter is organized as follows. Section 4.2 presents related work. Section 4.3 formulates the problem. The impact of various fairness criteria on group representation disparity is analyzed and presented in Section 4.4, as well as potential mitigation. Experiments are presented in Section 4.5. All proofs can be found in Appendix C.

### 4.2 Related Work

The impact of fairness interventions on both individuals and society, and the fairness in sequential decision making have been studied extensively in the literature [60,63,65,79,103]. Specifically, [103] constructs a one-step feedback model over two consecutive time steps and characterizes the impact
of fairness criteria (statistical parity and equal of opportunity) on changing each individual's feature and reshaping the entire population. Similarly, [63] proposes an effort-based measure of unfairness and constructs an individual-level model characterizing how an individual responds to the decisions based on it. The impact on the entire group is then derived from it and the impacts of fairness intervention are examined. While both highlight the importance of temporal modeling in evaluating the fairness, their main focus is on the adverse impact on feature distribution, rather than on group representation disparity. In contrast, our work focuses on the latter but also considers the impact of reshaping feature distributions. Moreover, we formulate the long-term impact over infinite horizon while [63, 103] only inspect the impact over two steps.
[60] also considers a sequential framework where the user departure is driven by model accuracy. It adopts the objective of minimizing the loss of the group with the highest loss (instead of overall or average loss), which can prevent the extinction of any group from the system. It requires multiple demographic groups use the same model and does not adopt any fairness criterion. In contrast, we are more interested in the impact of various fairness criteria on representation disparity and if it is possible to sustain the group representation by imposing any fairness criterion. Other differences include the fact we consider the case when feature distributions are reshaped by the decisions (Section 4.4.3) and [60] does not.
[79] constructs a two-stage model in the context of college admission, it shows that increasing admission rate of a group can increase the overall qualification for this group overtime. [65] describes a model in the context of labor market. They show that imposing the demographic parity constraint can incentivize under-represented groups to invest in education, which leads to a better long-term equilibrium.

Another line of research is to study fairness problems in online learning [16,31,62,70,131,144]. Most of them focus on proposing appropriate fairness notions to improve the fairness-accuracy trade-off. To the best of our knowledge, none of them considers the impact of fairness criteria on group representation disparity.

### 4.3 Problem Formulation

Consider two demographic groups $\mathcal{G}_{a}, \mathcal{G}_{b}$ distinguished based on some sensitive attribute $S \in\{a, b\}$ (e.g., gender, race). An individual from either group has feature $X_{t} \in \mathbb{R}^{d}$ and label $Y_{t} \in\{0,1\}$ at time $t$, both can be time varying. Denote by $\mathcal{G}_{s}^{y} \subset \mathcal{G}_{s}$ the subgroup with label $y, y \in\{0,1\}, s \in\{a, b\}, f_{s, t}^{y}(x):=$
$P_{X_{t} \mid Y_{t}, S}(x \mid y, s)$ its feature distribution and $n_{s}(t)$ the size of $\mathcal{G}_{s}$ as a fraction of the entire population at time $t$. Then the difference between $n_{a}(t)$ and $n_{b}(t)$ measures the representation disparity between two groups at time step $t$. Denote by $\alpha_{s, t}=P_{Y_{t} \mid S}(1 \mid s)$ the fraction of positive label in group $s$ at time $t$, then the distribution of $X$ over $\mathcal{G}_{s}$ is given by $f_{s, t}(x)=P_{X_{t} \mid S}(x \mid s)=\alpha_{s, t} f_{s, t}^{1}(x)+\left(1-\alpha_{s, t}\right) f_{s, t}^{0}(x)$ and $f_{a, t} \neq f_{b, t}$.

Consider a sequential setting where the decision maker at each time makes a decision $D_{t} \in\{0,1\}$ about each individual based on group-dependent policies. Let $\pi_{s, t}(x)=P_{D_{t} \mid X_{t}, S}\left(1 \mid x_{t}, s\right)$ be the decision rule for $\mathcal{G}_{s}$ at time $t$, which is parameterized by $\theta_{s}(t) \in \mathbb{R}^{d}, s \in\{a, b\}$. The goal of the decision maker at time $t$ is to find the best parameters $\theta_{a}(t), \theta_{b}(t)$ such that the corresponding decisions about individuals from $\mathcal{G}_{a}, \mathcal{G}_{b}$ maximize its utility (or minimize its loss) in the current time. Within this context, the commonly studied fair machine learning problem is the one-shot problem stated as follows, at time step $t$ :

$$
\begin{array}{rc}
\min _{\theta_{a}, \theta_{b}} & \boldsymbol{O}_{t}\left(\theta_{a}, \theta_{b} ; n_{a}(t), n_{b}(t)\right)=n_{a}(t) O_{a, t}\left(\theta_{a}\right)+n_{b}(t) O_{b, t}\left(\theta_{b}\right) \\
\text { s.t. } & \Gamma_{\mathcal{C}, t}\left(\theta_{a}, \theta_{b}\right)=0, \tag{4.1}
\end{array}
$$

where $\boldsymbol{O}_{t}\left(\theta_{a}, \theta_{b} ; n_{a}(t), n_{b}(t)\right)$ is the overall objective of the decision maker at time $t$, which consists of sub-objectives from two groups weighted by their group proportions. ${ }^{1} \Gamma_{\mathcal{C}, t}\left(\theta_{a}, \theta_{b}\right)=0$ characterizes fairness constraint $\mathcal{C}$, which requires the parity of certain statistical measure (e.g., positive classification rate, false positive rate, etc.) across different demographic groups. Some commonly used criteria will be elaborated in Section 4.4.1. Both $O_{s, t}\left(\theta_{s}\right)$ and $\Gamma_{\mathcal{C}, t}\left(\theta_{a}, \theta_{b}\right)=0$ depend on $f_{s, t}(x)$. The resulting solution $\left(\theta_{a}(t), \theta_{b}(t)\right)$ will be referred to as the one-shot fair decision under fairness $\mathcal{C}$, where the optimality only holds for a single time step $t$.

In this study, we seek to understand how the group representation evolves in a sequential setting over the long run when different fairness criteria are imposed. To do so, the impact of the current decision on the size of the underlying population is modeled by the following discrete-time retention dynamics. Denote by $N_{s}(t) \in \mathbb{R}_{+}$the expected number of users in group $s$ at time $t$ :

$$
\begin{equation*}
N_{s}(t+1)=N_{s}(t) \cdot \lambda_{s, t}\left(\theta_{s}(t)\right)+\beta_{s}, \forall s \in\{a, b\}, \tag{4.2}
\end{equation*}
$$

[^6]where $\lambda_{s, t}\left(\theta_{s}(t)\right)$ is the retention rate, i.e., the probability of a user from $\mathcal{G}_{s}$ who was in the system at time $t$ remaining in the system at time $t+1$. This is assumed to be a function of the user experience, which could be the actual accuracy of the algorithm or their perceived (mis)treatment. This experience is determined by the application and is different under different contexts. For instance, in domains of speaker verification and medical diagnosis, it can be considered as the average loss, i.e., a user stays if he/she can be classified correctly; in loan/job application scenarios, it can be the rejection rates, i.e., user stays if he/she gets approval. $\beta_{s}$ is the expected number of exogenous arrivals to $\mathcal{G}_{s}$ and is treated as a constant in our analysis, though our main conclusion holds when this is modeled as a random variable. Accordingly, the relative group representation for time step $t+1$ is updated as
$$
n_{s}(t+1)=\frac{N_{s}(t+1)}{N_{a}(t+1)+N_{b}(t+1)}, \forall s \in\{a, b\} .
$$

For the remainder of this chapter, $\frac{n_{a}(t)}{n_{b}(t)}$ is used to measure the group representation disparity at time $t$. As $n_{s}(t)$ and $f_{s, t}(x)$ change over time, the one-shot problem (4.1) is also time varying. In the next section, we examine what happens to $\frac{n_{a}(t)}{n_{b}(t)}$ when one-shot fair decisions are applied in each step.

### 4.4 Group Representation Disparity in the Sequential Setting

Below we present results on the monotonic change of $\frac{n_{a}(t)}{n_{b}(t)}$ when applying one-shot fair decisions in each step. It shows that the group representation disparity can worsen over time and may lead to the extinction of one group under a monotonicity condition stated as follows.

Monotonicity Condition. Consider two one-shot problems defined in (4.1) with objectives $\widehat{\boldsymbol{O}}\left(\theta_{a}, \theta_{b} ; \widehat{n}_{a}, \widehat{n}_{b}\right)$ and $\widetilde{\boldsymbol{O}}\left(\theta_{a}, \theta_{b} ; \widetilde{n}_{a}, \widetilde{n}_{b}\right)$ over distributions $\widehat{f_{k}}(x), \widetilde{f}_{k}(x)$ respectively. Let $\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right),\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right)$ be the corresponding fair decisions. We say that two problems $\widehat{\boldsymbol{O}}$ and $\widetilde{\boldsymbol{O}}$ satisfy the monotonicity condition given a dynamic model iffor any $\widehat{n}_{a}+\widehat{n}_{b}=1$ and $\widetilde{n}_{a}+\widetilde{n}_{b}=1$ such that $\frac{\widehat{n}_{a}}{\widehat{n}_{b}}<\frac{\widetilde{n}_{a}}{\tilde{n}_{b}}$, the resulting retention rates satisfy $\widehat{\lambda}_{a}\left(\widehat{\theta}_{a}\right)<\widetilde{\lambda}_{a}\left(\widetilde{\theta}_{a}\right)$ and $\widehat{\lambda}_{b}\left(\widehat{\theta}_{b}\right)>\widetilde{\lambda}_{b}\left(\widetilde{\theta}_{b}\right)$.

Note that this condition is defined over two one-shot problems and a given dynamic model. It is not limited to specific families of objective or constraint functions; nor is it limited to onedimensional features. The only thing that matters is the group proportions within the system and the retention rates determined by the decisions and the dynamics. It characterizes a situation where
when one group's representation increases, the decision becomes more in favor of this group and less favorable to the other, so that the retention rate is higher for the favored group and lower for the other.

Theorem 12. [Exacerbation of representation disparity] Consider a sequence of one-shot problems (4.1) with objective $\boldsymbol{O}_{t}\left(\theta_{a}, \theta_{b} ; n_{a}(t), n_{b}(t)\right)$ at each time $t$. Let $\left(\theta_{a}(t), \theta_{b}(t)\right)$ be the corresponding solution and $\lambda_{s, t}\left(\theta_{s}(t)\right)$ be the resulting retention rate of $\mathcal{G}_{s}, s \in\{a, b\}$ under a dynamic model (4.2). If the initial states satisfy $\frac{N_{a}(1)}{N_{b}(1)}=\frac{\beta_{a}}{\beta_{b}}, N_{s}(2)>N_{s}(1),{ }^{2}$ and one-shot problems in any two consecutive time steps, i.e., $\boldsymbol{O}_{t}, \boldsymbol{O}_{t+1}$, satisfy monotonicity condition under the given dynamic model, then the following holds. Let $\diamond$ denote either " <" or " = " or " >", if $\lambda_{a, 1}\left(\theta_{a}(1)\right) \diamond \lambda_{b, 1}\left(\theta_{b}(1)\right)$, then $\frac{n_{a}(t+1)}{n_{b}(t+1)} \diamond \frac{n_{a}(t)}{n_{b}(t)}$ and $\lambda_{a, t+1}\left(\theta_{a}(t+1)\right) \diamond \lambda_{a, t}\left(\theta_{a}(t)\right) \diamond \lambda_{b, t}\left(\theta_{b}(t)\right) \diamond \lambda_{b, t+1}\left(\theta_{b}(t+1)\right), \forall t$.

Theorem 12 says that once a group's proportion starts to change (increase or decrease), it will continue to change in the same direction. This is because under the monotonicity condition, there is a feedback loop between representation disparity and the one-shot decisions: the former drives the latter which results in different user retention rates in the two groups, which then drives future representation.

The monotonicity condition can be satisfied under some commonly used objectives, dynamics and fairness criteria. This is characterized in the following theorem.

Theorem 13. [A case satisfying monotonicity condition] Consider two one-shot problems defined in (4.1) with objectives $\widetilde{\mathbf{O}}\left(\theta_{a}, \theta_{b} ; \widehat{n}_{a}, \widehat{n}_{b}\right)=\widehat{n}_{a} O_{a}\left(\theta_{a}\right)+\widehat{n}_{b} O_{b}\left(\theta_{b}\right)$ and $\widehat{\mathbf{O}}\left(\theta_{a}, \theta_{b} ; \widetilde{n}_{a}, \widetilde{n}_{b}\right)=\widetilde{n}_{a} O_{a}\left(\theta_{a}\right)+$ $\widetilde{n}_{b} O_{b}\left(\theta_{b}\right)$ over the same distribution $f_{s}(x)$ with $\widehat{n}_{a}+\widehat{n}_{b}=1$ and $\widetilde{n}_{a}+\widetilde{n}_{b}=1$. Let $\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right),\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right)$ be the corresponding solutions. Under the condition that $O_{s}\left(\widehat{\theta}_{s}\right) \neq O_{s}\left(\widetilde{\theta}_{s}\right)$ for all possible $\widehat{n}_{s} \neq \widetilde{n}_{s}$, if the dynamics satisfy $\lambda_{s}\left(\theta_{s}\right)=h_{s}\left(O_{s}\left(\theta_{s}\right)\right)$ for some decreasing function $h_{s}(\cdot)$, then $\widetilde{\mathbf{O}}$ and $\widehat{\mathbf{O}}$ satisfy the monotonicity condition.

The above theorem identifies a class of cases satisfying the monotonicity condition; these are cases where whenever the group proportion changes, the decision will cause the sub-objective function value to change as well, and the sub-objective function value drives user departure.

For the rest of the chapter we will focus on the one-dimensional setting. Some of the cases we consider are special cases of Theorem 13 (Section 4.4.2). Others such as the time-varying feature distribution $f_{s, t}(x)$ considered in Section 4.4.3 also satisfy the monotonicity condition but are not captured by Theorem 13.

[^7]
### 4.4.1 The One-Shot Problem

Consider a binary classification problem based on feature $X \in \mathbb{R}$. Let decision rule $\boldsymbol{\pi}_{s}(x)=\mathbf{1}\left(x \geq \theta_{s}\right)$ be a threshold policy parameterized by $\theta_{s} \in \mathbb{R}$ and $L\left(y, \pi_{s}(x)\right)=\mathbf{1}\left(y \neq \pi_{s}(x)\right)$ the $0-1$ loss incurred by applying threshold $\theta$ on individuals with data ( $x, y$ ).

The goal of the decision maker at each time is to find a pair $\left(\theta_{a}(t), \theta_{b}(t)\right)$ subject to criterion $\mathcal{C}$ such that the total expected loss is minimized, i.e., $\boldsymbol{O}_{t}\left(\theta_{a}, \theta_{b} ; n_{a}(t), n_{b}(t)\right)=n_{a}(t) L_{a, t}\left(\theta_{a}\right)+n_{b}(t) L_{b, t}\left(\theta_{b}\right)$, where $L_{s, t}\left(\theta_{s}\right)=\alpha_{s, t} \int_{-\infty}^{\theta_{s}} f_{s, t}^{1}(x) d x+\left(1-\alpha_{s, t} \int_{\theta_{s}}^{\infty} f_{s, t}^{0}(x) d x\right.$ is the expected loss $\mathcal{G}_{s}$ experiences at time $t$. Some examples of $\Gamma_{\mathcal{C}, t}\left(\theta_{a}, \theta_{b}\right)$ are as follows.

1. Simple fair (Simple): $\Gamma_{\text {Simple, } t}=\theta_{a}-\theta_{b}$. Imposing this criterion simply means we ensure the same decision parameter is used for both groups.
2. Equal opportunity (EqOpt): $\Gamma_{\mathrm{EqOpt}, t}=\int_{\theta_{a}}^{\infty} f_{a, t}^{0}(x) d x-\int_{\theta_{b}}^{\infty} f_{b, t}^{0}(x) d x$. This requires the false positive rate (FPR) be the same for different groups, ${ }^{3}$ i.e., $\operatorname{Pr}\left(\pi_{a}(X)=1 \mid Y=0, S=a\right)=$ $\operatorname{Pr}\left(\pi_{b}(X)=1 \mid Y=0, S=b\right)$.
3. Demographic parity (DP): $\Gamma_{\mathrm{DP}, t}=\int_{\theta_{a}}^{\infty} f_{a, t}(x) d x-\int_{\theta_{b}}^{\infty} f_{b, t}(x) d x$. This requires different groups be given equal probability of being labelled 1, i.e., $\operatorname{Pr}\left(\pi_{a}(X)=1 \mid S=a\right)=\operatorname{Pr}\left(\pi_{b}(X)=1 \mid S=b\right)$.
4. Equalized loss (EqLos): $\Gamma_{\text {EqLos, } t}=L_{a, t}\left(\theta_{a}\right)-L_{b, t}\left(\theta_{b}\right)$. This requires that the expected loss across different groups be equal.
Notice that for Simple, EqOpt and DP criteria, the following holds: $\forall t,\left(\theta_{a}, \theta_{b}\right)$, and $\left(\theta_{a}^{\prime}, \theta_{b}^{\prime}\right)$ that satisfy $\Gamma_{\mathcal{C}, t}\left(\theta_{a}, \theta_{b}\right)=\Gamma_{\mathcal{C}, t}\left(\theta_{a}^{\prime}, \theta_{b}^{\prime}\right)=0$, we have $\theta_{a} \geq \theta_{a}^{\prime}$ if and only if $\theta_{b} \geq \theta_{b}^{\prime}$.

Some technical assumptions on the feature distributions are in order.

1. For $y \in\{0,1\}, f_{a, t}^{y}(x), f_{b, t}^{y}(x)$ have bounded support on $\left[\underline{a}_{t}^{y},,_{t}^{y}\right]$ and $\left[\underline{b}_{t}^{y},,_{t}^{y}\right]$ respectively.
2. $f_{s, t}^{1}(x)$ and $f_{s, t}^{0}(x)$ overlap, i.e., $\underline{a}_{t}^{0}<\underline{a}_{t}^{1}<\bar{a}_{t}^{0}<\bar{a}_{t}^{1}$ and $\underline{b}_{t}^{0}<\underline{b}_{t}^{1}<\bar{b}_{t}^{0}<\bar{b}_{t}^{1}$.

The main technical assumption is stated as follows.
Assumption 7. Let $\mathcal{T}_{s, t}=\left[\underline{s}_{t}^{1}, \bar{s}_{t}^{0}\right]$ be the overlapping interval between $f_{s, t}^{0}(x)$ and $f_{s, t}^{1}(x)$. Distribution $f_{s, t}^{1}(x)$ is strictly increasing and $f_{s, t}^{0}(x)$ is strictly decreasing over $\mathcal{T}_{s, t}, \forall s \in\{a, b\}$.

For bell-shaped feature distributions (e.g., Normal, Cauchy, etc.), Assumption 7 implies that $f_{s, t}^{1}(x)$ and $f_{s, t}^{0}(x)$ are sufficiently separated. As we show later, this assumption helps us establish the monotonic convergence of thresholds $\left(\theta_{a}(t), \theta_{b}(t)\right)$ but is not necessary for the convergence of group

[^8]representation. We next find the one-shot decision to this problem under Simple, EqOpt, and DP fairness criteria.

Lemma 5. Under Assumption $7, \forall s \in\{a, b\}$, the optimal threshold at time $t$ for $\mathcal{G}_{k}$ without constraint $\mathcal{C}$ is

$$
\theta_{s}^{*}(t)=\arg \min _{\theta_{s}} L_{s, t}\left(\theta_{s}\right)=\left\{\begin{array}{l}
\underline{s}_{t}^{1}, \text { if } \alpha_{s, t} f_{s, t}^{1}\left(\underline{s}_{t}^{1}\right) \geq\left(1-\alpha_{s, t}\right) f_{s, t}^{0}\left(\underline{s}_{t}^{1}\right) \\
\delta_{s, t}, \text { if } \alpha_{s, t} f_{s, t}^{1}\left(\underline{s}_{t}^{1}\right)<\left(1-\alpha_{s, t}\right) f_{s, t}^{0}\left(s_{t}^{1}\right) \& \alpha_{s, t} f_{s, t}^{1}\left(\bar{s}_{t}^{0}\right)>\left(1-\alpha_{s, t}\right) f_{s, t}^{0}\left(\bar{s}_{t}^{0}\right) \\
\bar{s}_{t}^{0}, \text { if } \alpha_{s, t} f_{s, t}^{1}\left(\bar{s}_{t}^{0}\right) \leq\left(1-\alpha_{s, t}\right) f_{s, t}^{0}\left(\bar{s}_{t}^{0}\right)
\end{array}\right.
$$

where $\delta_{s, t} \in \mathcal{T}_{s, t}$ is defined such that $\alpha_{s, t} f_{s, t}^{1}\left(\delta_{s, t}\right)=\left(1-\alpha_{s, t}\right) f_{s, t}^{0}\left(\delta_{s, t}\right)$. Moreover, $L_{s, t}\left(\theta_{k}\right)$ is decreasing in $\theta_{s}$ over $\left[\underline{S}_{t}^{0}, \theta_{s}^{*}(t)\right]$ and increasing over $\left[\theta_{s}^{*}(t), \bar{s}_{t}^{1}\right]$.

Below we will focus on the case when $\theta_{a}^{*}(t)=\delta_{a, t}$ and $\theta_{b}^{*}(t)=\delta_{b, t}$, while analysis for the other cases are essentially the same. For Simple, DP and EqOpt fairness, $\exists$ a strictly increasing function $\eta_{t}^{\mathcal{C}}$, such that $\Gamma_{\mathcal{C}, t}\left(\eta_{t}^{\mathcal{C}}\left(\theta_{b}\right), \theta_{b}\right)=0$. Denote by $\left(\eta_{t}^{\mathcal{C}}\right)^{-1}$ the inverse of $\eta_{t}^{\mathcal{C}}$. Without loss of generality, we will assign group labels $a$ and $b$ such that $\eta_{t}^{\mathcal{C}}\left(\delta_{b, t}\right)<\delta_{a, t}$ and $\left(\eta_{t}^{\mathcal{C}}\right)^{-1}\left(\delta_{a, t}\right)>\delta_{b, t}, \forall t .{ }^{4}$

Lemma 6. Under Simple, EqOpt, DP fairness criteria, one-shot fair decision at time $t$ satisfies $\left(\theta_{a}^{*}(t), \theta_{b}^{*}(t)\right)=\arg \min _{\theta_{a}, \theta_{b}} n_{a}(t) L_{a, t}\left(\theta_{a}\right)+n_{b}(t) L_{b, t}\left(\theta_{b}\right) \in\left\{\left(\theta_{a}, \theta_{b}\right) \mid \theta_{a} \in\left[\eta_{t}^{\mathcal{C}}\left(\delta_{b, t}\right), \delta_{a, t}\right], \theta_{b} \in\right.$ $\left.\left[\delta_{b, t},\left(\eta_{t}^{\mathcal{C}}\right)^{-1}\left(\delta_{a, t}\right)\right], \Gamma_{\mathcal{C}, t}\left(\theta_{a}, \theta_{b}\right)=0\right\} \neq \emptyset$ regardless of group proportions $n_{a}(t), n_{b}(t)$.

Lemma 6 shows that given feature distributions $f_{a, t}(x), f_{b, t}(x)$, although one-shot fair decisions can be different under different group proportions $n_{a}(t), n_{b}(t)$, these solutions are all bounded by the same compact intervals (Figure 4.1). Theorem 14 below describes the more specific relationship between group representation $\frac{n_{a}(t)}{n_{b}(t)}$ and the corresponding one-shot decision $\left(\theta_{a}(t), \theta_{b}(t)\right)$.

Theorem 14. [Impact of group representation disparity on the one-shot decision] Consider the oneshot problem with group proportions $n_{a}(t), n_{b}(t)$ at time step $t$, let $\left(\theta_{a}(t), \theta_{b}(t)\right)$ be the corresponding one-shot decision under either Simple, EqOpt or DP criterion. Under Assumption 7, $\left(\theta_{a}(t), \theta_{b}(t)\right)$ is unique and satisfies the following:

$$
\begin{equation*}
\Psi_{\mathcal{C}, t}\left(\theta_{a}(t), \theta_{b}(t)\right)=\frac{n_{a}(t)}{n_{b}(t)}, \tag{4.3}
\end{equation*}
$$

[^9]where $\Psi_{\mathcal{C}, t}$ is some function increasing in $\theta_{a}(t)$ and $\theta_{b}(t)$, with details illustrated in Table 4.1.

|  | $\theta_{a} \in\left[\underline{a}_{t}^{0}, \underline{a}_{t}^{1}\right], \theta_{b} \in \mathcal{T}_{b, t}$ | $\theta_{a} \in \mathcal{T}_{a, t}, \theta_{b} \in \mathcal{T}_{b, t}$ | $\theta_{a} \in \mathcal{T}_{a, t}, \theta_{b} \in\left[\bar{b}_{t}^{0}, \bar{b}_{t}^{1}\right]$ |
| :---: | :---: | :---: | :---: |
| EqOpt | $\left(\frac{\alpha_{b, t}}{1-\alpha_{b, t}} \frac{f_{b, t}^{1}\left(\theta_{b}\right)}{f_{b, t}^{0}\left(\theta_{b}\right)}-1\right) \frac{1-\alpha_{b, t}}{1-\alpha_{a, t}}$ | $\frac{\frac{\alpha_{b, t}}{1-\alpha_{b, t}} \frac{f_{b, t}^{1}\left(\theta_{b}\right)}{f_{b, t}^{n}\left(\theta_{b}\right)}-1}{1-\frac{\alpha_{a, t}}{1-\alpha_{a, t}, t, t, t} f_{a, t}^{1}\left(\theta_{a}\right)} \frac{1-\alpha_{b, t}}{1-\alpha_{a, t}}$ |  |
| DP | $1-\frac{2}{\frac{\alpha_{b, t}}{1-\alpha_{b, t}} \frac{f_{b, t}^{1}\left(\theta_{b}\right)}{f_{b, t}^{0}\left(\theta_{b}\right)}+1}$ |  | $\frac{2}{1-\frac{\alpha_{a, t}}{1-\alpha_{a, t}} \frac{f_{a, t}^{1}\left(\theta_{a}\right)}{f_{a, t}^{0}\left(t_{a}\right)}}-1$ |
| Simple |  | $\frac{\alpha_{b, t} f_{b, t}^{1}\left(\theta_{b}\right)-\left(1-\alpha_{b, t}\right) f_{b, t}^{0}\left(\theta_{b}\right)}{\left(1-\alpha_{a, t}\right) f_{a, t}^{0}\left(\theta_{a}\right)-\alpha_{a, t}, f_{a, t}^{1}\left(\theta_{a}\right)}$ |  |

Table 4.1: The form of $\Psi_{\mathcal{C}, t}\left(\theta_{a}, \theta_{b}\right)$ for $\mathcal{C}=$ EqOpt, DP, Simple. ${ }^{5}$

Note that under Assumption 7, both $\frac{\alpha_{s, t} f_{s, t}^{1}\left(\theta_{s}\right)}{\left(1-\alpha_{s, t}\right)_{s, t}^{0}\left(\theta_{s}\right)}$ and $\alpha_{s, t} f_{s, t}^{1}\left(\theta_{s}\right)-\left(1-\alpha_{s, t}\right) f_{s, t}^{0}\left(\theta_{s}\right)$ are strictly increasing in $\theta_{s} \in \mathcal{T}_{s, t}, s \in\{a, b\}$, and $\theta_{a}(t)=\eta_{t}^{\mathcal{C}}\left(\theta_{b}(t)\right)$ for some strictly increasing function. According to $\Psi_{\mathcal{C}, t}\left(\theta_{a}, \theta_{b}\right)$ given in Table 4.1, the larger $\frac{n_{a}(t)}{n_{b}(t)}$ results in the larger $\frac{\alpha_{s, t} f_{s, t}^{1}\left(\theta_{s}\right)}{\left(1-\alpha_{s, t}\right) f_{s, t}^{0}\left(\theta_{s}\right)}$ and $\alpha_{s, t} f_{s, t}^{1}\left(\theta_{s}\right)-$ $\left(1-\alpha_{s, t}\right) f_{s, t}^{0}\left(\theta_{s}\right)$, thus the larger $\theta_{a}(t)$ and $\theta_{b}(t)$.

The above theorem characterizes the impact of the underlying population on the one-shot decisions. Next we investigate how the one-shot decision impacts the underlying population.

### 4.4.2 Participation Dynamics

How a user reacts to the decision is captured by the retention dynamics (4.2) which is fully characterized by the retention rate. Below we introduce two types of (perceived) mistreatment as examples when the monotonicity condition is satisfied.
(1) User departure driven by model accuracy: Examples include discontinuing the use of products viewed as error-prone, e.g., speech recognition software, or medical diagnostic tools. In these cases, the determining factor is the classification error, i.e., users who experience low accuracy

[^10]have a higher probability of leaving the system. The retention rate at time $t$ can be modeled as $\lambda_{s, t}\left(\theta_{s}\right)=v\left(L_{s, t}\left(\theta_{s}\right)\right)$ for some strictly decreasing function $v(\cdot):[0,1] \rightarrow[0,1]$.
(2) User departure driven by intra-group disparity: Participation can also be affected by intra-group disparity, that between users from the same demographic group but with different labels, i.e., $\mathcal{G}_{s}^{y}$ for $y \in\{0,1\}$. An example is in making financial assistance decisions where one expects to see more awards given to those qualified than to those unqualified. Denote by $D_{s, t}\left(\theta_{s}\right)=$ $\operatorname{Pr}\left(Y_{t}=1, \pi_{s, t}(X)=1 \mid S=s\right)-\operatorname{Pr}\left(Y_{t}=0, \pi_{s, t}\left(X_{t}\right)=1 \mid S=s\right)=\int_{\theta_{s}}^{\infty}\left(\alpha_{s, t} f_{s, t}^{1}(x)-\left(1-\alpha_{s, t}\right) f_{s, t}^{0}(x)\right) d x$ as intra-group disparity of $\mathcal{G}_{s}$ at time $t$, then the retention rate can be modeled as $\lambda_{s, t}\left(\theta_{s}\right)=w\left(D_{s, t}\left(\theta_{s}\right)\right)$ for some strictly increasing function $w(\cdot)$ mapping to $[0,1]$.

Theorem 15. Consider the one-shot problem (4.1) defined in Section 4.4.1 under either Simple, EqOpt or DP criterion, and assume distributions $f_{s, t}(x)=f_{s}(x)$ are fixed over time. Then the oneshot problems in any two consecutive time steps, i.e., $\boldsymbol{O}_{t}, \boldsymbol{O}_{t+1}$, satisfy the monotonicity condition under dynamics (4.2) with $\lambda_{s}(\cdot)$ being either $v\left(L_{s}(\cdot)\right)$ or $w\left(D_{s}(\cdot)\right) .{ }^{6}$ This implies that Theorem 12 holds and $\left(\theta_{a}(t), \theta_{b}(t)\right)$ converges monotonically to a constant threshold $\left(\theta_{a}^{\infty}, \theta_{b}^{\infty}\right)$. Furthermore, $\lim _{t \rightarrow \infty} \frac{n_{a}(t)}{n_{b}(t)}=\frac{\beta_{a}}{\beta_{b}} \frac{1-\lambda_{b}\left(\theta_{b}^{\infty}\right)}{1-\lambda_{a}\left(\theta_{a}^{\infty}\right)}$.

When distributions are fixed, the discrepancy between $\lambda_{a}\left(\theta_{a}(t)\right)$ and $\lambda_{b}\left(\theta_{b}(t)\right)$ increases over time as $\left(\theta_{a}(t), \theta_{b}(t)\right)$ changes. The process is illustrated in Figure 4.1, where $\theta_{a}(t) \in\left[\eta^{\mathcal{C}}\left(\delta_{b}\right), \delta_{a}\right], \theta_{b}(t) \in\left[\delta_{b},\left(\eta^{\mathcal{C}}\right)^{-1}\left(\delta_{a}\right)\right]$ are constrained by the same interval $\forall t$. Left and right plots illustrate cases when $\lambda_{s}\left(\theta_{s}\right)=$ $v\left(L_{s}\left(\theta_{s}\right)\right)$ and $\lambda_{s}\left(\theta_{s}\right)=w\left(D_{s}\left(\theta_{s}\right)\right)$ respectively.

Note that the case considered in Theorem 15 is a special case of Theorem 13, with distributions $f_{s, t}(x)=f_{s}(x)$ fixed, $O_{s}\left(\theta_{s}\right)=L_{s}\left(\theta_{s}\right)$ and both dynamics $\lambda_{s}(\cdot)=v\left(L_{s}(\cdot)\right)$ and $\lambda_{s}(\cdot)=$


Figure 4.1: Illustration of $L_{s}\left(\theta_{s}\right)$ and $D_{s}\left(\theta_{s}\right)$ w.r.t. $\theta_{s}$ : Each black triangle represents the one-shot decision $\theta_{s}$; size of the colored area represents the value of $L_{s}\left(\theta_{s}\right)$ (left) or $D_{s}\left(\theta_{s}\right)$ (right). Note that for the right plot, there are two gray regions and the darker one is for compensating the lighter one thus they are of the same size; the smaller gray regions result in the larger $D_{a}\left(\theta_{a}\right)$. $w\left(D_{s}(\cdot)\right)$ some decreasing functions of $L_{s}(\cdot) .{ }^{7}$ In this special case we obtain the additional result of monotonic convergence of thresholds, which holds due to Assumption 7.

[^11]Once $\frac{n_{a}(t)}{n_{b}(t)}$ starts to increase, the corresponding one-shot solution $\left(\theta_{a}(t), \theta_{b}(t)\right)$ also increases (Theorem 14), meaning that $\theta_{a}(t)$ moves closer to $\theta_{a}^{*}=\delta_{a}$ and $\theta_{b}(t)$ moves further away from $\theta_{b}^{*}=\delta_{b}$ (solid arrows in Figure 4.1). Consequently, $L_{a}\left(\theta_{a}(t)\right)$ and $D_{b}\left(\theta_{b}(t)\right)$ decrease while $L_{b}\left(\theta_{b}(t)\right.$ ) and $D_{a}\left(\theta_{a}(t)\right)$ increase. Under both dynamics, $\lambda_{a}\left(\theta_{a}(t)\right)$ increases and $\lambda_{b}\left(\theta_{b}(t)\right)$ decreases, resulting in the increase of $\frac{n_{a}(t+1)}{n_{b}(t+1)}$; the feedback loop becomes self-reinforcing and representation disparity worsens.

### 4.4.3 Impact of Decisions on Reshaping Feature Distributions

Our results so far show the potential adverse impact on group representation when imposing certain fairness criterion, while their underlying feature distributions are assumed fixed. Below we examine what happens when decisions also affect feature distributions over time, i.e., $f_{s, t}(x)=\alpha_{s, t} f_{s, t}^{1}(x)+\left(1-\alpha_{s, t}\right) f_{s, t}^{0}(x)$, which is not captured by Theorem 13. We will focus on the dynamics $\lambda_{s, t}\left(\theta_{s}\right)=v\left(L_{s, t}\left(\theta_{s}\right)\right)$. Since $\mathcal{G}_{s}^{0}, \mathcal{G}_{s}^{1}$ may react differently to the same $\theta_{s}$, we consider two scenarios as illustrated in Figure 4.2, which shows the change in distribution from $t$ to $t+1$ when $\mathcal{G}_{k}^{1}$ (resp. $\mathcal{G}_{k}^{0}$ ) experiences the higher


Figure 4.2: Visualization of decisions shaping feature distributions. $g_{k, t}^{1}=\alpha_{k, t}, g_{k, t}^{0}=1-\alpha_{k, t}$, where $k \in\{a, b\}$ (resp. lower) loss at $t$ than $t-1: \forall y \in\{0,1\}$,

Case (i): $f_{s, t}^{y}(x)=f_{s}^{y}(x)$ remain fixed but $\alpha_{s, t}$ changes over time given $\mathcal{G}_{s}^{y}$,s retention determined by its perceived loss $L_{s, t}^{y}{ }^{8}$. In other words, for $i \in\{0,1\}$ and $t \geq 2$ such that $L_{s, t}^{i}\left(\theta_{s}(t)\right)<L_{s, t-1}^{i}\left(\theta_{s}(t-1)\right)$, we have $\alpha_{s, t+1}>\alpha_{s, t}$ if $i=1$ and $\alpha_{s, t+1}<\alpha_{s, t}$ if $i=0$.

Case (ii): $\alpha_{s, t}=\alpha_{s}$ but for subgroup $\mathcal{G}_{s}^{i}$ that is less favored by the decision over time, its members make extra effort such that $f_{s, t}^{i}(x)$ skews toward the direction of lowering their losses ${ }^{9}$. In other words, for $i \in\{0,1\}$ and $t \geq 2$ such that $L_{s, t}^{i}\left(\theta_{s}(t)\right)>L_{s, t-1}^{i}\left(\theta_{s}(t-1)\right)$, we have $f_{s, t+1}^{i}(x)<f_{s, t}^{i}(x), \forall x \in \mathcal{T}_{s}$,

[^12]while $f_{s, t+1}^{-i}(x)=f_{s, t}^{-i}(x), \forall x$, where $-i:=\{0,1\} \backslash\{i\}$.
In both cases, under the condition that $f_{s, t}(x)$ is relatively insensitive to the change in one-shot decisions, representation disparity can worsen and deterioration accelerates. The precise conditions are formally given in Conditions 3 and 4 in Appendix C.7, which describes the case where the change from $f_{s, t}(x)$ to $f_{s, t+1}(x)$ is sufficiently small while the change from $\frac{n_{a}(t)}{n_{b}(t)}$ to $\frac{n_{a}(t+1)}{n_{b}(t+1)}$ and the resulting decisions from $\theta_{s}(t)$ to $\theta_{s}(t+1)$ are sufficiently large. These conditions hold in scenarios when the change in feature distributions induced by the one-shot decisions is a slow process.

Theorem 16. [Exacerbation in representation disparity can accelerate] Consider the one-shot problem defined in (4.1) under either Simple, EqOpt or DP fairness criterion. Let the one-shot decision, representation disparity and retention rate at time t be given by $\theta_{s}^{o}(t), \frac{n_{a}^{o}(t)}{n_{b}^{o}(t)}$, and $\lambda_{s, t}^{o}\left(\theta_{k}^{o}(t)\right)$ when distribution $f_{s}(x)$ is fixed $\forall t$. Let the same be denoted by $\theta_{s}(t), \frac{n_{a}(t)}{n_{b}(t)}$, and $\lambda_{s, t}\left(\theta_{s}(t)\right)$ when $f_{s, t}(x)$ changes according to either case (i) or (ii) defined above. Assume we start from the same distribution $f_{s, 1}(x)=f_{s}(x)$. Under Conditions 3 and 4 in Appendix C.7, if $\lambda_{a, 1}^{o}\left(\theta_{a}^{o}(1)\right)=\lambda_{a, 1}\left(\theta_{a}(1)\right) \diamond \lambda_{b, 1}^{o}\left(\theta_{b}^{o}(1)\right)=$ $\lambda_{b, 1}\left(\theta_{b}(1)\right)$, then $\frac{n_{a}(t+1)}{n_{b}(t+1)} \diamond \frac{n_{a}(t)}{n_{b}(t)}$ (disparity worsens) and $\frac{n_{a}(t+1)}{n_{b}(t+1)} \diamond \frac{n_{a}^{o}(t+1)}{n_{b}^{o}(t+1)}$ (accelerates), $\forall t$, where $\diamond$ represents either " <"or" >".

### 4.4.4 Potential Mitigation \& Finding the Proper Fairness Criterion From Participation Dynamics

The above results show that when the objective is to minimize the average loss over the entire population, applying commonly used and seemingly fair decisions at each time can exacerbate representation disparity over time under reasonable participation dynamics. It highlights the fact that fairness has to be defined with a good understanding of how users are affected by the algorithm, and how they may react to it. For instance, consider the dynamics with $\lambda_{s, t}\left(\theta_{s}\right)=v\left(L_{s, t}\left(\theta_{s}\right)\right)$, then imposing EqLos fairness at each time step would sustain group representations, i.e., $\lim _{t \rightarrow \infty} \frac{n_{a}(t)}{n_{b}(t)}=\frac{\beta_{a}}{\beta_{b}}$, as monotonicity condition is violated under EqLos and we are essentially equalizing departure when equalizing loss. In contrast, under other fairness criteria the factors that are equalized do not match what drives departure, and different losses incurred to different groups cause significant change in group representation over time.

In reality the true dynamics is likely a function of a mixture of factors given the application context, and a proper fairness constraint $\mathcal{C}$ should be adopted accordingly. Below we illustrate a method for finding the proper criterion from a general dynamics model defined below when
$f_{s, t}(x)=f_{s}(x), \forall t:$

$$
\begin{equation*}
N_{s}(t+1)=\Lambda\left(N_{s}(t),\left\{\lambda_{s}^{m}\left(\theta_{s}(t)\right)\right\}_{m=1}^{M}, \beta_{s}\right), \forall s \in\{a, b\} \tag{4.4}
\end{equation*}
$$

where user retention in $\mathcal{G}_{s}$ is driven by $M$ different factors $\left\{\lambda_{s}^{m}\left(\theta_{s}(t)\right)\right\}_{m=1}^{M}$ (e.g. accuracy, true positives, etc.) and each of them depends on decision $\theta_{S}(t)$. Constant $\beta_{s}$ is the intrinsic growth rate while the actual arrivals may depend on $\lambda_{s}^{m}\left(\theta_{s}(t)\right)$. The expected number of users at time $t+1$ depends on users at $t$ and new users; both may be effected by $\lambda_{s}^{m}\left(\theta_{s}(t)\right)$. This relationship is characterized by a general function $\Lambda$. Let $\Theta$ be the set of all possible decisions.

Assumption 8. $\exists\left(\theta_{a}, \theta_{b}\right) \in \Theta \times \Theta$ such that $\forall s \in\{a, b\}, \quad \hat{N}_{s}=\Lambda\left(\hat{N}_{s},\left\{\lambda_{s}^{m}\left(\theta_{s}\right)\right\}_{m=1}^{M}, \beta_{s}\right)$ and $\left|\Lambda^{\prime}\left(\hat{N}_{s},\left\{\lambda_{s}^{m}\left(\theta_{s}\right)\right\}_{m=1}^{M}, \beta_{s}\right)\right|<1$ hold for some $\hat{N}_{s}$, i.e., dynamics (4.4) under some decision pairs $\left(\theta_{a}, \theta_{b}\right)$ have stable fixed points, where $\Lambda^{\prime}$ denotes the derivative of $\Lambda$ with respect to $N_{s}$.

To find the proper fairness constraint, let $\mathcal{C}$ be the set of decisions $\left(\theta_{a}, \theta_{b}\right)$ that can sustain group representation. It can be found via the following optimization problem; the set of feasible solutions is guaranteed to be non-empty under Assumption 8.

$$
\begin{align*}
\mathcal{C}=\arg \min _{\left(\theta_{a}, \theta_{b}\right)} & \left|\frac{\tilde{N}_{a}}{\tilde{N}_{b}}-\frac{\beta_{a}}{\beta_{b}}\right|  \tag{4.5}\\
\text { s.t. } & \tilde{N}_{s}=\Lambda\left(\tilde{N}_{s},\left\{\lambda_{s}^{m}\left(\theta_{s}\right)\right\}_{m=1}^{M}, \beta_{s}\right) \in \mathbb{R}_{+}, \theta_{s} \in \Theta, \forall s \in\{a, b\}
\end{align*}
$$

The idea is to first select decision pairs whose corresponding dynamics can lead to stable fixed points ( $\tilde{N}_{a}, \tilde{N}_{b}$ ); then among them select those that are best in sustaining group representation, which may or may not be unique. Next, we use two dynamics as examples to demonstrate how to find $\mathcal{C}$ based on dynamics.
Example 1. [Linear first order model] is given by $N_{s}(t+1)=N_{s}(t) \lambda_{s}^{2}\left(\theta_{s}(t)\right)+\beta_{s} \lambda_{s}^{1}\left(\theta_{s}(t)\right)$. This is a general form of dynamics (4.2) where the arrivals can also depend on the decision. When $\lambda_{s}^{1}\left(\theta_{s}(t)\right)=1$, then dynamics model will be reduced to (4.2). $\tilde{N}_{s}=\frac{\beta_{s} \lambda_{s}^{1}\left(\theta_{s}\right)}{1-\lambda_{s}^{2}\left(\theta_{s}\right)}$ is the stable fixed point if $\lambda_{s}^{2}\left(\theta_{s}\right)<1$ holds. Since $\left.\left|\frac{\tilde{N}_{a}}{\tilde{N}_{b}}-\frac{\beta_{a}}{\beta_{b}}\right|=\frac{\beta_{a}}{\beta_{b}} \frac{\lambda_{a}^{1}\left(\theta_{a}\right)}{\lambda_{b}^{1}\left(\theta_{b}\right)} \frac{1-\lambda_{b}^{2}\left(\theta_{b}\right)}{1-\lambda_{a}^{2}\left(\theta_{a}\right)}-1 \right\rvert\,$, solution pair $\left(\theta_{a}, \theta_{b}\right)$ should satisfy $\frac{\lambda_{a}^{1}\left(\theta_{a}\right)}{1-\lambda_{a}^{2}\left(\theta_{a}\right)}=\frac{\lambda_{b}^{1}\left(\theta_{b}\right)}{1-\lambda_{b}^{2}\left(\theta_{b}\right)}$. The constraint set that can sustain the group representation is given by:

$$
\mathcal{C}=\left\{\left(\theta_{a}, \theta_{b}\right) \mid\left(\theta_{a}, \theta_{b}\right) \in \Theta \times \Theta, \frac{\lambda_{a}^{1}\left(\theta_{a}\right)}{1-\lambda_{a}^{2}\left(\theta_{a}\right)}=\frac{\lambda_{b}^{1}\left(\theta_{b}\right)}{1-\lambda_{b}^{2}\left(\theta_{b}\right)}, \lambda_{a}^{2}\left(\theta_{a}\right)<1, \lambda_{b}^{2}\left(\theta_{b}\right)<1\right\}
$$

Consider the case where departure is driven by positive rate $\lambda_{s}^{2}\left(\theta_{s}\right)=v\left(\int_{\theta_{s}}^{\infty} f_{s}(x) d x\right)$ and arrival is driven by error rate $\lambda_{s}^{1}\left(\theta_{s}\right)=v\left(\left(1-\alpha_{s}\right) \int_{\theta_{s}}^{\infty} f_{s}^{0}(x) d x+\alpha_{s} \int_{-\infty}^{\theta_{s}} f_{s}^{1}(x) d x\right)=v\left(L_{s}\left(\theta_{s}\right)\right)$ where $v(\cdot)$ is a strictly decreasing function. This can be applied in lending scenario, where an applicant will stay as long as he/she gets the loan (positive rate) regardless of his/her qualification. Since an unqualified applicant who is issued the loan cannot repay, his/her credit score will be decreased which lowers the chance to get a loan in the future [103]. Therefore, users may decide whether to apply for a loan based on the error rate.

Example 2. [Quadratic first order model] is given by $N_{s}(t+1)=\left(N_{s}(t)\right)^{2} \lambda_{s}^{1}\left(\theta_{s}(t)\right)+\beta_{s}$. $\quad \tilde{N}_{s}=$ $\frac{1}{2 \lambda_{s}^{1}\left(\theta_{s}\right)}-\sqrt{\frac{1}{4\left(\lambda_{s}^{1}\left(\theta_{s}\right)\right)^{2}}-\frac{\beta_{s}}{\lambda_{s}^{1}\left(\theta_{s}\right)}}$ is the stable fixed point if $\lambda_{s}^{1}\left(\theta_{a}\right)<\frac{1}{4 \beta_{s}}$ holds. Since $\left|\frac{\tilde{N}_{a}}{\tilde{N}_{b}}-\frac{\beta_{a}}{\beta_{b}}\right|=$ $\frac{\beta_{a}}{\beta_{b}}\left|\frac{\beta_{b} \lambda_{b}^{1}\left(\theta_{b}\right)}{\beta_{a} \lambda_{a}^{1}\left(\theta_{a}\right)} \frac{1-\sqrt{1-4 \beta_{a} \lambda_{a}^{1}\left(\theta_{a}\right)}}{1-\sqrt{1-4 \beta_{b} \lambda_{b}^{1}\left(\theta_{b}\right)}}-1\right|$, then $\beta_{a} \lambda_{a}^{1}\left(\theta_{a}\right)=\beta_{b} \lambda_{b}^{1}\left(\theta_{b}\right)$ should be satisfied. The constraint set that can sustain the group representation is given by

$$
\mathcal{C}=\left\{\left(\theta_{a}, \theta_{b}\right) \mid\left(\theta_{a}, \theta_{b}\right) \in \Theta \times \Theta, \beta_{a} \lambda_{a}^{1}\left(\theta_{a}\right)=\beta_{b} \lambda_{b}^{1}\left(\theta_{b}\right), \lambda_{a}^{1}\left(\theta_{a}\right)<\frac{1}{4 \beta_{a}}, \lambda_{b}^{1}\left(\theta_{b}\right)<\frac{1}{4 \beta_{b}}\right\} .
$$

Sometimes guaranteeing the perfect fairness can be unrealistic and a relaxed version is preferred, in which case all pairs $\left(\theta_{a}, \theta_{b}\right)$ satisfying $\left|\frac{\tilde{N}_{a}}{\tilde{N}_{b}}-\frac{\beta_{a}}{\beta_{b}}\right| \leq \min \left\{\left|\frac{\tilde{N}_{a}}{\tilde{N}_{b}}-\frac{\beta_{a}}{\beta_{b}}\right|\right\}+\Delta$ constitute the $\Delta$-fair set. An example under dy$\operatorname{namics} N_{s}(t+1)=N_{s}(t) \lambda_{s}^{2}\left(\theta_{s}(t)\right)+\beta_{s} \lambda_{s}^{1}\left(\theta_{s}(t)\right)$ is illustrated in Figure 4.3, where $f_{s}^{y}(x)$ is truncated normal distributed with parameters $\left[\sigma_{a}^{0}, \sigma_{a}^{1}, \sigma_{b}^{0}, \sigma_{b}^{1}\right]=[5,6,6,5], \quad\left[\underline{s}^{0}, \underline{s}^{1}, \bar{s}^{0}, \bar{s}^{1}\right]=$ $[5,11,20,35],\left[\mu_{s}^{0}, \mu_{s}^{1}\right]=[10,25]$ for $s \in\{a, b\}$. $x$-axis and $y$-axis represent $\theta_{b}$ and $\theta_{a}$ respectively. Each pair $\left(\theta_{a}, \theta_{b}\right)$ has a corresponding value of $\left|\frac{\tilde{N}_{a}}{\tilde{N}_{b}}-\frac{\beta_{a}}{\beta_{b}}\right|$ measuring how well it can sus-


Figure 4.3: Left plot: $\lambda_{s}^{2}\left(\theta_{s}\right)=v\left(\int_{\theta_{s}}^{\infty} f_{s}(x) d x\right)$, $\lambda_{s}^{1}\left(\theta_{s}\right)=v\left(L_{s}\left(\theta_{s}\right)\right) ;$ right plot: $\lambda_{s}^{2}\left(\theta_{s}\right)=v\left(L_{s}\left(\theta_{s}\right)\right)$, $\lambda_{s}^{1}\left(\theta_{s}\right)=1$, and $v(x)=1-x$. Value of each pair $\left(\theta_{a}, \theta_{b}\right)$ corresponds to $\left|\frac{\tilde{N}_{a}}{\tilde{N}_{b}}-\frac{\beta_{a}}{\beta_{b}}\right|$ measuring how well it can sustain the group representation. All points $\left(\theta_{a}, \theta_{b}\right)$ with the same value of $\left|\frac{\tilde{N}_{a}}{\bar{N}_{b}}-\frac{\beta_{a}}{\beta_{b}}\right|=$ $\frac{\beta_{a}}{\beta_{b}} \epsilon$ form a curve of the same color with $\epsilon \in[0,1]$ shown in the color bar. tain the group representation. The colored area illustrates all the pairs such that $\left|\frac{\tilde{N}_{a}}{\tilde{N}_{b}}-\frac{\beta_{a}}{\beta_{b}}\right| \leq \frac{\beta_{a}}{\beta_{b}}$. All $\left(\theta_{a}, \theta_{b}\right)$ that have the same value of $\left|\frac{\tilde{N}_{a}}{\tilde{N}_{b}}-\frac{\beta_{a}}{\beta_{b}}\right|=\frac{\beta_{a}}{\beta_{b}} \epsilon$ form a curve of the same color, where the corresponding value of $\epsilon \in[0,1]$ is shown in the color bar. All curves with $\epsilon \leq \Delta \frac{\beta_{b}}{\beta_{a}}$ constitute $\Delta$-fair set (perfect fairness set is given by the deepest red curve


Figure 4.5: Each dot in Figures 4.5a-4.5d represents the final group proportion $\lim _{t \rightarrow \infty} n_{a}(t)$ of one sample path under a pair of arriving rates $\left(\beta_{a}, \beta_{b}\right)$. If the group representation is sustained, then $\lim _{t \rightarrow \infty} n_{a}(t)=\frac{1}{1+\beta_{b} / \beta_{a}}$ for each pair of $\left(\beta_{a}, \beta_{b}\right)$, as shown in Figure 4.5d under EqLos fairness. However, under Simple, DP and EqOpt fairness, $\lim _{t \rightarrow \infty} n_{a}(t)=1 /\left(1+\frac{\beta_{b}\left(1-v\left(L_{a}\left(\theta_{a}^{\infty}\right)\right)\right)}{\beta_{a}\left(1-v\left(L_{b}\left(\theta_{b}^{\infty}\right)\right)\right)}\right)$.
with $\epsilon=0$ ).

### 4.5 Experiments

We first performed a set of experiments on synthetic data where every $f_{s}^{y}(x)$ follows a truncated normal distribution, the supports of $f_{s}^{y}(x), s \in\{a, b\}, y \in\{0,1\}$ are $\left[\underline{a}^{0}, \underline{a}^{1}, \bar{a}^{0}, \bar{a}^{1}\right]=[-8,5,19,35]$, $\left[\underline{b}^{0}, \underline{b}^{1}, b^{0}, \bar{b}^{1}\right]=[-6,25,9,43]$, with the means $\left[\mu_{a}^{0}, \mu_{a}^{1}, \mu_{b}^{0}, \mu_{b}^{1}\right]=$ [4,20, 8,27] and standard deviations $\left[\sigma_{a}^{0}, \sigma_{a}^{1}, \sigma_{b}^{0}, \sigma_{b}^{1}\right]=[5,6,3,6] . \quad$ The label proportions are $\alpha_{a}=0.6$, $\alpha_{b}=0.4$. A sequence of one-shot fair decisions are used and group


Figure 4.4: Sample paths under different fairness criteria when $\beta_{a}+\beta_{b}=20000$. Group proportion $n_{a}(t)$ and average total loss are shown in Figures 4.4a and 4.4b respectively: solid lines are for the case $\beta_{a}=\beta_{b}$, dashed lines for $\beta_{a}=3 \beta_{b}$, and dotted dashed lines for $\beta_{a}=\beta_{b} / 3$. representation changes over time according to dynamics (4.2) with $\lambda_{s}\left(\theta_{s}\right)=v\left(L_{s}\left(\theta_{s}\right)\right)=1-L_{s}\left(\theta_{s}\right)$.

Figure 4.4 shows sample paths of $n_{a}(t)$ and average total loss using one-shot fair decisions
under dynamics with $\lambda_{s, t}(\cdot)=v\left(L_{s, t}(\cdot)\right)$. In all cases convergence is reached (we did not include the decisions $\theta_{s}(t)$ but convergence holds there as well). In particular, under EqLos fairness, the group representation is sustained throughout the horizon. By contrast, under other fairness constraints, even a "major" group (one with a larger arrival $\beta_{s}$ ) can be significantly marginalized over time (blue/green dashed line in Figure 4.4a). This occurs when the loss of the minor group happens to be smaller than that of the major group, which is determined by feature distributions of the two groups (see Figure 4.6). Whenever this is the case, the one-shot fair decision will seek to increase the minor group's proportion in order to drive down the average loss.

Figure 4.5 illustrates the final group proportion (the converged state) $\lim _{t \rightarrow \infty} n_{a}(t)$ as a function of the exogenous arrival sizes $\beta_{a}$ and $\beta_{b}$ under different fairness criteria. With the exception of EqLos fairness, group representation is severely skewed in the long run, with the system consisting mostly of $\mathcal{G}_{b}$, even for scenarios when $\mathcal{G}_{a}$ has larger arrival, i.e., $\beta_{a}>\beta_{b}$. Moreover, decisions under an inappropriate fairness criterion (Simple, EqOpt or DP) can result in poor robustness, where a mi-


Figure 4.6: Change $f_{b}^{0}(x)$ by varying $\sigma_{b}^{0} \in\{1,2,3,4,5,6,7\}$. As $\sigma_{b}^{0}$ increases, the overlap area with $f_{b}^{1}(x)$ also increases as shown in Figure 4.6a. Figure 4.6b shows the result under DP fairness. Given $\theta_{a}(t)$, the larger $\sigma_{b}^{0}$ results in the larger $L_{b}\left(\theta_{b}(t)\right)$ and thus the smaller $\mathcal{G}_{b}$ 's retention rate. nor change in $\beta_{a}$ and $\beta_{b}$ can result in very different representation in the long run (Figure 4.5 b ).

We also consider the dynamics presented in Figure 4.3 and show the effect of $\Delta=\epsilon \frac{\beta_{a}}{\beta_{b}}$-fair decision found with method in Section 4.4.4 on $n_{a}(t)$. Each curve in Figure 4.7 represents a sample path under different $\epsilon$ where $\left(\theta_{a}(t), \theta_{b}(t)\right)$ is from a small randomly selected subset of $\Delta$-fair set, $\forall t$ (to model the situation where perfect fairness is not feasible) and $\beta_{a}=\beta_{b}$. We observe that fairness is always violated at the beginning in lower plot even with small $\epsilon$. This is because the fairness set is found based on stable fixed points, which only concerns fairness in the long run.

We also trained binary classifiers over Adult dataset [34] by minimizing empirical loss where features are individual data points such as sex, race, and nationality, and labels are their annual income ( $\geq 50 k$ or $<50 k$ ). Since the dataset does not reflect dynamics, we employ (4.2) with $\lambda_{s}\left(\theta_{s}\right)=v\left(L_{s}\left(\theta_{s}\right)\right)$
and $\beta_{a}=\beta_{b}$. We examine the monotonic convergence of representation disparity under Simple, EqOpt (equalized false positive/negative $\operatorname{cost}(\mathrm{FPC} / \mathrm{FNC})$ ) and EqLos, and consider cases where $\mathcal{G}_{a}$, $\mathcal{G}_{b}$ are distinguished by the three features mentioned above. These results are shown in Figure 4.8.

To sustain the group representation, the key point is that the fairness definition should match the factors that drive user departure and arrival. If adopt different dynamic models, different fairness criteria should be adopted. We further consider other types of dynamics and examine the performance of four fairness criteria. The results are shown in Figure 4.9. Specifically, Figure 4.9a illustrates the model where the user departure is driven by false negative rate: $N_{s}(t+1)=N_{s}(t) v\left(\mathrm{FN}_{s}\left(\theta_{s}(t)\right)\right)+\beta_{s}$, with $\mathrm{FN}_{s}\left(\theta_{s}(t)\right)=\int_{\theta_{s}(t)}^{\infty} f_{s}^{0}(x) d x$. Under this model EqOpt is better at maintaining representation. Figure 4.9 b illustrates the model where the users from each sub-group $\mathcal{G}_{s}^{y}$ are driven by their own perceived loss: $N_{s}^{y}(t+1)=$ $N_{s}^{y}(t) v\left(L_{s}^{y}\left(\theta_{s}(t)\right)\right)+\beta_{s}^{y}$, with $L_{s}^{y}\left(\theta_{s}\right)$ being false positives for $y=0$ and false negatives for $y=1$, arrivals $\beta_{s}^{0}=\left(1-\alpha_{s}\right) \beta_{s}$ and $\beta_{s}^{1}=\alpha_{s} \beta_{s}$. Under this model none of the four criteria can maintain group representation.

If $f_{s}^{y}(x)$ is unknown to the decision maker and the decision is learned from users in the system, then as users leave the system the decision can be more inaccurate and the exacerbation could potentially get more severe. In order to illustrate this, we first modify the dynamic model as $N_{s}(t+1)=\left(N_{s}(t)+\beta_{s}\right) v\left(L_{s}\left(\theta_{s}(t)\right)\right)$ so that the users' arrivals are also effected by the model accuracy. ${ }^{10}$


Figure 4.7: Effect of $\Delta$-fair decisions found with proposed method.


Figure 4.8: Illustration of group representation disparity using Adult dataset.

[^13]We compare the performance of two cases: (i) the Bayes optimal decisions are applied in every round; and (ii) decisions in $(t+1)$-th round are learned from the remaining users in $t$-th round. The empirical results are shown in Figure 4.10 where each solid curve (resp. dashed curve) is a sample path of case (i) (resp. case (ii)). Although $\beta_{a}=\beta_{b}, \mathcal{G}_{b}$ suffers a smaller loss at the beginning and starts to dominate the overall objec-

(a) Users from $\mathcal{G}_{s}$ are driven by false negative rate

(b) Users from $\mathcal{G}_{s}^{y}$ are driven by their own perceived loss

Figure 4.9: Sample paths under different dynamic models: $\beta_{a}=\beta_{b}$ (solid curves); $\beta_{a}=3 \beta_{b}$ (dashed curves); $\beta_{a}=\beta_{b} / 3$ (dotted dash curves). tive gradually. It results in the less and less users from $\mathcal{G}_{a}$ than $\mathcal{G}_{b}$ in the sample pool and the model trained from minority group $\mathcal{G}_{a}$ suffers an additional loss due to its insufficient samples. In contrast, as $\mathcal{G}_{b}$ becomes more dominant in the objective and its loss may be decreased compared with the case ( $i$ ) (See Figure 4.10c). Therefore, the exacerbation in group representation disparity gets more severe (See Figure 4.10a).


Figure 4.10: Impact of the classifier's quality: dashed curves represent the results for decisions learned from users (case (ii)), solid curves represent the results for Bayes optimal decisions (case (i)). It shows the exacerbation of group disparity get more severe under case (ii) for Simple, EqOpt and DP criteria.

## CHAPTER 5

# Long-Term Impact of Fairness Interventions on Group Qualification 

### 5.1 Introduction

In Chapter 4, we focus on one type of interplay between individuals and ML system where individuals respond to ML decisions by leaving/staying ML system, and we aim to understand how group representation disparity evolves in the long run under different ML (fair) decisions. In this chapter, we study the dynamics of group qualifications [83, 104, 113, 137]. In particular, we consider scenarios where a decision maker (e.g., bank) observes individuals' features (e.g., credit scores), and makes myopic decisions (e.g., issue loans) by assessing individuals' qualifications (e.g., ability to repay) which are unknown and unobservable to the decision maker when making decisions. Individuals respond to the decisions by investing in effort to either improve or maintain their qualifications in the next time step. These actions collectively change the qualification rate of the population. Our goal is to evaluate the long-term impact of various fairness criteria and examine whether these fairness criteria mitigate or worsen the qualification disparity in the long run.

Our main contributions and findings are as follows.

1. We use a Partially Observed Markov Decision Process (POMDP) framework to model the sequential decision making and construct a qualification dynamics model to characterize the interactions between individuals and ML system (Section 5.3).
2. We analyze the equilibrium of qualification rates in different groups under a general class of fairness constraints (Section 5.4).

- We prove the existence of the equilibrium under the qualification dynamics model (Theorem 17)
- We identify the sufficient conditions under which the equilibrium of this dynamics model is unique (Theorem 18).

3. We study the long-term impact of fairness constraints on the group qualification disparity when the equilibrium is unique (Section 5.5).

- We consider scenarios where the equality can be attained without fairness intervention (natural equality), and examine the impact of fairness constraints (Theorem 19).
- We consider scenarios where different groups have different qualification rate at the equilibrium without fairness intervention (natural inequality), and examine the impact of fairness constraints (Theorems 20 and 21). Our findings suggest that the same fairness constraint can have opposite impacts on the equilibrium and we identify conditions under which fairness constraint can mitigate/exacerbate the inequality in the long run.

4. We explore alternative interventions that can be effective in improving qualification rates at the equilibrium and promoting equality across different groups (Section 5.6).
5. We examine our theory on synthetic Gaussian datasets and two real-world scenarios (Section 5.8). Our experiments show that our framework can help examine findings cross domains and support real-life policy making.

The remainder of this chapter is organized as follows. Section 5.2 presents related work. Section 5.3 formulates the problem. Section 5.4 conducts the equilibrium analysis. The impact of various fairness criteria on group qualification disparity is analyzed and presented in Section 5.5. The effective interventions are introduced in Section 5.6. Experiments are presented in Section 4.5. Section 5.8 concludes the chapter. All proofs can be found in Appendix D.

### 5.2 Related Work

Among existing works on fairness in sequential decision making problems [154], many assume that the population's feature distribution neither changes over time nor is it affected by decisions; examples include studies on handling bias in online learning [12,31,38,39,51,62,77,95] and bandits problems [8,26,73,74,97,105,117,129]. The goal of most of these work is to design algorithms that can learn near-optimal policy quickly from the sequentially arrived data and the partially observed
information, and understand the impact of imposing fairness intervention on the learned policy (e.g., total utility, learning rate, sample complexity, etc.)

However, recent studies $[6,23,47$ ] have shown that there exists a complex interplay between algorithmic decisions and individuals, e.g., user participation dynamics [60, 152, 153], strategic reasoning in a game $[66,83]$, etc., such that decision making directly leads to changes in the underlying feature distribution, which then feeds back into the decision making process. Many studies thus aim at understanding the impacts of imposing fairness constraints when decisions affect underlying feature distribution. For example, $[63,79,83,103]$ construct two-stage models where only the one-step impacts of fairness intervention on the underlying population are examined but not the long-term impacts in a sequential framework; [70,114] focus on the fairness in reinforcement learning, of which the goal is to learn a long-run optimal policy that maximizes the cumulative rewards subject to certain fairness constraint; [60, 153] construct a user participation dynamics model where individuals respond to perceived decisions by leaving the system uniformly at random. The goal is to understand the impact of various fairness interventions on group representation.

Our work is most relevant to $[66,104,113,137]$, which study the long-term impacts of decisions on the groups' qualification states with different dynamics. In [66, 104], strategic individuals are assumed to be able to observe the current policy, based on which they can manipulate the qualification states strategically to receive better decisions. However, there is a lack of study on the influence of the sensitive attribute on dynamics and impact of fairness constraints. Besides, in many cases, the qualification states are affected by both the policy and the qualifications at the previous time step, which is considered in $[113,137]$. However, they assume that the decision maker have access to qualification states and the dynamics of the qualification rates is the same in different groups, i.e.,the equally qualified people from different groups after perceiving the same decision will have the same future qualification state. In fact, the qualification states are unobservable in most cases, and the dynamics can vary across different groups. If considering such difference, the dynamics can be much more complicated such that the social equality can not be attained easily as concluded in [113, 137].

### 5.3 Problem Formulation

Partially Observed Markov Decision Process (POMDP). Consider two groups $\mathcal{G}_{a}$ and $\mathcal{G}_{b}$ distinguished by a sensitive attribute $S \in\{a, b\}$ (e.g., gender), with fractions $n_{s}=\operatorname{Pr}(S=s)$ of the popula-
tion. At time $t$, an individual with attribute $S=s$ has feature ${ }^{1} X_{t}=x \in \mathbb{R}$ determined by a hidden qualification state $Y_{t}=y \in\{0,1\}$, both are time-varying. We adopt a natural assumption that an individual's attribute and current features constitute sufficient statistics, so that conditioned on these, the decision is independent of past features and decisions. This allows a decision maker to adopt a Markov policy: it makes decisions $D_{t}=d \in\{0,1\}$ (reject or accept) using a policy ${ }^{2} \pi_{s, t}(x)=P_{D_{t} \mid X_{t}, s}(1 \mid x, s)$ to maximize an instantaneous utility $R_{t}\left(D_{t}, Y_{t}\right)$, possibly subject to certain constraints. An individual is informed of the decision, and subsequently takes actions that may change the qualification $Y_{t+1}$ and features $X_{t+1}$. The latter is used to drive the institute's decision at the next time step. This process is shown in Figure 5.1. Note that this model can be viewed as capturing either a randomly selected individual repeatedly going through the decision cycles, or population-wide average when all individuals are subject to the decision cycles. Thus, $\alpha_{s}(t)=P_{Y_{t} S}(1 \mid s)$ is the probability of an individual from $\mathcal{G}_{s}$ qualified at time $t$ at the individual level, while being the qualification rate at the group level. One of our primary goals is to study how $\alpha_{s}(t)$ evolves under different (fair) policies.

Feature generation process. In many real-world scenarios, equally qualified individuals from different groups can have different features, potentially due to the different culture backgrounds and physiological differences of different demographic groups.Therefore, we consider that at time step $t$, given $Y_{t}=y$ and $S=s$, features $X_{t}$ are generated by $f_{s}^{y}(x)=P_{X_{t} \mid Y_{t}, S}(x \mid y, s)$. This will be referred to as the fea-


Figure 5.1: The graphical representation of our model where gray shades indicate latent variables. ture distribution and assumed time-invariant. The convex combination $P_{X_{t} \mid S}(x \mid s)=\alpha_{S}(t) f_{s}^{1}(x)+\left(1-\alpha_{s}(t)\right) f_{s}^{0}(x)$ will be referred to as the composite feature distribution of group $\mathcal{G}_{s}$ at time $t$.

Transition of qualification states. At time $t$, after receiving decision $D_{t}$, an individual takes actions such as exerting effort/investment, imitating others, etc., which results in a new qualification

[^14]$Y_{t+1}$. This is modeled by a set of transitions $T_{s}^{y d}=P_{Y_{t+1} \mid Y_{t}, D_{t}, S}(1 \mid y, d, s)$, which are time-invariant and group-dependent. These transitions characterize individuals' ability to maintain or improve its qualification. Note that we don't model individuals' strategic responses as in [66, 83], but rather use $T_{s}^{y d}$ to capture the overall effect; in other words, this single quantity may encapsulate the individual's willingness to exert effort, the cost of such effort, as well as the strength of community support, etc. Specifically, $T_{s}^{0 d}$ (resp. $T_{s}^{1 d}$ ) represents the probability of individuals from $\mathcal{G}_{s}$ who were previously unqualified (resp. qualified) became (resp. remain) qualified after receiving decision $d \in\{0,1\}$. Note that the case when feature distributions or transitions are group-independent is a special case of our formulation, i.e., by setting $f_{a}^{y}=f_{b}^{y}$ or $T_{a}^{y d}=T_{b}^{y d}$.

Fair myopic policy of an institute. A myopic policy $\pi_{t}$ at time $t$ aims at maximizing the instantaneous expected utility/reward $\mathcal{U}\left(D_{t}, Y_{t}\right)=\mathbb{E}\left[R_{t}\left(D_{t}, Y_{t}\right)\right]$, where the institute gains $u_{+}>0$ by accepting a qualified individual and incurs a cost $u_{-}>0$ by accepting an unqualified individual, i.e., $R_{t}\left(D_{t}, Y_{t}\right)= \begin{cases}u_{+}, & \text {if } Y_{t}=1 \text { and } D_{t}=1 \\ -u_{-}, & \text {if } Y_{t}=0 \text { and } D_{t}=1 . \text { A fair myopic policy maximizes the above utility } \\ 0, & \text { if } D_{t}=0\end{cases}$ subject to a fairness constraint $\mathcal{C}$. We focus on a set of group fairness constraints that equalize certain statistical measure between $\mathcal{G}_{a}$ and $\mathcal{G}_{b}$. A commonly studied (one-shot) fair machine learning problem is to find $\left(\pi_{a, t}, \pi_{b, t}\right)$ that solves the following constrained optimization,

$$
\begin{array}{cl}
\max _{\pi_{a}, \pi_{b}} & \mathcal{U}\left(D_{t}, Y_{t}\right)=n_{a} \mathbb{E}\left[R_{t}\left(D_{t}, Y_{t}\right) \mid S=a\right]+n_{b} \mathbb{E}\left[R_{t}\left(D_{t}, Y_{t}\right) \mid S=b\right] \\
\text { s.t. } & \mathbb{E}_{X_{t} \sim \mathcal{P}_{a}^{c}}\left[\pi_{a}\left(X_{t}\right)\right]=\mathbb{E}_{X_{t} \sim \mathcal{P}_{b}^{c}}\left[\pi_{b}\left(X_{t}\right)\right], \tag{5.1}
\end{array}
$$

where $\mathcal{P}_{s}^{\mathcal{C}}$ is some probability distribution over features $X_{t}$ and specifies the fairness metric $\mathcal{C}$. Many fairness metrics including EqOpt and DP can be written in this form, i.e.,

1. Equality of Opportunity (EqOpt) [57]: this requires the true positive rate (TPR) to be equal, i.e., $P_{D_{t} \mid Y_{t}, S}(1 \mid 1, a)=P_{D_{t} \mid Y_{t}, S}(1 \mid 1, b)$. This is equivalent to $\mathbb{E}_{X_{t} \mid Y_{t}=1, S=a}\left[\pi_{a, t}\left(X_{t}\right)\right]=$ $\mathbb{E}_{X_{t} \mid Y_{t}=1, S=b}\left[\pi_{b, t}\left(X_{t}\right)\right]$, i.e., $\mathcal{P}_{s}^{\text {EqOpt }}(x)=f_{s}^{1}(x)$.
2. Demographic Parity (DP) [11]: this requires the positive rate $(\mathrm{PR})$ to be equal, i.e., $P_{D_{t} \mid S}(1 \mid a)=$ $P_{D_{t} \mid S}(1 \mid b)$. This is equivalent to $\mathbb{E}_{X_{t} \mid S=a}\left[\pi_{a, t}\left(X_{t}\right)\right]=\mathbb{E}_{X_{t} \mid S=b}\left[\pi_{b, t}\left(X_{t}\right)\right]$, i.e., $\mathcal{P}_{s}^{\mathrm{DP}}(x)=(1-$ $\left.\alpha_{s}(t)\right) f_{s}^{0}(x)+\alpha_{s}(t) f_{s}^{1}(x)$.
We focus on this class of myopic polices in this chapter, and refer to the solution to (5.1) as the
optimal policy. We further define qualification profile ${ }^{3}, \gamma_{s, t}(x)$, the probability an individual with features $x$ from group $\mathcal{G}_{s}$ is qualified at $t$, i.e.,

$$
\begin{equation*}
\gamma_{s, t}(x)=P_{Y_{t} \mid X_{t}, S}(1 \mid x, s)=\frac{1}{\frac{f_{s}^{0}(x)}{f_{s}^{1}(x)}\left(\frac{1}{\alpha_{s}(t)}-1\right)+1}, x \in \mathbb{R} . \tag{5.2}
\end{equation*}
$$

Then the utility obtained from the group $\mathcal{G}_{s}$ at time step $t$ is given by $\mathbb{E}\left[R_{t}\left(D_{t}, Y_{t}\right) \mid S=s\right]=$ $\mathbb{E}_{X_{t} \mid S=s}\left[\pi_{s, t}\left(X_{t}\right)\left(\gamma_{s, t}\left(X_{t}\right)\left(u_{+}+u_{-}\right)-u_{-}\right)\right]$.

### 5.4 Evolution and Equilibrium Analysis of Qualification Rates

In this section, we first solve the one-shot optimization problem (5.1) (Section 5.4.1). We then show that under the optimal policy, there exists an equilibrium of qualification rates in the long run, and that a sufficient condition for its uniqueness is also introduced (Section 5.4.2).

### 5.4.1 Threshold Policies are Optimal

If an individual's qualification is observable, the optimal policy is straightforward absent of fairness constraints: accepting all qualified ones and rejecting the rest. When qualification is not observable, the institute needs to infer from observed features and accepts those most likely to be qualified. Next we show that under mild assumptions, optimal policies are in the form of threshold policies.

Assumption 9. $f_{s}^{y}(x)$ and the $C D F, \int_{-\infty}^{x} f_{s}^{y}(z) d z$, are continuous in $x \in \mathbb{R}, \forall y, s ; f_{s}^{1}(x)$ and $f_{s}^{0}(x)$ satisfy strict monotone likelihood ratio property, i.e., $\frac{f_{s}^{1}(x)}{f_{s}^{0}(x)}$ is strictly increasing in $x \in \mathbb{R}$.

Assumption 10. $\forall s \in\{a, b\}, \mathcal{P}_{s}^{\mathcal{C}}(x)$ is continuous in $x \in \mathbb{R} ; \frac{P_{X \mid S}(x \mid s)}{\mathcal{P}_{s}^{\mathcal{C}}(x)}$ is non-decreasing in $x \in \mathbb{R}$.
Assumption 9 says that an individual is more likely to be qualified as his/her feature value increases ${ }^{4}$. We show that under Assumption 9, the optimal unconstrained policy is a threshold policy, i.e., $\forall x, t$ and $s \in\{a, b\}, \boldsymbol{\pi}_{s, t}(x)=\boldsymbol{1}\left(x \geq \theta_{s}(t)\right)$ for some $\theta_{s}(t) \in \mathbb{R}$. Assumption 10 limits the types of fairness constraints, but is satisfied by many commonly used ones, including EqOpt and

[^15]DP. We show that for any fairness constraint $\mathcal{C}$ satisfying Assumption 10, the optimal fair policy is a threshold policy, which is consistent with Theorem 3.2 in [29]. Moreover, under Assumptions 9 and 10, a threshold as a function of qualification rates, $\theta_{s}(t)=\theta_{s}\left(\alpha_{a}(t), \alpha_{b}(t)\right)$, is continuous and non-increasing in $\alpha_{a}(t)$ and $\alpha_{b}(t)$. In the next Lemma 7, we further characterize these optimal (fair) thresholds in the optimal (fair) policies.

Lemma 7 (Optimal (fair) threshold). Let $\left(\gamma_{a}(x), \gamma_{b}(x)\right)$ be a pair of qualification profiles for groups $\mathcal{G}_{a}$ and $\mathcal{G}_{b}$ at $t$. Let threshold pairs $\left(\theta_{a}^{U N}, \theta_{b}^{U N}\right)$ and $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right)$ be the unconstrained and fair optimal thresholds under constraint $\mathcal{C}$, respectively. Then we have $\gamma_{a}\left(\theta_{a}^{U N}\right)=\gamma_{b}\left(\theta_{b}^{U N}\right)=\frac{u_{-}}{u_{+}+u_{-}}$and

$$
\begin{equation*}
n_{a}\left(\gamma_{a}\left(\theta_{a}^{\mathcal{C}}\right)-\frac{u_{-}}{u_{+}+u_{-}}\right) \frac{P_{X \mid S}\left(\theta_{a}^{\mathcal{C}} \mid a\right)}{\mathcal{P}_{a}^{\mathcal{C}}\left(\theta_{a}^{\mathcal{C}}\right)}+n_{b}\left(\gamma_{b}\left(\theta_{b}^{\mathcal{C}}\right)-\frac{u_{-}}{u_{+}+u_{-}}\right) \frac{P_{X \mid S}\left(\theta_{b}^{\mathcal{C}} \mid b\right)}{\mathcal{P}_{b}^{\mathcal{C}}\left(\theta_{b}^{\mathcal{C}}\right)}=0 \tag{5.3}
\end{equation*}
$$

Here we have removed the subscript $t$ since the thresholds are not $t$-dependent; they only depend on current qualification rates. The solution to Eqn. (5.3) is the threshold pair $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right)$ that satisfies the fairness constraint $\int_{\theta_{a}^{C}}^{\infty} \mathcal{P}_{a}^{\mathcal{C}}(x) d x=\int_{\theta_{b}^{\mathcal{C}}}^{\infty} \mathcal{P}_{b}^{\mathcal{C}}(x) d x$ in Eqn. (5.1) while maximizing the expected utility $\mathcal{U}(D, Y)$ at time $t$. Under DP and EqOpt fairness, Eqn. (5.3) can be reduced to

$$
n_{a} \gamma_{a}\left(\theta_{a}^{\mathrm{DP}}\right)+n_{b} \gamma_{b}\left(\theta_{b}^{\mathrm{DP}}\right)=\frac{u_{-}}{u_{+}+u_{-}} ; \quad \frac{n_{a} \alpha_{a}}{\gamma_{a}\left(\theta_{a}^{\mathrm{EqOpt}}\right)}+\frac{n_{b} \alpha_{b}}{\gamma_{b}\left(\theta_{b}^{\mathrm{EqOpt}}\right)}=\frac{n_{a} \alpha_{a}}{\frac{u_{-}}{u_{+}+u_{-}}}+\frac{n_{b} \alpha_{b}}{\frac{u_{-}}{u_{+}+u_{-}}} .
$$

Lemma 7 also indicates the relation between the unconstrained and fair optimal polices, e.g., a group's qualification profile evaluated at the unconstrained threshold is the same as the weighted combination of two groups' qualification profiles evaluated at their corresponding fair thresholds under DP.

### 5.4.2 Evolution and Equilibrium Analysis

We next examine what happens as the institute repeatedly makes decisions based on the optimal (fair) policies derived in Section 5.4.1, while individuals react by taking actions to affect their future qualifications. We say the qualification rate of $\mathcal{G}_{s}$ is at an equilibrium if $\alpha_{s}(t+1)=\alpha_{s}(t), \forall t \geq t_{o}$ for some $t_{o}$, or equivalently, if $\lim _{t \rightarrow \infty} \alpha_{s}(t)=\alpha_{s}$ is well-defined for some $\alpha_{s} \in[0,1]$. Analyzing equilibrium helps us understand the property of the population in the long-run. We begin by
characterizing the dynamics of qualification rates $\alpha_{s}(t)$ under policy $\pi_{s, t}$ as follows:

$$
\begin{equation*}
\alpha_{s}(t+1)=g_{s}^{0}\left(\alpha_{a}(t), \alpha_{b}(t)\right) \cdot\left(1-\alpha_{s}(t)\right)+g_{s}^{1}\left(\alpha_{a}(t), \alpha_{b}(t)\right) \cdot \alpha_{s}(t), \quad s \in\{a, b\}, \tag{5.4}
\end{equation*}
$$

where $g_{s}^{y}\left(\alpha_{a}(t), \alpha_{b}(t)\right)=\mathbb{E}_{X_{t} \mid Y_{t}=y, S=s}\left[\left(1-\pi_{s, t}\left(X_{t}\right)\right) T_{s}^{y 0}+\pi_{s, t}\left(X_{t}\right) T_{s}^{y 1}\right]$ depends on qualification rates $\alpha_{a}(t), \alpha_{b}(t)$ through policy $\pi_{s, t}$. When $\pi_{s, t}(x)=\mathbf{1}\left(x \geq \theta_{s}(t)\right)$, this reduces to $g_{s}^{y}\left(\alpha_{a}(t), \alpha_{b}(t)\right)=$ $T_{s}^{y 0} \int_{-\infty}^{\theta_{s}(t)} f_{s}^{y}(x) d x+T_{s}^{y 1} \int_{\theta_{s}(t)}^{\infty} f_{s}^{y}(x) d x$. Denote $g_{s}^{y}\left(\alpha_{a}(t), \alpha_{b}(t)\right):=g_{s}^{y}\left(\theta_{s}\left(\alpha_{a}(t), \alpha_{b}(t)\right)\right), y \in\{0,1\}$.

Dynamics (5.4) says that the qualified people at each time consists of two parts: the qualified people in the previous time step remain being qualified, and those who were unqualified in the previous time step change to become qualified.

Theorem 17 below shows that for any transition and any threshold policy that are continuous in qualification rates, the above dynamical system always has at least one equilibrium.

Theorem 17 (Existence of equilibrium). Consider a dynamics (5.4) with a threshold policy $\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$ that is continuous in $\alpha_{a}$ and $\alpha_{b} . \forall T_{s}^{y d} \in(0,1)$, there exists at least one equilibrium $\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)$.

While an equilibrium exists under any set of transitions, its specific property (e.g., quantity, value, etc.) highly depends on transition probabilities which specify different user dynamics.

We focus on two scenarios given in the condition below.
Condition 1. $\forall s \in\{a, b\}$,
a) $T_{s}^{01} \leq T_{s}^{00}$ and $T_{s}^{11} \leq T_{s}^{10}$;
b) $T_{s}^{01} \geq T_{s}^{00}$ and $T_{s}^{11} \geq T_{s}^{10}$.

As mentioned, transitions $T_{s}^{y d}$ characterize the ability of individuals from $\mathcal{G}_{s}$ to maintain/improve their future qualifications, this value summarizes individual's behaviors. On one hand, an accepted individual may feel less motivated to remain qualified (if it was) or become qualified (if it was not). On the other hand, the accepted individual may have access to better resources or feel more inspired to remain or become qualified. These competing factors (referred to later as the "lack of motivation" effect and the "leg-up" effect, respectively) may work simultaneously, and the net effect can be context dependent. Condition 1a) (resp. Condition 1b)) suggests that the first (resp. second) effect is dominant for both qualified and unqualified individuals. There are two other combinations: c) $T_{s}^{01} \geq T_{s}^{00}$ and $T_{s}^{11} \leq T_{s}^{10} ;$ d) $T_{s}^{01} \leq T_{s}^{00}$ and $T_{s}^{11} \geq T_{s}^{10}$, under which the qualified and unqualified are dominant by different effects. These cases incur more uncertainty; slight changes in feature distributions or transitions may result in opposite conclusions. More discussions are in Section 5.7.

Given the existence of an equilibrium, Theorem 18 further introduces sufficient conditions for it to be unique. Based on the unique equilibrium, we can evaluate and compare policies (Section 5.5), and design effective interventions to promote long-term equality and/or the overall qualifications (Section 5.6).

Theorem 18 (Uniqueness of equilibrium). Consider a decision-making system with dynamics (5.4) and either unconstrained or fair optimal threshold policy. Let $h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)=\frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}, s \in$ $\{a, b\}$. Under Assumptions 9 and 10, a sufficient condition for (5.4) to have a unique equilibrium is as follows, $\forall s \in\{a, b\}$ :

1. Under Condition 1a), $\left|\frac{\partial h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{-s}}\right|<1, \forall \alpha_{s} \in[0,1]$, where $-s:=\{a, b\} \backslash s$;
2. Under Condition 1b), $\left|\frac{\partial h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{-s}}\right|<1$ and $\left|\frac{\partial h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{s}}\right|<1, \forall \alpha_{a}, \alpha_{b} \in[0,1]$.

These sufficient conditions can further be satisfied if for the qualified $(y=1)$ and the unqualified $(y=0)$, transitions $T_{s}^{y 1}$ and $T_{s}^{y 0}$ are sufficiently close, i.e., policies have limited influence on the qualification dynamics. This is stated formally as follows.

Corollary 2. For any feature distributions $\left\{f_{s}^{y}(x)\right\}_{s, y}$, suppose $\left|\frac{\partial \mathbb{F}_{s}^{y}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{u}}\right| \leq M^{y}$ holds for some constant $M^{y} \in[0, \infty), \forall y \in\{0,1\}, \forall u \in\{a, b\}$. Under either Condition 1a) or $\left.1 b\right), \exists \epsilon_{s}^{y}>0$ such that for any transitions that satisfy $\left|T_{s}^{y 1}-T_{s}^{y 0}\right|<\epsilon_{s}^{y}, s \in\{a, b\}, y \in\{0,1\}$, the corresponding dynamics system has a unique equilibrium.

It is worth noting that the conditions of Theorem 18 only guarantee uniqueness of equilibrium but not stability, i.e., it is possible that the qualification rates oscillate and don't converge under this discrete-time dynamics (see examples on COMPAS data in Section 5.8). The uniqueness can be guaranteed and further attained if the dynamics (5.4) satisfies $L$-Lipschitz condition with $L<1$. However, Lipschitz condition is relatively stronger than the condition in Theorem 18 (see the comparison in Section 5.7).

Figure 5.2 illustrates trajectories of qualification rates $\left(\alpha_{a}(t), \alpha_{b}(t)\right)$ and the equilibrium for a Gaussian case under Condition 1b). Let $g_{s}^{y}:=g_{s}^{y}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)$, the points $\left(\alpha_{a}, \alpha_{b}\right)$ on the red, and blue dashed curves satisfy $\alpha_{b}=g_{b}^{0}\left(1-\alpha_{b}\right)+g_{b}^{1} \alpha_{b}$ and $\alpha_{a}=g_{a}^{0}\left(1-\alpha_{a}\right)+g_{a}^{1} \alpha_{a}$, respectively. Their intersection (black star) is the equilibrium ( $\widehat{\alpha}_{a}, \widehat{\alpha}_{b}$ ). The sufficient conditions in Theorem 18 guarantee these two curves have only one intersection. Moreover, observe that these two curves split the plane $\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a} \in[0,1], \alpha_{b} \in[0,1]\right\}$ into four parts, which can be used for determining how $\left(\alpha_{a}(t), \alpha_{b}(t)\right)$ will change at $t$. For example, if $\left(\alpha_{a}(t), \alpha_{b}(t)\right)$ falls into the left side of the blue




Figure 5.2: Illustration of $\left\{\left(\alpha_{a}(t), \alpha_{b}(t)\right)\right\}_{t}$ for a Gaussian case under EqOpt, DP, UN optimal policies: $u_{+}=u_{-}, n_{a}=n_{b}, f_{s}^{y}(x)$ is Gaussian distributed with mean $\mu_{s}^{y}$ and variance $\sigma_{s}^{2}$, where $\left[\mu_{a}^{0}, \mu_{a}^{1}, \mu_{b}^{0}, \mu_{b}^{1}\right]=$ $[-5,5,-5,5],\left[\sigma_{a}, \sigma_{b}\right]=[5,5],\left[T_{a}^{00}, T_{a}^{01}, T_{a}^{10}, T_{a}^{11}\right]=[0.4,0.5,0.5,0.9], \quad\left[T_{b}^{00}, T_{b}^{01}, T_{b}^{10}, T_{b}^{11}\right]=$ [0.1, $0.5,0.5,0.7]$. Each plot shows 6 sample paths with each circle/diamond/star representing one pair of $\left(\alpha_{a}(t), \alpha_{b}(t)\right)$.
dashed curve, then $\alpha_{a}(t+1)>\alpha_{a}(t)$; if $\left(\alpha_{a}(t), \alpha_{b}(t)\right)$ falls into the lower side of the red dashed curve, then $\alpha_{b}(t+1)>\alpha_{b}(t)$.

### 5.5 The Long-Term Impact of Fairness Constraints

In this section, we analyze the long-term impact of imposing fairness constraints on the equality of group qualification. We will do so in the presence of natural equality (and inequality) [113] where equitable equilibria are attained naturally without imposing additional constraints (in our context, this means attaining $\widehat{\alpha}_{a}^{\mathrm{UN}}=\widehat{\alpha}_{b}^{\mathrm{UN}}$ using unconstrained polices).

Although there may exist multiple equilibria, in this section we will assume the conditions in Theorem 18 hold under Assumption 9 and 10 and limit ourselves to the unique equilibrium cases under DP and EqOpt, thereby providing a theoretical foundation and an illustration of how their long-term impact can be compared. As shown below, these short-term fairness interventions may not necessarily promote long-term equity, and their impact can be sensitive to feature distributions and transitions. A small change in either can lead to contrarian results, suggesting the importance of understanding the underlying population.

Long-term impact on natural equality. When there is natural equality, an unconstrained optimal policy will result in two groups converging to the same qualification rate, thus rendering
fairness constraints is unnecessary. The interesting question here is whether applying a fairness constraint can disrupt the equality. The theorem below shows that the DP and EqOpt fairness will do harm if the feature distributions are different.

Theorem 19. For any feature distribution $f_{s}^{y}(x)$ and $\forall \alpha^{U N} \in(0,1)$, there exist transitions $\left\{T_{s}^{y d}\right\}_{y, d, s}$ satisfying either Condition 1a) or Condition 1b) such that $\widehat{\alpha}_{a}^{U N}=\widehat{\alpha}_{b}^{U N}=\alpha^{U N}$. In this case, if $f_{a}^{y}(x) \neq f_{b}^{y}(x)\left(\right.$ resp. $\left.f_{a}^{y}(x)=f_{b}^{y}(x)\right)$, then imposing either $\mathcal{C}=$ DP or EqOpt fair optimal policies will violate (resp. maintain) equality, i.e., $\widehat{\alpha}_{a}^{\mathcal{C}} \neq \widehat{\alpha}_{b}^{\mathcal{C}}$ (resp. $\left.\widehat{\alpha}_{a}^{\mathcal{C}}=\widehat{\alpha}_{b}^{\mathcal{C}}\right)$.

Theorem 19 shows that $\forall \alpha^{\mathrm{UN}} \in(0,1)$, there exists model parameters under which $\alpha^{\mathrm{UN}}$ is the equilibrium and natural equality is attained. Also, natural equality is not disrupted by imposing either fairness constraint when feature distributions are the same across different groups (referred to as demographic-invariant below). However, imposing either constraint will lead to unequal outcomes if feature distributions are diverse across groups (referred to as demographic-variant below, which is more likely to happen in reality. Thus, in these natural equality cases, imposing fairness will often do harm.

Long-term impact on natural inequality. Natural inequality, i.e., $\widehat{\alpha}_{a}^{\mathrm{UN}} \neq \widehat{\alpha}_{b}^{\mathrm{UN}}$, is more common than natural equality which only occurs under specific model parameters. This difference in qualification rates at equilibrium typically stems from the fact that either feature distributions or transitions or both are different across different groups. Thus, below we study the impact of imposing fairness by considering these two sources of inequality separately, and we aim to examine whether fairness constraints can address the inequality caused by each. Let disadvantaged group be the group with a lower qualification rate at equilibrium.

Demographic-invariant feature distribution with demographic-variant transition. In this case, we have the same feature distributions but different transitions in different groups, i.e., $f_{s}^{y}=f_{b}^{y}$, $T_{a}^{y d} \neq T_{b}^{y d}$. A real-world example is college admission based on ACT/SAT scores: given the same qualification state, score distributions may be the same regardless of the applicant's socio-economic status, but the economically advantaged may be able to afford more investments and effort to improve their score after a rejection.

Theorem 20. Under Condition la), DP and EqOpt fairness exacerbate inequality, i.e., $\mid \widehat{\alpha}_{a}^{\mathcal{C}}-$ $\widehat{\alpha}_{b}^{\mathcal{C}}\left|\geq\left|\widehat{\alpha}_{a}^{U N}-\widehat{\alpha}_{b}^{U N}\right| ;\right.$ under Condition $\left.1 b\right)$, DP and EqOpt fairness mitigate inequality, i.e., $\mid \widehat{\alpha}_{a}^{C}-$ $\widehat{\alpha}_{b}^{C}\left|\leq\left|\widehat{\alpha}_{a}^{U N}-\widehat{\alpha}_{b}^{U N}\right|\right.$. Moreover, the disadvantaged group remains disadvantaged in both cases, i.e., $\left(\widehat{\alpha}_{a}^{U N}-\widehat{\alpha}_{b}^{U N}\right)\left(\widehat{\alpha}_{a}^{\mathcal{C}}-\widehat{\alpha}_{b}^{\mathcal{C}}\right) \geq 0$.

This theorem shows that imposing fairness only helps when the "leg-up" effect is more prominent than the "lack of motivation" effect; alternatively, this suggests that when the "lack of motivation" effect is dominant, imposing fairness should be accompanied by other support structure to dampen this effect (e.g., by helping those accepted to become or remain qualified).

Theorem 20 is illustrated in the plot to the right, where transitions satisfy Condition 1a)b) and $f_{a}^{y}(x)=f_{b}^{y}(x)$ is Gaussian distributed. Each plot includes 3 pairs of red/blue dashed curves corresponding to 3 policies (EqOpt, DP, UN). Points ( $\alpha_{a}, \alpha_{b}$ ) on these curves satisfy
 $\alpha_{b}=g_{b}^{0}\left(\alpha_{a}, \alpha_{b}\right) \cdot\left(1-\alpha_{b}\right)+g_{b}^{1}\left(\alpha_{a}, \alpha_{b}\right) \cdot \alpha_{b}$ and $\alpha_{a}=g_{a}^{0}\left(\alpha_{a}, \alpha_{b}\right) \cdot\left(1-\alpha_{a}\right)+g_{a}^{1}\left(\alpha_{a}, \alpha_{b}\right) \cdot \alpha_{a}$, respectively. Each intersection (colored star) is an equilibrium ( $\widehat{\alpha}_{a}^{\mathcal{C}}, \widehat{\alpha}_{b}^{\mathcal{C}}$ ); the length of colored segments represents $\left|\widehat{\alpha}_{a}^{C}-\widehat{\alpha}_{b}^{\mathcal{C}}\right|$. The black circle is the intersection of all three blue/red curves.

Demographic-variant feature distribution with demographic-invariant transition. In this case, we have the same transitions and different feature distributions in different groups, i.e., $f_{a}^{y} \neq f_{b}^{y}$, $T_{a}^{y d}=T_{b}^{y d}$. In the same example of college admission this is a case where the ACT/SAT scores are biased against a certain group but there is no difference in how different groups react to the decision. Here, we will focus on a class of feature distributions where those qualified have the same feature distribution regardless of group membership, while those unqualified from $\mathcal{G}_{b}$ are more likely to have lower features than those unqualified from $\mathcal{G}_{a}$. This is given in the condition below.

Condition 2. $f_{s}^{y}(x)$ is continuous in $x \in \mathbb{R} ; f_{a}^{1}(x)=f_{b}^{1}(x), \forall x \in \mathbb{R} ; f_{a}^{0}(x)$ and $f_{b}^{0}(x)$ satisfy strict monotone likelihood ratio property, i.e., $\frac{f_{a}^{0}(x)}{f_{b}^{0}(x)}$ is strict increasing in $x \in \mathbb{R}$.

Condition 2 also implies that $\int_{-\infty}^{x} f_{b}^{0}(z) d z \geq \int_{-\infty}^{x} f_{a}^{0}(z) d z, \forall x \in \mathbb{R}$. Let $\widehat{x}$ be defined such that $f_{b}^{0}(\widehat{x})=f_{a}^{0}(\widehat{x})$ holds, which is unique. An example satisfying Condition 2 is shown on the right.


Theorem 21. Under Condition 1b) and Condition 2, if $\frac{u_{+}}{u_{-}} \geq \frac{f_{s}^{0}(\bar{x}}{f_{s}^{1}(\bar{x})} \frac{1-T^{10}}{T^{00}}$, we have - $\widehat{\alpha}_{a}^{U N}>\widehat{\alpha}_{b}^{U N}$ and $\widehat{\alpha}_{a}^{U N}-\widehat{\alpha}_{b}^{U N}>\widehat{\alpha}_{a}^{\text {EqOpt }}-\widehat{\alpha}_{b}^{\text {EqOpt }} \geq 0$ hold, i.e., EqOpt fairness always mitigates inequality and the disadvantaged group $\mathcal{G}_{b}$ remains disadvantaged.

- DP fairness may either (1) mitigate inequality, i.e., $\widehat{\alpha}_{a}^{U N}-\widehat{\alpha}_{b}^{U N}>\widehat{\alpha}_{a}^{D P}-\widehat{\alpha}_{b}^{D P} \geq 0$; or (2) flip the disadvantaged group from $\mathcal{G}_{b}$ to $\mathcal{G}_{a}$, i.e., $\widehat{\alpha}_{b}^{D P} \geq \widehat{\alpha}_{a}^{D P}$.

Because $\mathcal{G}_{a}$ and $\mathcal{G}_{b}$ only differ in $f_{s}^{0}(x)$, the condition in Theorem 21 ensures at least one group has enough unqualified people to be accepted and can be satisfied if benefit $u_{+}$is sufficiently larger than cost $u_{-}$. We see that in this case the comparison is much more complex depending on the model parameters.

### 5.6 Effective Interventions

As discussed, imposing static fairness constraints is not always a valid intervention in terms of its long-term impact. In some cases it reinforces existing disparity; even when it could work, doing it right can be very hard due to its sensitivity to problem parameters. In this section, we present several alternative interventions that can be more effective in inducing more equitable outcomes or improving overall qualification rates in the long run. We shall assume that the sufficient conditions of Theorem 18 hold under Assumptions 9 and 10 so that the equilibrium is unique.

Policy intervention. In many instances, preserving static fairness at each time $t$ is important, for short-term violations may result in costly lawsuits [1]. Proposition 3 below shows that using sub-optimal fair policies instead of the optimal ones can improve overall qualification in the long run.

Proposition 3. Let $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right),\left(\theta_{a}^{\mathcal{C}^{\prime}}, \theta_{b}^{\mathcal{C}^{\prime}}\right)$ be thresholds satisfying fairness constraint $\mathcal{C}$ under the optimal and an alternative policy, respectively. Let $\left(\widehat{\alpha}_{a}^{\mathcal{C}}, \widehat{\alpha}_{b}^{\mathcal{C}}\right),\left(\widehat{\alpha}_{a}^{\mathcal{C}^{\prime}}, \widehat{\alpha}_{b}^{\mathcal{C}^{\prime}}\right)$ be the corresponding equilibrium. - If $\theta_{s}^{\mathcal{C}^{\prime}}\left(\alpha_{a}, \alpha_{b}\right)>\theta_{s}^{\mathcal{C}}\left(\alpha_{a}, \alpha_{b}\right), \forall \alpha_{s} \in[0,1]$ under Condition 1a), then $\widehat{\alpha}_{s}^{\mathcal{C}^{\prime}}>\widehat{\alpha}_{s}^{\mathcal{C}}, \forall s \in\{a, b\}$; - If $\theta_{s}^{\mathcal{C}^{\prime}}\left(\alpha_{a}, \alpha_{b}\right)<\theta_{s}^{\mathcal{C}}\left(\alpha_{a}, \alpha_{b}\right), \forall \alpha_{s} \in[0,1]$ under Condition 1b), then $\widehat{\alpha}_{s}^{\mathcal{C}^{\prime}}>\widehat{\alpha}_{s}^{\mathcal{C}}, \forall s \in\{a, b\}$.

Note that the sacrifice is in instantaneous utility, not necessarily in total utility in the long run (see an example in proof of Proposition 3, Appendix D). If static fairness need not be maintained at all times, then we can employ separate policies for each group, and Proposition 4 below shows that under certain conditions on transitions, threshold policies leading to equitable equilibrium always exist.

Proposition 4. Let $\mathcal{I}_{s}=\left[\frac{1-\max \left\{T_{s}^{11}, T_{s}^{10}\right\}}{\max \left\{T_{s}^{01}, T_{s}^{00}\right\}}, \frac{1-\min \left\{T_{s}^{11}, T_{s}^{10}\right\}}{\min \left\{T_{s}^{01}, T_{s}^{00}\right\}}\right], s \in\{a, b\}$. Under Condition 1a) or $1 b$ ), if $\mathcal{I}_{a} \cap \mathcal{I}_{b} \neq \emptyset$, then $\forall \widehat{\alpha} \in \mathcal{I}_{a} \cap \mathcal{I}_{b}$, there exist threshold policies $\theta_{s}\left(\alpha_{s}\right), \forall \alpha_{s} \in[0,1]$, under which $\alpha_{s}(t) \rightarrow \widehat{\alpha}, \forall s \in\{a, b\}$, i.e., equitable equilibrium is attained; if $\mathcal{I}_{a} \cap \mathcal{I}_{b}=\emptyset$, then there is no threshold policy that can result in equitable equilibrium.

Proposition 4 also indicates that when two groups' transitions are significantly different, manipulating policies cannot achieve equality. In this case, the following intervention can be considered.

Transition Intervention. Another intervention is to alter the value of transitions, e.g., by establishing support for both the accepted and rejected. Proposition 5 shows that the qualification rate $\widehat{\alpha}_{s}$ at equilibrium can be improved by enhancing individuals' ability to maintain/improve qualification, which is consistent with the empirical findings in loan repayment [52,64,119] and labor markets [43].

Proposition 5. $\forall s \in\{a, b\}$, increasing any transition probability $T_{s}^{y d}, d \in\{0,1\}, y \in\{0,1\}$ always increases the value of equilibrium qualification rates $\widehat{\alpha}_{s}$.

### 5.7 Discussion

Transitions under Condition 1c) or 1d). This chapter mainly focus on transitions satisfying Condition 1a) and 1 b ). As mentioned in Section 5.4.2, there are the other two combinations: c) $T_{s}^{01} \geq T_{s}^{00}$ and $T_{s}^{11} \leq T_{s}^{10}$; d) $T_{s}^{01} \leq T_{s}^{00}$ and $T_{s}^{11} \geq T_{s}^{10}$, in which there is more uncertainty when conducting equilibrium analysis. The slight changes in the feature distributions or the values of transitions may change conclusions significantly.

Because the system has equilibrium if $\alpha_{s}(t)=\alpha_{s}(t+1)$ holds, i.e., there is solution to $\alpha_{s}=$ $g_{s}^{0}\left(\alpha_{a}, \alpha_{b}\right) \cdot\left(1-\alpha_{s}\right)+g_{s}^{1}\left(\alpha_{a}, \alpha_{b}\right) \cdot \alpha_{s}, \forall s \in\{a, b\}$. Re-organize, it requires $\frac{1}{\alpha_{s}}-1=\frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{s}^{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}$, $\forall s \in\{a, b\}$. Let cumulative density function of $f_{s}^{y}(x)$ be denoted as $\mathbb{F}_{s}^{y}(x)=\int_{-\infty}^{x} f_{s}^{y}(z) d z$. Since

$$
\frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}=\frac{1-\left(T_{s}^{10} \mathbb{F}_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)+T_{s}^{11}\left(1-\mathbb{F}_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)\right)}{T_{s}^{00} \mathbb{F}_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)+T_{s}^{01}\left(1-\mathbb{F}_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)} .
$$

Under optimal (fair) policies and Condition 1a) or 1 b ), $\frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}$ is guaranteed to be either decreasing or increasing in $\alpha_{s}$. This monotonicity is critical to determine the properties (e.g., uniqueness, quantity, value, etc.) of the consequent equilibrium ( $\widehat{\alpha}_{a}^{\mathcal{C}}, \widehat{\alpha}_{b}^{\mathcal{C}}$ ) so that impacts of different fairness can be compared. In contrast, under Condition 1c) or 1 d$), \frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}$ is no longer monotonic, and its intersection with function $\frac{1}{\alpha_{s}}-1$, i.e., equilibrium, is thus hard to characterize. As a consequence, the impacts of different fairness constraints cannot be compared in general.

Comparison between sufficient conditions in Theorem 18 and Lipschitz condition. Let a pair of qualification rats of $\mathcal{G}_{a}, \mathcal{G}_{b}$ be noted as $\boldsymbol{\alpha}_{t}=\left(\alpha_{a}(t), \alpha_{b}(t)\right) \in[0,1] \times[0,1]$, and let mapping $\Phi:[0,1] \times[0,1] \rightarrow[0,1] \times[0,1]$ be defined such that dynamical system (5.4) can be written as $\boldsymbol{\alpha}_{t+1}=\Phi\left(\boldsymbol{\alpha}_{t}\right)$. Then this dynamical system has an equilibrium $\widehat{\alpha}$ if $\Phi(\widehat{\alpha})=\widehat{\alpha}$. According to Banach Fixed Point Theorem, such equilibrium exists and is unique if the mapping $\Phi$ satisfies $L$-Lipschitz condition with $L<1$, i.e., $\Phi$ is a contraction mapping. Specifically, $d\left(\Phi\left(\boldsymbol{\alpha}_{0}\right), \Phi\left(\boldsymbol{\alpha}_{1}\right)\right) \leq L d\left(\boldsymbol{\alpha}_{0}, \boldsymbol{\alpha}_{1}\right)$ for some distance function $d$ and Lipschitz constant $L<1$.

While Lipschitz condition also ensures the uniqueness of equilibrium, the sufficient conditions given in Theorem 18 are weaker. Use unconstrained optimal policies as an example, in this case dynamics of two groups can be decoupled because threshold $\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$ used in $\mathcal{G}_{s}$ is independent of qualification of the other group $\alpha_{-s}$. Therefore, sufficient condition $\left|\frac{\partial h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{-s}}\right|=0<1$ under Condition 1a) always holds. In contrast, for dynamics of $\mathcal{G}_{s}$ after decoupling $\alpha_{s}(t+1)=\Phi_{s}\left(\alpha_{s}(t)\right)=$ $g_{s}^{0}\left(\theta_{s}\left(\alpha_{s}(t)\right)\right)\left(1-\alpha_{s}(t)\right)+g_{s}^{1}\left(\theta_{s}\left(\alpha_{s}(t)\right)\right) \alpha_{s}(t), \Phi_{s}$ is not necessarily a contraction mapping.

Although sufficient conditions in Theorem 18 are weaker, they do not guarantee the stability of the equilibrium. In contrast, Lipschitz condition with $L<1$ ensures the unique equilibrium is also stable, i.e., we have $\left(\alpha_{a}(t), \alpha_{b}(t)\right) \rightarrow\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)$ given an arbitrary initial state $\left(\alpha_{a}(0), \alpha_{b}(0)\right)$.

### 5.8 Experiments

We conducted experiments on both Gaussian synthetic datasets and real-world datasets (FICO credit scores and COMPAS data). These are static, one-shot datasets, which we use to create a simulated dynamic setting as detailed below.

Gaussian synthetic data. We first verify the conclusions in Sections 5.4 and 5.5 using the synthetic data, where $f_{s}^{y}(x)$ is Gaussian distributed with mean $\mu_{s}^{y}$ and variance $\sigma_{s}^{2}$.

Table 5.1 and 5.2 illustrate the impacts of EqOpt and DP fairness on the equilibrium, where each column shows the value of $\widehat{\alpha}_{a}^{\mathcal{C}}-\widehat{\alpha}_{b}^{\mathcal{C}}$ when $\mathcal{C}=\mathrm{UN}$, EqOpt, DP under different sets of parameters. Specifically, in Table 5.1, $n_{a}=n_{b}, u_{+}=u_{-},\left[\mu_{s}^{0}, \mu_{s}^{1}, \sigma_{s}\right]=[-5,5,5], \forall s \in\{a, b\}$ and transitions satisfying either Condition 1a) or 1b) are randomly generated; in Table 5.2, transitions satisfying Condition 1 b ) and $f_{s}^{y}(x)$ that satisfy Condition 2 are randomly generated, $\frac{u_{+}}{u_{-}}$also satisfies the condition in Theorem 21. These results are consistent with Theorem 20 and 21.

Table 5.1: $\widehat{\alpha}_{a}^{\mathcal{C}}-\widehat{\alpha}_{b}^{\mathcal{C}}$ when $\mathcal{C}=\mathrm{UN}$, EqOpt, $\mathrm{DP}: f_{a}^{y}=f_{b}^{y}$ and $T_{a}^{y d} \neq T_{b}^{y d}$.

|  | Condition 1a) |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| UN $\left(\times 10^{-2}\right)$ | -18.45 | 16.89 | 19.82 | -7.21 | -16.34 | -26.56 | 16.66 | -6.03 | -38.63 |  |
| EqOpt $\left(\times 10^{-2}\right)$ | -21.11 | 19.13 | 21.78 | -7.62 | -18.56 | -29.21 | 18.14 | -6.28 | -41.52 |  |
| DP $\left(\times 10^{-2}\right)$ | -27.98 | 23.11 | 25.65 | -8.90 | -23.11 | -33.22 | 21.09 | -6.66 | -43.35 |  |
|  |  | Condition 1b) |  |  |  |  |  |  |  |  |
| UN $\left(\times 10^{-2}\right)$ | -19.05 | 18.18 | -0.70 | -58.80 | -40.91 | 61.30 | 12.82 | -44.67 | 2.66 |  |
| EqOpt $\left(\times 10^{-2}\right)$ | -18.40 | 17.98 | -0.64 | -57.62 | -34.50 | 48.66 | 12.35 | -41.43 | 2.61 |  |
| DP $\left(\times 10^{-2}\right)$ | -17.52 | 17.73 | -0.57 | -55.62 | -28.97 | 36.10 | 11.69 | -37.97 | 2.57 |  |

Table 5.2: $\widehat{\alpha}_{a}^{\mathcal{C}}-\widehat{\alpha}_{b}^{\mathcal{C}}$ when $\mathcal{C}=\mathrm{UN}, \mathrm{EqOpt}, \mathrm{DP}: f_{a}^{y} \neq f_{b}^{y}$ and $T_{a}^{y d}=T_{b}^{y d}$ under Condition 1b).

| UN $\left(\times 10^{-2}\right)$ | 1.88 | 26.35 | 2.12 | 0.38 | 5.64 | 12.35 | 11.70 | 0.20 | 4.12 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| EqOpt $\left(\times 10^{-2}\right)$ | 0.57 | 17.43 | 1.75 | 0.32 | 5.05 | 7.81 | 7.21 | 0.18 | 1.68 |
| DP $\left(\times 10^{-4}\right)$ | 16.26 | 18.29 | -5.94 | -0.93 | -2.25 | 1.47 | 0.92 | -1.68 | -0.80 |

FICO scores data. We use the FICO score dataset [122] to study the long-term impact of fairness constraints EqOpt and DP and other interventions on loan repayment rates in the Caucasian group $\mathcal{G}_{C}$ and the African American group $\mathcal{G}_{A A}$. FICO scores are widely used in the US to assess an individual's creditworthiness. With the pre-processed data in [57], we simulate a dataset with loan repayment records and credits


Figure 5.3: The feature distributions: the scores are rescaled so that they are between 0 and 1 . scores. We first compute group proportions $n_{C}=0.88, n_{A A}=$ 0.12 , the initial qualification (loan repayment) rates $\alpha_{C}(0)=$ $0.76, \alpha_{A A}(0)=0.34$ and estimate the feature distributions $f_{s}^{y}(x)$ with beta distributions based on the simulated data, as shown in Figure 5.3. Then, we compute the optimal UN, EqOpt, DP threshold according to Eqn. (5.3). Consequently, with the dynamics (5.4), we update the qualification rates in both groups. This process proceeds and qualification rates in both groups change over time.

Our results show consistent findings with studies in loan repayment literature [52, 119]. Specifically, [119] studied the loan repayment in group lending and pointed out that in practice effective training and leadership among the groups who were issued loans can increase their willingness to pay and improve the group repayment rate. Similar conclusion is also suggested by [52]. In our model, these interventions can be regarded as stimulating transitions (i.e., $T_{s}^{y 1}$ ) to improve the future repayment rates. And the sce-


Figure 5.4: Results on the FICO dataset: Points are the equilibria of repayment rates in $\mathcal{G}_{A A}, \mathcal{G}_{C}$ under Condition 1b) with different transitions. Arrows indicate the direction of increasing $T_{s}^{01}$; a more transparent point represents the smaller value of $T_{s}^{10}$. In panel a, $T_{A A}^{y d}=T_{C}^{y d}$, while in panel b, $T_{A A}^{y d}<T_{C}^{y d}$. narios under such intervention would satisfy Condition 1b). Figure 6.10 illustrates the equilibria ( $\widehat{\alpha}_{A A}, \widehat{\alpha}_{C}$ ) under different sets of transitions (including demographic-invariant ( $D$-invariant) and demographic-variant ( $D$-variant) transitions). Their specific values are listed below, where the system has an equilibrium in all cases.

$$
\begin{array}{rll}
\text { D-invariant: } & T_{s}^{00}=0.1, T_{s}^{11}=0.9, & T_{s}^{10}, T_{s}^{01} \in\{0.1,0.5,0.9\}, s \in\{A A, C\} \\
\text { D-variant: } & T_{A A}^{00}=0.1, T_{A A}^{11}=0.9, & T_{A A}^{10}, T_{A A}^{01} \in\{0.20,0.53,0.85\} \\
& T_{C}^{00}=0.4, T_{C}^{11}=0.9, & T_{C}^{10}, T_{C}^{01} \in\{0.45,0.65,0.85\}
\end{array}
$$

It shows that under Condition 1 b ), increasing the transition $T_{s}^{01}$ always increases qualification rates, and $D P$ in general can result in a more equitable equilibrium than EqOpt. Figure 5.4a shows that in Demographic-invariant (D-invariant) transition cases $\left(T_{A A}^{y d}=T_{C}^{y d}\right):(1) \mathcal{G}_{A A}$ always remains as disadvantaged group; (2) when $T_{s}^{10}$ is small, the inequality under UN optimal policies is small and the intervention on $T_{s}^{01}$ only has minor effects on equality; when $T_{s}^{10}$ is large (darker blue points), varying $T_{s}^{01}$ can affect disparity significantly; (3) imposing DP attains equitable equilibria in general, which is robust to transitions and consistent with the conclusion in [113]; (4) when $T_{s}^{10}$ is small, imposing EqOpt exacerbates inequality as $T_{s}^{01}$ increases; while $T_{s}^{10}$ is sufficient large, equality


Figure 5.5: The oscillation level of recidivism rates under different transitions. In each panel, scalar $k$ denotes the ratio, of which $T^{11}=k \times T^{10}$.
can be attained and robust to transitions. In Figure 5.4b, it shows that in D-variant transition cases, by setting $T_{A A}^{y d}<T_{C}^{y d}$, the inequality between $\mathcal{G}_{A A}$ and $\mathcal{G}_{C}$ further gets reinforced. In summary, the effectiveness of such intervention (increasing $T_{s}^{01}$ ) on promoting equality highly depends on the value of $T_{s}^{10}$ and policies.

The COMPAS data. Our second set of experiments is conducted on a multivariate recidivism prediction dataset from Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) [7]. We again use this static and high-dimensional dataset to create a simulated decision-making process as the FICO experiments.

Specifically, from the raw data we calculate the initial qualification (recidivism) rate and train optimal classifier using a logistic regression model, based on which recidivism rate is updated according to Eqn. (5.4) under a given set of transitions. In the context of recidivism prediction, we consider all the possible types of transitions under an unconstrained policy, i.e., transitions satisfying
conditions 1a)-d). The classifier decision here corresponds to incarceration based on predicted likelihood of recidivism: the higher the predicted recidivism, the more likely an incarceration decision. In subsequent time steps, the data is re-sampled from the raw data proportional to the updated recidivism rates. This process repeats and the group recidivism rates change over time.

Table 5.3: osi/ $\mathrm{osi}_{H} / \mathrm{osi}_{L}$ is the percentage that oscillation occurs among 125 set of different transitions under policy $\mathrm{UN} / \mathrm{UN}_{\theta_{H}} / \mathrm{UN}_{\theta_{L}}$. Among transitions that lead to stable equilibrium, Column 2/Column 3 shows the percentage that $\mathrm{UN}_{\theta_{H}} / \mathrm{UN}_{\theta_{L}}$ results in lower recidivism compared with UN.

|  | $\widehat{\alpha}_{\theta_{H}}<\widehat{\alpha}$ | $\widehat{\alpha}_{\theta_{L}}<\widehat{\alpha}$ | osi | osi $_{H}$ | osi $_{L}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1a) | 0 | 1 | 0.29 | 0.12 | 0.36 |
| 1b) | 0.99 | 0.01 | 0 | 0 | 0 |
| 1c) | 0.37 | 0.28 | 0 | 0 | 0 |
| 1d) | 0.79 | 0.63 | 0.06 | 0 | 0.13 |

Our results here primarily serve to highlight the complexity in such a decision making system. In particular, we see that an equilibrium may not exist and under some transitions the qualification rate may oscillate. Specifically, Table 5.3 shows that Proposition 1 holds under Condition 1a)-b); there is no oscillation under Condition 1b)- c); under Condition 1c)-d), there is more uncertainty.

To further explore when the system is in an equilibrium state under unconstrained optimal policy, we consider a set of transitions with $T^{00}$ and $T^{10}$ taking the values $0.1,0.3,0.5,0.7$ and 0.9 . Figure 5.6 shows the results when $T^{01}=k \times T^{00}$ and $T^{11}=k \times T^{10}, k \in$ $\{0,1,0.3,0.5,0.7,0.9\}$. We find that when Corollary 2 is satisfied, e.g., when $k \geq 0.5$, most of the systems have a unique equilibrium (blue dot). Moreover, when $T^{00} \leq 0.5$, the system is also mostly in the unique equilibrium state. For other transitions, the system oscillates between two states (red circle). We also show the results under other combinations of $T^{01}$ and $T^{11}$ in Figure 5.5.

Next, we study the impact of policy interventions in cases with equilibrium. We randomly choose the transitions under which the system has an equilibrium and then apply the unconstrained policy with optimal threshold (classifier threshold 0.5), a higher and a lower threshold (classifier thresholds 0.8 and 0.2 respectively) compared to the optimum respectively. The results are show in Table 5.4, where UN indicates the unconstrained policy with the optimal threshold, $\mathrm{UN}_{\theta_{H}}$ means the policy with a higher threshold, and $\mathrm{UN}_{\theta_{L}}$ the policy with a lower threshold.

Table 5.4: Recidivism rates in the long run under different policies of 5 independent runs of experiments.

|  | $\mathrm{UN}^{*}$ | $\mathrm{UN}_{\theta_{H}}$ | $\mathrm{UN}_{\theta_{L}}$ |
| :--- | :--- | :--- | :--- |
| $\widehat{\alpha}_{1}$ | 0.164 | 0.166 | 0.147 |
| $\widehat{\alpha}_{2}$ | 0.343 | 0.356 | 0.307 |
| $\widehat{\alpha}_{3}$ | 0.230 | 0.246 | 0.162 |
| $\widehat{\alpha}_{4}$ | 0.306 | 0.3415 | 0.156 |
| $\widehat{\alpha}_{5}$ | 0.162 | 0.166 | 0.140 |

## CHAPTER 6

## Impact of Fairness Interventions on Strategic Manipulation

### 6.1 Introduction

In Chapters 4 and 5, we studied two types of interactions between individuals and ML system, where ML decisions have downstream impacts, i.e., impact on participation (Chapter 4) or impact on qualification (Chapter 5), on individuals' behaviors. Such impacts are then captured in the dataset used for building the future ML systems. In practice, when ML systems are deployed to make decisions about people, there is a requirement for transparency in terms of how decisions are reached given input. As a result, given (partial) information about an algorithm, individuals subject to its decisions can and will adapt their behavior by strategically manipulating their data in order to obtain favorable decisions [19,21,25,32,53,56,66,96,110,111]. This strategic behavior in turn hurts the performance of ML models and diminishes their utility. Such a phenomenon has been widely observed in real-world applications, and is known as Goodhart's law, which states "once a measure becomes a target, it ceases to be a good measure" [127]. For instance, a hiring or admissions practice that heavily depends on GPA might motivate students to cheat on exams; not accounting for such manipulation may result in disproportionate hiring of under-qualified individuals. A strategic decision maker is one who anticipates such behavior and thus aims to make its ML models robust to such strategic manipulation.

In this chapter, we focus on the design of (fair) machine learning models in the presence of strategic manipulation. Same as Chapters 4 and 5, we consider a decision maker whose goal is to select qualified individuals based on a given set of features. Given knowledge of the selection policy, individuals can tailor their behavior and manipulate their features to receive favorable decisions.

We shall assume that this feature manipulation does not affect an individual's true qualification state. We say the decision maker (and its policy) is strategic if it anticipates such manipulation; it is non-strategic if it does not take into account individuals' manipulation in its policies.

We adopt a typical two-stage (Stackelberg) game setting where the decision maker commits to its policies, following which individuals best-respond. Under this model, we study the impact of fairness intervention on different social groups in the presence of strategic manipulative behavior, and explore the role of fairness intervention in (dis)incentivizing such manipulation. We aim to answer the following questions: how does the anticipation of individuals' strategic behavior impact a decision maker's utility, and the resulting policies' fairness properties? How is the Stackelberg equilibrium affected when fairness constraints are imposed? Can fairness intervention serve as incentives/disincentives for individuals' strategic manipulation?

Our main contributions and findings are as follows.

1. We formulate a Stackelberg game to model the interaction between a decision maker and strategic individuals (Section 6.3). We characterize both strategic (fair) optimal policies and non-strategic (fair) optimal policies of the decision maker, and individuals' best response (Section 6.4, Lemmas 8-11).
2. We study the impact of the decision maker's anticipation of individuals' strategic manipulation by comparing non-strategic with strategic policies (Section 6.5):

- We show that compared to the non-strategic policy, the strategic policy always disincentivizes manipulative behavior, but that it over (resp. under) selects when a population is majority-qualified (resp. majority-unqualified) ${ }^{1}$ (Theorem 22).
- We show that the anticipation of manipulation can adversely affect the fairness of a strategic policy: when one group is majority-qualified while the other is majority-unqualified, we identify conditions under which strategic policy always worsens unfairness (Theorem 23); on the other hand, when both groups are majority-unqualified, we show that it is possible to use the strategic policy to mitigate unfairness and even flip the disadvantaged group (Theorem 24).

3. We study the impact of fairness interventions on policies and individuals' manipulation (Section 6.6).

- If a decision maker lacks information or awareness to anticipate strategic behavior (but which in fact exists), we identify conditions under which such non-strategic decision

[^16]maker benefits from using fairness constrained policies rather than unconstrained policies (Theorem 25).

- By comparing individuals' responses to a strategic policy with and without fairness intervention, we show that fairness interventions can serve as (dis)incentives for manipulation, and identify scenarios under which a strategic fair policy can (dis)incentivize manipulation compared to a strategic policy (Theorems 26 and 27).

4. We examine our theoretical findings using both synthetic and real-world data (Section 6.7).

The remainder of this chapter is organized as follows. Section 6.2 presents related work. Section 6.3 formulates the problem. Section 6.4 presents four types of (non-)strategic (fair) policies. The impact of decision maker's anticipation of manipulative behavior is analyzed and presented in Section 6.5. The impact of fairness interventions on policies and individuals' manipulation is studied in Section 6.6. Experiments are presented in Section 6.7. All proofs can be found in Appendix E.

### 6.2 Related Work

Our work closely connects to the literature in classification problems in the presence of strategic manipulation. [56] formulates such problem as a Stackelberg competition between the decision maker and individuals, where the decision maker publishes the classifier first, and individuals after observing the classifier can manipulate their features at costs to maximize their utilities. Different from the Stackelberg formulation in our work, manipulation cost in [56] is modeled as a deterministic function of change in features before and after manipulation. The decision maker aims to find an optimal classifier such that the classification accuracy is maximized when individuals best respond, and the learning algorithms are developed in [56]. [32] extends this strategic classification to an online setting, where data arrives sequentially and only the manipulated data is revealed. An online convex classification learning algorithm is designed such that the averaged regret diminishes in the long run. $[66,111]$ extend [56] by assuming individuals from the different social groups have different costs in manipulation, and the disparate impacts on different groups are studied. [19] explores the role of randomness in strategic classification and focuses on randomized classifiers. It shows that randomness can improve classification accuracy and mitigate the disparate effects incurred by manipulation costs across different groups in strategic settings.

Note that the manipulation does not affect an individual's underlying label in the works mentioned above, i.e., strategic manipulation is viewed as gaming. In contrast, another line of research $[27,53,96]$ considers a setting where the individual's label (qualification) changes in accordance with the strategic behavior. Specifically, the goal of the decision maker is to design a classifier such that individuals are incentivized to behave toward directions that improve the underlying qualifications [53,96]. [25, 110] consider both types of strategic behavior: gaming without changing labels and improvement. Specifically, [25] trains classifiers that disincentivize the manipulation while incentivizing improvement. [110] proposes a causal framework for distinguishing between gaming and improvement.

In Stackelberg game formulations, the decision maker always moves first and individuals respond after decision maker's action has been disclosed. Instead, [20,27,104] consider scenarios where both individuals and the decision maker act simultaneously. They formulate the strategic interaction between individuals and decision maker as a game and study the Nash equilibria of the game. [27] considers a setting where individuals are from two social groups which are identical in nature but one group suffers from the negative stereotype. It shows that such stereotype results in different equilibria of two groups. The impact of demographic parity fairness is also examined in [27]. [104] studies a similar game, but it assumes two groups can be different in feature distributions and manipulation costs.

### 6.3 Problem Formulation

Consider two demographic groups $\mathcal{G}_{a}, \mathcal{G}_{b}$ distinguished by a sensitive attribute $S \in\{a, b\}$ (e.g., gender), with fractions $n_{s}=\operatorname{Pr}(S=s)$ of the population. An individual from either group has observable features $X \in \mathbb{R}^{d}$ and a hidden qualification state $Y \in\{0,1\}$. Let $\alpha_{s}=P_{Y \mid S}(1 \mid s)$ be the qualification rate of $\mathcal{G}_{s}$, and $f_{s}^{y}(x)=P_{X \mid Y, S}(x \mid y, s)$. A decision maker makes a decision $D \in\{0,1\}$ (" 0 " being negative/reject and " 1 " positive/accept) for an individual using a group-dependent policy $\pi_{s}(x)=P_{D \mid X, S}(1 \mid x, s)$. An individual's action is denoted by $M \in\{0,1\}$, with $M=1$ indicating manipulation and $M=0$ otherwise. Note that in our context manipulation does not change the true qualification state $Y$.

Best response. An individual in $\mathcal{G}_{s}$ incurs a random $\operatorname{cost} C_{s} \geq 0$ when manipulating its features, with probability density function $(\mathrm{PDF}) P_{C_{s}}(c)$ and cumulative density function $(\mathrm{CDF}) \mathbb{F}_{C_{s}}(c)=$ $\int_{0}^{c} P_{C_{s}}(z) d z$. The realization of this random cost is known to an individual when determining its
action $M$; the decision maker on the other hand only knows the overall cost distribution of each group. Thus the response that the decision maker anticipates (from the group as a whole or from a randomly selected individual) is expressed as follows, whereby given policy $\pi_{s}$, an individual in $\mathcal{G}_{s}$ will manipulate its features if doing so increases its utility:

$$
w P_{D \mid Y, M, S}(1 \mid y, 1, s)-C_{s} \geq w P_{D \mid Y, M, S}(1 \mid y, 0, s) .
$$

Here $w>0$ is a fixed benefit to the individual associated with a positive decision $D=1$ (the benefit is 0 otherwise); without loss of generality we will let $w=1$. In other words, the best response the decision maker expects from the individuals of $\mathcal{G}_{s}$ with qualification $y$ is their probability of manipulation, denoted by $p_{s}^{y}$ and written as:

$$
p_{s}^{y}\left(\pi_{s}\right)=\operatorname{Pr}\left(C_{s} \leq P_{D \mid Y, M, S}(1 \mid y, 1, s)-P_{D \mid Y, M, S}(1 \mid y, 0, s)\right) .
$$

We will assume that only those unqualified may choose to manipulate, and they do so by imitating the features of the qualified, i.e., $P_{M \mid Y, S}(1 \mid 1, s)=0, P_{X \mid Y, M, S}(x \mid 0,0, s)=P_{X \mid Y, S}(x \mid 0, s)$ and $P_{X \mid Y, M, S}(x \mid 0,1, s)=P_{X \mid Y, S}(x \mid 1, s)$. This would mean, for instance, that those qualified have no incentive to cheat on an exam, whereas those unqualified may choose to cheat by copying answers from the qualified. This assumption is inspired by the imitative learning behavior observed in social learning, whereby new behaviors are acquired by copying social models' actions [49,50].

Importantly, the feature distributions of unqualified individuals are different before and after manipulation. To avoid confusion, we will always use $f_{s}^{y}(x)=P_{X \mid Y, S}(x \mid y, s)$ to denote the conditional probability distributions of features before manipulation. The feature distribution of those unqualified after manipulation becomes $\left(1-p_{s}^{0}\left(\pi_{s}\right)\right) f_{s}^{0}(x)+p_{s}^{0}\left(\pi_{s}\right) f_{s}^{1}(x)$.

Optimal (fair) policy. The decision maker receives a true-positive (resp. false-positive) benefit (resp. penalty) $u_{+}$(resp. $u_{-}$) when accepting a qualified (resp. unqualified) individual. Its utility, denoted by $R(D, Y)$, is $R(1,1)=u_{+}, R(1,0)=u_{-}, R(0,0)=R(0,1)=0$. The decision maker aims to find optimal policies for the two groups such that its expected total utility $\mathbb{E}[R(D, Y)]$ is maximized.

As mentioned earlier, there are two types of decision makers, strategic and non-strategic: A strategic decision maker anticipates strategic manipulation, has perfect information on the manipulation cost distribution, and accounts for this in determining policies, while a non-strategic decision maker ignores manipulative behavior in determining its policies. Either type may further
impose a fairness constraint $\mathcal{C}$, to ensure that $\pi_{a}$ and $\pi_{b}$ satisfy the following:

$$
\begin{equation*}
\mathbb{E}_{X \sim \mathcal{P}_{a}^{\mathcal{C}}}\left[\pi_{a}(X)\right]=\mathbb{E}_{X \sim \mathcal{P}_{b}^{\mathcal{C}}}\left[\pi_{b}(X)\right], \tag{6.1}
\end{equation*}
$$

where $\mathcal{P}_{s}^{\mathcal{C}}$ is some probability distribution over $X$ in accordance with the fairness constraint $\mathcal{C}$. Many common fairness notions can be written in this form, e.g., equal opportunity (EqOpt) [57] where $\mathcal{P}_{s}^{\text {EqOpt }}(x)=P_{X \mid Y, S}(x \mid 1, s)$, or demographic parity (DP) [11] where $\mathcal{P}_{s}^{\mathrm{DP}}(x)=P_{X \mid S}(x \mid s)$.

The above leads to four types of optimal policies a decision maker can use, which we consider in this chapter: (1) a non-strategic policy; (2) a non-strategic fair policy; (3) a strategic policy; (4) a strategic fair policy. These are detailed in Section 6.4.

The Stackelberg game. The interaction between the decision maker and the individuals consists of the following two stages in sequence: (i) The former publishes its policies $\left(\pi_{a}, \pi_{b}\right)$, which may be strategic or non-strategic, and may or may not satisfy a fairness constraint, and (ii) the latter, while observing the published policies and their realized costs, decide whether to manipulate their features.

### 6.4 The Four Types of (Non-)Strategic (Fair) Policies

Non-strategic policy. A decision maker who does not account for individuals' strategic manipulation optimizes the following expected utility over $\mathcal{G}_{s}$

$$
\widehat{U}_{s}\left(\pi_{s}\right)=\int_{X}\left[u_{+} \alpha_{s} f_{s}^{1}(x)-u_{-}\left(1-\alpha_{s}\right) f_{s}^{0}(x)\right] \pi_{s}(x) d x
$$

Define $\mathcal{G}_{s}$ 's qualification profile as $\gamma_{s}(x)=P_{Y \mid X, S}(1 \mid x, s)$. Based on Chapter 5, we can show that the non-strategic policy $\widehat{\pi}_{s}^{\mathrm{UN}}=\operatorname{argmax}_{\pi_{s}} \widehat{U}_{s}\left(\pi_{s}\right)$ is in the form of a threshold policy, i.e., $\widehat{\pi}_{s}^{\mathrm{UN}}(x)=$ $\mathbf{1}\left(\gamma_{s}(x) \geq \frac{u_{-}}{u_{+}+u_{-}}\right)$. Throughout the chapter, we will present results in the one dimensional feature space. The same can be generalized to high dimensional spaces (Appendix E.1).

Assumption 11. $f_{s}^{1}(x), f_{s}^{0}(x)$ are continuous and satisfy the strict monotone likelihood ratio property, i.e., $\frac{f_{s}^{1}(x)}{f_{s}^{0}(x)}$ is increasing in $x \in \mathbb{R}$. Let unique $x_{s}^{*}$ be s.t. $\frac{f_{s}^{1}\left(x_{s}^{*}\right)}{f_{s}^{0}\left(x_{s}^{*}\right)}=1$.

Assumption 11 is relatively mild and can be satisfied by distributions such as exponential and Gaussian, and has been widely used [10,27,75,88, 155]. It implies that an individual is more likely
to be qualified as their feature value increases. Under Assumption 11, the threshold policy can be written as $\pi_{s}(x)=\mathbf{1}\left(x \geq \theta_{s}\right)$ for some $\theta_{s} \in \mathbb{R}$. Throughout the chapter, we assume Assumption 11 holds and focus on threshold policies. We will frequently use $\theta_{s}$ to denote policy $\pi_{s}$.

Under Assumption 11, the thresholds for non-strategic policies are characterized as follows.
Lemma 8. Let $\left(\widehat{\theta}_{a}^{U N}, \widehat{\theta}_{b}^{U N}\right)$ be non-strategic optimal thresholds. Then $\frac{f_{s}^{1}\left(\widehat{\theta}_{s}^{U N}\right)}{\left.f_{s}^{0} \widehat{\theta_{S}^{U N}}\right)}=\frac{u_{-}\left(1-\alpha_{s}\right)}{u_{+} \alpha_{s}}$.
Non-strategic fair policy. Denoted as $\left(\widetilde{\pi}_{a}^{\mathcal{C}}, \widehat{\pi}_{b}^{\mathcal{C}}\right)$, this is found by maximizing the total utility subject to fairness constraint $\mathcal{C}$, i.e., $\left(\widehat{\pi}_{a}^{\mathcal{C}}, \widehat{\pi}_{b}^{\mathcal{C}}\right)=\operatorname{argmax}_{\left(\pi_{a}, \pi_{b}\right)} n_{a} \widehat{U}_{a}\left(\pi_{a}\right)+n_{b} \widehat{U}_{b}\left(\pi_{b}\right)$ such that Eqn (6.1) holds. Based on Chapter 5, It can be shown that for EqOpt and DP fairness, the optimal fair policies are also threshold policies and can be characterized by the following.

Lemma 9 (Lemma 7, Chapter 5). Let $\left(\widehat{\theta}_{a}^{C}, \widehat{\theta}_{b}^{C}\right)$ be thresholds in non-strategic optimal fair policies. These satisfy

$$
\sum_{s=a, b} n_{s}\left(\frac{u_{+} \alpha_{s} f_{s}^{1}\left(\widehat{\theta}_{s}^{\mathcal{C}}\right)-u_{-}\left(1-\alpha_{s}\right) f_{s}^{0}\left(\widehat{\theta}_{s}^{\mathcal{C}}\right)}{\mathcal{P}_{s}^{\mathcal{C}}\left(\widehat{\theta}_{s}^{\mathcal{C}}\right)}\right)=0
$$

Strategic policy. Let $p_{s}^{0}:=P_{M \mid Y, S}(1 \mid 0, s)$, the probability that unqualified individuals in $\mathcal{G}_{s}$ manipulate. The decision maker's expected utility over $\mathcal{G}_{s}$ under $\pi(x)=\mathbf{1}(x \geq \theta)$ is as follows:

$$
\begin{aligned}
U_{s}(\theta) & =u_{+} \alpha_{s}\left(1-\mathbb{F}_{s}^{1}(\theta)\right)-u_{-}\left(1-\alpha_{s}\right)\left(1-\mathbb{F}_{s}^{0}(\theta)\left(1-p_{s}^{0}\right)-\mathbb{F}_{s}^{1}(\theta) p_{s}^{0}\right) \\
& =\widehat{U}_{s}(\theta)-u_{-}\left(1-\alpha_{s}\right)\left(\mathbb{F}_{s}^{0}(\theta)-\mathbb{F}_{s}^{1}(\theta)\right) p_{s}^{0}
\end{aligned}
$$

where $\mathbb{F}_{s}^{y}(x)=\int_{-\infty}^{x} f_{s}^{y}(z) d z$ denotes the CDF.
Define the manipulation benefit as $\Delta_{s}(\theta):=\mathbb{F}_{s}^{0}(\theta)-\mathbb{F}_{s}^{1}(\theta)$; this represents the additional benefit an individual gains from manipulation. The unqualified individuals' best-response to a policy with threshold $\theta$ will be $p_{s}^{0}(\theta)=\mathbb{F}_{C_{s}}\left(P_{D \mid Y, M, S}(1 \mid 0,1, s)-P_{D \mid Y, M, S}(1 \mid 0,0, s)\right)=\mathbb{F}_{C_{s}}\left(\Delta_{s}(\theta)\right)$. This manipulation probability $p_{s}^{0}(\theta)$ is single-peaked with maximum occurring at $x_{s}^{*}$, and $\lim _{\theta \rightarrow-\infty} p_{s}^{0}(\theta)=$ $\lim _{\theta \rightarrow+\infty} p_{s}^{0}(\theta)=0$, meaning that when the threshold is sufficiently low or high, unqualified individuals are less likely to manipulate their features. Plugging this in the decision maker's utility, we have

$$
\begin{equation*}
U_{s}(\theta)=\widehat{U}_{s}(\theta)-\underbrace{u_{-}\left(1-\alpha_{s}\right) \Delta_{s}(\theta) \mathbb{F}_{C_{s}}\left(\Delta_{s}(\theta)\right)}_{\text {term } 2:=\Psi_{s}\left(\Delta_{s}(\theta)\right)} \tag{6.2}
\end{equation*}
$$

Define a function $\Psi_{s}(z):=u_{-}\left(1-\alpha_{s}\right) \mathbb{F}_{C_{s}}(z) z$, then term 2 in Eqn. (6.2) can be written as $\Psi_{s}\left(\Delta_{s}(\theta)\right)$, and can be interpreted as the additional loss incurred by the decision maker due to manipulation (equivalently, the average manipulation gain by group $\mathcal{G}_{s}$ ). Further, consider its first order derivative $\Psi_{s}^{\prime}(z)=u_{-}\left(1-\alpha_{s}\right) \frac{d \mathbb{F}_{C_{s}}(z) z}{d z}=u_{-}\left(1-\alpha_{s}\right)\left(\mathbb{F}_{C_{s}}(z)+z P_{C_{s}}(z)\right)$. This $\Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right)$ indicates the decision maker's marginal loss caused by strategic manipulation (equivalently, the marginal manipulation gain of $\mathcal{G}_{s}$ ). The thresholds for strategic policies are characterized as follows.

Lemma 10. For $\left(\theta_{a}^{U N}, \theta_{b}^{U N}\right)$, the strategic optimal thresholds, $\frac{f_{s}^{1}\left(\theta_{s}^{U N}\right)}{f_{s}^{0}\left(\theta_{s}^{U N}\right)}=\frac{u_{-}\left(1-\alpha_{s}\right)-\Psi_{s}^{\prime}\left(\Delta_{s}\left(\theta_{s}^{U N}\right)\right)}{u_{+} \alpha_{s}-\Psi_{s}^{\prime}\left(\Delta_{s}\left(\theta_{s}^{U N}\right)\right)}$.
Strategic fair policy. The strategic fair thresholds $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right)$ are found by maximizing the total expected utility subject to fairness constraint $\mathcal{C}$, i.e., $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right)=\operatorname{argmax}_{\left(\theta_{a}, \theta_{b}\right)} n_{a} U_{a}\left(\theta_{a}\right)+n_{b} U_{b}\left(\theta_{b}\right)$ such that Eqn. (6.1) holds. They can be characterized by the following.

Lemma 11. Let $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right)$ be thresholds in strategic optimal fair policies. These satisfy

$$
\sum_{s=a, b} n_{s}\left(\frac{f_{s}^{0}\left(\theta_{s}^{\mathcal{C}}\right)-f_{s}^{1}\left(\theta_{s}^{\mathcal{C}}\right)}{\mathcal{P}_{s}^{\mathcal{C}}\left(\theta_{s}^{\mathcal{C}}\right)} \Psi_{s}^{\prime}\left(\Delta_{s}\left(\theta_{s}^{\mathcal{C}}\right)\right)+\frac{u_{+} \alpha_{s} f_{s}^{1}\left(\theta_{s}^{\mathcal{C}}\right)-u_{-}\left(1-\alpha_{s}\right) f_{s}^{0}\left(\theta_{s}^{\mathcal{C}}\right)}{\mathcal{P}_{s}^{\mathcal{C}}\left(\theta_{s}^{\mathcal{C}}\right)}\right)=0
$$

Note that in addition to $\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)$ and $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right)$, the equations in Lemmas 10 and 11 may be satisfied by other threshold pairs that are not optimal. We discuss this further in the next section.

### 6.5 Impact of the Decision Maker's Anticipation of Manipulative Behavior

Impact on the optimal policy $\boldsymbol{\&}$ utility function. We first compare strategic policy $\theta_{s}^{\mathrm{UN}}$ to nonstrategic policy $\widehat{\theta}_{s}^{\mathrm{UN}}$, and examine how the policy and the decision maker's expected utility differ.

Assumption 12. $\Psi_{s}^{\prime}(z)<\infty$ is non-decreasing over $\left[0, \max _{\theta} \Delta_{s}(\theta)\right]$.
For any threshold $\theta, \Delta_{s}(\theta)$ represents the manipulation benefit of $\mathcal{G}_{s}$; those in $\mathcal{G}_{s}$ choose to manipulate if $C_{s} \leq \Delta_{s}(\theta)$. Therefore, $\max _{\theta} \Delta_{s}(\theta)$ indicates the maximum additional benefit an individual in $\mathcal{G}_{s}$ may gain from manipulation. As $\Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right)$ represents the marginal manipulation gain of $\mathcal{G}_{s}$ on average, Assumption 12 means that a group's marginal manipulation gain does
not decrease as manipulation benefit increases. Examples (e.g., beta/uniformly distributed cost) satisfying this assumption can be found in the following. ${ }^{2}$

Remark 1. For simplicity, we drop subscript s in the following.
Example 1: cost $C \sim U[0, \bar{c}]$. In this case, $\Psi^{\prime}(z)=u_{-}(1-\alpha) \frac{2}{\bar{c}} z$ is non-decreasing.
Example 2: $\operatorname{cost} C \sim \operatorname{Beta}(a, b)$ with $a \in[1,10], b \in[1,10]$.

(a) $\bar{\Delta}$ that ensures $\Psi^{\prime}(z)$ to be non-decreasing over $[0, \bar{\Delta}]$ when $C \sim \operatorname{Beta}(a, b), a \in[1,10], b \in[1,10]$

(b) $\max _{\theta} \Delta(\theta)$ for Gaussian distributed feature where $X\left|Y=1 \sim \mathcal{N}\left(\mu, \sigma^{2}\right), X\right| Y=0 \sim \mathcal{N}\left(-\mu, \sigma^{2}\right)$, and $\mu>0$.

For Beta distributed cost and Gaussian distributed features, above figures show that Assumption 12 is relatively mild. For example, when $C \sim \operatorname{Beta}(8,3)$, the left plot shows that $\Psi^{\prime}(z)$ is nondecreasing over $[0,0.82]$. For features that follow Gaussian distributions $X \mid Y=1 \sim \mathcal{N}\left(\mu, \sigma^{2}\right)$ and $X \mid Y=0 \sim \mathcal{N}\left(-\mu, \sigma^{2}\right)$, the condition is satisfied as long as $\sigma>0.72 \mu$.

Other examples: There are many other probability density distributions with support $[0,1]$ or $[0, \infty)$ that could satisfy this condition, such as beta prime distribution, gamma distribution, chi distribution, chi-squared distribution, etc.

Note that under Assumption 12, $\Psi_{s}^{\prime}(0)=0$ and $\Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right)$ is single-peaked with maximum occurring at $x_{s}^{*}$. We assume it holds in Sections 6.5 and 6.6.

Theorem 22. Let $\overline{\Psi_{s}^{\prime}}=\max _{\theta} \Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right)$, and $\delta_{u}=\frac{u_{-}}{u_{-}+u_{+}}$.

1. If $\alpha_{s}=\delta_{u}$, then $\theta_{s}^{U N}=\widehat{\theta_{s}^{U N}}=x_{s}^{*}$ when $\overline{\Psi_{s}^{\prime}} \leq u_{-}\left(1-\alpha_{s}\right)$, and $\theta_{s}^{U N} \in\left\{\underline{x_{s}}, \overline{\bar{x}_{s}}\right\}$ otherwise.

[^17]2. If $\alpha_{s}<\delta_{u}$, then $\theta_{s}^{U N}>\widehat{\theta}_{s}^{U N}>x_{s}^{*}$. Moreover, if $\overline{\Psi_{s}^{\prime}}>u_{-}\left(1-\alpha_{s}\right)$, then $\theta_{s}^{U N}>\overline{x_{s}}$ and $U_{s}(\theta)$ may have additional extreme points in $\left(x_{s}, x_{s}^{*}\right)$; otherwise $\widehat{\theta}_{s}^{U N}$ is the unique extreme point of $U_{s}(\theta)$.
3. If $\alpha_{s}>\delta_{u}$, then $\theta_{s}^{U N}<\widehat{\theta}_{s}^{U N}<x_{s}^{*}$. Moreover, if $\overline{\Psi_{s}^{\prime}}>u_{+} \alpha_{s}$, then $\theta_{s}^{U N}<\underline{z_{s}}$ and $U_{s}(\theta)$ may have additional extreme points in $\left(x_{s}^{*}, \overline{z_{s}}\right)$; otherwise $\widehat{\theta}_{s}^{\text {UN }}$ is the unique extreme point of $U_{s}(\theta)$.
Here $\underline{x_{s}}<\overline{x_{s}}, \underline{z_{s}}<\overline{z_{s}}$ are defined such that $\Psi_{s}^{\prime}\left(\Delta_{s}\left(\underline{x_{s}}\right)\right)=\Psi_{s}^{\prime}\left(\Delta_{s}\left(\overline{x_{s}}\right)\right)=u_{-}\left(1-\alpha_{s}\right), \Psi_{s}^{\prime}\left(\Delta_{s}\left(\underline{z_{s}}\right)\right)=$ $\Psi_{s}^{\prime}\left(\Delta_{s}\left(\overline{z_{s}}\right)\right)=u_{+} \alpha_{s}$.

We note that even though $\widehat{U}_{s}(\theta)$ (non-strategic utility) and $\Psi_{s}\left(\Delta_{s}(\theta)\right)$ are single-peaked and have unique extreme points, their difference $U_{s}(\theta)$ ( Eqn.(6.2)) may have multiple extreme points. As we will see later, this results in strategic and non-strategic policies having different properties in many aspects.

An example of $U_{s}(\theta)$ is shown to the right, where $f_{s}^{1}(x), f_{s}^{0}(x)$ are Gaussian distributed with the same variance $4.7^{2}$ and means 5, -5 respectively. $C_{s} \sim \operatorname{Beta}(10,4), \alpha_{s}=0.6$ and $u_{-}=u_{+}$. The red star is the optimal threshold $\theta_{s}^{\mathrm{UN}}<z_{s}$; two magenta dots are other extreme points of $U_{s}(\theta)$, which are in $\left(x_{s}^{*}, \overline{z_{s}}\right)$. Theorem 22 states that $U_{s}(\theta)$ has multiple extreme
 points if $\overline{\Psi_{s}^{\prime}}$ is sufficiently large, and it also specifies the range of those extreme points.

Note that the maximum marginal manipulation gain $\overline{\Psi_{s}^{\prime}}$ depends on $f_{s}^{y}(x), \alpha_{s}$, and $C_{s}$. Given fixed cost $C_{s}, \overline{\Psi_{s}^{\prime}}$ increases as the maximum manipulation benefit $\Delta_{s}\left(x_{s}^{*}\right)$ increases and/or $\alpha_{s}$ decreases (i.e., when there are more unqualified individuals who can manipulate). Given fixed $\Delta_{s}\left(x_{s}^{*}\right)$ and $\alpha_{s}, \overline{\Psi_{s}^{\prime}}$ increases as cost decreases (i.e., $P_{C_{s}}(c)$ is shifted/skewed toward the direction of lower cost). Theorem 22 shows that as compared to non-strategic policy $\widehat{\theta}_{s}^{\mathrm{UN}}$, strategic policy $\theta_{s}^{\mathrm{UN}}$ over(under) selects when a group is majority-(un)qualified. ${ }^{3}$ In either case, as shown by Theorem 22 , this means $\widehat{\theta}_{s}^{\mathrm{UN}}$ is always closer to $x_{s}^{*}$ (the single peak of $p_{s}^{0}(\theta)$ ) compared to $\theta_{s}^{\mathrm{UN}}$. Therefore, the strategic policy always disincentivizes manipulative behavior, i.e., manipulation probability $\left.p_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}\right)<p_{s}^{0} \widehat{\theta}_{s}^{\mathrm{UN}}\right)$.

Impact on fairness. The characterization of strategic policy $\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)$ and non-strategic policy $\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)$ allows us to further compare them against a given fairness criterion $\mathcal{C}$. Suppose we define

[^18]the unfairness of threshold policy $\left(\theta_{a}, \theta_{b}\right)$ as $\mathcal{E}^{\mathcal{C}}\left(\theta_{a}, \theta_{b}\right)=\mathbb{E}_{X \sim \mathcal{P}_{a}^{\mathcal{C}}}\left[\mathbf{1}\left(x \geq \theta_{a}\right)\right]-\mathbb{E}_{X \sim \mathcal{P}_{b}^{\mathcal{C}}}\left[\mathbf{1}\left(x \geq \theta_{b}\right)\right]=$ $\mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}\right)-\mathbb{F}_{a}^{\mathcal{C}}\left(\theta_{a}\right)$, where we denote the $\operatorname{CDF} \mathbb{F}_{s}^{\mathcal{C}}(\theta)=\int_{-\infty}^{\theta} \mathcal{P}_{s}^{\mathcal{C}}(x) d x$. Define the disadvantaged group under policy $\left(\theta_{a}, \theta_{b}\right)$ as the group with the larger $\mathbb{F}_{s}^{\mathcal{C}}\left(\theta_{s}\right)$, i.e., the group with the smaller selection rate (DP) or the smaller true positive rate (EqOpt). Define group index $-s:=\{a, b\} \backslash s$. Note that we measure unfairness $\mathcal{E}^{\mathcal{C}}\left(\theta_{a}, \theta_{b}\right)$ over the original feature distributions $f_{s}^{y}(x)$ before manipulation. We first identify distributional conditions under which the strategic optimal policy worsens unfairness.

Theorem 23. If $\alpha_{s}>\delta_{u}>\alpha_{-s}$ and $\mathbb{F}_{s}^{\mathcal{C}}\left(x_{s}^{*}\right) \leq \mathbb{F}_{-s}^{\mathcal{C}}\left(x_{-s}^{*}\right)$, then strategic policy $\left(\theta_{a}^{U N}, \theta_{b}^{U N}\right)$ has worse unfairness compared to non-strategic $\left(\widehat{\theta}_{a}^{U N}, \widehat{\theta}_{b}^{\text {UN }}\right)$, i.e., $\left|\mathcal{E}^{\mathcal{C}}\left(\theta_{a}^{U N}, \theta_{b}^{U N}\right)\right|>\left|\mathcal{E}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{U N}, \widehat{\theta}_{b}^{\text {UN }}\right)\right|, \mathcal{C} \in\{E q O p t, D P\}$. Moreover, the disadvantaged group under $\left(\theta_{a}^{U N}, \theta_{b}^{U N}\right)$ and $\left(\widehat{\theta}_{a}^{U N}, \widehat{\theta}_{b}^{U N}\right)$ is the same.

Given the conditions in Theorem 23, $\mathcal{G}_{-s}$ is disadvantaged under non-strategic policy. Because the majority-(un)qualified group $\mathcal{G}_{s}\left(\mathcal{G}_{-s}\right)$ is over(under) selected under strategic policy (Theorem 22), $\mathcal{G}_{-s}$ becomes more disadvantaged while $\mathcal{G}_{s}$ becomes more advantaged, i.e., the unfairness gap is wider under strategic policy. Note that condition $\mathbb{F}_{s}^{\mathcal{C}}\left(x_{s}^{*}\right) \leq \mathbb{F}_{-s}^{\mathcal{C}}\left(x_{-s}^{*}\right)$ holds if $f_{a}^{y}(x)=f_{b}^{y}(x)$. For the DP fairness measure, it holds for any distribution when $\alpha_{s}$ is sufficiently large or $\alpha_{-s}$ sufficiently small. As shown in Section 6.7, it is also seen in the real world (e.g., FICO data).

We next identify conditions on the manipulation cost, under which strategic policy ( $\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}$ ) can lead to a more equitable outcome or flip the (dis)advantaged group compared to non-strategic $\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)$.

Theorem 24. If $\alpha_{a}, \alpha_{b}<\delta_{u}$ and $\mathbb{F}_{-s}^{\mathcal{C}}\left(\widehat{\theta}_{-s}^{U N}\right)>\mathbb{F}_{s}^{\mathcal{C}}\left(\widehat{\theta}_{s}^{U N}\right)$, i.e., $\mathcal{G}_{-s}$ is disadvantaged under non-strategic policy, then given any $\mathcal{G}_{-s}$, there always exists $\operatorname{cost} C_{s}$ for $\mathcal{G}_{s}$ s.t. $\overline{\Psi_{s}^{\prime}}$ is sufficiently large and

1. $\left(\theta_{a}^{U N}, \theta_{b}^{U N}\right)$ mitigates the unfairness, i.e., $\left|\mathcal{E}^{\mathcal{C}}\left(\theta_{a}^{U N}, \theta_{b}^{U N}\right)\right|<\left|\mathcal{E}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{U N}, \widehat{\theta}_{b}^{U N}\right)\right|$.
2. $\left(\theta_{a}^{U N}, \theta_{b}^{U N}\right)$ flips the disadvantaged group, i.e., $\mathbb{F}_{-s}^{\mathcal{C}}\left(\theta_{-s}^{U N}\right)<\mathbb{F}_{s}^{\mathcal{C}}\left(\theta_{s}^{U N}\right)$.

Because $\alpha_{s}<\delta_{u}$, we have $\theta_{s}^{\mathrm{UN}}>\widehat{\theta}_{s}^{\mathrm{UN}}>x_{s}^{*}$ (by Theorem 22). Moreover, $\theta_{s}^{\mathrm{UN}}$ increases as $\Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right.$ ) increases $\left(P_{C_{s}}(c)\right.$ is skewed toward the direction of lower cost). Intuitively, as $\mathcal{G}_{s}$ 's manipulation cost decreases, more individuals can afford manipulation; thus a strategic decision maker disincentivizes manipulation by increasing the threshold $\theta_{s}^{\mathrm{UN}}$. For any $\mathcal{G}_{-s}$, as $\mathbb{F}_{s}^{\mathcal{C}}\left(\theta_{s}^{\mathrm{UN}}\right)$ increases, either the unfairness gets mitigated or $\mathbb{F}_{s}^{\mathcal{C}}\left(\theta_{s}^{\mathrm{UN}}\right)$ becomes larger than $\mathbb{F}_{-s}^{\mathcal{C}}\left(\theta_{-s}^{\mathrm{UN}}\right)$. Proposition 6 in the following considers a special case when $f_{a}^{y}(x)=f_{b}^{y}(x)$, and gives conditions on $\Psi_{s}^{\prime}(\cdot)$ under which $\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)$ mitigates the unfairness or flips the disadvantaged group when $\mathcal{C} \in\{$ EqOpt, DP $\}$.

Proposition 6. Suppose $f_{a}^{y}(x)=f_{b}^{y}(x), \alpha_{-s}<\alpha_{s}<\delta_{u}$, then $\mathbb{F}_{-s}^{\mathcal{C}}\left(\widehat{\theta}_{-s}^{U N}\right)>\mathbb{F}_{s}^{\mathcal{C}}\left(\widehat{\theta}_{s}^{U N}\right)$, i.e., $\mathcal{G}_{-s}$ is disadvantaged under non-strategic policy. Denote $\Delta(\cdot)=\Delta_{a}(\cdot)=\Delta_{b}(\cdot)$. Given any $\mathcal{G}_{-s}$, always there exists manipulation $\operatorname{cost} C_{s}$ for $\mathcal{G}_{s}$ s.t. $\Psi_{s}^{\prime}(\cdot)$ satisfies the followings:

1. $\frac{\Psi_{s}^{\prime}\left(\Delta\left(\theta_{-}^{U N}\right)\right)-u_{+} \alpha_{s}}{\Psi_{-s}^{\prime}\left(\Delta\left(\theta_{-s}^{U N}\right)\right)-u_{+} \alpha_{-s}}=\frac{u_{-}\left(1-\alpha_{s}\right)-u_{+} \alpha_{s}}{u_{-}\left(1-\alpha_{-s}\right)-u_{+} \alpha_{-s}}$, then $\theta_{a}^{U N}=\theta_{b}^{U N}$ and $\left(\theta_{a}^{U N}, \theta_{b}^{U N}\right)$ mitigates unfairness.
2. $\Psi_{s}^{\prime}\left(\Delta\left(\eta^{\mathcal{C}}\left(\theta_{-s}^{U N}\right)\right)\right) \geq u_{-}\left(1-\alpha_{s}\right)$, then $\left(\theta_{a}^{U N}, \theta_{b}^{U N}\right)$ flips the disadvantaged group. where $\left(\eta^{\mathcal{C}}\left(\theta_{-s}^{U N}\right), \theta_{-s}^{U N}\right)$ satisfies fairness $\mathcal{C}$, i.e., $\eta^{\text {EqOpt }}\left(\theta_{-s}^{U N}\right)=\theta_{-s}^{U N}, \eta^{D P}\left(\theta_{-s}^{U N}\right)=\left(\mathbb{F}_{s}^{D P}\right)^{-1} \mathbb{F}_{-s}^{D P}\left(\theta_{-s}^{U N}\right)$.

Note that above conditions are sufficient. In particular, case 1 corresponds to the case where the perfect EqOpt fairness is attained (i.e., $\mathcal{E}^{\mathrm{EqOpt}}\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)=0$ ) and DP fairness is improved (i.e., $\left.\left|\mathcal{E}^{\mathrm{DP}}\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)\right|<\left|\mathcal{E}^{\mathrm{DP}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)\right|\right)$.

### 6.6 Impact of Fairness Interventions

In this section, we study how non-strategic and strategic policies are affected by fairness interventions.

Impact of fairness intervention on the non-strategic policy. First, we consider the non-strategic decision maker and compare $\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)$ with $\left(\widehat{\theta}_{a}^{\mathcal{C}}, \widehat{\theta}_{b}^{\mathcal{C}}\right)$, both ignoring strategic manipulation but the latter imposing a fairness criterion. Theorem 25 identifies conditions under which a fairness constrained $\left(\widehat{\theta}_{a}^{\mathcal{C}}, \widehat{\theta}_{b}^{\mathcal{C}}\right)$ yields higher utility from both groups compared to unconstrained $\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)$. This is worth noting because had strategic manipulation been absent, policy ( $\left.\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)$ by definition would attain the optimal/highest utility for the decision maker.

Theorem 25. When $\mathbb{F}_{s}^{\mathcal{C}}\left(\widehat{\theta}_{s}^{\text {UN }}\right)<\mathbb{F}_{-s}^{\mathcal{C}}\left(\widehat{\theta_{-s}^{U N}}\right)$, i.e., $\mathcal{G}_{-s}$ is disadvantaged under non-strategic optimal policy, then $U_{a}\left(\widehat{\theta}_{a}^{\mathcal{C}}\right)>U_{a}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)$ and $U_{b}\left(\widehat{\theta}_{b}^{\mathcal{C}}\right)>U_{b}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$ hold under any of the following cases:

1. $\alpha_{s}<\delta_{u}<\alpha_{-s}$ and $\Psi_{s}^{\prime}\left(\Delta_{s}\left(\widehat{\theta}_{s}^{\mathcal{C}}\right)\right)>u_{-}\left(1-\alpha_{s}\right), \Psi_{-s}^{\prime}\left(\Delta_{-s}\left(\widehat{\theta}_{-s}^{\mathcal{C}}\right)\right)>u_{+} \alpha_{-s}$.
2. $\alpha_{a}, \alpha_{b}>\delta_{u}$ and $\alpha_{s} \rightarrow \delta_{u}$ and $\Psi_{a}^{\prime}\left(\Delta_{a}\left(\widehat{\theta}_{a}^{\mathcal{C}}\right)\right)>u_{+} \alpha_{a}, \Psi_{b}^{\prime}\left(\Delta_{b}\left(\widehat{\theta}_{b}^{\mathcal{C}}\right)\right)>u_{+} \alpha_{b}$.
3. $\alpha_{a}, \alpha_{b}<\delta_{u}$ and $\alpha_{-s} \rightarrow \delta_{u}$ and $\Psi_{a}^{\prime}\left(\Delta_{a}\left(\widehat{\theta}_{a}^{\mathcal{C}}\right)\right)>u_{-}\left(1-\alpha_{a}\right), \Psi_{b}^{\prime}\left(\Delta_{b}\left(\widehat{\theta}_{b}^{\mathcal{C}}\right)\right)>u_{-}\left(1-\alpha_{b}\right)$.

Condition $\alpha_{s}, \alpha_{-s} \rightarrow \delta_{u}$ means that the qualification rates $\alpha_{s}, \alpha_{-s}$ are sufficiently close to $\delta_{u}$. Theorem 25 says that when the marginal manipulation gains of the groups under non-strategic fair policy $\left(\widehat{\theta}_{a}^{\mathcal{C}}, \widehat{\theta}_{b}^{\mathcal{C}}\right)$ are sufficiently large, $\left(\widehat{\theta}_{a}^{\mathcal{C}}, \widehat{\theta}_{b}^{\mathcal{C}}\right)$ may outperform $\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)$ in terms of both fairness
and utility due to the misalignment of $U_{s}(\theta)$ and $\widehat{U}_{s}(\theta)$ caused by manipulation. This means that if the decision maker lacks information or awareness to anticipate manipulative behavior (but which in fact exists), then it would benefit from using a fairness constrained policy ( $\left.\widehat{\theta}_{a}^{\mathcal{C}}, \widehat{\theta}_{b}^{\mathcal{C}}\right)$ rather than unconstrained policy ( $\left.\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)$.

Impact of fairness intervention on the strategic policy. We now compare ( $\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}$ ) and $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right)$. We also explore their respective subsequent impact on individuals' manipulative behavior by comparing manipulation probabilities $\left(p_{a}^{0}\left(\theta_{a}^{\mathrm{UN}}\right), p_{b}^{0}\left(\theta_{b}^{\mathrm{UN}}\right)\right)$ and $\left(p_{a}^{0}\left(\theta_{a}^{\mathcal{C}}\right), p_{b}^{0}\left(\theta_{b}^{\mathcal{C}}\right)\right)$. The goal here is to understand whether fairness intervention can serve as incentives or disincentives for strategic manipulation. According to Theorem 22, $U_{s}(\theta)$ may have multiple extreme points under strategic manipulation if the group's marginal manipulation gain is sufficiently large. Depending on whether $U_{s}(\theta)$ has multiple extreme points, different conclusions result as outlined in Theorem 26 below, which identifies conditions under which fairness intervention may increase the manipulation incentive for one group while disincentivizing the other, or it may serve as incentives for both groups.

Theorem 26. Denote $p_{s}^{\mathcal{C}}:=p_{s}^{0}\left(\theta_{s}^{\mathcal{C}}\right)$ and $p_{s}^{U N}:=p_{s}^{0}\left(\theta_{s}^{U N}\right)$. For $\mathcal{C} \in\{D P, E q O p t\}$, we have:

1. When both $U_{a}(\theta)$ and $U_{b}(\theta)$ have unique extreme points, then $\theta_{s}^{U N}>\theta_{s}^{\mathcal{C}}$ and $\theta_{-s}^{U N}<\theta_{-s}^{\mathcal{C}}$ must hold. Moreover,
(i) If $\alpha_{s}>\delta_{u}>\alpha_{-s}$, then $\forall \alpha_{-s}$, there exist $\kappa \in\left(\delta_{u}, 1\right)$ and $\tau \in(0,1)$ such that $\forall \alpha_{s}>\kappa$ and $\forall n_{s}>\tau$, we have $p_{s}^{U N}<p_{s}^{\mathcal{C}}, p_{-s}^{U N}>p_{-s}^{\mathcal{C}}$.
(ii) If $\alpha_{a}, \alpha_{b}>\delta_{u}$ (resp. $\left.\alpha_{a}, \alpha_{b}<\delta_{u}\right)$, then $\forall \alpha_{-s}$, there exists $\kappa \in\left(\delta_{u}, 1\right)\left(\right.$ resp. $\left.\kappa \in\left(0, \delta_{u}\right)\right)$ such that $\forall \alpha_{s}>\kappa\left(\right.$ resp. $\left.\alpha_{s}<\kappa\right)$, we have $p_{a}^{U N}<p_{a}^{\mathcal{C}}, p_{b}^{U N}>p_{b}^{\mathcal{C}}$ or $p_{b}^{U N}<p_{b}^{\mathcal{C}}, p_{a}^{U N}>p_{a}^{\mathcal{C}}$.
2. When at least one of $U_{a}(\theta), U_{b}(\theta)$ has multiple extreme points, then it is possible that $\forall s \in\{a, b\}$, $\theta_{s}^{U N}>\theta_{s}^{\mathcal{C}}$ or $\theta_{s}^{U N}<\theta_{s}^{\mathcal{C}}$, i.e., both groups are over/under selected under fair policies. In this case,
(i) If $\alpha_{s}>\delta_{u}>\alpha_{-s}$, we have $\left\{\begin{array}{l}p_{s}^{U N}>p_{s}^{\mathcal{C}}, p_{-s}^{U N}<p_{-s}^{\mathcal{C}} \text { when } \theta_{a}^{U N}>\theta_{a}^{\mathcal{C}}, \theta_{b}^{U N}>\theta_{b}^{\mathcal{C}} . \\ p_{s}^{U N}<p_{s}^{\mathcal{C}}, p_{-s}^{U N}>p_{-s}^{\mathcal{C}} \text { when } \theta_{a}^{U N}<\theta_{a}^{\mathcal{C}}, \theta_{b}^{U N}<\theta_{b}^{\mathcal{C}} .\end{array}\right.$
(ii) If $\alpha_{a}, \alpha_{b}>\delta_{u}$ (or $\alpha_{a}, \alpha_{b}<\delta_{u}$ ), we have $p_{a}^{U N}<p_{a}^{\mathcal{C}}, p_{b}^{U N}<p_{b}^{\mathcal{C}}$ or $p_{s}^{U N}<p_{s}^{\mathcal{C}}, p_{-s}^{U N}>p_{-s}^{\mathcal{C}}$.

When not accounting for strategic manipulation, $\widehat{U}_{S}(\theta)$ has a unique extreme point, and imposing a fairness constraint results in one group getting under-selected and the other over-selected. In contrast, when the decision maker anticipates strategic manipulation, $U_{s}(\theta)$ may have multiple
extreme points. One consequence of this difference is that both $\mathcal{G}_{a}$ and $\mathcal{G}_{b}$ may be over- or underselected when fairness is imposed, resulting in more complex incentive relationships. Specifically, if one group is majority-qualified while the other is majority-unqualified, then under-selecting (resp. over-selecting) both groups under fair policies will increase (resp. decrease) the incentives of the former to manipulate, while disincentivizing (resp. incentivizing) the latter (by 2.(i)); if both groups are majority-(un)qualified, then the fair policy may incentivize both to manipulate (by 2.(ii)).

If the marginal manipulation gain of both groups are not sufficiently large, i.e., $U_{s}(\theta)$ has a unique extreme point, then fairness intervention always results in one group getting over-selected and the other under-selected. However, its subsequent impact on incentives may vary depending on $f_{s}^{y}(x), n_{s}$. Theorem 26 identifies two scenarios under which fair policies incentivize one group (say $\mathcal{G}_{s}$ ) while disincentivizing the other $\left(\mathcal{G}_{-s}\right)$ : when $\mathcal{G}_{s}$ is majority-qualified, $\mathcal{G}_{-s}$ majority-unqualified, and $\mathcal{G}_{s}$ sufficiently qualified $\left(\alpha_{s}>\kappa\right)$ and represented in the entire population $\left(n_{s}>\tau\right)$ (by l.(i)); or, when both are majority-(un)qualified and $\mathcal{G}_{s}$ sufficiently (un)qualified (by l.(ii)).

An example when both $U_{a}(\theta)$ and $U_{b}(\theta)$ have multiple extreme points is shown below where $u_{-}=u_{+}$, fairness constraint $\mathcal{C}=$ EqOpt.

(a) $f_{s}^{1}(x) \sim \mathcal{N}(5,4), f_{s}^{0}(x) \sim \mathcal{N}(-5,4), \forall s \in\{a, b\}$, $n_{a}=0.3, \alpha_{a}=0.4, \alpha_{b}=0.6, C_{a} \sim \operatorname{Beta}(10,2), C_{b} \sim$ $\operatorname{Beta}(10,1)$. It shows that $\theta_{s}^{\mathcal{C}}<\theta_{s}^{\mathrm{UN}}, \forall s \in\{a, b\}$ and $p_{a}^{\mathcal{C}}>p_{a}^{\mathrm{UN}}, p_{b}^{\mathcal{C}}<p_{b}^{\mathrm{UN}}$.

(b) $f_{s}^{1}(x) \sim \mathcal{N}(5,9), f_{b}^{0}(x) \sim \mathcal{N}(-5,9), f_{a}^{0}(x) \sim$ $\mathcal{N}(-10,9), n_{a}=0.5, \alpha_{a}=0.65, \alpha_{b}=0.6, C_{a} \sim$ $\operatorname{Beta}(10,3), C_{b} \sim \operatorname{Beta}(10,2)$. It shows that $\theta_{s}^{\mathcal{C}}>\theta_{s}^{\mathrm{UN}}$ and $p_{s}^{\mathcal{C}}>p_{s}^{\mathrm{UN}}, \forall s \in\{a, b\}$.

Because $f_{a}^{1}(x)=f_{b}^{1}(x)$, under EqOpt fairness, $\theta_{a}^{\mathcal{C}}=\theta_{b}^{\mathcal{C}}$ and the total utility $n_{a} U_{a}\left(\theta_{a}^{\mathcal{C}}\right)+n_{b} U_{b}\left(\theta_{b}^{\mathcal{C}}\right)$ can be expressed as a function of $\theta=\theta_{a}^{\mathcal{C}}=\theta_{b}^{\mathcal{C}}$. The above two examples show that when $U_{a}(\theta)$ and $U_{b}(\theta)$ have multiple extreme points, it's possible that both groups are over (left)/under (right)
selected under strategic fair policies. When $\alpha_{b}>\delta_{u}>\alpha_{a}$ (left), fairness intervention incentivizes $\mathcal{G}_{a}$ while disincentivizing $\mathcal{G}_{b}$; when $\alpha_{a}, \alpha_{b}>\delta_{u}$ (right), fairness intervention incentivizes both groups to manipulate. These results are consistent with Theorem 26.

Next, we identify conditions under which fairness intervention can disincentivize both groups. Let $x_{s}^{\mathrm{UN}}$ be defined s.t. $\Delta_{s}\left(x_{s}^{\mathrm{UN}}\right)=\Delta_{s}\left(\theta_{s}^{\mathrm{UN}}\right)$ and $x_{s}^{\mathrm{UN}} \neq \theta_{s}^{\mathrm{UN}}$ when $\theta_{s}^{\mathrm{UN}} \neq x_{s}^{*}$. Note that $x_{s}^{\mathrm{UN}}$ is the point at which $p_{s}^{0}\left(x_{s}^{\mathrm{UN}}\right)=p_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}\right)$. Because manipulation probability is single-peaked, fairness intervention incentivizes manipulative behavior of $\mathcal{G}_{s}$ if $\theta_{s}^{\mathcal{C}}$ falls between $x_{s}^{\mathrm{UN}}$ and $\theta_{s}^{\mathrm{UN}}$.

Theorem 27 (Disincentivize both groups). When both $U_{a}(\theta)$ and $U_{b}(\theta)$ have unique extreme points, $\left\{\begin{array}{l}\text { If } \alpha_{a}, \alpha_{b}>\delta_{u} \text { and } \mathbb{F}_{-s}^{\mathcal{C}}\left(x_{-s}^{U N}\right)<\mathbb{F}_{s}^{\mathcal{C}}\left(x_{s}^{*}\right), \text { then } \exists \kappa>\delta_{u} \text { and } \tau \in(0,1) \text { such that } \forall \alpha_{s} \in\left(\delta_{u}, \kappa\right) \\ \text { If } \alpha_{a}, \alpha_{b}<\delta_{u} \text { and } \mathbb{F}_{-s}^{\mathcal{C}}\left(x_{-s}^{U N}\right)>\mathbb{F}_{s}^{\mathcal{C}}\left(x_{s}^{*}\right) \text {, then } \exists \kappa<\delta_{u} \text { and } \tau \in(0,1) \text { such that } \forall \alpha_{s} \in\left(\kappa, \delta_{u}\right)\end{array}\right.$ and $\forall n_{s}>\tau$, we have $p_{a}^{U N}>p_{a}^{\mathcal{C}}$ and $p_{b}^{U N}>p_{b}^{\mathcal{C}}$.

Note that $x_{s}^{*}$ depends on $f_{s}^{y}(x)$ and $x_{-s}^{\mathrm{UN}}$ is determined by $u_{-}, u_{+}, f_{-s}^{y}(x)$ and $\alpha_{-s}$. Theorem 27 says that when both groups are majority-(un)qualified, for certain population distributions and $\mathcal{G}_{-s}$, fair policies disincentivize both groups if $\mathcal{G}_{s}$ is sufficiently unqualified(qualified) and sufficiently represented in the population. For a special Gaussian case, conditions for satisfying $\mathbb{F}_{-s}^{\mathcal{C}}\left(x_{-s}^{\mathrm{UN}}\right) \lessgtr \mathbb{F}_{s}^{\mathcal{C}}\left(x_{s}^{*}\right)$ in Theorem 27 are given in Proposition 7 below.

Proposition 7. Suppose $f_{s}^{y}(x)$ follows Gaussian distribution with mean $\mu_{s}^{y}$ and variance $\sigma^{2}$. If $0<\mu_{s}^{1}-\mu_{s}^{0}<\mu_{-s}^{1}-\mu_{-s}^{0}$, i.e., qualified and unqualified individuals from $\mathcal{G}_{s}$ are less distinguishable than those from $\mathcal{G}_{-s}$, then

- $\mathcal{C}=$ EqOpt: $\forall \alpha_{s}>\delta_{u}\left(\right.$ resp. $\left.\alpha_{s}<\delta_{u}\right)$, there exists $\omega>\delta_{u}\left(\right.$ resp. $\left.\omega<\delta_{u}\right)$ such that $\forall \alpha_{-s} \in\left[\delta_{u}, \omega\right]$ (resp. $\alpha_{-s} \in\left[\omega, \delta_{u}\right]$ ), conditions $\mathbb{F}_{-s}^{\mathcal{C}}\left(x_{-s}^{U N}\right) \lessgtr \mathbb{F}_{s}^{\mathcal{C}}\left(x_{s}^{*}\right)$ in Theorem 27 hold.
- $\mathcal{C}=D P$ : if $u_{+}<u_{-}$(resp. $u_{+}>u_{-}$), then there exist $\omega_{1}, \omega_{2}>\delta_{u}$ (resp. $\omega_{1}, \omega_{2}<\delta_{u}$ ) such that $\forall \alpha_{b} \in\left[\delta_{u}, \omega_{1}\right]$ (resp. $\forall \alpha_{b} \in\left[\omega_{1}, \delta_{u}\right]$ ) and $\forall \alpha_{a} \in\left[\delta_{u}, \omega_{2}\right]$ (resp. $\forall \alpha_{a} \in\left[\omega_{2}, \delta_{u}\right]$ ), conditions $\mathbb{F}_{-s}^{\mathcal{C}}\left(x_{-s}^{U N}\right) \lessgtr \mathbb{F}_{s}^{\mathcal{C}}\left(x_{s}^{*}\right)$ in Theorem 27 hold.

Theorems 26 and 27 suggest that the impact of fairness intervention on the individuals' manipulative behavior highly depends on manipulation costs, feature distributions, group qualification and representation. This complexity stems from the misalignment in manipulation probability $p_{s}^{0}(\theta)$, utility $U_{s}(\theta)$, and fairness $\mathcal{C}$. In particular, the manipulation probability of $\mathcal{G}_{s}$ is single-peaked with maximum at $x_{s}^{*}$, which does not depend on group qualification and representation, but on which


Figure 6.3: Examples validating Proposition 7: black region indicates ( $\alpha_{a}, \alpha_{b}$ ) satisfying condition $\mathbb{F}_{-s}^{\mathcal{C}}\left(x_{-s}^{\mathrm{UN}}\right)<\mathbb{F}_{s}^{\mathcal{C}}\left(x_{s}^{*}\right)$ in Theorem 27: $\alpha_{a}, \alpha_{b}>\delta_{u}, C_{a}, C_{b} \sim \operatorname{Beta}(10,1), f_{s}^{y}(x)$ follows Gaussian distribution with mean $\mu_{s}^{y}$ and variance $\sigma^{2}$, and $\left[\mu_{a}^{0}, \mu_{a}^{1}, \mu_{b}^{0}, \mu_{b}^{1}\right]=[-2,2,-5,5], \sigma=4.5$.
the decision maker's total utility depends, as varying $\alpha_{s}$ and $n_{s}$ will affect the policies. As a result, depending on which region $\theta_{s}^{\mathrm{UN}}$ falls into, i.e., smaller or larger than $x_{s}^{*}$, and how it may change under constraint $\mathcal{C}$, fairness intervention will have different impacts on incentives.

Although Theorems 26 and 27 hold for both EqOpt and DP fairness, there are scenarios under which they have different impact on incentives. Proposition 8 below further considers a special case when $f_{a}^{y}(x)=f_{b}^{y}(x)$ and one group is majority-qualified while the other majority-unqualified, in which EqOpt never disincentivize both groups while DP can disincentivize both.

Proposition 8. Suppose $f_{a}^{y}(x)=f_{b}^{y}(x)$, if $\alpha_{s}>\delta_{u}>\alpha_{-s}$, then

- $\forall f_{s}^{y}(x), p_{a}^{E q O p t}<p_{a}^{U N}, p_{b}^{E q O p t}<p_{b}^{U N}$ is unattainable, i.e., EqOpt never disincentivize both.
- $\exists f_{s}^{y}(x),\left(\alpha_{a}, \alpha_{b}\right)$, and $n_{a}$ under which $p_{a}^{D P}<p_{a}^{U N}, p_{b}^{D P}<p_{b}^{U N}$, i.e., DP may disincentivize both groups.


### 6.7 Experiments

We conduct experiments on both a Gaussian synthetic dataset, and the FICO scores dataset [122]. We assume manipulation costs follow either a uniform distribution ( $C_{s} \sim U[0, \bar{c}]$ ) or a beta distribution ( $C_{s} \sim \operatorname{Beta}(a, b)$, smaller $b$ and larger $a$ lead to larger manipulation costs, Figure 6.4 below illustrates
examples of probability density function $P_{C_{s}}(z)$ and scaled marginal manipulation gain $\frac{\Psi_{s}^{\prime}(z)}{u_{-}\left(1-\alpha_{s}\right)}=$ $\left.\mathbb{F}_{C_{s}}(z)+z P_{C_{s}}(z)\right)$.


Figure 6.4: Illustration of $P_{C_{s}}(z)$ and $\mathbb{F}_{C_{s}}(z)+z P_{C_{s}}(z): C_{s} \sim \operatorname{Beta}(a, b)$.

Gaussian data. Suppose $X \mid Y, S$ is Gaussian distributed. Figure 6.6 shows an example

$$
\begin{array}{lll}
\rightarrow & \text { EqOpt: } \mathcal{E}\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right) & \bullet \\
\rightarrow & \mathrm{DP}: \mathcal{E}\left(\theta_{a}^{\mathrm{UN}},,_{b}^{\mathrm{UN}}\right) \\
\rightarrow & \mathrm{EqOpt:}: \mathcal{E}\left(\hat{\theta}_{a}^{\mathrm{UN}}, \hat{\theta}_{b}^{\mathrm{UN}}\right) & \rightarrow \\
\mathrm{DP}: \mathcal{E}\left(\hat{\theta}_{a}^{\mathrm{UN}}, \hat{\theta}_{b}^{\mathrm{UN}}\right)
\end{array}
$$ where $f_{s}^{y}(x) \sim \mathcal{N}\left(\mu_{s}^{y}, \sigma^{2}\right)$ with $\left[\mu_{a}^{0}, \mu_{a}^{1}, \mu_{b}^{0}, \mu_{b}^{1}\right]=$ $[-2,2,-5,5], \sigma=4.5$, and fairness intervention can serve as disincentive for manipulation for both groups. It shows that $\forall \alpha_{b}>\delta_{u}$ satisfying condition $\mathbb{F}_{b}^{\mathcal{C}}\left(x_{b}^{\mathrm{UN}}\right)<\mathbb{F}_{a}^{\mathcal{C}}\left(x_{a}^{*}\right)$, there exist sufficiently small $\alpha_{a}$ and sufficiently large $n_{a}$ under which $p_{a}^{0}\left(\theta_{a}^{\mathrm{UN}}\right)>p_{a}^{0}\left(\theta_{a}^{\mathcal{C}}\right)$ and $p_{b}^{0}\left(\theta_{b}^{\mathrm{UN}}\right)>p_{b}^{0}\left(\theta_{b}^{\mathcal{C}}\right)$, i.e., both groups are disincentivized under strategic fair policies. This verifies Theorem 27. $\mathcal{N}\left(5,5^{2}\right), f_{s}^{0}(x) \sim \mathcal{N}\left(-5,5^{2}\right), s=a, b$.

We verify Theorem 23 by conducting 40 rounds of experiment independently. In each round of experiment, $\left(\alpha_{a}, \alpha_{b}\right)$ is randomly generated with $\alpha_{a}>\delta_{u}>\alpha_{b}$. We consider EqOpt (red) or DP (blue) as fairness measure. In Figure 6.5, circles and stars represent the unfairness $\mathcal{E}^{\mathcal{C}}\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)$ and $\mathcal{E}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)$ respectively. It shows that the strategic policy (circles) always worsens the unfairness (both EqOpt and DP) compared to non-strategic policy (stars), and $\mathcal{G}_{b}$ is disadvantaged in all scenarios. Varying costs $C_{s}$, distributions $f_{s}^{y}(x)$, and $u_{+}, u_{-}$, we observe the similar results.

Similarly, we verify Theorem 24 by running 40 rounds of experiments independently. In each round, $\left(\alpha_{a}, \alpha_{b}\right)$ is randomly generated with $\delta_{u}>\alpha_{a}>\alpha_{b}$. In Figure 6.7, circles that fall below the black dashed line indicate the disadvantaged group being flipped under strategic policy. It shows as $\mathcal{G}_{a}$ 's manipulation cost decreases, unfairness can be mitigated (circles fall below stars) and


Figure 6.6: $\alpha_{a}, \alpha_{b}>\delta_{u}, C_{a}=C_{b} \sim \operatorname{Beta}(10,1), \frac{u_{+}}{u_{-}}=\frac{1}{2}$ (left), $\frac{u_{+}}{u_{-}}=\frac{1}{1.1}$ (right). Grey region indicates $\left(\alpha_{a}, \alpha_{b}, n_{a}\right)$ satisfying $\mathbb{F}_{b}^{\mathcal{C}}\left(x_{b}^{\mathrm{UN}}\right)<\mathbb{F}_{a}^{\mathcal{C}}\left(x_{a}^{*}\right)$ in Theorem 27; meanwhile both groups are disincentivized under $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right)$.


Figure 6.7: $C_{b} \sim \operatorname{Beta}(10,1), f_{s}^{1}(x) \sim \mathcal{N}\left(5,5^{2}\right), f_{s}^{0}(x) \sim \mathcal{N}\left(-5,5^{2}\right), s=a, b$.
disadvantaged group can be flipped (circles fall below black dashed line).
Figures 6.8 and 6.9 illustrate the manipulation probabilities of two groups under strategic policy (UN) and strategic fair policy (EqOpt, DP), where $u_{+}=u_{-}, C_{s} \sim \operatorname{Beta}(10,1), f_{b}^{1}(x) \sim \mathcal{N}\left(5,5^{2}\right)$, $f_{b}^{0}(x) \sim \mathcal{N}\left(-5,5^{2}\right), f_{a}^{1}(x) \sim \mathcal{N}\left(5,4^{2}\right), f_{a}^{0}(x) \sim \mathcal{N}\left(-5,4^{2}\right)$. Black, blue, red surfaces correspond to $p_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}\right):=p_{s}^{\mathrm{UN}}, p_{s}^{0}\left(\theta_{s}^{\mathrm{DP}}\right):=p_{s}^{\mathrm{DP}}, p_{s}^{0}\left(\theta_{s}^{\mathrm{EqOpt}}\right):=p_{s}^{\mathrm{EqOpt}}$ respectively. Figure 6.8 shows that when $n_{a}$ and $\alpha_{a}$ are sufficiently large, $p_{a}^{\mathrm{UN}}<p_{a}^{\mathcal{C}}$ and $p_{b}^{\mathrm{UN}}>p_{b}^{\mathcal{C}}$ hold, $\mathcal{C} \in\{$ EqOpt, DP $\}$. Figure 6.9 shows when two groups are majority-(un)qualified, $p_{a}^{\mathrm{UN}}<p_{a}^{\mathcal{C}}, p_{b}^{\mathrm{UN}}>p_{b}^{\mathcal{C}}$ or $p_{a}^{\mathrm{UN}}>p_{a}^{\mathcal{C}}, p_{b}^{\mathrm{UN}}<p_{b}^{\mathcal{C}}$ holds as long as one of $\alpha_{a}, \alpha_{b}$ is sufficiently large (small).


Figure 6.8: Verification of $l(i)$ in Theorem 26: $\alpha_{b}=0.4$. Varying $\mathcal{G}_{a}$ 's qualification $\alpha_{a} \in[0.5,1]$ and representation $n_{a} \in[0.5,1]$, the resulting manipulation probabilities are shown in plots.


Figure 6.9: Verification of 1 (ii) in Theorem 26: $n_{a}=0.5$. In the left (resp. right), varying two groups' qualification $\alpha_{a}, \alpha_{b}>\delta_{u}$ (resp. $\alpha_{a}, \alpha_{b}<\delta_{u}$ ), the resulting manipulation probabilities of two groups are shown in the plots.

FICO scores [122]. FICO scores are widely used in the US to assess an individual's creditworthiness. The is a dataset pre-processed by [57] to generate CDF of scores $\mathbb{F}_{X \mid S}(x \mid s)$ and qualification profile $P_{Y \mid X, S}(1 \mid x, s)$ for different social groups (Caucasian, African-American, Hispanic, Asian). We use these to estimate the conditional feature distribution $f_{s}^{y}(x)$ by fitting the simulated data to a Beta distribution. We can see from Figure 6.10 that $\frac{f_{s}^{1}(x)}{f_{s}^{0}(x)}$ is strictly increasing, it implies that Assumption 11 holds for FICO scores data. This allows us to derive the various equilibrium strategies studied in this chapter. We further calculate repayment rates $\alpha_{s}$ and proportions $n_{s}$. These are summarized in Figures 6.10 \& 6.11 and Table 6.1.

Table 6.1: Qualification rate $\alpha_{a}=P_{Y \mid S}(1 \mid s)$, conditional feature distributions $f_{s}^{y}(x)$, group proportions $n_{s}$ of four social groups. $x_{s}^{*}$ satisfies $f_{s}^{1}\left(x_{s}^{*}\right)=f_{s}^{0}\left(x_{s}^{*}\right)$.

| $\mathcal{G}_{s}$ | $\alpha_{s}$ | $f_{s}^{0}(x)$ | $f_{s}^{1}(x)$ | $n_{s}$ | $x_{s}^{*}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Caucasian | 0.758 | $\operatorname{Beta}(1.23,12.34)$ | $\operatorname{Beta}(2.57,1.24)$ | 0.7651 | 0.277 |
| African-American | 0.338 | $\operatorname{Beta}(1.18,15.99)$ | $\operatorname{Beta}(1.84,2.32)$ | 0.1050 | 0.174 |
| Hispanic | 0.570 | $\operatorname{Beta}(1.23,9.02)$ | $\operatorname{Beta}(2.03,1.90)$ | 0.0845 | 0.262 |
| Asian | 0.804 | $\operatorname{Beta}(0.89,4.94)$ | $\operatorname{Beta}(2.31,1.38)$ | 0.0454 | 0.342 |



Figure 6.10: Illustration of score PDF/CDF, qualification profiles, and validation of Assumption 11.

We first compare strategic policy $\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)$ and non-strategic policy $\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta_{b}^{\mathrm{UN}}}\right)$ in terms of their fairness. Let $\mathcal{G}_{a}$ denote Caucasian, Hispanic or Asian, and $\mathcal{G}_{b}$ denote African-American. As shown in Table 6.2, $\mathcal{G}_{b}$ is always disadvantaged compared to other groups, and strategic policy worsens unfairness. When $C_{a} \neq C_{b}$, the manipulation cost of $\mathcal{G}_{b}$ is shifted lower. It further shows that this gets worse when it is less costly for those in $\mathcal{G}_{b}$ to manipulate their features. Since $\alpha_{a}>\delta_{u}>\alpha_{b}$, this is consistent with Theorem 23.


Figure 6.11: Fit Beta distributions to the simulated data to get $f_{s}^{y}(x)$.

Table 6.2: Unfairness $\mathcal{E}^{\mathcal{C}}\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)$ and $\mathcal{E}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)$ for $\mathcal{C} \in\{$ EqOpt, DP $\}: \mathcal{G}_{b}=$ African-American, $u_{+}=u_{-}, C_{a} \sim \operatorname{Beta}(10,2)$ (or $\left.C_{a} \sim U[0,1]\right)$. When cost $C_{a} \neq C_{b}, C_{b} \sim \operatorname{Beta}(10,6)$ (or $C_{b} \sim U[0,0.5]$ ).

|  | $\mathcal{G}_{a}$ | EqOpt |  |  | DP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | strategic |  | non-strategic | strategic |  | non-strategic |
|  |  | $C_{a}=C_{b}$ | $C_{a} \neq C_{b}$ |  | $C_{a}=C_{b}$ | $C_{a} \neq C_{b}$ |  |
| 皆 | Caucasian | 0.355 | 0.556 | 0.136 | 0.611 | 0.680 | 0.449 |
|  | Hispanic | 0.292 | 0.493 | 0.034 | 0.421 | 0.490 | 0.242 |
|  | Asian | 0.333 | 0.533 | 0.123 | 0.634 | 0.703 | 0.522 |
| $\begin{aligned} & \text { E } \\ & \text { O } \\ & \text { B } \end{aligned}$ | Caucasian | 0.743 | 0.871 | 0.136 | 0.794 | 0.838 | 0.449 |
|  | Hispanic | 0.722 | 0.850 | 0.034 | 0.684 | 0.727 | 0.242 |
|  | Asian | 0.738 | 0.866 | 0.123 | 0.825 | 0.868 | 0.522 |

Figure 6.12 illustrates how unfairness can be mitigated and how the disadvantaged group can gain advantage under strategic policies. Specifically, let $\mathcal{G}_{a}, \mathcal{G}_{b}$ be Hispanic and African-American respectively. We fix $\mathcal{G}_{b}$ and vary $\mathcal{G}_{a}$ 's manipulation cost. It shows while $\mathcal{G}_{b}$ is disadvantaged under non-strategic policies $\left(\mathcal{E}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)>0\right)$, unfairness can be mitigated under strategic policies as $\mathcal{G}_{a}$ 's manipulation cost decreases, and the disadvantaged group may gain an advantage in the process $\left(\mathcal{E}^{\mathcal{C}}\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)<0\right)$. This is an example of Theorem 24.

According to Theorem 25, under strategic manipulation, non-strategic fair policy $\left(\widehat{\theta_{a}^{c}}, \widehat{\theta}_{b}^{c}\right)$ may yield higher utilities from both groups compared to ( $\left.\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)$. We verify this in Table 6.3, in which $\mathcal{G}_{a}, \mathcal{G}_{b}$ denote Caucasian and Asian groups, respectively, with EqOpt as the fairness constraint.


Figure 6.12: Unfairness $\mathcal{E}^{\mathcal{C}}\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)$ and $\mathcal{E}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right), \frac{u_{+}}{u_{-}}=\frac{1}{2}, \alpha_{a}, \alpha_{b}<\delta_{u}$. Perfect equity is indicated by the black dashed line. $C_{b} \sim \operatorname{Beta}(10,5)$ and $C_{a} \sim \operatorname{Beta}(10, b)$ (left), where larger $b$ indicates smaller costs; $C_{b} \sim U[0,1], C_{a} \sim U[0, \bar{c}]$ (right).

Table 6.3: $\mathcal{G}_{a}=\operatorname{Caucasian}\left(\alpha_{a}=0.758\right), \mathcal{G}_{b}=\operatorname{Asian}\left(\alpha_{b}=0.804\right), \mathcal{C}=$ EqOpt. The first (resp. second) row corresponds to case 1 (resp. case 2 ) in Theorem 25.

| $u_{+}: u_{-}$ | $\delta_{u}$ | $C_{a}$ | $C_{b}$ | $U_{a}\left(\widehat{\left.\theta_{a}^{\mathrm{UN}}\right)}\right.$ | $U_{a}\left(\widehat{\theta}_{a}^{\mathcal{C}}\right)$ | $U_{b}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$ | $U_{b}\left(\widehat{\theta}_{b}^{c}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1: 4$ | 0.8 | $\operatorname{Beta}(10,10)$ | $\operatorname{Beta}(10,10)$ | -0.190 | -0.189 | 0.024 | 0.034 |
| $1: 3.1$ | 0.756 | $\operatorname{Beta}(10,1)$ | $\operatorname{Beta}(10,10)$ | 0.396 | 0.397 | 0.181 | 0.201 |

It illustrates two cases corresponding to cases 1 and 2 in Theorem 25, and $U_{a}\left(\widehat{\theta}_{a}^{\mathcal{C}}\right)>U_{a}\left(\widehat{\theta}_{a}^{\mathrm{uN}}\right)$, $U_{b}\left(\widehat{\theta}_{b}^{\mathcal{C}}\right)>U_{b}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$ hold in both cases, i.e., $\left(\widehat{\theta}_{a}^{\mathcal{C}}, \widehat{\theta}_{b}^{\mathcal{C}}\right)$ satisfies fairness and attains higher utility than $\left.\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)$.

Lastly, we examine how fairness intervention acts as incentives for manipulation. Manipulation probabilities $p_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}\right), p_{s}^{0}\left(\theta_{s}^{\mathrm{EqOpt}}\right)$, and $p_{s}^{0}\left(\theta_{s}^{\mathrm{DP}}\right)$ are compared under different manipulation costs in Figures 6.13 and 6.14. In Figure 6.13, groups have the same manipulation costs $C_{a}=C_{b} \sim \operatorname{Beta}(a, b)$ while in Figure 6.14, $C_{a} \sim U\left[0, \bar{c}_{a}\right]$ and $C_{b} \sim U\left[0, \bar{c}_{b}\right]$ are different; $u_{-}=u_{+}$in both cases. Black, red and blue surfaces indicate the manipulation probabilities $p_{s}^{0}\left(\theta_{s}\right)$ under $\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right),\left(\theta_{a}^{\mathrm{EqOpt}}, \theta_{b}^{\mathrm{EqOpt}}\right)$ and $\left(\theta_{a}^{\mathrm{DP}}, \theta_{b}^{\mathrm{DP}}\right)$ policies as manipulation costs change. It shows that fairness intervention can incentivize both groups to manipulate (Figure 6.13a), and that EqOpt and DP may have contrarian impact (Figure 6.13b). Moreover, when there is a significant gap in the two groups' manipulation costs, fairness intervention incentivizes the group with a low manipulation cost while disincentivizing the group with a high manipulation cost (Figure 6.14).


Figure 6.13: Manipulation probabilities under strategic (fair) policy: $C_{a}=C_{b} \sim \operatorname{Beta}(a, b), a \in[1,15]$, $b \in[1,15]$.


Figure 6.14: Manipulation probabilities under strategic (fair) policy: $C_{s} \sim U\left[0, \bar{c}_{s}\right], s=a, b, \bar{c}_{a} \in$ [0.2,2], $\bar{c}_{b} \in[0.2,2]$.

## CHAPTER 7

## Conclusion

### 7.1 Thesis Summary

As machine learning techniques are increasingly used in domains involving human. It is critical to understand the societal implications of ML systems, and build and use ML systems responsibly. Toward this end, we studied two important issues, privacy and fairness, in this thesis and investigated the following questions.
(1) When individuals' data are used for building the computational system, how to accomplish the computational goals without violating individual privacy.
(2) When ML systems are used to make decisions about individuals from multiple demographic groups, how do they interact with each other? What are the (long-term) impacts of fairness interventions?

Specifically, we studied (1) in the first part of the thesis. We adopted differential privacy as notion of privacy and developed a number of randomized algorithms for two types of computations: distributed learning and sequential computations. Because the same/correlated data is repeatedly used during these computations, balancing the trade-off between outcome accuracy and individual privacy is challenging. It was shown that our algorithms can achieve a higher accuracy than the existing algorithms under the same privacy guarantee. These algorithms are developed based on two ideas to improve this privacy-accuracy tradeoff: (a) reuse intermediate computations to reduce the total information leakage so that less noise is needed to guarantee a certain level of privacy, and (b) improve algorithmic robustness so that more noise can be accommodated to enhance privacy without jeopardizing too much accuracy.

In the second part of the thesis, we investigated problem (2) by studying fairness problems with human in feedback loops. We constructed three types of dynamics to capture the interplay between individuals and ML systems: (a) participation dynamics: ML decisions affect individuals' retention in the system which further affects the group representations in future dataset. (b) qualification dynamics: ML decisions affect individuals' qualifications in the system which further affects the rate of positive class in future dataset. (c) strategic dynamics: individuals by knowing how decisions are made given input can manipulate their features strategically which affects ML system given decision maker being aware of such manipulative behavior. Under each dynamics, we conducted equilibrium analysis to understand the impacts ML system and individuals each have on the other, and explored the role of fairness interventions by studying how these equilibria are affected when a certain fairness constraint is imposed in ML systems.

Specifically, when studying participation and qualification dynamics, we show that fairness intervention that intends to protect the disadvantaged group may actually cause harm to the disadvantaged group by exacerbating the group disparity, i.e., the disparity in group qualifications (under qualification dynamics) and disparity in group representations (under participation dynamics), in the long run. We identified conditions under which such worsening of fairness may happen and proposed potential mitigating solutions: for participation dynamics, we formulated an optimization problem for finding a proper fairness notion that can sustain group representations over time; for qualification dynamics, we suggested policy/transition interventions that can either lead to a more equitable equilibrium or improve qualifications of both groups in the long run.

For strategic dynamics where individuals strategically manipulate features, we examined the impacts of decision maker's awareness of strategic manipulation and impacts of fairness interventions. We identified conditions under which being aware of strategic manipulation can improve or worsen the fairness, and conditions under which fairness interventions can serve as incentives or disincentives for strategic manipulation. When decision maker lacks awareness to anticipate manipulative behavior, we identified conditions under which decision maker also benefits from the fairness interventions.

The societal implications of these quantitative results are as follows. Firstly, our results may help policymakers (e.g., companies, banks, governments, etc.) in their decision making process by highlighting the potential pitfalls of commonly used static fairness criteria and providing guidance on how to design effective interventions (e.g., based on Chapter 5, giving community support to social groups to increase their transitions and long-term qualifications) that can avoid such
unintended consequences and result in positive long-term societal impacts. Secondly, our results may be useful to research in fields outside of the computer science community. For example, the experiments in Chapter 5 have shown consistent findings with literature in social sciences [52,119]. Although these empirical results are obtained using simulated dynamics due to a lack of real datasets, they may provide insights and theoretical supports for research in other fields. Lastly, while this work is limited to binary decisions, the main take-away can be applied in other applications such as computer vision, natural language processing, etc., using more complicated classifiers such as DNN. We hope that our work will encourage researchers in these domains to similarly consider discrimination risks when developing techniques, and raise awareness that static fairness constraint may not suffice and long-term fairness cannot be designed in a vacuum without considering the human element. We thus emphasize the importance of performing real-time measurements and developing proper fair classifiers from dynamic datasets.

### 7.2 Limitations \& Future Directions

We also want to point out the limitations and the potential extensions.
For the studies on private distributed learning, we proposed R-ADMM to improve tradeoff between individual privacy and accuracy. Note that R-ADMM violates monotonicity property of ADMM because of the linearized approximation introduced in even iterations. It is worthwhile to study the impact of linearization and analyse the convergence rate of R-ADMM. Although experiments on real-world data showed that the fluctuation (non-monotonicity) of R-ADMM induced by linearization decreases over time, and the convergence rates between R-ADMM and original ADMM were compared empirically, a theoretical explanation is needed to better understand R-ADMM. As such, one potential future direction is to conduct robust analysis and theoretically prove the fluctuation converges to 0 .

For the studies on fairness with human in feedback loops, some limitations and extensions are as follows. Firstly, we partitioned the entire population based on a single binary demographic attribute and considered two demographic groups in our work. This cannot adequately capture the heterogeneity of the population, and there can be multiple non-binary demographic attributes. Secondly, the dynamics we formulated are simplified models. The individual behaviors in real-world are much more complicated and can vary across individuals from the same demographic group. For instance, in qualification dynamics, we use a set of transitions to capture individuals' abilities
to improve/maintain future qualifications, and our analysis and conclusions rely on this set of values; in strategic dynamics, we assumed individuals are fully rational who always take actions that maximize its own utility and there is a constraint on manipulation cost. The experiments are also conducted on uniform/beta distributed cost. However, in practice, quantities of transitions and manipulation costs can be extremely hard to measure due to the complexity of human behaviors and environmental factors. Thirdly, we considered the case where individuals' labels/qualification states are binary while in many applications qualification is continuous on a spectrum. As a result, transitions in qualification dynamics can not be captured by four quantifies and all individuals (not only the unqualified ones) may have an incentive to manipulate under strategic dynamics. Fourthly, our results indeed are sensitive to the models and depends on certain assumptions. For example, as discussed in Section 5.7, the change in transition types or feature distributions could lead to significant change in consequences. Moreover, Chapter 5 separately studies two scenarios that causes natural inequality, i.e., either transitions or feature distributions are demographicvariant. However, in practice it's likely that both are demographic-variant. This can complicates the dynamical model significantly and adds more uncertainty. It is not clear how our results are robust to the perturbation in dynamics. Lastly, due to the lack of dynamic datasets, our experiments are performed over static real-world datasets with simulated dynamics.

Some extensions to tackle the aforementioned limitations are as follows. One potential direction is to extend models from binary qualifications/demographic groups to non-binary cases. For strategic dynamics, it is worthwhile to study a more generalized scenario where all individuals have incentives to manipulate, and consider partially rational individuals who instead of taking actions that maximize their utilities take sub-optimal actions. Another extension is to conduct sensitivity analysis to understand the robustness of our results.

In addition to the extensions of current studies, there are several long-term future directions.

The Intersection Between Privacy and Fairness in ML. In this thesis, we studied privacy and fairness issues separately. Indeed, there is a strong connection between them. It is interesting to study the impact of one on the other (e.g., whether achieving privacy helps improve fairness and vice versa) [88]. On the other hand, sometimes achieving one societal constraint may add difficulties to satisfy another. For instance, it becomes more difficult to develop fair ML models when protected attributes (e.g., race, gender) are private and unobservable. Building upon the relations between privacy and fairness, we will also develop ML systems that simultaneously satisfy both.

Learning Human Behavioral Models. The second part of this thesis has highlighted the importance of understanding human behaviors in building ML systems. As mentioned, three types of dynamics studied in the thesis are simplified models, it is critical to learn interpretable human behavioral models using ML techniques via empirical studies. One potential future direction is to develop online crowdsourcing platforms or survey sites to collect dynamic data from people and then use ML algorithms to train a human behavioral model. Such a model is essential for building ML systems with long-term social benefits. It may help advance ML research towards a more interpretable domain and open up the possibility of understanding the causal relationships of human-generated data.

Ethical Issues From Multiple Disciplinary Perspectives. Ethical issue such as fairness or privacy itself is complicated and controversial. It is critical to consider them from multiple disciplinary perspectives such as economics, social sciences, law, etc. For example, there is no universal notion of fairness and the proper notions are context dependent. Finding the proper notions that best capture human perception, especially in dynamic environment, and notions that aligned with law and policies is critical for building ML system with social benefits.

## APPENDIX A

## Private ADMM-Based Distributed Algorithms

## A. 1 Proof of Simplifying ADMM [45]

By KKT condition of (2.5), there is:

$$
0=\lambda_{i j}^{b}(t)-\lambda_{i j}^{a}(t)+\eta\left(2 w_{i j}(t+1)-f_{i}(t+1)-f_{j}(t+1)\right)
$$

Implies:

$$
\begin{equation*}
w_{i j}(t+1)=\frac{1}{2 \eta}\left(\lambda_{i j}^{a}(t)-\lambda_{i j}^{b}(t)\right)+\frac{1}{2}\left(f_{i}(t+1)+f_{j}(t+1)\right) \tag{A.1}
\end{equation*}
$$

Plug (A.1) into (2.6)(2.7):

$$
\begin{align*}
& \lambda_{i j}^{a}(t+1)=\frac{1}{2}\left(\lambda_{i j}^{a}(t)+\lambda_{i j}^{b}(t)\right)+\frac{\eta}{2}\left(f_{i}(t+1)-f_{j}(t+1)\right)  \tag{A.2}\\
& \lambda_{i j}^{b}(t+1)=\frac{1}{2}\left(\lambda_{i j}^{b}(t)+\lambda_{i j}^{a}(t)\right)+\frac{\eta}{2}\left(f_{i}(t+1)-f_{j}(t+1)\right) \tag{A.3}
\end{align*}
$$

If initialize $\lambda_{i j}^{a}(0)=\lambda_{i j}^{b}(0)$ to be zero vectors for all node pairs $(i, j)$, (A.2)(A.3) imply that $\lambda_{i j}^{a}(t)=\lambda_{i j}^{b}(t)$ and $\lambda_{j i}^{k}(t)=-\lambda_{i j}^{k}(t), k \in\{a, b\}$ will hold for all $t$. (A.1) becomes:

$$
\begin{equation*}
w_{i j}(t+1)=\frac{1}{2}\left(f_{i}(t+1)+f_{j}(t+1)\right) \tag{A.4}
\end{equation*}
$$

Let $\lambda_{i j}(t)=\lambda_{i j}^{a}(t)=\lambda_{i j}^{b}(t),(2.6)(2.7)$ can be simplified as:

$$
\begin{equation*}
\lambda_{i j}(t+1)=\lambda_{i j}(t)+\frac{\eta}{2}\left(f_{i}(t+1)-f_{j}(t+1)\right) \tag{A.5}
\end{equation*}
$$

Plug (A.4) into the augmented Lagrangian (2.3) to simplify it:

$$
\begin{gather*}
L_{\eta}\left(\left\{f_{i}\right\},\left\{w_{i j}, \lambda_{i j}^{k}\right\}\right)=\sum_{i=1}^{N} O\left(f_{i}, D_{i}\right)+\sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}}\left(\lambda_{i j}(t)\right)^{T}\left(f_{i}-f_{j}\right)  \tag{A.6}\\
+\sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}} \frac{\eta}{2}\left(\left\|f_{i}-\frac{1}{2}\left(f_{i}(t)+f_{j}(t)\right)\right\|_{2}^{2}\right)+\sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}} \frac{\eta}{2}\left(\left\|\frac{1}{2}\left(f_{i}(t)+f_{j}(t)\right)-f_{j}\right\|_{2}^{2}\right)
\end{gather*}
$$

Since $\sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}} \lambda_{i j}(t) f_{j}=\sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}} \lambda_{j i}(t) f_{i}$ and $\lambda_{i j}(t)=-\lambda_{j i}(t)$, the second term in (A.6) can be simplified:

$$
\sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}}\left(\lambda_{i j}(t)\right)^{T}\left(f_{i}-f_{j}\right)=2 \sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}}\left(\lambda_{i j}(t)\right)^{T} f_{i}
$$

The last term can be expressed as:

$$
\sum_{i=1}^{N} \sum_{j \in \mathscr{V}_{i}} \frac{\eta}{2}\left(\left\|\frac{1}{2}\left(f_{i}(t)+f_{j}(t)\right)-f_{j}\right\|_{2}^{2}\right)=\sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}} \frac{\eta}{2}\left(\left\|\frac{1}{2}\left(f_{i}(t)+f_{j}(t)\right)-f_{i}\right\|_{2}^{2}\right)
$$

Therefore, (A.6) is simplified as:

$$
\begin{equation*}
L_{\eta}\left(\left\{f_{i}\right\},\left\{w_{i j}, \lambda_{i j}^{k}\right\}\right)=\sum_{i=1}^{N} O\left(f_{i}, D_{i}\right)+2 \sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}} \lambda_{i j}(t)^{T} f_{i}+\sum_{i=1}^{N} \sum_{j \in \mathscr{Y}_{i}} \eta\left(\left\|f_{i}-\frac{1}{2}\left(f_{i}(t)+f_{j}(t)\right)\right\|_{2}^{2}\right) \tag{A.7}
\end{equation*}
$$

Define $\lambda_{i}(t)=\sum_{j \in \mathscr{Y}_{i}} \lambda_{i j}(t)$. Based on (A.5)(A.7), the original ADMM updates (2.4)-(2.7) are simplified as:

$$
\begin{gathered}
f_{i}(t+1)=\underset{f_{i}}{\operatorname{argmin}} O\left(f_{i}, D_{i}\right)+2 \lambda_{i}(t)^{T} f_{i}+\eta \sum_{j \in \mathscr{Y}_{i}}\left\|f_{i}-\frac{1}{2}\left(f_{i}(t)+f_{j}(t)\right)\right\|_{2}^{2} \\
\lambda_{i}(t+1)=\lambda_{i}(t)+\frac{\eta}{2} \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(t+1)-f_{j}(t+1)\right)
\end{gathered}
$$

## A. 2 Proof of Theorem 1

Subtract (2.20) from (2.27) and (2.21) from (2.28):

$$
\begin{gather*}
\nabla \hat{O}\left(\hat{f}(t+1), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)+\sqrt{D-A}\left(Y(t+1)-Y^{*}\right) \\
+(W(t+1)-\theta I)(D-A) \hat{f}(t+1)+W(t+1)(D+A)(\hat{f}(t+1)-\hat{f}(t))=\mathbf{0}_{N \times d}  \tag{A.8}\\
Y(t+1)=Y(t)+\theta \sqrt{D-A}\left(\hat{f}(t+1)-\hat{f}^{*}\right) \tag{A.9}
\end{gather*}
$$

By convexity of $O\left(f_{i}, D_{i}\right)$, for any $f_{i}^{1}$ and $f_{i}^{2}$, there is:

$$
\left(f_{i}^{1}-f_{i}^{2}\right)^{T}\left(\nabla O\left(f_{i}^{1}, D_{i}\right)-\nabla O\left(f_{i}^{2}, D_{i}\right)\right) \geq 0
$$

Let $\langle\cdot, \cdot\rangle_{F}$ be frobenius inner product of two matrices, there is:

$$
\left\langle\hat{f}(t+1)-\hat{f}^{*}, \nabla \hat{O}\left(\hat{f}(t+1), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)\right\rangle_{F} \geq 0
$$

Substitute $\nabla \hat{O}\left(\hat{f}(t+1), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)$ from (A. 8$)$ :

$$
\begin{align*}
0= & \left\langle\hat{f}(t+1)-\hat{f}^{*},-\sqrt{D-A}\left(Y(t+1)-Y^{*}\right)\right\rangle_{F} \\
& +\left\langle\hat{f}(t+1)-\hat{f}^{*},-(W(t+1)-\theta I)(D-A) \hat{f}(t+1)\right\rangle_{F} \\
& +\left\langle\hat{f}(t+1)-\hat{f}^{*},-W(t+1)(D+A)(\hat{f}(t+1)-\hat{f}(t))\right\rangle_{F} \tag{A.10}
\end{align*}
$$

Consider the right hand side of (A.10). Since $D-A$ is symmetric and PSD, $\sqrt{D-A}$ is also a symmetric matrix and by (A.9),

$$
\begin{align*}
& \left\langle\hat{f}(t+1)-\hat{f}^{*},-\sqrt{D-A}\left(Y(t+1)-Y^{*}\right)\right\rangle_{F} \\
= & \left\langle-\sqrt{D-A}\left(\hat{f}(t+1)-\hat{f}^{*}\right),\left(Y(t+1)-Y^{*}\right)\right\rangle_{F} \\
= & -\left\langle\frac{1}{\theta}(Y(t+1)-Y(t)), Y(t+1)-Y^{*}\right\rangle_{F} \tag{A.11}
\end{align*}
$$

Rearrange (A.10) and use $(D-A) \hat{f}^{*}=\mathbf{0}_{N \times d}$

$$
\begin{align*}
0 \geq & \left\langle Z(t+1)-Z^{*}, J(t+1)(Z(t+1)-Z(t))\right\rangle_{F} \\
& +\left\langle\hat{f}(t+1)-\hat{f}^{*},(W(t+1)-\theta I)(D-A)\left(\hat{f}(t+1)-\hat{f}^{*}\right)\right\rangle_{F} \tag{A.12}
\end{align*}
$$

Suppose $\eta_{i}(t) \geq \theta$ for all $t, i$, i.e., the diagonal matrix $W(t)-\theta I \geq 0$ for all $t$. Since $D-A \geq 0$, whose eigenvalues are all non-negative, the eigenvalues of $(W(t+1)-\theta I)(D-A)$ are thus also non-negative, i.e., $(W(t+1)-\theta I)(D-A) \geq 0$. Then for the second term of the RHS of (A.12), there is:

$$
\left\langle\hat{f}(t+1)-\hat{f}^{*},(W(t+1)-\theta I)(D-A)\left(\hat{f}(t+1)-\hat{f}^{*}\right)\right\rangle_{F} \geq 0
$$

Therefore,

$$
\begin{equation*}
\left\langle Z(t+1)-Z^{*}, J(t+1)(Z(t+1)-Z(t))\right\rangle_{F} \leq 0 \tag{A.13}
\end{equation*}
$$

To simplify the notation, for a matrix $X$, let $\|X\|_{J}^{2}=\langle X, J X\rangle_{F}$, then (A.13) can be represented as:

$$
\frac{1}{2}\left\|Z(t+1)-Z^{*}\right\|_{J(t+1)}^{2}+\frac{1}{2}\|Z(t+1)-Z(t)\|_{J(t+1)}^{2}-\frac{1}{2}\left\|Z(t)-Z^{*}\right\|_{J(t+1)}^{2} \leq 0
$$

implies

$$
\begin{align*}
\|Z(t+1)-Z(t)\|_{J(t+1)}^{2} \leq & -\left\|Z(t+1)-Z^{*}\right\|_{J(t+1)}^{2}+\left\|Z(t)-Z^{*}\right\|_{J(t)}^{2} \\
& +\left\|Z(t)-Z^{*}\right\|_{J(t+1)}^{2}-\left\|Z(t)-Z^{*}\right\|_{J(t)}^{2} \tag{A.14}
\end{align*}
$$

Suppose $\eta_{i}(t+1) \geq \eta_{i}(t)$ for all $t$ and $i$, i.e., the diagonal matrix $W(t+1)-W(t) \geq 0$ for all $t$. Since $D+A \geq 0$, implies $(W(t+1)-W(t))(D+A) \geq 0$. Let $U=\sup _{i, t, k}\left|\left(f_{i}(t)-f_{c}^{*}\right)_{k}\right| \in \mathbb{R}$ be the finite upper bound of all nodes $i$, all iterations $t$ and all components $k$, then

$$
\begin{align*}
& \left\|Z(t)-Z^{*}\right\|_{J(t+1)}^{2}-\left\|Z(t)-Z^{*}\right\|_{J(t)}^{2} \\
= & \operatorname{Tr}\left(\left(Z(t)-Z^{*}\right)^{T}(J(t+1)-J(t))\left(Z(t)-Z^{*}\right)\right) \\
= & \operatorname{Tr}\left(\left(\hat{f}(t)-\hat{f}^{*}\right)^{T}(W(t+1)-W(t))(D+A)\left(\hat{f}(t)-\hat{f}^{*}\right)\right) \\
& \leq U^{2}\left(\| \text { ones }(N, d)\left\|_{W(t+1)(D+A)}^{2}-\operatorname{ones}(N, d)\right\|_{W(t)(D+A)}^{2}\right) \tag{A.15}
\end{align*}
$$

where ones $(N, d)$ is all one's matrix of size $N \times d$. By (A.14)(A.15):

$$
\begin{align*}
& \|Z(t+1)-Z(t)\|_{J(t+1)}^{2} \leq\left\|Z(t)-Z^{*}\right\|_{J(t)}^{2}-\left\|Z(t+1)-Z^{*}\right\|_{J(t+1)}^{2}  \tag{A.16}\\
& \quad+U^{2}\left(\|\operatorname{ones}(N, d)\|_{W(t+1)(D+A)}^{2}-\| \text { ones }(N, d) \|_{W(t)(D+A)}^{2}\right)
\end{align*}
$$

Sum up (A.16) over $t$ from 0 to $+\infty$ leads to:

$$
\begin{gather*}
\sum_{t=0}^{+\infty}\|Z(t+1)-Z(t)\|_{J(t+1)}^{2} \leq\left\|Z(0)-Z^{*}\right\|_{J(0)}^{2}-\left\|Z(+\infty)-Z^{*}\right\|_{J(+\infty)}^{2}  \tag{A.17}\\
+U^{2}\left(\|\operatorname{ones}(N, d)\|_{W(+\infty)(D+A)}^{2}-\|\operatorname{ones}(N, d)\|_{W(0)(D+A)}^{2}\right)
\end{gather*}
$$

Since $\eta_{i}(t)<+\infty$, the RHS of (A.17) is finite, implies that $\lim _{t \rightarrow+\infty}\|Z(t+1)-Z(t)\|_{J(t+1)}^{2}=0$ must hold.

By the definition of $Z(t), J(t)$ and $\|X\|_{J}^{2}=\langle X, J X\rangle_{F}$, the following must hold

$$
\begin{gather*}
\lim _{t \rightarrow+\infty}\|\hat{f}(t+1)-\hat{f}(t)\|_{W(t+1)(D+A)}^{2}=0  \tag{A.18}\\
\lim _{t \rightarrow+\infty}\|Y(t+1)-Y(t)\|_{F}^{2}=0 \tag{A.19}
\end{gather*}
$$

(A.19) shows that $Y(t)$ converges to a stationary point $Y^{s}$, along with (2.28) imply $\lim _{t \rightarrow+\infty} \sqrt{D-A} \hat{f}(t+1)=0$. Since $\operatorname{Null}(\sqrt{D-A})=c \mathbf{1}, \hat{f}(t+1)$ must lie in the subspace spanned by $\mathbf{1}$ as $t \rightarrow \infty$. To satisfy (A.18), either of the following two statements must hold:

- $\lim _{t \rightarrow+\infty}(\hat{f}(t+1)-\hat{f}(t))=\mathbf{0}_{N \times d}$
- $\lim _{t \rightarrow+\infty} W(t+1)(D+A) \mathbf{1}=\lim _{t \rightarrow+\infty} W(t+1) A \mathbf{1}+\lim _{t \rightarrow+\infty} \sum_{i=1}^{N} \eta_{i}(t+1) V_{i}=\mathbf{0}_{N \times 1}$

Since $\eta_{i}(t) \geq \theta>0$ for all $t$, implies $\lim _{t \rightarrow+\infty} \sum_{i=1}^{N} \eta_{i}(t+1) V_{i}>0$. The second statement can never be true because all elements of $A$ and $W(t+1)$ are non-negative. Hence, $\hat{f}(t)$ should also converge to a stationary point $\hat{f}^{s}$.

Now show that the stationary point $\left(Y^{s}, \hat{f}^{s}\right)$ is $\left(Y^{*}, \hat{f}^{*}\right)$.
Take limit of both sides of (2.27) (2.28), substitute $\hat{f}^{s}, Y^{s}$ yields

$$
\begin{gather*}
\nabla \hat{O}\left(\hat{f}^{s}, D_{\text {all }}\right)+\sqrt{D-A} Y^{s}+(W(t+1)-\theta I)(D-A) \hat{f}^{s}=\mathbf{0}_{N \times d}  \tag{A.20}\\
\sqrt{D-A} \hat{f}^{s}=\mathbf{0}_{N \times d} \tag{A.21}
\end{gather*}
$$

By (A.21), (A.20) turns into:

$$
\begin{equation*}
\nabla \hat{O}\left(\hat{f}^{s}, D_{\text {all }}\right)+\sqrt{D-A} Y^{s}=\mathbf{0}_{N \times d} \tag{A.22}
\end{equation*}
$$

Compare (A.21)(A.22) with (2.20)(2.21) in Lemma 1 and observe that $\left(Y^{s}, \hat{f}^{s}\right)$ satisfies the optimality condition $(2.20)(2.21)$ and is thus the optimal point. Therefore, $f(t)$ converges to $\hat{f}^{*}$ and $Y(t)$ converges to $Y^{*}$.

## A. 3 Proof of Theorem 2

According to the Assumption 3 that $O\left(f_{i}, D_{i}\right)$ is strongly convex and has Lipschitz continues gradients for all $i \in \mathscr{N}$, define diagonal matrices $D_{m}=\boldsymbol{\operatorname { d i a g }}\left(\left[m_{1} ; m_{2} ; \cdots ; m_{N}\right]\right) \in \mathbb{R}^{N \times N}$ and $D_{M}=$ $\boldsymbol{\operatorname { d i a g }}\left(\left[M_{1}^{2} ; M_{2}^{2} ; \cdots ; M_{N}^{2}\right]\right) \in \mathbb{R}^{N \times N},(2.30)$ yield:

$$
\begin{gather*}
\left\langle\hat{f}^{1}-\hat{f}^{2}, \nabla \hat{O}\left(\hat{f}^{1}, D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{2}, D_{\text {all }}\right)\right\rangle_{F} \geq\left\langle\hat{f}^{1}-\hat{f}^{2}, D_{m}\left(\hat{f}^{1}-\hat{f}^{2}\right)\right\rangle_{F}  \tag{A.23}\\
\left\|\nabla \hat{O}\left(\hat{f}^{1}, D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{2}, D_{\text {all }}\right)\right\|_{F}^{2} \leq\left\langle\hat{f}^{1}-\hat{f}^{2}, D_{M}\left(\hat{f}^{1}-\hat{f}^{2}\right)\right\rangle_{F} \tag{A.24}
\end{gather*}
$$

Since for any $\mu>1$ and any matrices $C_{1}, C_{2}$ with the same dimensions, there is:

$$
\left\|C_{1}+C_{2}\right\|_{F}^{2} \leq \mu\left\|C_{1}\right\|_{F}^{2}+\frac{\mu}{\mu-1}\left\|C_{2}\right\|_{F}^{2}
$$

From (A.8), there is:

$$
\begin{align*}
\left\|\sqrt{D-A}\left(Y(t+1)-Y^{*}\right)\right\|_{F}^{2} \leq & \mu \| \nabla \hat{O}\left(\hat{f}(t+1), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right) \\
& +W(t+1)(D+A)(\hat{f}(t+1)-\hat{f}(t)) \|_{F}^{2} \\
& +\frac{\mu}{\mu-1}\|(W(t+1)-\theta I)(D-A) \hat{f}(t+1)\|_{F}^{2} \\
\leq & \frac{\mu^{2}}{\mu-1}\left\|\nabla \hat{O}\left(\hat{f}(t+1), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)\right\|_{F}^{2} \\
& +\mu^{2}\|W(t+1)(D+A)(\hat{f}(t+1)-\hat{f}(t))\|_{F}^{2} \\
& +\frac{\mu}{\mu-1}\|(W(t+1)-\theta I)(D-A) \hat{f}(t+1)\|_{F}^{2} \tag{A.25}
\end{align*}
$$

Let $\sigma_{\min }(\cdot), \sigma_{\max }(\cdot)$ denote the smallest nonzero singular value and the largest singular value of a matrix respectively.

For any matrices $C_{1}, C_{2}$, let $C_{1}=U \Sigma V^{T}$ be SVD of $C_{1}$, there is:

$$
\begin{gathered}
\left\|C_{1} C_{2}\right\|_{F}^{2} \leq \sigma_{\max }\left(C_{1}\right)\left\|C_{2}\right\|_{C_{1}^{T}}^{2} \\
\sigma_{\min }\left(C_{1}\right)^{2}\left\|C_{2}\right\|_{F}^{2} \leq\left\|C_{1} C_{2}\right\|_{F}^{2} \leq \sigma_{\max }\left(C_{1}\right)^{2}\left\|C_{2}\right\|_{F}^{2}
\end{gathered}
$$

Denote

$$
\begin{gathered}
\bar{\sigma}_{\max }(t+1)=\sigma_{\max }((W(t+1)-\theta I)(D-A)) \\
\bar{\sigma}_{\min }(t+1)=\sigma_{\min }((W(t+1)-\theta I)(D-A)) \\
\tilde{\sigma}_{\max }(t+1)=\sigma_{\max }(W(t+1)(D+A))
\end{gathered}
$$

Using (A.24) and ( $D-A) \hat{f}^{*}=0$, (A.25) is turned into:

$$
\begin{gathered}
\frac{1}{\theta}\left\|Y(t+1)-Y^{*}\right\|_{F}^{2} \leq \frac{\mu^{2}}{\theta \sigma_{\min }(D-A)(\mu-1)}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{D_{M}}^{2} \\
+\frac{\mu^{2} \tilde{\sigma}_{\max }(t+1)}{\theta \sigma_{\min }(D-A)}\|\hat{f}(t+1)-\hat{f}(t)\|_{W(t+1)(D+A)}^{2}+\frac{\mu \bar{\sigma}_{\max }(t+1)^{2}}{\theta \sigma_{\min }(D-A)(\mu-1)}\left\|\left(\hat{f}(t+1)-\hat{f}^{*}\right)\right\|_{F}^{2}
\end{gathered}
$$

Adding $\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{W(t+1)(D+A)}^{2}$ at both sides leads to:

$$
\begin{align*}
\| Z(t+1)- & Z^{*}\left\|_{J(t+1)}^{2} \leq \frac{\mu^{2} \tilde{\sigma}_{\max }(t+1)}{\theta \sigma_{\min }(D-A)}\right\| \hat{f}(t+1)-\hat{f}(t) \|_{W(t+1)(D+A)}^{2}  \tag{A.26}\\
& +\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{\frac{\mu^{2} D_{M}+\mu \bar{m}_{\max }(t+1)^{2} \mathbf{I}_{N}}{\theta \sigma_{\min }(D-A)(\mu-1)}}^{2}+W(t+1)(D+A)
\end{align*}
$$

Since

$$
\begin{equation*}
\frac{\delta(t+1) \mu^{2} \tilde{\sigma}_{\max }(t+1)}{\theta \sigma_{\min }(D-A)} \leq 1 \tag{A.27}
\end{equation*}
$$

and
$\delta(t+1)\left(\frac{\mu \bar{\sigma}_{\max }(t+1)^{2} \mathbf{I}_{N}+\mu^{2} D_{M}}{\theta \sigma_{\min }(D-A)(\mu-1)}+W(t+1)(D+A)\right) \leq 2(W(t+1)-\theta I)(D-A)+2 D_{m}$

It implies from (A.26) that:

$$
\begin{align*}
& \delta(t+1)\left\|Z(t+1)-Z^{*}\right\|_{J(t+1)}^{2} \\
\leq & \|\hat{f}(t+1)-\hat{f}(t)\|_{W(t+1)(D+A)}^{2}+\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{2(W(t+1)-\theta)(D-A)+2 D_{m}}^{2} \\
\leq & \|Z(t+1)-Z(t)\|_{J(t+1)}^{2}+\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{2(W(t+1)-\theta I)(D-A)+2 D_{m}}^{2} \tag{A.29}
\end{align*}
$$

Substituting $\hat{f}^{1}$ with $\hat{f}(t+1)$ and $\hat{f}^{2}$ with $\hat{f}^{*}$ and the gradient difference from (A.8) in (A.23) leads to:

$$
\begin{aligned}
& \left\langle\hat{f}(t+1)-\hat{f}^{*}, \sqrt{D-A}\left(Y(t+1)-Y^{*}\right)\right\rangle_{F}+\left\langle\hat{f}(t+1)-\hat{f}^{*}, W(t+1)(D+A)(\hat{f}(t+1)-\hat{f}(t))\right\rangle_{F} \\
& +\left\langle\hat{f}(t+1)-\hat{f}^{*},(W(t+1)-\theta I)(D-A) \hat{f}(t+1)\right\rangle_{F} \leq-\left\langle\hat{f}(t+1)-\hat{f}^{*}, D_{m}\left(\hat{f}(t+1)-\hat{f}^{*}\right)\right\rangle_{F}
\end{aligned}
$$

Similar to the proof of Theorem 1 , using the definition of $Z(t+1), Z^{*}, J(t+1)$ and $(D-A) \hat{f}^{*}=0$, there is:

$$
\begin{align*}
& \left\|Z(t+1)-Z^{*}\right\|_{J(t+1)}^{2} \leq-\|Z(t+1)-Z(t)\|_{J(t+1)}^{2} \\
& +\left\|Z(t)-Z^{*}\right\|_{J(t+1)}^{2}-\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{2 D_{m}+2(W(t+1)-\theta I)(D-A)}^{2} \tag{A.30}
\end{align*}
$$

Sum up (A.29) and (A.30) gives:

$$
(1+\delta(t+1))\left\|Z(t+1)-Z^{*}\right\|_{J(t+1)}^{2} \leq\left\|Z(t)-Z^{*}\right\|_{J(t+1)}^{2}
$$

Let $m_{o}=\min _{i \in \mathscr{N}}\left\{m_{i}\right\}, M_{O}=\max _{i \in \mathscr{N}}\left\{M_{i}\right\}$. One $\delta(t+1)$ that satisfies (B.5) and (A.28) could be:

$$
\min \left\{\frac{\theta \sigma_{\min }(D-A)}{\mu^{2} \tilde{\sigma}_{\max }(t+1)}, \frac{2 m_{o}+2 \bar{\sigma}_{\min }(t+1)}{\frac{\mu^{2} M_{o}^{2}+\mu \bar{\sigma}_{\max }(t+1)^{2}}{\theta \sigma_{\min }(D-A)(\mu-1)}+\tilde{\sigma}_{\max }(t+1)}\right\}
$$

## A. 4 Proof of Theorem 3

By convexity of $O\left(f_{i}, D_{i}\right),\left(f_{i}^{1}-f_{i}^{2}\right)^{T}\left(\nabla O\left(f_{i}^{1}, D_{i}\right)-\nabla O\left(f_{i}^{2}, D_{i}\right)\right) \geq 0$ holds $\forall f_{i}^{1}, f_{i}^{2}$. Let $\langle\cdot, \cdot\rangle_{F}$ be frobenius inner product of two matrices, there is:

$$
\left\langle\hat{f}(t+1)-\hat{f}^{*}, \nabla \hat{O}\left(\hat{f}(t+1), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)\right\rangle_{F} \geq 0
$$

According to (2.42)(2.22) and (2.43), substitute $\nabla \hat{O}\left(\hat{f}(t+1), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)$ and add an extra term $W(t+1)(D+A) \tilde{D}(t)^{-1}\left(\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)+2 \Lambda^{*}\right)=\mathbf{0}_{N \times d}$, implies Eqn. (A.31).

$$
\begin{align*}
& \left\langle\hat{f}(t+1)-\hat{f}^{*},-W(t+1)(D+A) \tilde{D}(t)^{-1}\left(\nabla \hat{O}\left(\hat{f}(t), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)\right)\right. \\
+ & \left(I+W(t+1)(D+A) \tilde{D}(t)^{-1}\right)\left(2 \Lambda^{*}-2 \Lambda(t+1)\right) \\
+ & W(t+1)(D+A) \tilde{D}(t)^{-1}(2 \Lambda(t+1)-2 \Lambda(t))-W(t+1)(D+A)(\hat{f}(t+1)-\hat{f}(t)) \\
- & \left.W(t+1)(D+A) \tilde{D}^{-1} W(t)(D-A) \hat{f}(t)\right\rangle_{F} \geq 0 . \tag{A.31}
\end{align*}
$$

To simplify the notation, for a matrix $X$, let $\|X\|_{J}^{2}=\langle X, J X\rangle_{F}$ and $(X)^{+}$be the pseudo inverse of $X$. Define:

$$
\begin{aligned}
& G_{1}(t+1)=W(t+1)(D+A) \tilde{D}(t)^{-1} W(t)(D-A) \\
& G_{2}(t+1)=(W(t+1)(D-A))^{+} \cdot\left(I+W(t+1)(D+A) \tilde{D}(t)^{-1}\right) .
\end{aligned}
$$

Use (2.43)(2.23) and the fact that $\langle A, J B\rangle_{F}=\left\langle J^{T} A, B\right\rangle_{F}$, we have

$$
\begin{align*}
& \left\langle\hat{f}(t+1)-\hat{f}^{*}, W(t+1)(D+A) \tilde{D}(t)^{-1}(2 \Lambda(t+1)-2 \Lambda(t))\right.  \tag{A.32}\\
& \left.-W(t+1)(D+A) \tilde{D}(t)^{-1} W(t)(D-A) \hat{f}(t)\right\rangle_{F} \\
= & \left\langle\hat{f}(t+1)-\hat{f}^{*}, W(t+1)(D+A) \tilde{D}(t)^{-1} W(t)(D-A)(\hat{f}(t+1)-\hat{f}(t))\right\rangle_{F} \\
& +\left\langle\hat{f}(t+1)-\hat{f}^{*}, W(t+1)(D+A) \tilde{D}(t)^{-1}(W(t+1)-W(t))(D-A)\left(\hat{f}(t+1)-f^{*}\right)\right\rangle_{F} \\
= & \frac{1}{2}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2}+\frac{1}{2}\|\hat{f}(t+1)-\hat{f}(t)\|_{G_{1}(t+1)}^{2}-\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2} \\
& +\left\langle\hat{f}(t+1)-\hat{f}^{*}, W(t+1)(D+A) \tilde{D}(t)^{-1}(W(t+1)-W(t))(D-A)\left(\hat{f}(t+1)-f^{*}\right)\right\rangle_{F} ;
\end{align*}
$$

and

$$
\begin{aligned}
& \left\langle\hat{f}(t+1)-\hat{f}^{*},\left(I+W(t+1)(D+A) \tilde{D}(t)^{-1}\right)\left(2 \Lambda^{*}-2 \Lambda(t+1)\right)\right\rangle_{F} \\
= & \left\langle(W(t+1)(D-A))^{+}(2 \Lambda(t+1)-2 \Lambda(t)),\right. \\
& \left.\left(I+W(t+1)(D+A) \tilde{D}(t)^{-1}\right)\left(2 \Lambda^{*}-2 \Lambda(t+1)\right)\right\rangle_{F} \\
= & \frac{1}{2}\left\|2 \Lambda^{*}-2 \Lambda(t)\right\|_{G_{2}(t+1)}^{2}-\frac{1}{2}\left\|2 \Lambda^{*}-2 \Lambda(t+1)\right\|_{G_{2}(t+1)}^{2}-\frac{1}{2}\|2 \Lambda(t+1)-2 \Lambda(t)\|_{G_{2}(t+1)}^{2} ;
\end{aligned}
$$

and

$$
\begin{align*}
& \left\langle\hat{f}(t+1)-\hat{f}^{*},-W(t+1)(D+A)(\hat{f}(t+1)-\hat{f}(t))\right\rangle_{F} \\
= & \frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{W(t+1)(D+A)}^{2}-\frac{1}{2}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{W(t+1)(D+A)}^{2} \\
& -\frac{1}{2}\|\hat{f}(t)-\hat{f}(t+1)\|_{W(t+1)(D+A)}^{2} \tag{A.33}
\end{align*}
$$

Let $\sqrt{X}$ denote the square root of a symmetric positive semi-definite (PSD) matrix $X$ that is also symmetric PSD. Eqn. (A.34) holds,

$$
\begin{align*}
& \left\langle\hat{f}(t+1)-\hat{f}^{*},-W(t+1)(D+A) \tilde{D}(t)^{-1}\left(\nabla \hat{O}\left(\hat{f}(t), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)\right)\right\rangle_{F}  \tag{A.34}\\
= & \left\langle\hat{f}(t+1)-\hat{f}(t)+\hat{f}(t)-\hat{f}^{*},-W(t+1)(D+A) \tilde{D}(t)^{-1}\left(\nabla \hat{O}\left(\hat{f}(t), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)\right)\right\rangle_{F} \\
\leq & \left\langle\hat{f}(t)-\hat{f}(t+1), W(t+1)(D+A) \tilde{D}(t)^{-1}\left(\nabla \hat{O}\left(\hat{f}(t), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)\right)\right\rangle_{F} \\
= & \left\langle W(t+1)(D+A) \sqrt{\tilde{D}(t)^{-1}}(\hat{f}(t)-\hat{f}(t+1)), \sqrt{\tilde{D}(t)^{-1}}\left(\nabla \hat{O}\left(\hat{f}(t), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)\right)\right\rangle_{F} .
\end{align*}
$$

where the inequality uses the facts that $O\left(f_{i}, D_{i}\right)$ is convex for all $i$ and that the matrix $W(t+$ 1) $(D+A) \tilde{D}(t)^{-1}$ is positive definite.

According to (2.34) in Assumption 4, define the matrix $D_{M}=\operatorname{diag}\left(\left[M_{1}^{2} ; M_{2}^{2} ; \cdots ; M_{N}^{2}\right]\right) \in \mathbb{R}^{N \times N}$, it implies

$$
\left\|\nabla \hat{O}\left(\hat{f}^{1}, D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{2}, D_{\text {all }}\right)\right\|_{F}^{2} \leq\left\langle\hat{f}^{1}-\hat{f}^{2}, D_{M}\left(\hat{f}^{1}-\hat{f}^{2}\right)\right\rangle_{F}
$$

Since $\langle A, B\rangle_{F} \leq \frac{1}{L}\|A\|_{F}^{2}+\frac{L}{4}\|B\|_{F}^{2}$ holds for any $L>0$, there is:

$$
\begin{align*}
(\mathrm{A.34)} \leq & \frac{1}{L}\left\|W(t+1)(D+A) \sqrt{\tilde{D}(t)^{-1}}(\hat{f}(t)-\hat{f}(t+1))\right\|_{F}^{2} \\
& +\frac{L}{4} \| \sqrt{\tilde{D}(t)^{-1}\left(\nabla \hat{O}\left(\hat{f}(t), D_{\text {all }}\right)-\nabla \hat{O}\left(\hat{f}^{*}, D_{\text {all }}\right)\right) \|_{F}^{2}}  \tag{A.35}\\
\leq & \frac{1}{L}\|(\hat{f}(t)-\hat{f}(t+1))\|_{W(t+1)(D+A) \tilde{D}(t)^{-1} W(t+1)(D+A)}^{2}+\frac{L}{4 \sigma_{\min ( }(\tilde{D}(t))}\left\|\hat{f}^{*}-\hat{f}(t)\right\|_{D_{M}}^{2}
\end{align*}
$$

where $\sigma_{\max }(\cdot), \sigma_{\min }(\cdot)$ denote the largest and smallest singular value of a matrix respectively. Since for any $\mu>1$ and any matrices $C_{1}, C_{2}, J$ with the same dimensions, there is $\left\|C_{1}+C_{2}\right\|_{J}^{2} \leq$
$\mu\left\|C_{1}\right\|_{J}^{2}+\frac{\mu}{\mu-1}\left\|C_{2}\right\|_{J}^{2}$. which implies:

$$
\begin{aligned}
& \left\|\hat{f}^{*}-\hat{f}(t)\right\|_{D_{M}}^{2}=\left\|\hat{f}^{*}-\hat{f}(t+1)+\hat{f}(t+1)-\hat{f}(t)\right\|_{D_{M}}^{2} \\
& \quad \leq \mu\left\|\hat{f}^{*}-\hat{f}(t+1)\right\|_{D_{M}}^{2}+\frac{\mu}{\mu-1}\|\hat{f}(t+1)-\hat{f}(t)\|_{D_{M}}^{2}
\end{aligned}
$$

Plug into (A.35) and use (2.43)(2.23) gives Eqn. (A.36).

$$
\begin{align*}
(\mathrm{A} .34) \leq & \frac{1}{L}\|(\hat{f}(t)-\hat{f}(t+1))\|_{W(t+1)(D+A) \tilde{D}(t)^{-1} W(t+1)(D+A)}^{2} \\
& +\frac{L}{4 \sigma_{\min }(\tilde{D}(t))}\left(\mu\left\|\hat{f}^{*}-\hat{f}(t+1)\right\|_{D_{M}}^{2}+\frac{\mu}{\mu-1}\|\hat{f}(t+1)-\hat{f}(t)\|_{D_{M}}^{2}\right) \\
= & \frac{1}{2}\|(\hat{f}(t)-\hat{f}(t+1))\|_{\frac{2}{L} W(t+1)(D+A) \tilde{D}(t)^{-1} W(t+1)(D+A)+\frac{L \mu}{2 \sigma_{\min }(\tilde{D}(t)(\mu-1)}}^{2} D_{M} \\
& +\frac{1}{2}\|2 \Lambda(t+1)-2 \Lambda(t)\|_{\frac{L \mu}{2 \sigma_{\min }(\tilde{D}(t))}\left((W(t+1)(D-A))^{+}\right)^{2} D_{M}}^{2} \tag{A.36}
\end{align*}
$$

Combine (A.32)(A.33)(A.33)(A.36), (A.31) becomes Eqn. (A.37).

$$
\begin{align*}
& \frac{1}{2}\|\hat{f}(t)-\hat{f}(t+1)\|_{W(t+1)(D+A)-G_{1}(t+1)}^{2}  \tag{A.37}\\
& -\frac{1}{2}\|(\hat{f}(t)-\hat{f}(t+1))\|_{\frac{2}{L} W(t+1)(D+A) \tilde{D}(t)^{-1} W(t+1)(D+A)+\frac{L \mu}{2 \sigma_{\min }(\tilde{D}(t))(\mu-1)}}^{2} D_{M} \\
& +\frac{1}{2}\|2 \Lambda(t+1)-2 \Lambda(t)\|_{G_{2}(t+1)}^{2}-\frac{1}{2}\|2 \Lambda(t+1)-2 \Lambda(t)\|^{2} \frac{L \mu}{2 \sigma_{\min }(\tilde{D}(t))}\left((W(t+1)(D-A))^{+}\right)^{2} D_{M} \\
\leq & \frac{1}{2}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2}-\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2}+\frac{1}{2}\left\|2 \Lambda^{*}-2 \Lambda(t)\right\|_{G_{2}(t+1)}^{2} \\
& -\frac{1}{2}\left\|2 \Lambda^{*}-2 \Lambda(t+1)\right\|_{G_{2}(t+1)}^{2}+\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{W(t+1)(D+A)}^{2}-\frac{1}{2}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{W(t+1)(D+A)}^{2} \\
& +\left\langle\hat{f}(t+1)-\hat{f}^{*}, W(t+1)(D+A) \tilde{D}(t)^{-1}(W(t+1)-W(t))(D-A)\left(\hat{f}(t+1)-f^{*}\right)\right\rangle_{F}
\end{align*}
$$

Suppose the following two conditions hold for all $t$ under some constants $L>0$ and $\mu>1$ :

$$
\text { (i) } \begin{aligned}
I+W(t+1)(D+A) \tilde{D}(t)^{-1}> & \frac{L \mu}{2 \sigma_{\min }(\tilde{D}(t))}(W(t+1)(D-A))^{+} D_{M} \\
\text { (ii) } W(t+1)(D+A)> & W(t+1)(D+A) \tilde{D}(t)^{-1}(W(t)(D-A) \\
& \left.+\frac{2}{L} W(t+1)(D+A)\right)+\frac{L \mu}{2 \sigma_{\min }(\tilde{D}(t))(\mu-1)} D_{M} .
\end{aligned}
$$

Substitute $G_{1}(t+1)$ and $G_{2}(t+1)$, define $R_{1}(t+1)$ and $R_{2}(t+1)$ as (A.38)(A.39). By conditions (i) (ii), both $R_{1}(t+1)$ and $R_{2}(t+1)$ are positive definite.

$$
\begin{align*}
R_{1}(t+1) & =W(t+1)(D+A)-G_{1}(t+1)-\frac{2}{L} W(t+1)(D+A) \tilde{D}(t)^{-1} W(t+1)(D+A) \\
& -\frac{L \mu}{2 \sigma_{\min }(\tilde{D}(t))(\mu-1)} D_{M}>\mathbf{0}_{N \times N} ;  \tag{A.38}\\
R_{2}(t+1) & =-\frac{L \mu}{2 \sigma_{\min }(\tilde{D}(t))}\left((W(t+1)(D-A))^{+}\right)^{2} D_{M}+G_{2}(t+1)>\mathbf{0}_{N \times N} . \tag{A.39}
\end{align*}
$$

Eqn. (A.37) becomes Eqn. (A.40).

$$
\begin{align*}
& \frac{1}{2}\|\hat{f}(t)-\hat{f}(t+1)\|_{R_{1}(t+1)}^{2}+\frac{1}{2}\|2 \Lambda(t+1)-2 \Lambda(t)\|_{R_{2}(t+1)}^{2}  \tag{A.40}\\
\leq & \frac{1}{2}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2}-\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2}+\frac{1}{2}\left\|2 \Lambda^{*}-2 \Lambda(t)\right\|_{G_{2}(t+1)}^{2} \\
& -\frac{1}{2}\left\|2 \Lambda^{*}-2 \Lambda(t+1)\right\|_{G_{2}(t+1)}^{2}+\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{W(t+1)(D+A)}^{2}-\frac{1}{2}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{W(t+1)(D+A)}^{2} \\
& +\left\langle\hat{f}(t+1)-\hat{f}^{*}, W(t+1)(D+A) \tilde{D}(t)^{-1}(W(t+1)-W(t))(D-A)\left(\hat{f}(t+1)-f^{*}\right)\right\rangle_{F}
\end{align*}
$$

Since $W(t+1), W(t)$ and $\tilde{D}(t)$ are all diagonal matrices of the same size, define new diagonal matrix $D_{1}^{\text {new }}(t+1)$ with $D_{1}^{\text {new }}(t+1)_{i i}=\frac{\eta_{i}(t+1) \eta_{i}(t)}{2 \eta_{i}(t) V_{i}+\gamma}$, then $G_{1}(t+1)$ can be rewritten as:

$$
G_{1}(t+1)=D_{1}^{\text {new }}(t+1)(D+A)(D-A) .
$$

Consider

$$
\begin{aligned}
\frac{1}{2}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2}-\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2}= & \frac{1}{2}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2}-\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{G_{1}(t)}^{2} \\
& +\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{G_{1}(t)}^{2}-\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2}
\end{aligned}
$$

If $\eta_{i}(t+1) \geq \eta_{i}(t), \forall t, i$, then $D_{1}^{n e w}(t+1)_{i i} \geq D_{1}^{\text {new }}(t)_{i i}$. Therefore, $G_{1}(t+1)-G_{1}(t) \geq 0$. Let $U_{1}=\sup _{i, t, k}\left|\left(f_{i}(t)-f_{c}^{*}\right)_{k}\right| \in \mathbb{R}$ be the finite upper bound over all components $k$, all nodes $i$ and all iterations $t$, then

$$
\begin{aligned}
\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{G_{1}(t)}^{2}-\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2} & =\frac{1}{2} \operatorname{Tr}\left(\left(\hat{f}(t)-\hat{f}^{*}\right)^{T}\left(G_{1}(t)-G_{1}(t+1)\right)\left(\hat{f}(t)-\hat{f}^{*}\right)\right) \\
& \leq \frac{1}{2} U_{1}^{2}\left(\left\|\mathbf{1}_{N \times d}\right\|_{G_{1}(t+1)}^{2}-\left\|\mathbf{1}_{N \times d}\right\|_{G_{1}(t)}^{2}\right)
\end{aligned}
$$

where $\mathbf{1}_{N \times d}$ is the matrix of size $N$ by $d$ with 1 on all the entries. Therefore,

$$
\begin{aligned}
\frac{1}{2}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2}-\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2} \leq & \frac{1}{2}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{G_{1}(t+1)}^{2}-\frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{G_{1}(t)}^{2} \\
& +\frac{1}{2} U_{1}^{2}\left(\left\|\mathbf{1}_{N \times d}\right\|_{G_{1}(t+1)}^{2}-\left\|\mathbf{1}_{N \times d}\right\|_{G_{1}(t)}^{2}\right)
\end{aligned}
$$

Similarly, $(W(t+1)-W(t))(D+A) \geq 0$ holds if $\eta_{i}(t+1) \geq \eta_{i}(t), \forall t, i$, and the following holds.

$$
\begin{aligned}
& \frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{W(t+1)(D+A)}^{2}-\frac{1}{2}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{W(t+1)(D+A)}^{2} \\
& \leq \frac{1}{2}\left\|\hat{f}(t)-\hat{f}^{*}\right\|_{W(t)(D+A)}^{2}-\frac{1}{2}\left\|\hat{f}(t+1)-\hat{f}^{*}\right\|_{W(t+1)(D+A)}^{2} \\
& \quad+\frac{1}{2} U_{1}^{2}\left(\left\|\mathbf{1}_{N \times d}\right\|_{W(t+1)(D+A)}^{2}-\left\|\mathbf{1}_{N \times d}\right\|_{W(t)(D+A)}^{2}\right)
\end{aligned}
$$

Similarly, if $\eta_{i}(t+1) \geq \eta_{i}(t), \forall t, i, G_{2}(t)-G_{2}(t+1) \geq 0$. Let $U_{2}=\sup _{i, t, k}\left|\left(\lambda_{i}(t)-\lambda_{i}^{*}\right)_{k}\right| \in \mathbb{R}$ be the
finite upper bound over all components $k$, all nodes $i$ and all iterations $t$, there is:

$$
\begin{aligned}
& \frac{1}{2}\left\|2 \Lambda^{*}-2 \Lambda(t)\right\|_{G_{2}(t+1)}^{2}-\frac{1}{2}\left\|2 \Lambda^{*}-2 \Lambda(t+1)\right\|_{G_{2}(t+1)}^{2} \\
\leq & \frac{1}{2}\left\|2 \Lambda^{*}-2 \Lambda(t)\right\|_{G_{2}(t)}^{2}-\frac{1}{2}\left\|2 \Lambda^{*}-2 \Lambda(t+1)\right\|_{G_{2}(t+1)}^{2} \\
+ & \frac{1}{2} U_{2}^{2}\left(\left\|\mathbf{1}_{N \times d}\right\|_{G_{2}(t)}^{2}-\left\|\mathbf{1}_{N \times d}\right\|_{G_{2}(t+1)}^{2}\right)
\end{aligned}
$$

If $\eta_{i}(t+1) \geq \eta_{i}(t), \forall t, i$, let $\bar{\sigma}_{\max }=\max _{t} \sigma_{\max }\left(W(t+1)(D+A) \tilde{D}(t)^{-1}(D-A)\right)$, then there is:

$$
\begin{aligned}
& \left\langle\hat{f}(t+1)-\hat{f}^{*}, W(t+1)(D+A) \tilde{D}(t)^{-1} \cdot(W(t+1)-W(t))(D-A)\left(\hat{f}(t+1)-f^{*}\right)\right\rangle_{F} \\
\leq & \bar{\sigma}_{\max } U_{1}^{2}\left(\left\|\mathbf{1}_{N \times d}\right\|_{W(t+1)}^{2}-\left\|\mathbf{1}_{N \times d}\right\|_{W(t)}^{2}\right)
\end{aligned}
$$

Sum up (A.40) over $t$ from 0 to $+\infty$ leads to:

$$
\begin{align*}
& \sum_{t=0}^{\infty}\left\{\|\hat{f}(t)-\hat{f}(t+1)\|_{R_{1}(t+1)}^{2}+\|2 \Lambda(t+1)-2 \Lambda(t)\|_{R_{2}(t+1)}^{2}\right\} \\
\leq & \left\|\hat{f}(0)-\hat{f}^{*}\right\|_{W(0)(D+A)}^{2}-\left\|\hat{f}(+\infty)-\hat{f}^{*}\right\|_{W(+\infty)(D+A)}^{2}+\left\|\hat{f}(+\infty)-\hat{f}^{*}\right\|_{G_{1}(+\infty)}^{2} \\
& -\left\|\hat{f}(0)-\hat{f}^{*}\right\|_{G_{1}(0)}^{2}+\left\|2 \Lambda^{*}-2 \Lambda(0)\right\|_{G_{2}(0)}^{2}-\left\|2 \Lambda^{*}-2 \Lambda(+\infty)\right\|_{G_{2}(+\infty)}^{2} \\
& +U_{1}^{2}\left(\left\|\mathbf{1}_{N \times d}\right\|_{G_{1}(+\infty)}^{2}-\left\|\mathbf{1}_{N \times d}\right\|_{G_{1}(0)}^{2}\right)+U_{1}^{2}\left(\left\|\mathbf{1}_{N \times d}\right\|_{W(+\infty)(D+A)}^{2}-\left\|\mathbf{1}_{N \times d}\right\|_{W(0)(D+A)}^{2}\right) \\
& +U_{2}^{2}\left(\left\|\mathbf{1}_{N \times d}\right\|_{G_{2}(0)}^{2}-\left\|\mathbf{1}_{N \times d}\right\|_{G_{2}(+\infty)}^{2}\right)+2 \bar{\sigma}_{\max } U_{1}^{2}\left(\left\|\mathbf{1}_{N \times d}\right\|_{W(+\infty)}^{2}-\left\|\mathbf{1}_{N \times d}\right\|_{W(0)}^{2}\right) \tag{A.41}
\end{align*}
$$

The RHS of (A.41) is finite, implies that $\lim _{t \rightarrow \infty}\left\{\|\hat{f}(t)-\hat{f}(t+1)\|_{R_{1}(t+1)}^{2}+\|2 \Lambda(t+1)-2 \Lambda(t)\|_{R_{2}(t+1)}^{2}\right\}=$ 0 . Since $R_{1}(t+1), R_{2}(t+1)$ are not unique, by (A.38)(A.39), it requires $\lim _{t \rightarrow \infty} \| \hat{f}(t)-\hat{f}(t+$ 1) $\|_{R_{1}(t+1)}^{2}=0$ and $\lim _{t \rightarrow \infty}\|2 \Lambda(t+1)-2 \Lambda(t)\|_{R_{2}(t+1)}^{2}=0$ should hold for all possible $R_{1}(t+1), R_{2}(t+$ 1). Therefore, $\lim _{t \rightarrow \infty}(\hat{f}(t)-\hat{f}(t+1))=\mathbf{0}_{N \times d}$ and $\lim _{t \rightarrow \infty}(2 \Lambda(t+1)-2 \Lambda(t))=\mathbf{0}_{N \times d}$ should hold. $(\hat{f}(t), \Lambda(t))$ converges to the stationary point $\left(\hat{f}^{s}, \Lambda^{s}\right)$. Now show that the stationary point $\left(\hat{f}^{s}, \Lambda^{s}\right)$ is the optimal point $\left(\hat{f}^{*}, \Lambda^{*}\right)$.

Take the limit of both sides of $(2.42)(2.43)$ yield:

$$
\begin{align*}
\left(I+W(t+1)(D+A) \tilde{D}(t)^{-1}\right) \cdot\left(\nabla \hat{O}\left(\hat{f}^{s}, D_{\text {all }}\right)+2 \Lambda^{s}\right) & =\mathbf{0}_{N \times d}  \tag{A.42}\\
(D-A) \hat{f}^{s} & =\mathbf{0}_{N \times d} \tag{A.43}
\end{align*}
$$

Since $I+W(t+1)(D+A) \tilde{D}(t)^{-1}>\mathbf{0}_{N \times N}$, to satisfy (A.42), $\nabla \hat{O}\left(\hat{f}^{s}, D_{\text {all }}\right)+2 \Lambda^{s}=\mathbf{0}_{N \times d}$ must hold. Compare with (2.22)(2.23) in Lemma 1 and observe that $\left(\hat{f}^{s}, \Lambda^{s}\right)$ satisfies the optimality condition and is thus the optimal point. Therefore, $(\hat{f}(t), \Lambda(t))$ converges to $\left(\hat{f}^{*}, \Lambda^{*}\right)$.

## A. 5 Proof of Theorem 4

In the following proof, use the uppercase letters and lowercase letters to denote random variables and the corresponding realizations.

Since the modified ADMM is randomized, denote $F_{i}(t)$ as the random variable of the result that node $i$ broadcasts in $t$-th iteration, of which the realization is $f_{i}(t)$. Define $F(t)=\left\{F_{i}(t)\right\}_{i=1}^{N}$ whose realization is $\left\{f_{i}(t)\right\}_{i=1}^{N}$.

Let $\mathscr{F}_{F(0: t)}(\cdot)$ be the joint probability distribution of $F(0: t)=\{F(r)\}_{r=0}^{t}$, and $\mathscr{F}_{F(t)}(\cdot)$ be the distribution of $F(t)$, by chain rule:

$$
\begin{gathered}
\mathscr{F}_{F(0: T)}\left(\{f(r)\}_{r=0}^{T}\right)=\mathscr{F}_{F(0: T-1)}\left(\{f(r)\}_{r=0}^{T-1}\right) \cdot \mathscr{F}_{F(T)}\left(f(T) \mid\{f(r)\}_{r=0}^{T-1}\right)=\cdots \\
=\mathscr{F}_{F(0)}(f(0)) \cdot \prod_{t=1}^{T} \mathscr{F}_{F(t)}\left(f(t) \mid\{f(r)\}_{r=0}^{t-1}\right)
\end{gathered}
$$

For two neighboring datasets $D_{\text {all }}$ and $\hat{D}_{\text {all }}$ of the network, the ratio of joint probabilities is given by:

$$
\begin{equation*}
\frac{\mathscr{F}_{F(0: T)}\left(\{f(r)\}_{r=0}^{T} \mid D_{\text {all }}\right)}{\mathscr{F}_{F(0: T)}\left(\{f(r)\}_{r=0}^{T} \mid \hat{D}_{\text {all }}\right)}=\frac{\mathscr{F}_{F(0)}\left(f(0) \mid D_{\text {all }}\right)}{\mathscr{F}_{F(0)}\left(f(0) \mid \hat{D}_{\text {all }}\right)} \cdot \prod_{t=1}^{T} \frac{\mathscr{F}_{F(t)}\left(f(t) \mid\{f(r)\}_{r=0}^{t-1}, D_{\text {all }}\right)}{\mathscr{F}_{F(t)}\left(f(t) \mid\{f(r)\}_{r=0}^{t-1}, \hat{D}_{\text {all }}\right)} \tag{A.44}
\end{equation*}
$$

Since $f_{i}(0)$ is randomly selected for all $i$, which is independent of dataset, there is $\mathscr{F}_{F(0)}\left(f(0) \mid D_{\text {all }}\right)=\mathscr{F}_{F(0)}\left(f(0) \mid \hat{D}_{\text {all }}\right)$.

First only consider $t$-th iteration, since the primal variable is updated according to (2.47), by KKT optimality condition, $\left.\nabla_{f_{i}} L_{i}^{p r i v}(t)\right|_{f_{i}=f_{i}(t)}=0$, implies:

$$
\begin{gather*}
\epsilon_{i}(t)=-\frac{1}{2 \eta_{i}(t) V_{i}} \frac{C}{B_{i}} \sum_{n=1}^{B_{i}} y_{i}^{n} \mathscr{L}^{\prime}\left(y_{i}^{n} f_{i}(t)^{T} x_{i}^{n}\right) x_{i}^{n}-\frac{1}{2 \eta_{i}(t) V_{i}}\left(\frac{\rho}{N} \nabla R\left(f_{i}(t)\right)+2 \lambda_{i}(t-1)\right) \\
-\frac{1}{2 V_{i}} \sum_{j \in \mathscr{Y}_{i}}\left(2 f_{i}(t)-f_{i}(t-1)-f_{j}(t-1)\right) \tag{A.45}
\end{gather*}
$$

Given $\left\{f_{i}(r)\right\}_{r=0}^{t-1}, F_{i}(t)$ and $E_{i}(t)$ will be bijective:

- For any $F_{i}(t)$ with the realization $f_{i}(t), \exists$ an unique $E_{i}(t)=\epsilon_{i}(t)$ having the form of (A.45) such that the KKT condition holds.
- Since the Lagrangian $L_{i}^{p r i v}(t)$ is strictly convex (by Assumption 4,5), its minimizer is unique, implies that for any $E_{i}(t)$ with the realization $\epsilon_{i}(t), \exists$ an unique $F_{i}(t)=f_{i}(t)$ such that the KKT condition holds.

Since each node $i$ generates $\epsilon_{i}(t)$ independently, $f_{i}(t)$ is also independent from each other. Let $\mathscr{F}_{F_{i}(t)}(\cdot)$ be the distribution of $F_{i}(t)$, there is:

$$
\begin{equation*}
\frac{\mathscr{F}_{F(t)}\left(f(t) \mid\{f(r)\}_{r=0}^{t-1}, D_{\text {all }}\right)}{\mathscr{F}_{F(t)}\left(f(t) \mid\{f(r)\}_{r=0}^{t-1}, \hat{D}_{\text {all }}\right)}=\prod_{v=1}^{N} \frac{\mathscr{F}_{F_{v}(t)}\left(f_{v}(t) \mid\left\{f_{v}(r)\right\}_{r=0}^{t-1}, D_{v}\right)}{\mathscr{F}_{F_{v}(t)}\left(f_{v}(t) \mid\left\{f_{v}(r)\right\}_{r=0}^{t-1}, \hat{D}_{v}\right)}=\frac{\mathscr{F}_{F_{i}(t)}\left(f_{i}(t) \mid\left\{f_{i}(r)\right\}_{r=0}^{t-1}, D_{i}\right)}{\mathscr{F}_{F_{i}(t)}\left(f_{i}(t) \mid\left\{f_{i}(r)\right\}_{r=0}^{t-1}, \hat{D}_{i}\right)} \tag{A.46}
\end{equation*}
$$

Since two neighboring datasets $D_{\text {all }}$ and $\hat{D}_{\text {all }}$ only have at most one data point that is different, the second equality holds is because of the fact that this different data point could only be possessed by one node, say node $i$. Then there is $D_{j}=\hat{D}_{j}$ for $j \neq i$.

Given $\left\{f_{i}(r)\right\}_{r=0}^{t-1}$, let $g_{t}\left(\cdot, D_{i}\right): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ denote the one-to-one mapping from $E_{i}(t)$ to $F_{i}(t)$ using dataset $D_{i}$. Let $\mathscr{F}_{E_{i}(t)}(\cdot)$ be the probability density of $E_{i}(t)$, by Jacobian transformation, there is ${ }^{1}$ :

$$
\begin{equation*}
\mathscr{F}_{F_{i}(t)}\left(f_{i}(t) \mid D_{i}\right)=\mathscr{F}_{E_{i}(t)}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right) \cdot\left|\operatorname{det}\left(\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)\right)\right| \tag{A.47}
\end{equation*}
$$

where $g_{t}^{-1}\left(f_{i}(t), D_{i}\right)$ is the mapping from $F_{i}(t)$ to $E_{i}(t)$ using data $D_{i}$ as shown in (A.45) and $\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)$ is the Jacobian matrix of it.

Without loss of generality, let $D_{i}$ and $\hat{D}_{i}$ be only different in the first data point, say $\left(x_{i}^{1}, y_{i}^{1}\right)$ and $\left(\hat{x}_{i}^{1}, \hat{y}_{i}^{1}\right)$ respectively. Then by (A.46)(A.47), (A.44) yields:

$$
\begin{equation*}
\frac{\mathscr{F}_{F(0: T)}\left(\{f(r)\}_{r=0}^{T} \mid D_{\text {all }}\right)}{\mathscr{F}_{F(0: T)}\left(\{f(r)\}_{r=0}^{T} \mid \hat{D}_{\text {all }}\right)}=\prod_{t=1}^{T} \frac{\mathscr{F}_{E_{i}(t)}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)}{\mathscr{F}_{E_{i}(t)}\left(g_{t}^{-1}\left(f_{i}(t), \hat{D}_{i}\right)\right)} \cdot \prod_{t=1}^{T} \frac{\left|\operatorname{det}\left(\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)\right)\right|}{\left|\operatorname{det}\left(\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), \hat{D}_{i}\right)\right)\right)\right|} \tag{A.48}
\end{equation*}
$$

[^19]Consider the first part, $E_{i}(t) \sim \exp \left\{-\alpha_{i}(t)\|\epsilon\|\right\}$, let $\hat{\epsilon}_{i}(t)=g_{t}^{-1}\left(f_{i}(t), \hat{D}_{i}\right)$ and $\epsilon_{i}(t)=g_{t}^{-1}\left(f_{i}(t), D_{i}\right)$
$\prod_{t=1}^{T} \frac{\mathscr{F}_{E_{i}(t)}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)}{\mathscr{F}_{E_{i}(t)}\left(g_{t}^{-1}\left(f_{i}(t), \hat{D}_{i}\right)\right)}=\prod_{t=1}^{T} \exp \left(\alpha_{i}(t)\left(\left\|\hat{\epsilon}_{i}(t)\right\|-\left\|\epsilon_{i}(t)\right\|\right)\right) \leq \exp \left(\sum_{t=1}^{T} \alpha_{i}(t)\left\|\hat{\epsilon}_{i}(t)-\epsilon_{i}(t)\right\|\right)$
By (A.45), Assumptions 4 and the facts that $\left\|x_{i}^{n}\right\|_{2} \leq 1$ (pre-normalization), $y_{i}^{n} \in\{+1,-1\}$.

$$
\left\|\hat{\epsilon}_{i}(t)-\epsilon_{i}(t)\right\|=\frac{1}{2 \eta_{i}(t) V_{i}} \frac{C}{B_{i}} \cdot\left\|y_{i}^{1} \mathscr{L}^{\prime}\left(y_{i}^{1} f_{i}(t)^{T} x_{i}^{1}\right) x_{i}^{1}-\hat{y}_{i}^{1} \mathscr{L}^{\prime}\left(\hat{y}_{i}^{1} f_{i}(t)^{T} \hat{x}_{i}^{1}\right) \hat{x}_{i}^{1}\right\| \leq \frac{C}{\eta_{i}(t) V_{i} B_{i}}
$$

(A.49) can be bounded:

$$
\begin{equation*}
\prod_{t=1}^{T} \frac{\mathscr{F}_{E_{i}(t)}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)}{\mathscr{F}_{E_{i}(t)}\left(g_{t}^{-1}\left(f_{i}(t), \hat{D}_{i}\right)\right)} \leq \exp \left(\sum_{t=1}^{T} \frac{C \alpha_{i}(t)}{\eta_{i}(t) V_{i} B_{i}}\right) \tag{A.50}
\end{equation*}
$$

Consider the second part, the Jacobian matrix $\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)$ is:

$$
\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)=-\frac{1}{2 \eta_{i}(t) V_{i}} \frac{C}{B_{i}} \sum_{n=1}^{B_{i}} \mathscr{L}^{\prime \prime}\left(y_{i}^{n} f_{i}(t)^{T} x_{i}^{n}\right) x_{i}^{n}\left(x_{i}^{n}\right)^{T}-\frac{1}{2 \eta_{i}(t) V_{i}} \frac{\rho}{N} \nabla^{2} R\left(f_{i}(t)\right)-\mathbf{I}_{d}
$$

Let $\quad G(t)=\frac{C}{2 \eta_{i}(t) V_{i} B_{i}}\left(\mathscr{L}^{\prime \prime}\left(\hat{y}_{i}^{1} f_{i}(t)^{T} \hat{x}_{i}^{1}\right) \hat{x}_{i}^{1}\left(\hat{x}_{i}^{1}\right)^{T}-\mathscr{L}^{\prime \prime}\left(y_{i}^{1} f_{i}(t)^{T} x_{i}^{1}\right) x_{i}^{1}\left(x_{i}^{1}\right)^{T}\right) \quad$ and $\quad H(t)=$ $-\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)$, there is:

$$
\begin{aligned}
& \frac{\left|\operatorname{det}\left(\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)\right)\right|}{\left|\operatorname{det}\left(\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), \hat{D}_{i}\right)\right)\right)\right|}=\frac{|\operatorname{det}(H(t))|}{|\operatorname{det}(H(t)+G(t))|} \\
= & \frac{1}{\left|\operatorname{det}\left(I+H(t)^{-1} G(t)\right)\right|}=\frac{1}{\left|\prod_{j=1}^{r}\left(1+\lambda_{j}\left(H(t)^{-1} G(t)\right)\right)\right|}
\end{aligned}
$$

where $\lambda_{j}\left(H(t)^{-1} G(t)\right)$ denotes the $j$-th largest eigenvalue of $H(t)^{-1} G(t)$. Since $G(t)$ has rank at most 2, implies $H(t)^{-1} G(t)$ also has rank at most 2 .

Because $\theta$ is determined such that $2 c_{1}<\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \theta V_{i}\right)$, and $\theta \leq \eta_{i}(t)$ holds for all node $i$ and iteration $t$, which implies:

$$
\begin{equation*}
\frac{c_{1}}{\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(t) V_{i}\right)}<\frac{1}{2} \tag{A.51}
\end{equation*}
$$

By Assumptions 4 and 5, the eigenvalue of $H(t)$ and $G(t)$ satisfy:

$$
\begin{gathered}
\lambda_{j}(H(t)) \geq \frac{\rho}{2 \eta_{i}(t) V_{i} N}+1>0 \\
-\frac{C c_{1}}{2 \eta_{i}(t) V_{i} B_{i}} \leq \lambda_{j}(G(t)) \leq \frac{C c_{1}}{2 \eta_{i}(t) V_{i} B_{i}}
\end{gathered}
$$

Implies:

$$
-\frac{c_{1}}{\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(t) V_{i}\right)} \leq \lambda_{j}\left(H(t)^{-1} G(t)\right) \leq \frac{c_{1}}{\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(t) V_{i}\right)}
$$

By (A.51):

$$
-\frac{1}{2} \leq \lambda_{j}\left(H(t)^{-1} G(t)\right) \leq \frac{1}{2}
$$

Since $\lambda_{\min }\left(H(t)^{-1} G(t)\right)>-1$, there is:

$$
\frac{1}{\left|1+\lambda_{\max }\left(H(t)^{-1} G(t)\right)\right|^{2}} \leq \frac{1}{\left|\operatorname{det}\left(I+H(t)^{-1} G(t)\right)\right|} \leq \frac{1}{\left|1+\lambda_{\min }\left(H(t)^{-1} G(t)\right)\right|^{2}}
$$

Therefore,

$$
\begin{equation*}
\prod_{t=1}^{T} \frac{\left|\operatorname{det}\left(\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)\right)\right|}{\left|\operatorname{det}\left(\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), \hat{D}_{i}\right)\right)\right)\right|} \leq \prod_{t=1}^{T} \frac{1}{\left|1-\frac{c_{1}}{\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(t) V_{i}\right)}\right|^{2}}=\exp \left(-\sum_{t=1}^{T} 2 \ln \left(1-\frac{c_{1}}{\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(t) V_{i}\right)}\right)\right) \tag{A.52}
\end{equation*}
$$

Since for any real number $x \in[0,0.5],-\ln (1-x)<1.4 x$. By condition (A.51), (A.52) can be bounded with a simper expression:

$$
\begin{equation*}
\prod_{t=1}^{T} \frac{\left|\operatorname{det}\left(\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)\right)\right|}{\left|\operatorname{det}\left(\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), \hat{D}_{i}\right)\right)\right)\right|} \leq \exp \left(\sum_{t=1}^{T} \frac{2.8 c_{1}}{\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(t) V_{i}\right)}\right) \leq \exp \left(\sum_{t=1}^{T} \frac{1.4 C c_{1}}{\eta_{i}(t) V_{i} B_{i}}\right) \tag{A.53}
\end{equation*}
$$

Combine (A.50)(A.53), (A.48) can be bounded:
$\frac{\mathscr{F}_{F(0: T)}\left(\{f(r)\}_{r=0}^{T} \mid D_{\text {all }}\right)}{\mathscr{F}_{F(0: T)}\left(\{f(r)\}_{r=0}^{T} \mid \hat{D}_{\text {all }}\right)} \leq \exp \left(\sum_{t=1}^{T}\left(\frac{1.4 C c_{1}}{\eta_{i}(t) V_{i} B_{i}}+\frac{C \alpha_{i}(t)}{\eta_{i}(t) V_{i} B_{i}}\right)\right)=\exp \left(\sum_{t=1}^{T} \frac{C}{\eta_{i}(t) V_{i} B_{i}}\left(1.4 c_{1}+\alpha_{i}(t)\right)\right)$

Therefore, the total privacy loss during $T$ iterations can be bounded by any $\beta$ :

$$
\beta \geq \max _{i \in \mathscr{N}}\left\{\sum_{t=1}^{T} \frac{C}{\eta_{i}(t) V_{i} B_{i}}\left(1.4 c_{1}+\alpha_{i}(t)\right)\right\}
$$

## A. 6 Proof of Lemma 2

Consider the private MR-ADMM up to $2 k$-th iteration. In ( $2 k-1$ )-th iteration, the primal variable is updated via (2.47), By KKT condition:

$$
\begin{array}{r}
\nabla O\left(f_{i}(2 k-1), D_{i}\right)+\epsilon_{i}(2 k-1)=-2 \lambda_{i}(2 k-2) \\
-\eta_{i}(2 k-1) \sum_{j \in \mathscr{Y}_{i}}\left(2 f_{i}(2 k-1)-f_{i}(2 k-2)-f_{j}(2 k-2)\right) \tag{A.54}
\end{array}
$$

Given $\left\{f_{i}(t)\right\}_{i=1}^{N}$ for $t \leq 2 k-2,\left\{\lambda_{i}(2 k-2)\right\}_{i=1}^{N}$ are also given. RHS of (A.54) can be calculated completely after releasing $\left\{f_{i}(k-1)\right\}_{i=1}^{N}$, i.e., the information of $\nabla O\left(f_{i}(2 k-1), D_{i}\right)+\epsilon_{i}(2 k-1)$ is completely released during ( $2 k-1$ )-th iteration. Suppose the private MR-ADMM satisfies $\beta_{2 k-1^{-}}$ differential privacy during $(2 k-1)$ iterations, then in $(2 k)$-th iterations, by (2.48):

$$
\begin{aligned}
f_{i}(2 k)= & f_{i}(2 k-1)-\frac{1}{2 \eta V_{i}+\gamma}\left\{\nabla O\left(f_{i}(2 k-1), D_{i}\right)+\epsilon_{i}(2 k-1)+2 \lambda_{i}(2 k-1)\right. \\
& \left.+\eta_{i}(2 k-1) \sum_{j \in \mathscr{Y}_{i}}\left(f_{i}(2 k-1)-f_{j}(2 k-1)\right)\right\}
\end{aligned}
$$

which is a deterministic mapping taking the outputs from ( $2 k-1$ )-th iteration as input. Because the differential privacy is immune to post-processing [37], releasing $\left\{f_{i}(2 k)\right\}_{i=1}^{N}$ doesn't increase the privacy loss, i.e., the total privacy loss up to ( $2 k$ )-th iteration can still be bounded by $\beta_{2 k-1}$.

## A. 7 Proof of Theorem 5

Use the uppercase letters $X$ and lowercase letters $x$ to denote random variables and the corresponding realizations, and use $\mathscr{F}_{X}(\cdot)$ to denote its probability distribution.

For two neighboring datasets $D_{\text {all }}$ and $\hat{D}_{\text {all }}$ of the network, by Lemma 2, the total privacy loss is
only contributed by odd iterations. Thus, the ratio of joint probabilities (privacy loss) is given by:

$$
\frac{\mathscr{F}_{F(0: 2 K)}\left(\{f(r)\}_{r=0}^{2} K \mid D_{\text {all }}\right)}{\mathscr{F}_{F(0: 2 K)}\left(\{f(r)\}_{r=0}^{2} K \mid \hat{D}_{\text {all }}\right)}=\frac{\mathscr{F}_{F(0)}\left(f(0) \mid D_{\text {all }}\right)}{\mathscr{F}_{F(0)}\left(f(0) \mid \hat{D}_{\text {all }}\right)} \prod_{k=1}^{K} \frac{\mathscr{F}_{F(2 k-1)}\left(f(2 k-1) \mid\{f(r)\}_{r=0}^{2 k-2}, D_{\text {all }}\right.}{\mathscr{F}_{F(2 k-1)}\left(f(2 k-1) \mid\{f(r)\}_{r=0}^{2 t-2}, \hat{D}_{\text {all }}\right)} \text { (A.55) }
$$

Since $f_{i}(0)$ is randomly selected for all $i$, which is independent of dataset, there is $\mathscr{F}_{F(0)}\left(f(0) \mid D_{\text {all }}\right)=$ $\mathscr{F}_{F(0)}\left(f(0) \mid \hat{D}_{\text {all }}\right)$. First only consider $(2 k-1)$-th iteration, since the primal variable is updated according to (2.47), by KKT optimality condition:

$$
\begin{align*}
\epsilon_{i}(2 k-1)= & -\nabla O\left(f_{i}(2 k-1), D_{i}\right)-2 \lambda_{i}(2 k-2) \\
& -\eta_{i}(2 k-1) \sum_{j \in \mathscr{V}_{i}}\left(2 f_{i}(2 k-1)-f_{i}(2 k-2)-f_{j}(2 k-2)\right) \tag{A.56}
\end{align*}
$$

Given $\{f(r)\}_{r=0}^{2 k-2}, F_{i}(2 k-1)$ and $E_{i}(2 k-1)$ will be bijective $\forall i$, there is:

$$
\begin{align*}
\frac{\mathscr{F}_{F(2 k-1)}\left(f(2 k-1) \mid\{f(r)\}_{r=0}^{2 k-2}, D_{\text {all }}\right)}{\mathscr{F}_{F(2 k-1)}\left(f(2 k-1) \mid\{f(r)\}_{r=0}^{2 k-2}, \hat{D}_{\text {all }}\right)} & =\prod_{v=1}^{N} \frac{\mathscr{F}_{F_{v}(2 k-1)}\left(f_{v}(2 k-1) \mid\left\{f_{v}(r)\right\}_{r=0}^{2 k-2}, D_{v}\right)}{\mathscr{F}_{F_{v}(2 k-1)}\left(f_{v}(2 k-1) \mid\left\{f_{v}(r)\right\}_{r=0}^{2 k-2}, \hat{D}_{v}\right)} \\
& =\frac{\mathscr{F}_{F_{i}(2 k-1)}\left(f_{i}(2 k-1) \mid\left\{f_{i}(r)\right\}_{r=0}^{2 k-2}, D_{i}\right)}{\mathscr{F}_{F_{i}(2 k-1)}\left(f_{i}(2 k-1) \mid\left\{f_{i}(r)\right\}_{r=0}^{2 k-2}, \hat{D}_{i}\right)} \tag{A.57}
\end{align*}
$$

Since two neighboring datasets $D_{\text {all }}$ and $\hat{D}_{\text {all }}$ only have at most one data point that is different, the second equality holds is because of the fact that this different data point could only be possessed by one node, say node $i$. Then there is $D_{j}=\hat{D}_{j}$ for $j \neq i$.

Given $\{f(r)\}_{r=0}^{2 k-2}$, let $g_{k}\left(\cdot, D_{i}\right): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ denote the one-to-one mapping from $E_{i}(2 k-1)$ to $F_{i}(2 k-1)$ using dataset $D_{i}$. By Jacobian transformation, there is $\mathscr{F}_{F_{i}(2 k-1)}\left(f_{i}(2 k-1) \mid D_{i}\right)=$ $\mathscr{F}_{E_{i}(2 k-1)}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right) \cdot\left|\operatorname{det}\left(\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right)\right)\right|$, where $g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)$ is the mapping from $F_{i}(2 k-1)$ to $E_{i}(2 k-1)$ using data $D_{i}$ as shown in (A.56) and $\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right)$ is the Jacobian matrix of it. Then (A.55) yields:

$$
\begin{equation*}
\frac{\mathscr{F}_{F(0: 2 K)}\left(\{f(r)\}_{r=0}^{2 K} \mid D_{\text {all }}\right)}{\mathscr{F}_{F(0: 2 K)}\left(\{f(r)\}_{r=0}^{K} \hat{D}_{\text {all }}\right)}=\prod_{k=1}^{K} \frac{\mathscr{F}_{E_{i}(2 k-1)}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right)}{\mathscr{F}_{E_{i}(2 k-1)}\left(g_{k}^{-1}\left(f_{i}(2 k-1), \hat{D}_{i}\right)\right)} \prod_{k=1}^{K} \frac{\left|\operatorname{det}\left(\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right)\right)\right|}{\left|\operatorname{det}\left(\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), \hat{D}_{i}\right)\right)\right)\right|}(A \tag{A.58}
\end{equation*}
$$

Consider the first part, $E_{i}(2 k-1) \sim \exp \left\{-\alpha_{i}(k)\|\epsilon\|\right\}$, let $\hat{\epsilon}_{i}(2 k-1)=g_{k}^{-1}\left(f_{i}(2 k-1), \hat{D}_{i}\right)$ and $\epsilon_{i}(2 k-1)=$

$$
\begin{align*}
& g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right) \\
& \prod_{k=1}^{K} \frac{\mathscr{F}_{E_{i}(2 k-1)}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right)}{\mathscr{F}_{E_{i}(2 k-1)}\left(g_{k}^{-1}\left(f_{i}(2 k-1), \hat{D}_{i}\right)\right)}
\end{align*}=\prod_{k=1}^{K} \exp \left(\alpha_{i}(k)\left(\left\|\hat{\epsilon}_{i}(2 k-1)\right\|-\left\|\epsilon_{i}(2 k-1)\right\|\right)\right)
$$

Without loss of generality, let $D_{i}$ and $\hat{D}_{i}$ be only different in the first data point, say $\left(x_{i}^{1}, y_{i}^{1}\right)$ and $\left(\hat{x}_{i}^{1}, \hat{y}_{i}^{1}\right)$ respectively. By (A.56), Assumptions 4 and the facts that $\left\|x_{i}^{n}\right\|_{2} \leq 1$ (pre-normalization), $y_{i}^{n} \in\{+1,-1\}$.

$$
\begin{equation*}
\left\|\hat{\epsilon}_{i}(2 k-1)-\epsilon_{i}(2 k-1)\right\|=\left\|\nabla O\left(f_{i}(2 k-1), \hat{D}_{i}\right)-\nabla O\left(f_{i}(2 k-1), D_{i}\right)\right\| \leq \frac{2 C}{B_{i}} \tag{A.60}
\end{equation*}
$$

(A.59) can be bounded:

$$
\begin{equation*}
\prod_{k=1}^{K} \frac{\mathscr{F}_{E_{i}(2 k-1)}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right)}{\mathscr{F}_{E_{i}(2 k-1)}\left(g_{k}^{-1}\left(f_{i}(2 k-1), \hat{D}_{i}\right)\right)} \leq \exp \left(\sum_{k=1}^{K} \frac{2 C \alpha_{i}(k)}{B_{i}}\right) \tag{A.61}
\end{equation*}
$$

Consider the second part, the Jacobian matrix $\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right)$ is:

$$
\begin{aligned}
\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right)= & -\frac{C}{B_{i}} \sum_{n=1}^{B_{i}} \mathscr{L}^{\prime \prime}\left(y_{i}^{n} f_{i}(2 k-1)^{T} x_{i}^{n}\right) x_{i}^{n}\left(x_{i}^{n}\right)^{T} \\
& -\frac{\rho}{N} \nabla^{2} R\left(f_{i}(2 k-1)\right)-2 \eta_{i}(2 k-1) V_{i} \mathbf{I}_{d}
\end{aligned}
$$

Define

$$
\begin{aligned}
G(k) & =\frac{C}{B_{i}}\left(\mathscr{L}^{\prime \prime}\left(\hat{y}_{i}^{1} f_{i}(2 k-1)^{T} \hat{x}_{i}^{1}\right) \hat{x}_{i}^{1}\left(\hat{x}_{i}^{1}\right)^{T}-\mathscr{L}^{\prime \prime}\left(y_{i}^{1} f_{i}(2 k-1)^{T} x_{i}^{1}\right) x_{i}^{1}\left(x_{i}^{1}\right)^{T}\right) ; \\
H(k) & =-\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right) .
\end{aligned}
$$

There is:

$$
\begin{align*}
\frac{\left|\operatorname{det}\left(\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right)\right)\right|}{\left|\operatorname{det}\left(\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), \hat{D}_{i}\right)\right)\right)\right|} & =\frac{|\operatorname{det}(H(k))|}{|\operatorname{det}(H(k)+G(k))|}=\frac{1}{\left|\operatorname{det}\left(I+H(k)^{-1} G(k)\right)\right|} \\
& =\frac{1}{\left|\prod_{j=1}^{r}\left(1+\lambda_{j}\left(H(k)^{-1} G(k)\right)\right)\right|} \tag{A.62}
\end{align*}
$$

where $\lambda_{j}\left(H(k)^{-1} G(k)\right)$ denotes the $j$-th largest eigenvalue of $H(k)^{-1} G(k)$. Since $G(k)$ has rank at most $2, H(k)^{-1} G(k)$ also has rank at most 2. By Assumptions 4 and 5, the eigenvalue of $H(k)$ and $G(k)$ satisfy

$$
\begin{aligned}
& \lambda_{j}(H(k)) \geq \frac{\rho}{N}+2 \eta_{i}(2 k-1) V_{i}>0 \\
& -\frac{C c_{1}}{B_{i}} \leq \lambda_{j}(G(k)) \leq \frac{C c_{1}}{B_{i}}
\end{aligned}
$$

Implies

$$
-\frac{c_{1}}{\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(2 k-1) V_{i}\right)} \leq \lambda_{j}\left(H(k)^{-1} G(k)\right) \leq \frac{c_{1}}{\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(2 k-1) V_{i}\right)} .
$$

Since $2 c_{1}<\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(1) V_{i}\right)$ and $\eta_{i}(2 k-1) \leq \eta_{i}(2 k+1)$ for all $k, 2 c_{1}<\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(2 k-1) V_{i}\right)$ holds. It implies the following,

$$
-\frac{1}{2} \leq \lambda_{j}\left(H(k)^{-1} G(k)\right) \leq \frac{1}{2}
$$

Since $\lambda_{\min }\left(H(k)^{-1} G(k)\right)>-1$, there is

$$
\frac{1}{\left|1+\lambda_{\max }\left(H(k)^{-1} G(k)\right)\right|^{2}} \leq \frac{1}{\left|\operatorname{det}\left(I+H(k)^{-1} G(k)\right)\right|} \leq \frac{1}{\left|1+\lambda_{\min }\left(H(k)^{-1} G(k)\right)\right|^{2}}
$$

Therefore,

$$
\begin{align*}
\prod_{k=1}^{K} \frac{\left|\operatorname{det}\left(\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right)\right)\right|}{\left|\operatorname{det}\left(\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), \hat{D}_{i}\right)\right)\right)\right|} & \leq \prod_{k=1}^{K} \frac{1}{\left|1-\frac{c_{1}}{\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(2 k-1) V_{i}\right)}\right|^{2}} \\
& =\exp \left(-\sum_{k=1}^{K} 2 \ln \left(1-\frac{c_{1}}{\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(2 k-1) V_{i}\right)}\right)\right) \tag{A.63}
\end{align*}
$$

Since for any real number $x \in[0,0.5],-\ln (1-x)<1.4 x$. (A.63) can be bounded with a simper expression:

$$
\begin{equation*}
\prod_{k=1}^{K} \frac{\left|\operatorname{det}\left(\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), D_{i}\right)\right)\right)\right|}{\left|\operatorname{det}\left(\mathbf{J}\left(g_{k}^{-1}\left(f_{i}(2 k-1), \hat{D}_{i}\right)\right)\right)\right|} \leq \exp \left(\sum_{k=1}^{K} \frac{2.8 c_{1}}{\frac{B_{i}}{C}\left(\frac{\rho}{N}+2 \eta_{i}(2 k-1) V_{i}\right)}\right) . \tag{A.64}
\end{equation*}
$$

Combine (A.61)(A.64), (A.58) can be bounded:

$$
\begin{equation*}
\frac{\mathscr{F}_{F(0: 2 K)}\left(\{f(r)\}_{r=0}^{2 K} \mid D_{\text {all }}\right)}{\mathscr{F}_{F(0: 2 K)}\left(\{f(r)\}_{r=0}^{2 K} \mid \hat{D}_{\text {all }}\right)} \leq \exp \left(\sum_{k=1}^{K} \frac{2 C}{B_{i}}\left(\frac{1.4 c_{1}}{\left(\frac{\rho}{N}+2 \eta_{i}(2 k-1) V_{i}\right)}+\alpha_{i}(k)\right)\right) . \tag{A.65}
\end{equation*}
$$

Therefore, the total privacy loss during $T$ iterations can be bounded by any $\beta$ :

$$
\beta \geq \max _{i \in \mathscr{N}}\left\{\sum_{k=1}^{K} \frac{2 C}{B_{i}}\left(\frac{1.4 c_{1}}{\left(\frac{\rho}{N}+2 \eta_{i}(2 k-1) V_{i}\right)}+\alpha_{i}(k)\right)\right\} .
$$

## A. 8 Proof of Theorem 6

Let $\widetilde{O}(f)=C \mathcal{L}(f)+\frac{\rho}{2 N}\|f\|^{2}$ and $\widetilde{f_{i}}=\operatorname{argmin}_{f} \widetilde{O}(f)$. Let $f_{i}^{\text {opt }}=\operatorname{argmin}_{f} O\left(f, D_{i}\right)$ be node $i$ 's classifier trained with its own data.

$$
\mathcal{L}\left(f_{c}^{*}\right)=\mathcal{L}\left(f_{r e f}\right)+\left(\frac{\widetilde{O}\left(f_{c}^{*}\right)}{C}-\frac{\widetilde{O}\left(\widetilde{f_{i}}\right)}{C}\right)+\left(\frac{\rho}{2 N C}\left\|f_{r e f}\right\|^{2}-\frac{\rho}{2 N C}\left\|f_{c}^{*}\right\|^{2}\right)+\left(\frac{\widetilde{O}\left(\widetilde{f_{i}}\right)}{C}-\frac{\widetilde{O}\left(f_{r e f}\right)}{C}\right)
$$

By [126], $\widetilde{O}\left(f_{c}^{*}\right)-\widetilde{O}\left(\widetilde{f_{i}}\right) \leq(1+a)\left(O\left(f_{c}^{*}, D_{i}\right)-O\left(f_{i}^{o p t}, D_{i}\right)\right)+\mathcal{O}\left(\frac{C^{2} N \log (1 / \delta)}{\rho B_{i}}\right)$ holds $\forall a>0$ with probability $1-\delta$, where $\mathcal{O}$ is big- $\mathcal{O}$ notation.

Since $f_{c}^{*}$ is the centralized classifier trained with samples from all nodes, we assume the difference of empirical loss under two classifiers $f_{c}^{*}$ and $f_{i}^{\text {opt }}$ is bounded by $v>0$, i.e., $O\left(f_{c}^{*}, D_{i}\right)-$

$$
\begin{aligned}
& O\left(f_{i}^{o p t}, D_{i}\right) \leq \frac{\rho}{2 N}\left(\left\|f_{c}^{*}\right\|^{2}-\left\|f_{i}^{o p t}\right\|^{2}\right)+C v . \text { Moreover, } \widetilde{O}\left(\widetilde{f_{i}}\right) \leq \widetilde{O}\left(f_{r e f}\right) . \\
& \qquad \begin{aligned}
\mathcal{L}\left(f_{c}^{*}\right) \leq & \mathcal{L}\left(f_{r e f}\right)+\mathcal{O}\left(\frac{C N \log (1 / \delta)}{\rho B_{i}}\right)+(1+a)\left(\frac{\rho}{2 N C}\left\|f_{c}^{*}\right\|^{2}-\frac{\rho}{2 N C}\left\|f_{i}^{o p t}\right\|^{2}+v\right) \\
& +\left(\frac{\rho}{2 N C}\left\|f_{r e f}\right\|^{2}-\frac{\rho}{2 N C}\left\|f_{c}^{*}\right\|^{2}\right)
\end{aligned}
\end{aligned}
$$

We assume $v$ is relatively small as compared to other terms. If choosing $a>0$ to be a sufficient small number such that $a\left\|f_{c}^{*}\right\|^{2}-(1+a)\left\|f_{i}^{o p t}\right\|^{2} \leq 0$ and choosing $\rho$ such that $\frac{\rho}{2 N C}\left\|f_{r e f}\right\|^{2} \leq \frac{\tau-\Delta_{i}(k)}{2}$, e.g., $\rho \leq \frac{N C\left(\tau-\Delta_{i}(k)\right)}{\left\|f_{\text {ref }}\right\|^{2}}$, and if $B_{i}$ also satisfies $\mathcal{O}\left(\frac{C N \log (1 / \delta)}{\rho B_{i}}\right) \leq \frac{\tau-\Delta_{i}(k)}{2}$, i.e.,

$$
B_{i} \geq w \max _{k}\left\{\frac{C N \log (1 / \delta)}{\rho\left(\tau-\Delta_{i}(k)\right)}\right\} \geq w \max _{k}\left\{\frac{\left\|f_{r e f}\right\|^{2} \log (1 / \delta)}{\left(\tau-\Delta_{i}(k)\right)^{2}}\right\}
$$

for some constant $w$, then the following holds with probability $1-\delta$.

$$
\mathcal{L}\left(f_{c}^{*}\right) \leq \mathcal{L}\left(f_{r e f}\right)+\tau-\Delta_{i}(k)
$$

Since $\mathcal{L}\left(f_{i}^{\text {non }}(2 k-1)\right) \leq \mathcal{L}\left(f_{c}^{*}\right)+\Delta_{i}(k)$, it implies that $\mathcal{L}\left(f_{i}^{n o n}(2 k-1)\right) \leq \mathcal{L}\left(f_{r e f}\right)+\tau$ holds with probability $1-\delta$.

## A. 9 proof of Theorem 7

Let $\widetilde{O}(f)=C \mathcal{L}(f)+\frac{\rho}{2 N}\|f\|^{2}$ and $\widetilde{f_{i}}=\operatorname{argmin}_{f} \widetilde{O}(f)$. Let $f_{i}^{o p t}=\operatorname{argmin}_{f} O\left(f, D_{i}\right)$ be node $i$ 's classifier trained with its own data. Let $f_{i}^{\text {privOpt }}=\operatorname{argmin}_{f} O^{\text {priv }}\left(f, D_{i} ; \epsilon\right)=O\left(f, D_{i}\right)+\epsilon^{T} f$ and $\widetilde{O}^{\text {priv }}(f ; \epsilon)=$ $\widetilde{O}(f)+\epsilon^{T} f$.

$$
\begin{aligned}
\mathcal{L}\left(f_{\text {new }}^{*}\right)= & \mathcal{L}\left(f_{\text {ref }}\right)+\left(\frac{\widetilde{O}\left(f_{\text {new }}^{*}\right)}{C}-\frac{\widetilde{O}\left(f_{i}^{p r i v O p t}\right)}{C}\right)+\left(\frac{\widetilde{O}\left(f_{i}^{p r i v O p t}\right)}{C}-\frac{\widetilde{O}\left(\widetilde{f_{i}}\right)}{C}\right) \\
& +\left(\frac{\rho}{2 N C}\left\|f_{\text {ref }}\right\|^{2}-\frac{\rho}{2 N C}\left\|f_{\text {new }}^{*}\right\|^{2}\right)+\left(\frac{\widetilde{O}\left(\widetilde{f_{i}}\right)}{C}-\frac{\widetilde{O}\left(f_{\text {ref }}\right)}{C}\right)
\end{aligned}
$$

For the new optimization problem, $f_{\text {new }}^{*}$ is centralized classifier trained with samples from all nodes while $f_{i}^{p r i v O p t}$ is the classifier trained with samples from node $i$. We assume the difference of empirical loss under two classifiers $f_{\text {new }}^{*}$ and $f_{i}^{\text {privOpt }}$ can be bounded by $v>0$, i.e., $\widetilde{O}\left(f_{\text {new }}^{*}\right)-$
$\widetilde{O}\left(f_{i}^{p r i v O p t}\right) \leq \frac{\rho}{2 N}\left(\left\|f_{\text {new }}^{*}\right\|^{2}-\left\|f_{i}^{p r i v O p t}\right\|^{2}\right)+C v$.
By [126], $\widetilde{O}\left(f_{i}^{\text {privOpt }}\right)-\widetilde{O}\left(\widetilde{f_{i}}\right) \leq(1+a)\left(O\left(f_{i}^{\text {privOpt }}, D_{i}\right)-O\left(f_{i}^{\text {opt }}, D_{i}\right)\right)+\mathcal{O}\left(\frac{C^{2} N \log (1 / \delta)}{\rho B_{i}}\right)$ holds $\forall a>$ 0 with probability $1-\delta$. By Lemma $12, O\left(f_{i}^{\text {privOpt }}, D_{i}\right)-O\left(f_{i}^{o p t}, D_{i}\right) \leq \frac{N d^{2}}{\rho\left(\alpha_{i}(k)\right)^{2}}(\log (d / \delta))^{2}$ holds with probability $1-\delta$. Therefore, $\widetilde{O}\left(f_{i}^{p r i v O p t}\right)-\widetilde{O}\left(\widetilde{f_{i}}\right) \leq(1+a)\left(\frac{N d^{2}}{\rho\left(\alpha_{i}(k)\right)^{2}}(\log (d / \delta))^{2}\right)+\mathcal{O}\left(\frac{C^{2} N \log (1 / \delta)}{\rho B_{i}}\right)$ holds $\forall a>0$ with probability $1-2 \delta$.

Since $\widetilde{f_{i}}=\operatorname{argmin}_{f} \widetilde{O}(f)$, implying $\widetilde{O}\left(\widetilde{f_{i}}\right) \leq \widetilde{O}\left(f_{r e f}\right)$. The following holds $\forall a>0$ with probability $1-2 \delta$,

$$
\begin{aligned}
\mathcal{L}\left(f_{\text {new }}^{*}\right) \leq & \mathcal{L}\left(f_{\text {ref }}\right)+v+\mathcal{O}\left(\frac{C N \log (1 / \delta)}{\rho B_{i}}\right)+(1+a) \frac{N d^{2}}{C \rho\left(\alpha_{i}(k)\right)^{2}}(\log (d / \delta))^{2} \\
& +\left(\frac{\rho}{2 N C}\left\|f_{\text {ref }}\right\|^{2}-\frac{\rho}{2 N C}\left\|f_{i}^{\text {privOpt }}\right\|^{2}\right)
\end{aligned}
$$

We assume $v$ is relatively small as compared to other terms. If choosing $\rho$ such that $\frac{\rho}{2 N C}\left\|f_{r e f}\right\|^{2} \leq \frac{1}{2}\left(\tau-\Delta_{i}^{\text {new }}(k)\right)$, i.e., $\rho \leq \frac{N C\left(\tau-\Delta_{i}^{n e w}(k)\right)}{\left\|f_{r e f}\right\|^{2}}$, and if $B_{i}$ also satisfies $\left((1+a) \frac{N d^{2}}{C\left(\alpha_{i}(k)\right)^{2}}(\log (d / \delta))^{2}+\right.$ $\left.\mathcal{O}\left(\frac{C N \log (1 / \delta)}{B_{i}}\right)\right) \leq \frac{\rho\left(\tau-\Delta_{i}^{n e w}(k)\right)}{2}$, i.e., $B_{i} \geq w \frac{C N \log (1 / \delta)}{\frac{\rho\left(\tau-\Delta_{i}^{n e w}(k)\right)}{2}-(1+a) \frac{N d^{2}}{C\left(a_{i}(k)\right)^{2}}(\log (d / \delta))^{2}}$ for some $a>0$ and constant $w$. Then $\mathcal{L}\left(f_{\text {new }}^{*}\right) \leq \mathcal{L}\left(f_{\text {ref }}\right)+\tau-\Delta_{i}^{\text {new }}(k)$ holds with probability $1-2 \delta$. Plug in $\rho=\frac{N C\left(\tau-\Delta_{i}^{n e w}(k)\right)}{\left\|f_{\text {ref }}\right\|^{2}}$ and re-organize gives:

$$
B_{i} \geq w \max _{k}\left\{\frac{C N \log (1 / \delta)}{\frac{N C\left(\tau-\Delta_{i}^{n e w}(k)\right)^{2}}{2\left\|f_{\text {ref }}\right\|^{2}}-(1+a) \frac{N d^{2}}{C\left(\alpha_{i}(k)\right)^{2}}(\log (d / \delta))^{2}}\right\}
$$

Since $\mathcal{L}\left(f_{i}^{\text {new }}(2 k-1)\right) \leq \mathcal{L}\left(f_{\text {new }}^{*}\right)+\Delta_{i}^{\text {new }}(k)$, it implies that $\mathcal{L}\left(f_{i}^{\text {new }}(2 k-1)\right) \leq \mathcal{L}\left(f_{\text {ref }}\right)+\tau$ holds with probability $1-2 \delta$.

Lemma 12. Let $f_{i}^{p r i v O p t}=\operatorname{argmin}_{f} O\left(f, D_{i}\right)+\epsilon^{T} f$ and $f_{i}^{\text {opt }}=\operatorname{argmin}_{f} O\left(f, D_{i}\right)$ be outputs at iteration $2 k-1$, then $O\left(f_{i}^{\text {privOpt }}, D_{i}\right)-O\left(f_{i}^{\text {opt }}, D_{i}\right) \leq \frac{N d^{2}}{\rho\left(\alpha_{i}(k)\right)^{2}}(\log (d / \delta))^{2}$ holds with probability $1-\delta$.

Proof. There is $O\left(f_{i}^{p r i v O p t}, D_{i}\right) \leq O\left(f_{i}^{o p t}, D_{i}\right)+\epsilon^{T}\left(f_{i}^{\text {opt }}-f_{i}^{\text {privOpt }}\right)$. By Lemma 13, since $O\left(f, D_{i}\right)$ and $O\left(f, D_{i}\right)+\epsilon^{T} f$ are $\frac{\rho}{N}$-strongly convex, $\left\|f_{i}^{o p t}-f_{i}^{p r i v O p t}\right\| \leq \frac{N}{\rho}\|\epsilon\|$ holds. By Lemma 14, with probability $1-\delta,\|\epsilon\| \leq \frac{d}{\alpha_{i}(k)} \log (d / \delta)$. Therefore, $O\left(f_{i}^{p r i v O p t}, D_{i}\right)-O\left(f_{i}^{o p t}, D_{i}\right) \leq\|\epsilon\|\left\|f_{i}^{o p t}-f_{i}^{p r i v O p t}\right\| \leq$ $\frac{N d^{2}}{\rho\left(\alpha_{i}(k)\right)^{2}}(\log (d / \delta))^{2}$ holds with probability $1-\delta$.

Lemma 13. [24] Let $G(f), g(f)$ be two vector-valued functions, which are continuous and differentiable at all points. Moreover, let $G(f)$ and $G(f)+g(f)$ be $\lambda$-strongly convex. If $f_{1}=$ $\operatorname{argmin}_{f} G(f)$ and $f_{2}=\operatorname{argmin}_{f} G(f)+g(f)$, then $\left\|f_{1}-f_{2}\right\| \leq \frac{1}{\lambda} \max _{f}\|\nabla g(f)\|$.

Lemma 14. [24] Let $X$ be a random variable drawn from distribution $\Gamma(k, \theta)$, where $k$ is an integer, then $\operatorname{Pr}(X<k \theta \log (k / \delta)) \geq 1-\delta$.

## APPENDIX B

## Real-Time Release of Sequential Data with Differential Privacy

## B. 1 Proof of Propositions

The proofs are straightforward but we provide them in details for the completeness of chapter.
Finding the MMSE estimate of $Z_{t+1}$ given $Z_{t}=z_{t}$ is equivalent to finding the mapping

$$
f^{*}=\underset{f}{\operatorname{argmin}} \mathbb{E}\left(\left(Z_{t+1}-f\left(Z_{t}\right)\right)^{2} \mid Z_{t}=z_{t}\right)=\underset{f}{\operatorname{argmin}} \int_{-\infty}^{\infty} p\left(z_{t+1} \mid z_{t}\right)\left(z_{t+1}-f\left(z_{t}\right)\right)^{2} d z_{t+1}
$$

Differentiating with respect to $f$ and equating the result to zero gives:

$$
\int_{-\infty}^{\infty} p\left(z_{t+1} \mid z_{t}\right) f^{*}\left(z_{t}\right) d z_{t+1}=f^{*}\left(z_{t}\right)=\int_{-\infty}^{\infty} p\left(z_{t+1} \mid z_{t}\right) z_{t+1} d z_{t+1}=\mathbb{E}\left(Z_{t+1} \mid Z_{t}=z_{t}\right)
$$

Therefore, the MMSE estimate of $Z_{t+1}$ given $Z_{t}=z_{t}$ is $\mathbb{E}\left(Z_{t+1} \mid Z_{t}=z_{t}\right)$.
(1) Proposition 1: Gaussian AR(1) Process
(i) Since $\left(Z_{t}, Z_{t+1}\right)$ is jointly Gaussian:

$$
\left.\binom{Z_{t}}{Z_{t+1}} \sim \mathcal{N}\left(\begin{array}{l}
\mu \\
\mu
\end{array}\right],\left[\begin{array}{cc}
\sigma_{z}^{2} & \rho \sigma_{z}^{2} \\
\rho \sigma_{z}^{2} & \sigma_{z}^{2}
\end{array}\right]\right)
$$

implies that $Z_{t+1} \mid Z_{t} \sim \mathcal{N}\left(\mu(1-\rho)+\rho Z_{t}, \sigma_{z}^{2}\left(1-\rho^{2}\right)\right)$, combine with the above result implies the MMSE estimate of $Z_{t+1}$ given $Z_{t}=z_{t}$ is $\mathbb{E}\left(Z_{t+1} \mid Z_{t}=z_{t}\right)=\mu(1-\rho)+\rho z_{t}$

The corresponding MSE is:

$$
\mathbb{E}\left(\left(Z_{t+1}-\mathbb{E}\left(Z_{t+1} \mid Z_{t}=z_{t}\right)\right)^{2} \mid Z_{t}=z_{t}\right)=\operatorname{Var}\left(Z_{t+1} \mid Z_{t}=z_{t}\right)=\sigma_{z}^{2}\left(1-\rho^{2}\right)
$$

(ii) Since $Z_{i} \sim \mathcal{N}\left(\mu, \sigma_{z}^{2}\right), N_{i} \sim \mathcal{N}\left(0, \sigma_{n}^{2}\right)$, there is $X_{i}=Z_{i}+N_{i} \sim \mathcal{N}\left(\mu, \sigma_{z}^{2}+\sigma_{n}^{2}\right)$ and $\operatorname{Corr}\left(X_{i} Z_{t+1}\right)=$ $\rho^{t+1-i} \frac{\sigma_{z}}{\sqrt{\sigma_{z}^{2}+\sigma_{n}^{2}}}$.
( $X_{i}, Z_{t+1}$ ) is jointly Gaussian:

$$
\binom{X_{i}}{Z_{t+1}} \sim \mathcal{N}\left(\left[\begin{array}{l}
\mu \\
\mu
\end{array}\right],\left[\begin{array}{cc}
\sigma_{z}^{2}+\sigma_{n}^{2} & \rho^{t+1-i} \sigma_{z}^{2} \\
\rho^{t+1-i} \sigma_{z}^{2} & \sigma_{z}^{2}
\end{array}\right]\right)
$$

implies the MMSE estimate of $Z_{t+1}$ given $X_{i}=x_{i}$ is

$$
\mathbb{E}\left(Z_{t+1} \mid X_{i}=x_{i}\right)=\mu\left(1-\rho^{t+1-i} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\sigma_{n}^{2}}\right)+\rho^{t+1-i} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\sigma_{n}^{2}} x_{i}
$$

The corresponding MSE is:

$$
\sigma_{z}^{2}\left(1-\left(\rho^{t+1-i}\right)^{2} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\sigma_{n}^{2}}\right)
$$

## (2) Proposition 2: Binomial AR(1) Process

The MMSE estimate of $Z_{t+1}$ given $Z_{t}=z_{t}$ is $\mathbb{E}\left(Z_{t+1} \mid Z_{t}=z_{t}\right)$. Since the thinning is performed
independently, given $Z_{t}=z_{t}$, the probability generating function satisfies the following:

$$
\begin{aligned}
G(s)= & \mathbb{E}_{Z_{t+1} \mid Z_{t}=z_{t}}\left(s^{Z_{t+1}} \mid Z_{t}=z_{t}\right)=\mathbb{E}\left(s^{\alpha \circ Z_{t}} \mid Z_{t}=z_{t}\right) \mathbb{E}\left(s^{\beta \circ\left(n-Z_{t}\right)} \mid Z_{t}=z_{t}\right) \\
= & (1-\beta+\beta s)^{n}\left(\frac{1-\alpha+\alpha s}{1-\beta+\beta s}\right)^{z_{t}} \\
G^{\prime}(s)= & n \beta(1-\beta+\beta s)^{n-1}\left(\frac{1-\alpha+\alpha s}{1-\beta+\beta s}\right)^{z_{t}}+(1-\beta+\beta s)^{n} z_{t}\left(\frac{1-\alpha+\alpha s}{1-\beta+\beta s}\right)^{z_{t}-1} \frac{\alpha}{\beta} \frac{\frac{1}{\beta}-\frac{1}{\alpha}}{\left(\frac{1}{\beta}-1+s\right)^{2}} \\
G^{\prime \prime}(s)= & n \beta^{2}(n-1)(1-\beta+\beta s)^{n-2}\left(\frac{1-\alpha+\alpha s}{1-\beta+\beta s}\right)^{z_{t}} \\
& +2 n \beta(1-\beta+\beta s)^{n-1} z_{t}\left(\frac{1-\alpha+\alpha s}{1-\beta+\beta s}\right)^{z_{t}-1} \frac{\alpha}{\beta} \frac{\frac{1}{\beta}-\frac{1}{\alpha}}{\left(\frac{1}{\beta}-1+s\right)^{2}} \\
& +(1-\beta+\beta s)^{n} z_{t}\left(\left(z_{1}-1\right)\left(\frac{1-\alpha+\alpha s}{1-\beta+\beta s}\right)^{z_{t}-2}\left(\frac{\alpha}{\beta} \frac{\frac{1}{\beta}-\frac{1}{\alpha}}{\left(\frac{1}{\beta}-1+s\right)^{2}}\right)^{2}\right. \\
& \left.+\left(\frac{1-\alpha+\alpha s}{1-\beta+\beta s}\right)^{z_{t}-1} \frac{\alpha}{\beta} 2 \frac{\frac{1}{\alpha}-\frac{1}{\beta}}{\left(\frac{1}{\beta}-1+s\right)^{3}}\right)
\end{aligned}
$$

Since $\beta=\pi(1-\rho), \alpha=\beta+\rho, \mathbb{E}\left(Z_{t+1} \mid Z_{t}=z_{t}\right)=\lim _{s \rightarrow 1} G^{\prime}(s)$ and $\operatorname{Var}\left(Z_{t+1} \mid Z_{t}=z_{t}\right)=\lim _{s \rightarrow 1} G^{\prime \prime}(s)+$ $G^{\prime}(s)-\left(G^{\prime}(s)\right)^{2}$ gives:

$$
\begin{aligned}
\mathbb{E}\left(Z_{t+1} \mid Z_{t}=z_{t}\right) & =\rho z_{t}+n \pi(1-\rho) \\
\operatorname{Var}\left(Z_{t+1} \mid Z_{t}=z_{t}\right) & =\rho(1-\rho)(1-2 \pi) z_{t}+n \beta(1-\beta) .
\end{aligned}
$$

The corresponding MSE is:

$$
\mathbb{E}\left(\left(Z_{t+1}-\mathbb{E}\left(Z_{t+1} \mid Z_{t}=z_{t}\right)\right)^{2} \mid Z_{t}=z_{t}\right)=\operatorname{Var}\left(Z_{t+1} \mid Z_{t}=z_{t}\right)
$$

## B. 2 Proof of Lemma 4

Consider any $d, \hat{d} \in \mathcal{D}$, and with them the binomial mechanism outputs the same results $b$. Let $\bar{b}=b-\mathcal{Q}(d)$

$$
\begin{equation*}
\frac{\operatorname{Pr}(b=\mathcal{Q}(d)+\text { noise })}{\operatorname{Pr}(b=\mathcal{Q}(\hat{d})+\text { noíse })}=\frac{\mathscr{F}_{N}(b-\mathcal{Q}(d))}{\mathscr{F}_{N}(b-\mathcal{Q}(\hat{d}))}=\frac{\binom{2 m}{m+b-\mathcal{Q}(d)}}{\binom{2 m}{m+b-\mathcal{Q}(\hat{d})}}=\frac{\binom{2 m}{m+\bar{b}}}{\binom{2 m}{m+\bar{b}+\Delta \mathcal{Q}}}=\prod_{i=1}^{\Delta \mathcal{Q}} \frac{m+\bar{b}+i}{m-\bar{b}+1-i} \tag{B.1}
\end{equation*}
$$

A sufficient condition for (B.1) being bounded by $\exp (\epsilon)$ is:

$$
\begin{equation*}
\forall i \in\{1,2, \cdots, \Delta \mathcal{Q}\}, \frac{m+\bar{b}+i}{m-\bar{b}+1-i} \leq \exp \left(\frac{\epsilon}{\Delta \mathcal{Q}}\right) \stackrel{\tilde{b}=\bar{b}+i}{\Longleftrightarrow} \frac{m+\tilde{b}}{m-\tilde{b}+1} \leq \exp \left(\frac{\epsilon}{\Delta \mathcal{Q}}\right) \tag{B.2}
\end{equation*}
$$

from (B.2), we have:

$$
\bar{b} \leq \min _{i \in[\Delta \mathcal{Q}]} m+1-\frac{2 m+1}{\exp \left(\frac{\epsilon}{\Delta \mathcal{Q}}\right)+1}-i=m+1-\frac{2 m+1}{\exp \left(\frac{\epsilon}{\Delta \mathcal{Q}}\right)+1}-\Delta \mathcal{Q}
$$

Let $\bar{B}$ be the random variable of shifted $\operatorname{Binomial}\left(2 m, \frac{1}{2}\right)$ with zero mean and realization $\bar{b}$. According to Chernoff bound, $\forall t \in[0, \sqrt{2 m}]$, there is $\operatorname{Pr}\left(\bar{B} \geq t \frac{\sqrt{2 m}}{2}\right) \leq e^{-t^{2} / 2}$.

Then if $1 \leq \Delta \mathcal{Q}+\frac{2 m+1}{\exp \left(\frac{\epsilon \mathcal{Q}}{\Delta \mathcal{Q}}\right)+1} \leq m+1$, there is:

$$
\operatorname{Pr}\left(\bar{B} \geq m+1-\frac{2 m+1}{\exp \left(\frac{\epsilon}{\Delta \mathcal{Q}}\right)+1}-\Delta \mathcal{Q}\right) \leq \exp \left(-\frac{1}{m}\left(m-\Delta \mathcal{Q}+1-\frac{2 m+1}{\exp \left(\frac{\epsilon}{\Delta \mathcal{Q}}\right)+1}\right)^{2}\right)=\delta
$$

Similarly, given $\delta \in[0,1]$, the corresponding $\epsilon$ is:

$$
\epsilon=\Delta \mathcal{Q} \log \left(\frac{2 m+1}{m-\Delta \mathcal{Q}+1-\sqrt{m \log \frac{1}{\delta}}}-1\right)
$$

## B. 3 Proof of Theorem 8

According to [4], for a mechanism $\mathscr{M}$ outputs $o$, with inputs $d$ and $\hat{d}$, let a random variable $c(o ; \mathscr{M}, d, \hat{d})=\log \frac{\operatorname{Pr}(\mathscr{M}(d)=o)}{\operatorname{Pr}(\mathscr{M}(\hat{d})=o)}$ denote the privacy loss at $o$, and

$$
\alpha_{\mathscr{M}}(\lambda)=\max _{d, \hat{d}} \log \mathbb{E}_{o \sim \mathscr{M}(d)}\{\exp (\lambda c(o ; \mathscr{M}, d, \hat{d}))\}
$$

There is:

$$
\begin{aligned}
& c\left(x_{1: T} ; \mathscr{M}_{, z_{1: T},}, \hat{z}_{1: T}\right)=\log \frac{\mathscr{F}_{X_{1: T} \mid Z_{1: T}}\left(x_{1: T} \mid z_{1: T}\right)}{\mathscr{F}_{X_{1: T} \mid Z_{1: T}}\left(x_{1: T} \mid z_{1: T}\right)} \\
= & \sum_{t=2}^{T} \log \frac{\mathscr{F}_{X_{t} \mid Z_{t}, X_{1: t-1}}\left(x_{t} \mid z_{t}, x_{1: t-1}\right)}{\mathscr{F}_{X_{t} \mid Z_{t}, X_{1: t-1}}\left(x_{t} \mid \hat{z}_{t}, x_{1: t-1}\right)}+\log \frac{\mathscr{F}_{X_{1} \mid Z_{1}}\left(x_{1} \mid z_{1}\right)}{\mathscr{F}_{X_{1} \mid Z_{1}}\left(x_{1} \mid \hat{z}_{1}\right)}=\sum_{t=1}^{T} c\left(x_{t} ; \mathscr{M}_{t}, z_{t}, \hat{z}_{t}\right)
\end{aligned}
$$

and for any pair of sequences $z_{1: T}, \hat{z}_{1: T}$, the following holds

$$
\begin{align*}
& \log \mathbb{E}_{X_{1: T} \sim \mathscr{M}\left(Z_{1: T}\right)}\left\{\exp \left(\lambda c\left(x_{1: T} ; \mathscr{M}, z_{1: T}, \hat{z}_{1: T}\right)\right)\right\} \\
= & \log \mathbb{E}_{X_{1: T} \sim \mathscr{M}\left(Z_{1: T}\right)}\left\{\exp \left(\lambda \sum_{t=1}^{T} c\left(x_{t} ; \mathscr{M}_{t}, z_{t}, \hat{z}_{t}\right)\right\}\right. \\
\leq & \sum_{t=1}^{T} \log \mathbb{E}_{X_{t} \sim \mathscr{M}\left(Z_{t}\right)}\left\{\exp \left(\lambda c\left(x_{t} ; \mathscr{M}_{t}, z_{t}, \hat{z}_{t}\right)\right\}\right. \tag{B.3}
\end{align*}
$$

Therefore, $\alpha_{\mathscr{M}}(\lambda) \leq \sum_{t=1}^{T} \alpha_{\mathscr{M}_{t}}(\lambda)$ also holds.
Consider $\alpha_{\mathscr{M}_{t}}(\lambda)$ first.
For $t \leq 2-T_{0}, X_{t}=Z_{t}+N_{t}$ with $N_{t} \sim \mathcal{N}\left(0, \sigma_{n}^{2}\right)$

$$
\begin{aligned}
& c\left(x_{t} ; \mathscr{M}_{t}, z_{t}, \hat{z}_{t}\right)=\log \frac{\mathscr{F}_{X_{t} \mid Z_{t}, X_{1: t-1}}\left(x_{t} \mid z_{t}, x_{1: t-1}\right)}{\mathscr{F}_{X_{t} \mid Z_{t}, X_{1: t-1}}\left(x_{t} \mid \hat{z}_{t}, x_{1: t-1}\right)}=\log \frac{\mathscr{F}_{N_{t}}\left(n_{t}\right)}{\mathscr{F}_{N_{t}}\left(\hat{n}_{t}\right)} \leq \frac{1}{2 \sigma_{n}^{2}} \Delta\left(2 n_{t}+\Delta\right) . \\
& \quad \alpha_{\mathscr{M}_{t}}(\lambda)=\log \mathbb{E}_{N_{t} \sim \mathcal{N}\left(0, \sigma_{n}^{2}\right)}\left\{\exp \left(\lambda \frac{1}{2 \sigma_{n}^{2}} \Delta\left(2 n_{t}+\Delta\right)\right)\right\} \\
& =\log \int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma_{n}} \exp \left(-\frac{1}{2 \sigma_{n}^{2}}\left(n_{t}-\lambda \Delta\right)^{2}\right) \cdot \exp \left(\frac{1}{2 \sigma_{n}^{2}}\left(\lambda^{2}+\lambda\right) \Delta^{2}\right) d n_{t}=\frac{\lambda(\lambda+1) \Delta^{2}}{2 \sigma_{n}^{2}} .
\end{aligned}
$$

For $t>2$,

$$
X_{t}=\left(1-w_{t}\right)\left(\hat{\mu}_{t-1}\left(1-r_{t}\right)+r_{t} X_{t-1}\right)+w_{t} Z_{t}+N_{t}
$$

with $N_{t} \sim \mathcal{N}\left(0, \sigma_{n}^{2}\right)$.

$$
\begin{aligned}
c\left(x_{t} ; \mathscr{M}_{t}, z_{t}, \hat{z}_{t}\right) & =\log \frac{\mathscr{F}_{X_{t} \mid Z_{t}, X_{1: t-1}}\left(x_{t} \mid z_{t}, x_{1: t-1}\right)}{\mathscr{F}_{X_{t} \mid Z_{t}, X_{1: t-1}}\left(x_{t} \mid \hat{z}_{t}, x_{1: t-1}\right)}=\log \frac{\mathscr{F}_{N_{t}}\left(n_{t}\right)}{\mathscr{F}_{N_{t}}\left(\hat{n}_{t}\right)} \leq \frac{1}{2 \sigma_{n}^{2}} w_{t} \Delta\left(2 n_{t}+w_{t} \Delta\right) . \\
\alpha_{\mathscr{M}_{t}}(\lambda) & =\log \mathbb{E}\left\{\exp \left(\lambda \frac{1}{2 \sigma_{n}^{2}} w_{t} \Delta\left(2 n_{t}+w_{t} \Delta\right)\right)\right\} \\
& =\log \int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi} \sigma_{n}} \exp \left(-\frac{1}{2 \sigma_{n}^{2}}\left(n_{t}-\lambda w_{t} \Delta\right)^{2}\right) \cdot \exp \left(\frac{1}{2 \sigma_{n}^{2}}\left(\lambda^{2}+\lambda\right) w_{t}^{2} \Delta^{2}\right) d n_{t} \\
& =\frac{\lambda(\lambda+1) w_{t}^{2} \Delta^{2}}{2 \sigma_{n}^{2}} .
\end{aligned}
$$

If let $w_{t}=1$ for $t \leq 2$, there is: $\alpha_{\mathscr{M}}(\lambda) \leq \lambda(\lambda+1) \frac{\Delta^{2}}{2 \sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2}$. Use the tail bound [Theorem 2, [4]], for any $\epsilon_{T} \geq \frac{\Delta^{2}}{2 \sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2}$, the algorithm is $\left(\epsilon_{T}, \delta_{T}\right)$-differentially private for

$$
\begin{equation*}
\delta_{T}=\min _{\lambda: \lambda \geq 0} h(\lambda)=\min _{\lambda: \lambda \geq 0} \exp \left(\lambda(\lambda+1) \frac{\Delta^{2}}{2 \sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2}-\lambda \epsilon_{T}\right) \tag{B.4}
\end{equation*}
$$

To find $\lambda^{*}=\underset{\lambda: \lambda \geq 0}{\operatorname{argmin}} h(\lambda)$, take derivative of $h(\lambda)$ and assign 0 gives the solution $\bar{\lambda}=\frac{\epsilon_{T}}{\frac{\Lambda^{2}}{\sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2}}-\frac{1}{2} \geq 0$, and $h^{\prime \prime}(\bar{\lambda})>0$, implies $\lambda^{*}=\bar{\lambda}$. Plug into (B.4) gives:

$$
\begin{equation*}
\delta_{T}=\exp \left(\left(\frac{\frac{\Delta^{2}}{\sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2}}{4}-\frac{\epsilon_{T}}{2}\right)\left(\frac{\epsilon_{T}}{\frac{\Delta^{2}}{\sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2}}-\frac{1}{2}\right)\right) \tag{B.5}
\end{equation*}
$$

Similarly, for any $\delta_{T} \in[0,1]$, the algorithm is $\left(\epsilon_{T}, \delta_{T}\right)$-differentially private for

$$
\begin{equation*}
\epsilon_{T}=\min _{\lambda: \lambda \geq 0} h_{1}(\lambda)=\min _{\lambda: \lambda \geq 0}(\lambda+1) \frac{\Delta^{2}}{2 \sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2}+\frac{1}{\lambda} \log \left(\frac{1}{\delta_{T}}\right) \tag{B.6}
\end{equation*}
$$

with $\lambda^{*}=\underset{\lambda: \lambda \geq 0}{\operatorname{argmin}} h_{1}(\lambda)=\sqrt{\frac{\log \frac{1}{\delta_{T}}}{\frac{\Delta^{2}}{2 \sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2}}}$. Plug into (B.6) gives:

$$
\begin{equation*}
\epsilon_{T}=2 \sqrt{\frac{\Delta^{2}}{2 \sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2} \log \left(\frac{1}{\delta_{T}}\right)}+\frac{\Delta^{2}}{2 \sigma_{n}^{2}} \sum_{t=1}^{T} w_{t}^{2} \tag{B.7}
\end{equation*}
$$

## B. 4 Proof of Corollary 1

Let $\phi=\frac{\Delta^{2} \sum_{t=1}^{T} w_{t}^{2}}{\sigma_{n}^{2}}$, then according to Theorem 8 ,

$$
\ln \delta_{T}=\left(\frac{\phi}{4}-\frac{\epsilon_{T}}{2}\right)\left(\frac{\epsilon_{T}}{\phi}-\frac{1}{2}\right)
$$

reorganize gives:

$$
\begin{gathered}
\phi^{2}+\left(8 \ln \delta_{T}-4 \epsilon_{T}\right) \phi+4 \epsilon_{T}^{2}=0 \\
\phi=2 \epsilon_{T}-4 \ln \delta_{T} \pm 4 \sqrt{\left(\ln \delta_{T}\right)^{2}-\epsilon_{T} \ln \delta_{T}}
\end{gathered}
$$

Since $\epsilon_{T} \geq \frac{\phi}{2}$ must hold, only one case is possible.

$$
\phi=\frac{\Delta^{2} \sum_{t=1}^{T} w_{t}^{2}}{\sigma_{n}^{2}}=2 \epsilon_{T}-4 \ln \delta_{T}-4 \sqrt{\left(\ln \delta_{T}\right)^{2}-\epsilon_{T} \ln \delta_{T}}
$$

Therefore,

$$
\sigma_{n}^{2}=\frac{\Delta^{2} \sum_{t=1}^{T} w_{t}^{2}}{2 \epsilon_{T}+4 \ln \frac{1}{\delta_{T}}-4 \sqrt{\left(\ln \frac{1}{\delta_{T}}\right)^{2}+\epsilon_{T} \ln \frac{1}{\delta_{T}}}}
$$

## B. 5 Proof of Theorem 9

The data of each individual here spans over $T$ time steps, the total privacy loss is the accumulation of privacy loss from $T$ time steps:

$$
\frac{\mathscr{F}_{X_{1: T} \mid Z_{1: T}}\left(x_{1: T} \mid z_{1: T}\right)}{\mathscr{F}_{X_{1: T} \mid Z_{1: T}}\left(x_{1: T} \mid \hat{z}_{1: T}\right)}=\frac{\mathscr{F}_{X_{1} \mid Z_{1}}\left(x_{1} \mid z_{1}\right)}{\mathscr{F}_{X_{1} \mid Z_{1}}\left(x_{1} \mid \hat{z}_{1}\right)} \cdot \prod_{t=2}^{T} \frac{\mathscr{F}_{X_{t} \mid Z_{t}, X_{1: t-1}}\left(x_{t} \mid z_{t}, x_{1: t-1}\right)}{\mathscr{F}_{X_{t} \mid Z_{t}, X_{1: t-1}}\left(x_{t} \mid \hat{z}_{t}, x_{1: t-1}\right)}
$$

If $x_{t}$ is released under $\left(\epsilon_{t}, \delta_{t}\right)$-differential privacy at time $t$, then the total privacy loss can be calculated using advanced composition theorem below:

Theorem 28. (Advanced composition theorem for differential privacy [76]) For any $\epsilon_{k}>0, \delta_{k} \in[0,1]$ for $k \in\{1,2, \cdots, T\}$, and $\tilde{\delta} \in[0,1]$, the class of $\left(\epsilon_{k}, \delta_{k}\right)$-differentially private mechanisms satisfy $\left(\tilde{\epsilon}_{\tilde{\delta}}, 1-(1-\tilde{\delta}) \prod_{k=1}^{T}\left(1-\delta_{k}\right)\right)$-differential privacy under $T$-fold adaptive composition, for

$$
\begin{aligned}
\tilde{\epsilon}_{\tilde{\delta}}= & \min \left\{\sum_{k=1}^{T} \frac{\left(e^{\epsilon_{k}}-1\right) \epsilon_{k}}{e^{\epsilon_{k}}+1}+\sqrt{\sum_{k=1}^{T} 2 \epsilon_{k}^{2} \log \left(e+\frac{\sqrt{\sum_{k=1}^{T} \epsilon_{k}^{2}}}{\tilde{\delta}}\right)},\right. \\
& \sum_{k=1}^{T} \epsilon_{k}, \sum_{k=1}^{T} \frac{\left(e^{\epsilon_{k}}-1\right) \epsilon_{k}}{e^{\epsilon_{k}}+1}+\sqrt{\left.\sum_{k=1}^{T} 2 \epsilon_{k}^{2} \log \left(\frac{1}{\tilde{\delta}}\right)\right\}}
\end{aligned}
$$

First calculate the $\left(\epsilon_{t}, \delta_{t}\right)$ at each stage by Lemma 4. Since $N_{t}+m \sim \operatorname{Binomial}\left(2 m, \frac{1}{2}\right)$, for $t \leq 2$, $X_{t}=Z_{t}+N_{t}$ so that the sensitivity $\Delta \mathcal{Q}_{t}=\Delta$; for $t>2, X_{t}=\left[\left(1-w_{t}\right)\left(\hat{\mu}_{t-1}\left(1-r_{t}\right)+r_{t} X_{t-1}\right)+w_{t} Z_{t}+N_{t}\right]$ and the sensitivity is $\Delta \mathcal{Q}_{t}=w_{t} \Delta$. Let $w_{t}=1$ for $t \leq 2$. Then $\forall \epsilon_{t}>0$,

$$
\delta_{t}=\exp \left(-\frac{1}{m}\left(m-w_{t} \Delta+1-\frac{2 m+1}{\exp \left(\frac{\epsilon_{t}}{w_{t} \Delta}\right)+1}\right)^{2}\right)
$$

or $\forall \delta_{t} \in(0,1)$,

$$
\epsilon_{t}=w_{t} \Delta \log \left(\frac{2 m+1}{m-w_{t} \Delta+1-\sqrt{m \log \frac{1}{\delta_{t}}}}-1\right)
$$

Apply Theorem 28 directly, Theorem 9 is proved.

## B. 6 Proof of Theorem 10

$$
\begin{align*}
\mathbb{E}_{X_{1: T}}\left(\left\|x_{1: T}-z_{1: T}\right\|^{2}\right) & =\mathbb{E}_{X_{1: T}}\left(\sum_{t=1}^{T}\left(x_{t}-z_{t}\right)^{2}\right) \\
& =\mathbb{E}_{X_{1: T-1}}\{\sum_{t=1}^{T-1}\left(x_{t}-z_{t}\right)^{2}+\underbrace{\mathbb{E}_{X_{T} \mid X_{1: T-1}}\left[\left(x_{T}-z_{T}\right)^{2}\right]}_{\text {term 1 }}\} \tag{B.8}
\end{align*}
$$

Replacing $x_{T}=\left(1-w_{T}\right) \hat{z}_{T}\left(x_{T-1}\right)+w_{T} z_{T}+n_{T}$ into term 1 gives:

$$
\begin{aligned}
\operatorname{term} 1 & =\mathbb{E}_{X_{T} \mid X_{1: T-1}}\left[\left(\left(1-w_{t}\right)\left(\hat{z}_{T}\left(x_{T-1}\right)-z_{T}\right)+n_{T}\right)^{2}\right] \\
& =\left(1-w_{T}\right)^{2}\left(\hat{z}_{T}\left(x_{T-1}\right)-z_{T}\right)^{2}+\sigma_{n}^{2}
\end{aligned}
$$

Plug into Eqn. (B.8):

$$
\begin{aligned}
(\mathrm{B} .8) & =\mathbb{E}_{X_{1: T-1}}\left\{\sum_{t=1}^{T-1}\left(x_{t}-z_{t}\right)^{2}+\left(1-w_{T}\right)^{2}\left(\hat{z}_{T}\left(x_{T-1}\right)-z_{T}\right)^{2}+\sigma_{n}^{2}\right\} \\
& =\mathbb{E}_{X_{1: T-2}}\left\{\sum_{t=1}^{T-2}\left(x_{t}-z_{t}\right)^{2}+\sigma_{n}^{2}+\right.\text { term 2\}}
\end{aligned}
$$

with

$$
\begin{aligned}
\operatorname{term} 2 & =\mathbb{E}_{X_{T-1} \mid X_{1: T-2}}\left\{\left(x_{T-1}-z_{T-1}\right)^{2}+\left(1-w_{T}\right)^{2}\left(\hat{z}_{T}\left(x_{T-1}\right)-z_{T}\right)^{2}\right\} \\
& =\left(1-w_{T-1}\right)^{2}\left(\hat{z}_{T-1}\left(x_{T-2}\right)-z_{T-1}\right)^{2}+\sigma_{n}^{2}+\left(1-w_{T}\right)^{2} \underbrace{\mathbb{E}_{X_{T-1}}\left\{\left(\hat{z}_{T}\left(x_{T-1}\right)-z_{T}\right)^{2}\right\}}_{\operatorname{term} 3}
\end{aligned}
$$

Since $\hat{z}_{T}\left(x_{T-1}\right)$ is the LMMSE estimator of $Z_{T}$ given $X_{T-1}$, term $\mathbf{3}$ is just the corresponding MSE. For a Gaussian $\operatorname{AR}(1)$ process $Z_{1: T}$ with $Z_{t} \sim \mathcal{N}\left(\mu, \sigma_{z}^{2}\right)$ and $\operatorname{Corr}\left(Z_{t} Z_{t-1}\right)=\rho$. There is:

$$
\operatorname{term} \mathbf{3}=\sigma_{z}^{2}\left(1-\rho^{2} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\sigma_{n}^{2}}\right)
$$

Therefore,

$$
\begin{aligned}
(\text { B.8) }= & \mathbb{E}_{X_{1: T-2}}\left\{\sum_{t=1}^{T-2}\left(x_{t}-z_{t}\right)^{2}+\left(1-w_{T-1}\right)^{2}\left(\hat{z}_{T-1}\left(x_{T-2}\right)-z_{T-1}\right)^{2}\right\} \\
& +\left(1-w_{T}\right)^{2} \sigma_{z}^{2}\left(1-\rho^{2} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\sigma_{n}^{2}}\right)+2 \sigma_{n}^{2} \\
= & \cdots \\
= & \mathbb{E}_{X_{1}}\left\{\left(x_{1}-z_{1}\right)^{2}+\left(1-w_{2}\right)^{2}\left(\hat{z}_{2}\left(x_{1}\right)-z_{2}\right)^{2}\right\} \\
& +\sigma_{z}^{2}\left(1-\rho^{2} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\sigma_{n}^{2}}\right) \sum_{t=3}^{T}\left(1-w_{t}\right)^{2}+(T-1) \sigma_{n}^{2} \\
= & \sigma_{z}^{2}\left(1-\rho^{2} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\sigma_{n}^{2}}\right) \sum_{t=2}^{T}\left(1-w_{t}\right)^{2}+T \sigma_{n}^{2}
\end{aligned}
$$

Since $w_{1}=1$,

$$
\mathbb{E}_{X_{1: T}}\left(\left\|x_{1: T}-z_{1: T}\right\|^{2}\right)=\sigma_{z}^{2}\left(1-\rho^{2} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\sigma_{n}^{2}}\right) \sum_{t=1}^{T}\left(1-w_{t}\right)^{2}+T \sigma_{n}^{2}
$$

## B. 7 Proof of Theorem 11

Since both satisfy $\left(\epsilon_{T}, \delta_{T}\right)$-differential privacy, according to Corollary $1,\left(\sigma_{n}^{2}\right)^{A},\left(\sigma_{n}^{2}\right)^{B}$ should satisfy:

$$
\frac{T}{\left(\sigma_{n}^{2}\right)^{B}}=\frac{\sum_{t=1}^{T} w_{t}^{2}}{\left(\sigma_{n}^{2}\right)^{A}}=\frac{2 \epsilon_{T}+4 \ln \frac{1}{\delta_{T}}-4 \sqrt{\left(\ln \frac{1}{\delta_{T}}\right)^{2}+\epsilon_{T} \ln \frac{1}{\delta_{T}}}}{\Delta^{2}}
$$

By Theorem 10,

$$
\begin{aligned}
& \mathbb{E}_{X_{1: T}^{A}}\left(\left\|x_{1: T}-z_{1: T}\right\|^{2}\right)=\sigma_{z}^{2}\left(1-\rho^{2} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\left(\sigma_{n}^{2}\right)^{A}}\right) \sum_{t=1}^{T}\left(1-w_{t}\right)^{2}+T\left(\sigma_{n}^{2}\right)^{A} \\
& \mathbb{E}_{X_{1: T}^{B}}\left(\left\|x_{1: T}-z_{1: T}\right\|^{2}\right)=T\left(\sigma_{n}^{2}\right)^{B}=T\left(\sigma_{n}^{2}\right)^{A} \frac{T}{\sum_{t=1}^{T} w_{t}^{2}}
\end{aligned}
$$

If $\mathbb{E}_{X_{1: T}^{A}}\left(\left\|x_{1: T}-z_{1: T}\right\|^{2}\right)<\mathbb{E}_{X_{1: T}^{B}}\left(\left\|x_{1: T}-z_{1: T}\right\|^{2}\right)$, then $\exists t$ s.t. $w_{t} \neq 1$ and

$$
\sigma_{z}^{2}\left(1-\rho^{2} \frac{\sigma_{z}^{2}}{\sigma_{z}^{2}+\left(\sigma_{n}^{2}\right)^{A}}\right) \sum_{t=1}^{T}\left(1-w_{t}\right)^{2}<T\left(\sigma_{n}^{2}\right)^{A}\left(\frac{T}{\sum_{t=1}^{T} w_{t}^{2}}-1\right)
$$

Reorganize it implies:

$$
\begin{equation*}
\frac{\left(\sigma_{n}^{2}\right)^{A} / \sigma_{z}^{2}}{1-\frac{\rho^{2}}{1+\left(\sigma_{n}^{2}\right)^{A} / \sigma_{z}^{2}}}>\frac{\sum_{t=1}^{T}\left(1-w_{t}\right)^{2}}{T\left(\frac{T}{\sum_{t=1}^{T} w_{t}^{2}}-1\right)} \tag{B.9}
\end{equation*}
$$

Therefore, if $\exists\left\{w_{t}\right\}_{t=1}^{T}, w_{t} \in(0,1)$ and $\left(\sigma_{n}^{2}\right)^{A}$ satisfy both (B.9) and (B.9), then $x_{1: T}^{A}$ will be more accurate than $x_{1: T}^{B}$.

Consider the case when $w_{t}=w \in(0,1), \forall t$.
Then the right hand side of (B.9) is reduced to $h_{1}(w)=\frac{(1-w)^{2}}{\frac{1}{w^{2}}-1}$, since

$$
\begin{aligned}
\lim _{w \rightarrow 1} h_{1}(w) & =0 \\
\lim _{w \rightarrow 0} h_{1}(w) & =0 \\
h_{1}^{\prime}(w) & =\frac{-2 w\left(w^{2}+w-1\right)}{(1+w)^{2}}
\end{aligned}
$$

$\exists$ only one $\bar{w}$ over $(0,1)$ such that $\bar{w}^{2}+\bar{w}-1=0$. Therefore, $h_{1}(w)$ is strictly increasing from 0 to $h_{1}(\bar{w})>0$ over $(0, \bar{w})$ and strictly decreasing over from $h_{1}(\bar{w})>0$ to 0 over $(\bar{w}, 1)$.

Let $\xi=\left(\sigma_{n}^{2}\right)^{A} / \sigma_{z}^{2} \geq 0$, then the left hand side of (B.9) can be re-written as $h_{2}(\xi)=\frac{\xi}{1-\frac{\rho^{2}}{1+\xi}}$, we have:

$$
h_{2}^{\prime}(\xi)=\frac{\xi^{2}+2 \xi\left(1-\rho^{2}\right)+\left(1-\rho^{2}\right)}{\left(1+\xi-\rho^{2}\right)^{2}}
$$

Since $h_{2}(0)=0$ and $h_{2}^{\prime}(\xi)>0$ over $\xi \in[0, \infty), h_{2}(\xi)$ is strictly increasing from 0 to $+\infty$ over $\xi \in[0, \infty)$. For all pairs of $\left(w,\left(\sigma_{n}^{2}\right)^{A}\right)$ satisfying (B.9), $w$ and $\left(\sigma_{n}^{2}\right)^{A}$ is bijective and we can write $\xi=h_{3}(w)$ for some strictly increasing function $h_{3}$.

Since both $h_{2}, h_{3}$ are strictly increasing functions, $h_{2}\left(h_{3}(w)\right)$ is strictly increasing from 0 over $w \in(0,1)$. Therefore, $\exists w \in(0,1)$, such that $h_{2}\left(h_{3}(w)\right)>h_{1}(w)$ and $x_{1: T}^{A}$ released by our method is more accurate than $x_{1: T}^{B}$.

Moreover, if $w>\frac{1-\left(\sigma_{n}^{2}\right)^{B} / \sigma_{z}^{2}}{1+\left(\sigma_{n}^{2}\right)^{B} / \sigma_{z}^{2}}$, then re-organize it implies

$$
w^{2} \frac{\left(\sigma_{n}^{2}\right)^{B}}{\sigma_{z}^{2}}>h_{1}(w)
$$

Since $h_{2}\left(h_{3}(w)\right)=\frac{w^{2} \frac{\left(\sigma_{n}^{2}\right)^{B}}{\sigma_{z}^{2}}}{1-\frac{\rho^{2}}{1+w^{2} \frac{\left.\sigma_{n}^{2}\right)^{B}}{\sigma_{z}^{2}}}}>w^{2} \frac{\left(\sigma_{n}^{2}\right)^{B}}{\sigma_{z}^{2}}$, it further implies $h_{2}\left(h_{3}(w)\right)>h_{1}(w)$.
Therefore, if

$$
w>\frac{1-\left(\sigma_{n}^{2}\right)^{B} / \sigma_{z}^{2}}{1+\left(\sigma_{n}^{2}\right)^{B} / \sigma_{z}^{2}},
$$

then $x_{1: T}^{A}$ will be more accurate than $x_{1: T}^{B}$.

## APPENDIX C

## Long-Term Impact of Fairness Interventions on Group Representation

## C. 1 Proof of Theorem 12

Theorem 12 is proved based on the following Lemma.
Lemma 15. Let $a, b, z_{a}, z_{b}$ be real constants, where $a, b \in \mathbb{R}_{+}$and $z_{a}, z_{b} \in[0,1]$. If $b \geq a>1$, $z_{b}-z_{a}>\frac{1}{a}-\frac{1}{b}$ and $b<\frac{1}{1-z_{b}}$ are satisfied, then the following holds:

$$
\begin{equation*}
\frac{1+z_{a}+a z_{a}^{2}}{1+z_{b}+b z_{b}^{2}} \leq \frac{1+a z_{a}}{1+b z_{b}} \tag{C.1}
\end{equation*}
$$

Proof. Re-organizing (C.1) gives the following:

$$
\begin{aligned}
\left(1+z_{a}+a z_{a}^{2}\right)\left(1+b z_{b}\right) & \leq\left(1+z_{b}+b z_{b}^{2}\right)\left(1+a z_{a}\right) \\
b z_{b}+b z_{a} z_{b}+z_{a}+a b z_{a}^{2} z_{b}+a z_{a}^{2} & \leq a z_{a}+z_{b}+a z_{a} z_{b}+b z_{b}^{2}+a b z_{b}^{2} z_{a}
\end{aligned}
$$

Proving (C.1) is equivalent to showing the following:

$$
0 \leq(a-1) \frac{1}{z_{b}}+(1-b) \frac{1}{z_{a}}+b \frac{z_{b}}{z_{a}}-a \frac{z_{a}}{z_{b}}+\underbrace{a-b+a b\left(z_{b}-z_{a}\right)}_{\text {term } 1}
$$

Since $z_{b}-z_{a}>\frac{1}{a}-\frac{1}{b}$, term $\mathbf{1}>a-b+b-a=0$ holds. Therefore, proving (C.1) is equivalent to
showing:

$$
\begin{equation*}
a z_{a}^{2}+(1-a) z_{a} \leq b z_{b}^{2}+(1-b) z_{b} \tag{C.2}
\end{equation*}
$$

Since $b<\frac{1}{1-z_{b}}$ holds, implying $z_{b}>1-\frac{1}{b}$.
Define a function $g(z)=c z^{2}+(1-c) z, z \in[0,1]$ under any constant $c>1$. The following holds:

$$
\begin{aligned}
& g\left(1-\frac{1}{c}\right)=0 ; g(1) \\
&=1 \\
& g^{\prime}(z)=2 c z+1-c ; g^{\prime}\left(1-\frac{1}{c}\right)=c-1 ; \quad g^{\prime \prime}(z)=2 c
\end{aligned}
$$

Since $g^{\prime \prime}(z)$ is a positive constant over $z \in[0,1], g^{\prime}(z)$ is strictly increasing and $g^{\prime}(z)>0$ when $z \in\left(1-\frac{1}{c}, 1\right]$, thus $g(z)$ is increasing over $z \in\left(1-\frac{1}{c}, 1\right]$ from 0 to 1 .

Now consider two functions $g_{a}(z)=a z^{2}+(1-a) z$ and $g_{b}(z)=b z^{2}+(1-b) z$ with $z \in[0,1]$. From the above analysis, $g_{a}(z)$ is increasing over $\left(1-\frac{1}{a}, 1\right]$ from 0 to 1 and $g_{b}(z)$ is increasing over $\left(1-\frac{1}{b}, 1\right]$ from 0 to 1 . Moreover, $1-\frac{1}{b} \geq 1-\frac{1}{a}$ and $g_{b}^{\prime \prime}(z)=2 b \geq 2 a=g_{a}^{\prime \prime}(z)$, i.e., the speed that $g_{b}(z)$ increases over $\left(1-\frac{1}{b}, 1\right]$ is NOT slower than the speed that $g_{a}(z)$ increases over $\left(1-\frac{1}{a}, 1\right]$. Since $z_{b}-z_{a}>\frac{1}{a}-\frac{1}{b}=\left(1-\frac{1}{b}\right)-\left(1-\frac{1}{a}\right)$ and $z_{b}>1-\frac{1}{b}, g_{a}\left(z_{a}\right) \leq g_{b}\left(z_{b}\right)$ must hold.

Therefore, (C.2) is satisfied. Inequality (C.1) is proved.

To simplify the notation, denote $\lambda_{k, t}:=\lambda_{k, t}\left(\theta_{k}(t)\right)$. We will only present the case when $\diamond:="<"$, cases when $\diamond:=">"$ and $\diamond:="="$ can be derived similarly and are omitted.

To prove Theorem 12, we prove the following statement using induction: If $\lambda_{a, 1}<\lambda_{b, 1}$, then $\forall t, \frac{n_{a}(t+1)}{n_{b}(t+1)}<\frac{n_{a}(t)}{n_{b}(t)}$ and $\lambda_{a, t+1}<\lambda_{a, t}<\lambda_{b, t}<\lambda_{b, t+1}$ hold under monotonicity condition. Moreover, $N_{b}(t)<\frac{\beta_{b}}{1-\lambda_{b, t}}, \forall t$.

## Base Case:

Since $\frac{N_{a}(1)}{N_{b}(1)}=\frac{\beta_{a}}{\beta_{b}}$. If $\lambda_{a, 1}<\lambda_{b, 1}$, then $\frac{n_{a}(2)}{n_{b}(2)}=\frac{N_{a}(1) \lambda_{a, 1}+\beta_{a}}{N_{b}(1) \lambda_{b, 1}+\beta_{b}}<\frac{N_{a}(1)}{N_{b}(1)}=\frac{n_{a}(1)}{n_{b}(1)}$. Under monotonicity condition, it results in $\lambda_{a, 2}<\lambda_{a, 1}<\lambda_{b, 1}<\lambda_{b, 2}$. Moreover, since $N_{b}(2)=N_{b}(1) \lambda_{b, 1}+\beta_{b}>N_{b}(1)$, implying $N_{b}(1)<\frac{\beta_{b}}{1-\lambda_{b, 1}}$.

## Induction Step:

Suppose $\frac{n_{a}(t+1)}{n_{b}(t+1)}<\frac{n_{a}(t)}{n_{b}(t)} \leq \frac{\beta_{a}}{\beta_{b}}, \lambda_{a, t+1}<\lambda_{a, t}<\lambda_{b, t}<\lambda_{b, t+1}$ and $N_{b}(t)<\frac{\beta_{b}}{1-\lambda_{b, t}}$ hold at time $t \geq 1$. Show that for time step $t+1, \frac{n_{a}(t+2)}{n_{b}(t+2)}<\frac{n_{a}(t+1)}{n_{b}(t+1)} \leq \frac{\beta_{a}}{\beta_{b}}, \lambda_{a, t+2}<\lambda_{a, t+1}<\lambda_{b, t+1}<\lambda_{b, t+2}$ and $N_{b}(t+1)<\frac{\beta_{b}}{1-\lambda_{b, t+1}}$ also hold.

Denote $N_{a}(t)=c_{a} \beta_{a}$ and $N_{b}(t)=c_{b} \beta_{b}$. Since $N_{k}(t)=N_{k}(t-1) \lambda_{k, t-1}+\beta_{k}>\beta_{k}, \forall t$, it holds that $c_{a}, c_{b}>1$.

By hypothesis, $\frac{n_{a}(t)}{n_{b}(t)} \leq \frac{\beta_{a}}{\beta_{b}}$ implies that $c_{b} \geq c_{a}>1$, and $N_{b}(t)<\frac{\beta_{b}}{1-\lambda_{b, t}}$ implies that $c_{b}<\frac{1}{1-\lambda_{b, t}}$. Since $\frac{N_{a}(t+1)}{N_{b}(t+1)}=\frac{N_{a}(t) \lambda_{a, t}+\beta_{a}}{N_{b}(t) \lambda_{b, t}+\beta_{b}}=\frac{\beta_{a}}{\beta_{b}} \frac{c_{a} \lambda_{a, t}+1}{c_{b} \lambda_{b, t}+1}<\frac{N_{a}(t)}{N_{b}(t)}=\frac{\beta_{a}}{\beta_{b}} \frac{c_{a}}{c_{b}}$, re-organizing it gives $\lambda_{b, t}-\lambda_{a, t}>\frac{1}{c_{a}}-\frac{1}{c_{b}}$.

By Lemma 15, the following holds:

$$
\frac{N_{a}(t) \lambda_{a, t}^{2}+\beta_{a}\left(1+\lambda_{a, t}\right)}{N_{b}(t) \lambda_{b, t}^{2}+\beta_{b}\left(1+\lambda_{b, t}\right)}=\frac{\beta_{a}}{\beta_{b}} \frac{1+\lambda_{a, t}+c_{a} \lambda_{a, t}^{2}}{1+\lambda_{b, t}+c_{b} \lambda_{b, t}^{2}} \leq \frac{\beta_{a}}{\beta_{b}} \frac{1+c_{a} \lambda_{a, t}}{1+c_{b} \lambda_{b, t}}=\frac{N_{a}(t+1)}{N_{b}(t+1)}=\frac{n_{a}(t+1)}{n_{b}(t+1)}
$$

Since we suppose $\lambda_{a, t+1}<\lambda_{a, t}<\lambda_{b, t}<\lambda_{b, t+1}$, we have:

$$
\frac{N_{a}(t) \lambda_{a, t}^{2}+\beta_{a}\left(1+\lambda_{a, t}\right)}{N_{b}(t) \lambda_{b, t}^{2}+\beta_{b}\left(1+\lambda_{b, t}\right)}>\frac{\left(N_{a}(t) \lambda_{a, t}+\beta_{a}\right) \lambda_{a, t+1}+\beta_{a}}{\left(N_{b}(t) \lambda_{b, t}+\beta_{b}\right) \lambda_{b, t+1}+\beta_{b}}=\frac{n_{a}(t+2)}{n_{b}(t+2)}
$$

It implies that $\frac{n_{a}(t+2)}{n_{b}(t+2)}<\frac{n_{a}(t+1)}{n_{b}(t+1)}$.
By motonoticity condition, it results in $\lambda_{a, t+2}<\lambda_{a, t+1}<\lambda_{b, t+1}<\lambda_{b, t+2}$.
Moreover, $N_{b}(t+1)=N_{b}(t) \lambda_{b, t}+\beta_{b}<\frac{\beta_{b} \lambda_{b, t}}{1-\lambda_{b, t}}+\beta_{b}=\frac{\beta_{b}}{1-\lambda_{b, t}}<\frac{\beta_{b}}{1-\lambda_{b, t+1}}$.
The statement holds for time $t+1$. This completes the proof.

## C. 2 Proof of Theorem 13

Without loss of generality, let $\frac{\widehat{n}_{a}}{\widetilde{n}_{b}}<\frac{\widetilde{n}_{a}}{\widetilde{n}_{b}}$. Since $\lambda_{k}\left(\theta_{k}\right)=h_{k}\left(O_{k}\left(\theta_{k}\right)\right)$ with $h_{k}(\cdot)$ being a decreasing function, showing that $\widetilde{\mathbf{O}}$ and $\widehat{\mathbf{O}}$ satisfy Monotonicity condition is equivalent to showing that $O_{a}\left(\widehat{\theta}_{a}\right)>O_{a}\left(\widetilde{\theta}_{a}\right), O_{b}\left(\widehat{\theta}_{b}\right)<O_{b}\left(\widetilde{\theta}_{b}\right)$. Under the condition that $O_{k}\left(\widehat{\theta}_{k}\right) \neq O_{k}\left(\widetilde{\theta}_{k}\right)$ for any possible $\widehat{n}_{a} \neq \widetilde{n}_{a}$ , prove by contradiction: suppose $O_{a}\left(\widehat{\theta}_{a}\right)<O_{a}\left(\widetilde{\theta}_{a}\right)$ holds, then $O_{b}\left(\widehat{\theta}_{b}\right)>O_{b}\left(\widetilde{\theta}_{b}\right)$ must also hold otherwise $\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right)$ will be the solution to $\widetilde{\mathbf{O}}$.

Because $\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right)$ is the optimal solution to $\widehat{\mathbf{O}}$ and $\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right)$ is the optimal solution to $\widetilde{\mathbf{O}}$, and $O_{b}\left(\widetilde{\theta}_{b}\right)>O_{b}\left(\widetilde{\theta}_{b}\right)$, the following holds:

$$
\begin{aligned}
& \widehat{n}_{a} O_{a}\left(\widehat{\theta}_{a}\right)+\widehat{n}_{b} O_{b}\left(\widehat{\theta}_{b}\right) \leq \widehat{n}_{a} O_{a}\left(\widetilde{\theta}_{a}\right)+\widehat{n}_{b} O_{b}\left(\widetilde{\theta}_{b}\right) \rightarrow \frac{O_{a}\left(\widehat{\theta}_{a}\right)-O_{a}\left(\widetilde{\theta}_{a}\right)}{O_{b}\left(\widetilde{\theta}_{b}\right)-O_{b}\left(\widehat{\theta}_{b}\right)} \geq \frac{\widehat{n}_{b}}{\widehat{n}_{a}} \\
& \widetilde{n}_{a} O_{a}\left(\widetilde{\theta}_{a}\right)+\widetilde{n}_{b} O_{b}\left(\widetilde{\theta}_{b}\right) \leq \widetilde{n}_{a} O_{a}\left(\widehat{\theta}_{a}\right)+\widetilde{n}_{b} O_{b}\left(\widehat{\theta}_{b}\right) \rightarrow \frac{O_{a}\left(\widehat{\theta}_{a}\right)-O_{a}\left(\widetilde{\theta}_{a}\right)}{O_{b}\left(\widetilde{\theta}_{b}\right)-O_{b}\left(\widehat{\theta}_{b}\right)} \leq \frac{\widetilde{n}_{b}}{\widetilde{n}_{a}}
\end{aligned}
$$

It implies that $\frac{\widehat{n}_{a}}{\widehat{n}_{b}} \geq \frac{\widetilde{n}_{a}}{\bar{n}_{b}}$, which is a contradiction.

## C. 3 Proof of Lemma 5

Starting from Appendix C. 3 until Appendix C.6, we simplify the notations by removing $t$ from subscript, i.e., $L_{s, t}\left(\theta_{s}\right):=L_{s}\left(\theta_{s}\right), \alpha_{s, t}:=\alpha_{s}, f_{s, t}(x):=f_{s}(x), f_{s, t}^{y}(x):=f_{s}^{y}(x), \underline{s}_{t}^{y}:=\underline{s}^{y}, \bar{s}_{t}^{y}:=\bar{s}^{y}, \eta_{t}^{\mathcal{C}}:=\eta^{\mathcal{C}}$, $\Gamma_{\mathcal{C}, t}:=\Gamma_{\mathcal{C}}, \delta_{s, t}:=\delta_{s}, \mathcal{T}_{s, t}:=\mathcal{T}_{s}$.

The loss for group $s$ can be written as

$$
\left.\begin{array}{rl}
L_{s}\left(\theta_{s}\right) & =\int_{-\infty}^{\theta_{s}} \alpha_{s} f_{s}^{1}(x) d x+\int_{\theta_{s}}^{\infty}\left(1-\alpha_{s}\right) f_{s}^{0}(x) d x \\
& =\left\{\begin{array}{l}
\int_{\theta_{s}}^{\vec{s}^{0}}\left(1-\alpha_{s}\right) f_{s}^{0}(x) d x, \text { if } \theta_{s} \in\left[\underline{s}^{0}, \underline{s}^{1}\right] \\
\int_{\theta_{s}}^{s_{s}^{0}} \\
\int_{s^{1}}^{\theta_{s}}
\end{array} \alpha_{s} f_{s}^{1}(x) d x, \text { if } \theta_{s} \in\left[\underline{s}^{0}, \bar{s}^{1}\right]\right.
\end{array}\right)
$$

which is decreasing in $\theta_{s}$ over $\left[\underline{s}^{0}, \underline{s}^{1}\right]$ and increasing over $\left[\bar{s}^{0}, \bar{s}^{1}\right]$, the optimal solution $\theta_{s}^{*} \in$ $\left[\underline{s}^{1}, \bar{s}^{0}\right]$. Taking derivative of $L_{s}\left(\theta_{s}\right)$ w.r.t. $\theta_{s}$ gives $\frac{d L_{s}\left(\theta_{s}\right)}{d \theta_{s}}=\alpha_{s} f_{s}^{1}\left(\theta_{s}\right)-\left(1-\alpha_{s}\right) f_{s}^{0}\left(\theta_{s}\right)$, which is strictly increasing over $\left[\underline{s}^{1}, \bar{s}^{0}\right]$ under Assumption 7.

The optimal solution $\theta_{s}^{*}=\arg \min _{\theta_{s}} L_{s}\left(\theta_{s}\right) \in\left\{\underline{s}^{1}, \delta_{s}, \bar{s}^{0}\right\}$ can be thus found easily. Moreover, $L_{s}\left(\theta_{s}\right)$ is decreasing in $\theta_{s}$ over $\left[\underline{s}^{0}, \theta_{s}^{*}\right]$ and increasing over $\left[\theta_{s}^{*}, \bar{s}^{1}\right]$.

## C. 4 Proof of Lemma 6

Some notations are simplified by removing subscript $t$ as mentioned in Appendix C.3.
We proof this Lemma by contradiction.
Let $\mathcal{V}=\left\{\left(\theta_{a}, \theta_{b}\right) \mid \theta_{a} \in\left[\eta^{\mathcal{C}}\left(\delta_{b}\right), \delta_{a}\right], \theta_{b} \in\left[\delta_{b},\left(\eta^{\mathcal{C}}\right)^{-1}\left(\delta_{a}\right)\right], \Gamma_{\mathcal{C}}\left(\theta_{a}, \theta_{b}\right)=0\right\}$.
Note that for Simple, EqOpt, DP fairness, for any $\left(\theta_{a}, \theta_{b}\right)$ and ( $\theta_{a}^{\prime}, \theta_{b}^{\prime}$ ) that satisfy constraints $\Gamma_{\mathcal{C}}\left(\theta_{a}, \theta_{b}\right)=0$ and $\Gamma_{\mathcal{C}}\left(\theta_{a}^{\prime}, \theta_{b}^{\prime}\right)=0, \theta_{a} \geq \theta_{a}^{\prime}$ if and only if $\theta_{b} \geq \theta_{b}^{\prime}$. Suppose that $\left(\check{\theta}_{a}, \check{\theta}_{b}\right)$ satisfies $\Gamma_{\mathcal{C}}\left(\check{\theta}_{a}, \check{\theta}_{b}\right)=0$ and $\left(\check{\theta}_{a}, \check{\theta}_{b}\right)=\arg \min _{\theta_{a}, \theta_{b}} n_{a} L_{a}\left(\theta_{a}\right)+n_{b} L_{b}\left(\theta_{b}\right) \notin \mathcal{V}$, then one of the following must hold: (1) $\check{\theta}_{a}<\eta^{\mathcal{C}}\left(\delta_{b}\right), \check{\theta}_{b}<\delta_{b}$; (2) $\check{\theta}_{a}>\delta_{a}, \check{\theta}_{b}>\left(\eta^{\mathcal{C}}\right)^{-1}\left(\delta_{a}\right)$. Consider two cases separately.
(1) $\check{\theta}_{a}<\eta^{\mathcal{C}}\left(\delta_{b}\right), \check{\theta}_{b}<\delta_{b}$

Since $L_{b}\left(\check{\theta}_{b}\right)>L_{b}\left(\delta_{b}\right), \forall n_{a}, n_{b}$, to satisfy $n_{a} L_{a}\left(\check{\theta}_{a}\right)+n_{b} L_{b}\left(\check{\theta}_{b}\right)<n_{a} L_{a}\left(\eta^{\mathcal{C}}\left(\delta_{b}\right)\right)+n_{b} L_{b}\left(\delta_{b}\right), L_{a}\left(\check{\theta}_{a}\right)<$ $L_{a}\left(\eta^{\mathcal{C}}\left(\delta_{b}\right)\right)$ must hold. However, by Lemma 5, $L_{a}\left(\theta_{a}\right)$ is strictly decreasing on $\left[\underline{a}^{0}, \delta_{a}\right]$ and strictly increasing on $\left[\delta_{a}, \bar{a}^{1}\right]$. Since $\check{\theta}_{a}<\eta^{\mathcal{C}}\left(\delta_{b}\right)<\delta_{a}$, this implies $L_{a}\left(\check{\theta}_{a}\right)>L_{a}\left(\eta^{\mathcal{C}}\left(\delta_{b}\right)\right)$. Therefore, $\left(\check{\theta}_{a}, \check{\theta}_{b}\right)$ cannot be the optimal pair.
(2) $\check{\theta}_{a}>\delta_{a}, \check{\theta}_{b}>\left(\eta^{\mathcal{C}}\right)^{-1}\left(\delta_{a}\right)$

Since $L_{a}\left(\check{\theta}_{a}\right)>L_{a}\left(\delta_{a}\right), \forall n_{a}, n_{b}$, to satisfy $n_{a} L_{a}\left(\check{\theta}_{a}\right)+n_{b} L_{b}\left(\check{\theta}_{b}\right)<n_{a} L_{a}\left(\delta_{a}\right)+n_{b} L_{b}\left(\left(\eta^{\mathcal{C}}\right)^{-1}\left(\delta_{a}\right)\right)$, $L_{b}\left(\check{\theta}_{b}\right)<L_{b}\left(\left(\eta^{\mathcal{C}}\right)^{-1}\left(\delta_{a}\right)\right)$ must hold. However, by Lemma 5, $L_{b}\left(\theta_{b}\right)$ is strictly decreasing on $\left[\underline{b}^{0}, \delta_{b}\right]$ and strictly increasing on $\left[\delta_{b},,^{1}\right]$. Since $\check{\theta}_{b}>\left(\eta^{\mathcal{C}}\right)^{-1}\left(\delta_{a}\right)>\delta_{b}$, this implies $L_{b}\left(\check{\theta}_{b}\right)>L_{b}\left(\left(\eta^{\mathcal{C}}\right)^{-1}\left(\delta_{a}\right)\right)$. Therefore, $\left(\check{\theta}_{a}, \check{\theta}_{b}\right)$ cannot be the optimal pair.

## C. 5 Proof of Theorem 14

Some notations are simplified by removing subscript $t$ as mentioned in Appendix C.3.
Proof of Theorem 14 is based on the following Lemma.
Lemma 16. Consider the one-shot problem (4.1) at some time step $t$, with group proportions given by $n_{a}(t), n_{b}(t)$. Under Assumption 7 the one-shot decision $\left(\theta_{a}(t), \theta_{b}(t)\right)$ for this time step is unique and satisfies the following:
(1) Under EqOpt fairness:

- If $\theta_{a}(t) \in\left[\underline{a}^{0}, \underline{a}^{1}\right], \theta_{b}(t) \in\left[\underline{b}^{1}, \bar{b}^{0}\right]$, then $\frac{n_{a}(t)}{n_{b}(t)}=\left(\frac{\alpha_{b}}{1-\alpha_{b}} \frac{f_{b}^{1}\left(\theta_{b}(t)\right)}{f_{b}^{0}\left(\theta_{b}(t)\right)}-1\right) \frac{1-\alpha_{b}}{1-\alpha_{a}}$.
- If $\theta_{a}(t) \in\left[\underline{a}^{1}, \bar{a}^{0}\right], \theta_{b}(t) \in\left[\underline{b}^{1}, \bar{b}^{0}\right]$, then $\frac{n_{a}(t)}{n_{b}(t)}=\frac{\frac{\alpha_{b} b}{1-\alpha_{b} b} \frac{f_{b}^{1}\left(\theta_{b}(t)\right)}{f_{b}^{0}\left(\theta_{b}(t)\right)}}{1-\frac{\alpha_{a}}{1-\frac{\alpha_{a}}{a}} \frac{\left.f_{a}(1)(t)\right)}{f_{a}\left(\theta_{a}(t)\right)}} \frac{1-\alpha_{b}}{1-\alpha_{a}}$.
(2) Under DP fairness:
- If $\theta_{a}(t) \in\left[\underline{a}^{0}, \underline{a}^{1}\right], \theta_{b}(t) \in\left[\underline{b}^{1}, \bar{b}^{0}\right]$, then $\frac{n_{a}(t)}{n_{b}(t)}=1-\frac{2}{\frac{\alpha_{b}}{1-\alpha_{b} b} \frac{f_{b}^{\prime}\left(\theta_{b}(t)\right)}{f_{b}^{0}\left(\theta_{b}(t)\right)}+1}$.
- If $\theta_{a}(t) \in\left[\underline{a}^{1}, \bar{a}^{0}\right], \theta_{b}(t) \in\left[\underline{b}^{1}, \bar{b}^{0}\right]$, then $\frac{n_{a}(t)}{n_{b}(t)}=\left(1-\frac{2}{\frac{\alpha_{b}}{1-\alpha_{b}} \frac{f_{b}^{1}\left(\theta_{b}(t)\right)}{f_{b}^{0}\left(\theta_{b}(t)\right)}}\right)\left(\frac{2}{1-\frac{\alpha_{a}}{1-\alpha_{a}} \frac{f_{a}^{1}\left(\theta_{a}(t)\right)}{f_{a}^{f}\left(\theta_{a}(t)\right)}}-1\right)$.
- If $\theta_{a}(t) \in\left[\underline{a}^{1}, \bar{a}^{0}\right], \theta_{b}(t) \in\left[\bar{b}^{0}, \bar{b}^{1}\right]$, then $\frac{n_{a}(t)}{n_{b}(t)}=\frac{2}{1-\frac{\alpha_{a}}{1-\alpha_{a}} \frac{f_{a}^{1}\left(\theta_{a}(t)\right)}{f_{a}^{0}\left(\theta_{a}(t)\right)}}-1$.
(3) Under Simple fairness:
- If we further assume $\delta_{a}, \delta_{b} \in \mathcal{T}_{a} \cap \mathcal{T}_{b}$, then $\theta_{a}(t)=\theta_{b}(t) \in\left[\underline{a}^{1}, \bar{b}^{0}\right]$ and $\frac{n_{a}(t)}{n_{b}(t)}=$ $\frac{\alpha_{b} f_{b}^{1}\left(\theta_{b}(t)\right)-\left(1-\alpha_{b}\right) f_{b}^{0}\left(\theta_{b}(t)\right)}{\left(1-\alpha_{a}\right) f_{a}^{0}\left(\theta_{a}(t)\right)-\alpha_{a} f_{a}^{1}\left(\theta_{a}(t)\right)}$.

Proof. We focus on the case when $\alpha_{a} f_{a}^{1}\left(\underline{a}^{1}\right)<\left(1-\alpha_{a}\right) f_{a}^{0}\left(\underline{a}^{1}\right) \& \alpha_{a} f_{a}^{1}\left(\bar{a}^{0}\right)>\left(1-\alpha_{a}\right) f_{a}^{0}\left(\bar{a}^{0}\right)$ and $\alpha_{b} f_{b}^{1}\left(\underline{b}^{1}\right)<\left(1-\alpha_{b}\right) f_{b}^{0}\left(\underline{b}^{1}\right) \& \alpha_{b} f_{b}^{1}\left(\bar{b}^{0}\right)>\left(1-\alpha_{b}\right) f_{b}^{0}\left(\bar{b}^{0}\right)$. That is, $\theta_{s}^{*}=\operatorname{argmin}_{\theta} L_{s}(\theta)=\delta_{s}$ holds for $s \in\{a, b\}$.

Constraint $\Gamma_{\mathcal{C}}\left(\theta_{a}, \theta_{b}\right)=0$ can be rewritten as $\theta_{a}=\eta^{\mathcal{C}}\left(\theta_{b}\right)$ for some strictly increasing function $\eta^{\mathcal{C}}$. The following holds:

$$
\frac{d \eta^{\mathcal{C}}\left(\theta_{b}\right)}{d \theta_{b}}=-\left.\frac{\frac{\partial \Gamma_{\mathcal{C}}\left(\theta_{a}, \theta_{b}\right)}{\partial \theta_{b}}}{\frac{\partial \Gamma_{\mathcal{C}}\left(\theta_{a}, \theta_{b}\right)}{\partial \theta_{a}}}\right|_{\theta_{a}=\eta^{\mathcal{C}}\left(\theta_{b}\right)}=\left\{\begin{array}{l}
\frac{f_{b}^{0}\left(\theta_{b}\right)}{f_{a}^{0}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)}, \mathcal{C}:=\text { EqOpt } \\
\frac{\left(1-\alpha_{b}\right) f_{b}^{0}\left(\theta_{b}\right)+\alpha_{b} f_{b}^{1}\left(\theta_{b}\right)}{\left(1-\alpha_{a}\right) f_{a}^{0}\left(\eta^{C}\left(\theta_{b}\right)\right)+\alpha_{a} f_{a}^{1}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)}, \mathcal{C}:=\mathrm{DP} \\
1, \mathcal{C}:=\text { Simple }
\end{array}\right.
$$

The one-shot problem can be expressed with only one variable, either $\theta_{a}$ or $\theta_{b}$. Here we express it in terms of $\theta_{b}$. At each round, decision maker finds $\theta_{b}(t)=\arg \min _{\theta_{b}} n_{a}(t) L_{a}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)+n_{b}(t) L_{b}\left(\theta_{b}\right)$ and $\theta_{a}(t)=\eta^{\mathcal{C}}\left(\theta_{b}(t)\right)$. Since $\eta^{\mathcal{C}}\left(\delta_{b}\right)<\delta_{a}\left(\left(\eta^{\mathcal{C}}\right)^{-1}\left(\delta_{a}\right)>\delta_{b}\right)$, when $\mathcal{C}:=\mathrm{DP}$, solution $\left(\theta_{a}(t), \theta_{b}(t)\right)$ can be in one of the following three forms: (1) $\theta_{a}(t) \in\left[\underline{a}^{0}, \underline{a}^{1}\right], \theta_{b}(t) \in\left[\underline{b}^{1}, \bar{b}^{0}\right]$; (2) $\theta_{a}(t) \in\left[\underline{a}^{1}, \bar{a}^{0}\right]$, $\theta_{b}(t) \in\left[\underline{b}^{1}, \bar{b}^{0}\right]$; (3) $\theta_{a}(t) \in\left[\underline{a}^{1}, \bar{a}^{0}\right], \theta_{b}(t) \in\left[\bar{b}^{0}, \bar{b}^{1}\right]$. When $\mathcal{C}:=$ EqOpt, solution $\left(\theta_{a}(t), \theta_{b}(t)\right)$ can be either (1) or (2) listed above. In the following analysis, we simplify the notation $\eta^{\mathcal{C}}$ as $\eta$ when fairness criterion $\mathcal{C}$ is explicitly stated. For EqOpt and DP criteria, we consider each case separately.

Case 1: $\theta_{a}(t) \in\left[\underline{a}^{0}, \underline{a}^{1}\right], \theta_{b}(t) \in\left[\underline{b}^{1}, \bar{b}^{0}\right]$
Let $\theta_{b}^{\max }=\min \left\{\bar{b}^{\overline{0}},\left(\eta^{\mathcal{C}}\right)^{-1}\left(\underline{a}^{1}\right)\right\}$ be the maximum value $\theta_{b}$ can take.
$L^{t}\left(\theta_{b}\right)=n_{b}(t) \int_{\underline{b}^{1}}^{\theta_{b}} \alpha_{b} f_{b}^{1}(x)-\left(1-\alpha_{b}\right) f_{b}^{0}(x) d x-n_{a}(t) \int_{a^{0}}^{\eta^{\mathcal{C}}\left(\theta_{b}\right)}\left(1-\alpha_{a}\right) f_{a}^{0}(x) d x+n_{a}(t)\left(1-\alpha_{a}\right)+$ $n_{b}(t) \int_{\underline{b}^{1}}^{\vec{b}^{0}}\left(1-\alpha_{b}\right) f_{b}^{0}(x) d x$

Taking derivative w.r.t. $\theta_{b}$ gives

$$
\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}=n_{b}(t)\left(\alpha_{b} f_{b}^{1}\left(\theta_{b}\right)-\left(1-\alpha_{b}\right) f_{b}^{0}\left(\theta_{b}\right)\right)-n_{a}(t)\left(1-\alpha_{a}\right) f_{a}^{0}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right) \frac{d \eta^{\mathcal{C}}\left(\theta_{b}\right)}{d \theta_{b}} .
$$

1. $\mathcal{C}:=$ EqOpt
$\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}=n_{b}(t)\left(\alpha_{b} f_{b}^{1}\left(\theta_{b}\right)-\left(1-\alpha_{b}\right) f_{b}^{0}\left(\theta_{b}\right)\right)-n_{a}(t)\left(1-\alpha_{a}\right) f_{b}^{0}\left(\theta_{b}\right)$, since $\alpha_{b} f_{b}^{1}\left(\theta_{b}\right)-\left(1-\alpha_{b}\right) f_{b}^{0}\left(\theta_{b}\right)$ is increasing from negative to positive and $f_{b}^{0}\left(\theta_{b}\right)$ is decreasing over $\left[\underline{b}^{1}, \bar{b}^{0}\right]$, implying $\frac{d L^{L}\left(\theta_{b}\right)}{d \theta_{b}}$ is increasing over $\left[\underline{b}^{1}, \bar{b}^{0}\right]$. Based on the value of $\frac{n_{a}(t)}{n_{b}(t)}$,

- If $\left.\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}\right|_{\theta_{b}=\theta_{b}^{\max }} \geq 0$, then one-shot decision $\theta_{b}(t)$ satisfies $\frac{n_{a}(t)}{n_{b}(t)}=\left(\frac{\alpha_{b}}{1-\alpha_{b}} \frac{f_{b}^{1}\left(\theta_{b}(t)\right)}{f_{b}^{0}\left(\theta_{b}(t)\right)}-1\right) \frac{1-\alpha_{b}}{1-\alpha_{a}}$ and is unique.
- If $\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}<0, \forall \theta_{b} \in\left[\underline{b}^{1}, \theta_{b}^{\max }\right]$, then $\theta_{b}(t)>\theta_{b}^{\max }$ and $\left(\theta_{a}(t), \theta_{b}(t)\right)$ does not satisfy Case 1 .

2. $\mathcal{C}:=\mathrm{DP}$
$\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}=n_{b}(t)\left(\alpha_{b} f_{b}^{1}\left(\theta_{b}\right)-\left(1-\alpha_{b}\right) f_{b}^{0}\left(\theta_{b}\right)\right)-n_{a}(t) \frac{\alpha_{b} f_{b}^{1}\left(\theta_{b}\right)+\left(1-\alpha_{b}\right) f_{b}^{0}\left(\theta_{b}\right)}{1+\frac{\alpha_{a} f_{f}^{1}\left(\eta\left(\theta_{b}\right)\right)}{\left(1-\alpha_{a}\right) f_{a}^{0}\left(\eta\left(\theta_{b}\right)\right)}}=\left(n_{b}(t)-n_{a}(t)\right) \alpha_{b} f_{b}^{1}\left(\theta_{b}\right)-$ $\left(n_{b}(t)+n_{a}(t)\right)\left(1-\alpha_{b}\right) f_{b}^{0}\left(\theta_{b}\right)$, where the last equality holds since $f_{a}^{1}\left(\eta\left(\theta_{b}\right)\right)=0$ over $\left[\underline{a}^{0}, \underline{a}^{1}\right]$. Since $\left.\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}\right|_{\theta_{b}=\underline{b}^{1}}<0$, based on the value of $\frac{n_{a}(t)}{n_{b}(t)}$,

- If $\exists \theta_{b}^{\prime}$ such that $\left.\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}\right|_{\theta_{b}=\theta_{b}^{\prime}} \geq 0$, then one-shot decision $\theta_{b}(t)$ satisfies $\frac{n_{a}(t)}{n_{b}(t)}=1-\frac{2}{\frac{\alpha_{b}}{1-\alpha_{b}} \frac{f_{b}^{\prime}\left(\theta_{b}(t)\right)}{f_{b}^{0}\left(\theta_{b}(t)\right)}+1}$ and is unique.
- If $\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}<0, \forall \theta_{b} \in\left[\underline{b}^{1}, \theta_{b}^{\max }\right]$, then $\theta_{b}(t)>\theta_{b}^{\max }$ and $\left(\theta_{a}(t), \theta_{b}(t)\right)$ does not satisfy Case 1 .

Case 2: $\theta_{a}(t) \in\left[\underline{a}^{1},,^{0}\right], \theta_{b}(t) \in\left[\underline{b}^{1}, \bar{b}^{0}\right]$
Let $\theta_{b}^{\max }=\min \left\{\bar{b}^{0},\left(\eta^{\mathcal{C}}\right)^{-1}\left(\bar{a}^{0}\right)\right\}$ and $\theta_{b}^{\min }=\max \left\{\underline{b}^{1},\left(\eta^{\mathcal{C}}\right)^{-1}\left(\underline{a}^{1}\right)\right\}$ be the maximum and minimum value that $\theta_{b}$ can take respectively. $\quad L^{t}\left(\theta_{b}\right)=n_{b}(t) \int_{b^{1}}^{\theta_{b}} \alpha_{b} f_{b}^{1}(x)-\left(1-\alpha_{b}\right) f_{b}^{0}(x) d x+$ $n_{a}(t) \int_{a^{1}}^{\eta^{\mathcal{C}}\left(\theta_{b}\right)} \alpha_{a} f_{a}^{1}(x)-\left(1-\alpha_{a}\right) f_{a}^{0}(x) d x+n_{b}(t) \int_{\underline{b}^{1}}^{\vec{b}^{0}}\left(1-\alpha_{b}\right) f_{b}^{0}(x) d x+n_{a}(t) \int_{a^{1}}^{\vec{a}^{0}}\left(1-\alpha_{a}\right) f_{a}^{0}(x) d x$

Taking derivative w.r.t. $\theta_{b}$ gives

$$
\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}=n_{b}(t)\left(\alpha_{b} f_{b}^{1}\left(\theta_{b}\right)-\left(1-\alpha_{b}\right) f_{b}^{0}\left(\theta_{b}\right)\right)+n_{a}(t)\left(\alpha_{a} f_{a}^{1}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)-\left(1-\alpha_{a}\right) f_{a}^{0}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)\right) \frac{d \eta^{\mathcal{C}}\left(\theta_{b}\right)}{d \theta_{b}}
$$

1. $\mathcal{C}:=$ EqOpt
$\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}=\left(\left(\alpha_{a} \frac{f_{a}^{1}\left(\eta\left(\theta_{b}\right)\right)}{f_{a}^{0}\left(\eta\left(\theta_{b}\right)\right)}-\left(1-\alpha_{a}\right)\right) n_{a}(t)-\left(1-\alpha_{b}\right) n_{b}(t)\right) f_{b}^{0}\left(\theta_{b}\right)+\alpha_{b} f_{b}^{1}\left(\theta_{b}\right) n_{b}(t)$. Since $\left.\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}\right|_{\theta_{b}=\theta_{b}^{\max }}>$ 0, based on $\frac{n_{a}(t)}{n_{b}(t)}$,

- If $\exists \theta_{b}^{\prime}$ such that $\left.\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}\right|_{\theta_{b}=\theta_{b}^{\prime}} \leq 0$, then one-shot decision $\theta_{b}(t)$ satisfies $\frac{n_{a}(t)}{n_{b}(t)}=\frac{1-\frac{\alpha_{b}}{1-\alpha_{b}} \frac{f_{b}^{1}\left(\theta_{b}(t)\right)}{\frac{\alpha_{a}}{1-\alpha_{a}} \frac{f_{b}^{\prime}\left(\eta \theta_{b}(t)\right)}{\left.f_{a}^{(\eta(t)}\left(\theta_{b}(t)\right)\right)}} \frac{1-\alpha_{b}}{1-\alpha_{a}}}{}$ and is unique.
- If $\frac{d L^{L}\left(\theta_{b}\right)}{d \theta_{b}}>0, \forall \theta_{b} \in\left[\theta_{b}^{\min }, \theta_{b}^{\max }\right]$, then $\theta_{b}(t)<\theta_{b}^{\min }$ and $\left(\theta_{a}(t), \theta_{b}(t)\right)$ does not satisfy Case 2.

2. $\mathcal{C}:=\mathrm{DP}$
$\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}=n_{b}(t)\left(\alpha_{b} f_{b}^{1}\left(\theta_{b}\right)-\left(1 \quad-\quad \alpha_{b}\right) f_{b}^{0}\left(\theta_{b}\right)\right) \quad+\quad n_{a}(t)\left(\left(1 \quad-\quad \alpha_{b}\right) f_{b}^{0}\left(\theta_{b}\right) \quad+\right.$ $\left.\alpha_{b} f_{b}^{1}\left(\theta_{b}\right)\right) \frac{\alpha_{a} f_{a}^{1}\left(\eta\left(\theta_{b}\right)\right)-\left(1-\alpha_{a}\right) f_{a}^{0}\left(\eta\left(\theta_{b}\right)\right)}{\alpha_{a} f_{a}^{1}\left(\eta\left(\theta_{b}\right)\right)+\left(1-\alpha_{a}\right) f_{a}^{0}\left(\eta\left(\theta_{b}\right)\right)}$.

- If $\exists \theta_{b}(t)$ such that $\left.\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}\right|_{\theta_{b}=\theta_{b}(t)}=0$, then it satisfies $\frac{n_{a}(t)}{n_{b}(t)}=\left(1-\frac{2}{\frac{\alpha_{b}}{1-\alpha_{b}} \frac{f_{b}^{1}\left(\theta_{b}(t)\right)}{f_{b}^{0}\left(\theta_{b}(t)\right)}+1}\right)\left(\frac{2}{1-\frac{\alpha_{a} f_{a}^{1}\left(\eta\left(\theta_{b}(t)\right)\right)}{\left(1-\alpha_{a} f_{f}^{0}\left(\eta\left(\theta_{b}(t)\right)\right)\right.}}-\right.$ 1 ) and is unique.
- If $\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}>0, \forall \theta_{b} \in\left[\theta_{b}^{\min }, \theta_{b}^{\max }\right]$, then $\theta_{b}(t)<\theta_{b}^{\min }$ and $\left(\theta_{a}(t), \theta_{b}(t)\right)$ does not satisfy Case 2 .
- If $\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}<0, \forall \theta_{b} \in\left[\theta_{b}^{\min }, \theta_{b}^{\max }\right]$, then $\theta_{b}(t)>\theta_{b}^{\max }$ and $\left(\theta_{a}(t), \theta_{b}(t)\right)$ does not satisfy Case 2 .

Case 3: $\theta_{a}(t) \in\left[\underline{a}^{1}, \bar{a}^{0}\right], \theta_{b}(t) \in\left[\bar{b}^{0}, \bar{b}^{1}\right]$
Express $L^{t}\left(\theta_{a}, \theta_{b}\right)$ as function of $\theta_{a}$, the analysis will be similar to Case 1 .
Let $\theta_{a}^{\min }=\max \left\{\underline{a}^{1}, \eta^{\mathcal{C}}\left(\bar{b}^{0}\right)\right\}$ be the minimum value $\theta_{a}$ can take.
$L^{t}\left(\theta_{a}\right)=n_{a}(t) \int_{\underline{a}^{1}}^{\theta_{a}} \alpha_{a} f_{a}^{1}(x)-\left(1-\alpha_{a}\right) f_{a}^{0}(x) d x+n_{b}(t) \int_{\underline{b}^{1}}^{\left(\eta^{\mathcal{C}}\right)^{-1}\left(\theta_{a}\right)} \alpha_{b} f_{b}^{1}(x) d x+n_{a}(t) \int_{\underline{a}^{1}}^{a^{0}}(1-$ $\left.\alpha_{a}\right) f_{a}^{0}(x) d x$

Taking derivative w.r.t. $\theta_{a}$ gives

$$
\frac{d L^{t}\left(\theta_{a}\right)}{d \theta_{a}}=n_{a}(t)\left(\alpha_{a} f_{a}^{1}\left(\theta_{a}\right)-\left(1-\alpha_{a}\right) f_{a}^{0}\left(\theta_{a}\right)\right)+n_{b}(t) \alpha_{b} f_{b}^{1}\left(\left(\eta^{\mathcal{C}}\right)^{-1}\left(\theta_{a}\right)\right) \frac{d\left(\eta^{\mathcal{C}}\right)^{-1}\left(\theta_{a}\right)}{d \theta_{a}}
$$

where $\mathcal{C}$ := DP.

$$
\frac{d L^{t}\left(\theta_{a}\right)}{d \theta_{a}}=n_{a}(t)\left(\alpha_{a} f_{a}^{1}\left(\theta_{a}\right)-\left(1-\alpha_{a}\right) f_{a}^{0}\left(\theta_{a}\right)\right)+n_{b}(t) \frac{\alpha_{a} f_{a}^{1}\left(\theta_{a}\right)+\left(1-\alpha_{a}\right) f_{a}^{0}\left(\theta_{a}\right)}{1+\frac{\left(1-\alpha_{b}\right) f_{b}^{0}\left(\eta^{-1}\left(\theta_{a}\right)\right)}{\left.\left(1-\alpha_{b}\right) f_{b}^{0} \eta^{-1}\left(\theta_{a}\right)\right)}}=n_{a}(t)\left(\alpha_{a} f_{a}^{1}\left(\theta_{a}\right)-(1-\right.
$$ $\left.\left.\alpha_{a}\right) f_{a}^{0}\left(\theta_{a}\right)\right)+n_{b}(t)\left(\alpha_{a} f_{a}^{1}\left(\theta_{a}\right)+\left(1-\alpha_{a}\right) f_{a}^{0}\left(\theta_{a}\right)\right)$, where the last equality holds since $f_{b}^{0}\left(\eta^{-1}\left(\theta_{a}\right)\right)=0$ over $\left[\bar{b}^{0}, \bar{b}^{1}\right]$. Since $\left.\frac{d L^{t}\left(\theta_{b}\right)}{d \theta_{b}}\right|_{\theta_{b}=\bar{a}^{0}}>0$, based on the value of $\frac{n_{a}(t)}{n_{b}(t)}$,

- If $\exists \theta_{a}^{\prime}$ such that $\left.\frac{d L^{t}\left(\theta_{a}\right)}{d \theta_{a}}\right|_{\theta_{a}=\theta_{a}^{\prime}} \leq 0$, then one-shot decision $\theta_{a}(t)$ satisfies $\frac{n_{a}(t)}{n_{b}(t)}=\frac{2}{1-\frac{\alpha_{a} f_{a}^{f}\left(\theta_{a}(t)\right)}{\left(1-\alpha_{a}\right) f_{a}^{f}\left(\theta_{a}(t)\right)}}-1$ and is unique.
- If $\frac{d L^{t}\left(\theta_{a}\right)}{d \theta_{a}}>0, \forall \theta_{a} \in\left[\underline{b}^{1}, \theta_{a}^{\text {min }}\right]$, then $\theta_{a}(t)<\theta_{a}^{\text {min }}$ and $\left(\theta_{a}(t), \theta_{b}(t)\right)$ does not satisfy Case 3.

Now consider the case when $\mathcal{C}:=$ Simple, where $\theta_{a}(t)=\theta_{b}(t)=\theta(t)$. Since $\delta_{a}>\delta_{b}$, suppose that both $\delta_{a}, \delta_{b} \in \mathcal{T}_{a} \cap \mathcal{T}_{b}$ and according to Lemma 6, there could be only one case: $\theta(t) \in\left[\underline{a}^{1}, \bar{b}^{0}\right]$.

Taking derivative w.r.t. $\theta$ gives

$$
\frac{d L^{t}(\theta)}{d \theta}=n_{b}(t)\left(\alpha_{b} f_{b}^{1}(\theta)-\left(1-\alpha_{b}\right) f_{b}^{0}(\theta)\right)+n_{a}(t)\left(\alpha_{a} f_{a}^{1}(\theta)-\left(1-\alpha_{a}\right) f_{a}^{0}(\theta)\right)
$$

$\frac{d L^{t}(\theta)}{d \theta}$ is increasing from negative to positive over $\left[\delta_{b}, \delta_{a}\right], \exists \theta(t)$ such that $\left.\frac{d L^{t}(\theta)}{d \theta}\right|_{\theta=\theta(t)}=0$, and it satisfies $\frac{n_{a}(t)}{n_{b}(t)}=\frac{\alpha_{b} f_{b}^{1}(\theta(t))-\left(1-\alpha_{b}\right) f_{b}^{0}(\theta(t))}{\left(1-\alpha_{a}\right) f_{a}^{0}(\theta(t))-\alpha_{a} f_{a}^{1}(\theta(t))}$.

By Lemma $6, \theta_{a}(t) \in\left[\eta^{\mathcal{C}}\left(\delta_{b}\right), \delta_{a}\right], \theta_{b}(t) \in\left[\delta_{b},\left(\eta^{\mathcal{C}}\right)^{-1}\left(\delta_{a}\right)\right]$ hold. Under Assumption 7, $\alpha_{b} f_{b}^{1}\left(\theta_{b}\right) \geq$ $\left(1-\alpha_{b}\right) f_{b}^{0}\left(\theta_{b}\right)$ for $\theta_{b} \in\left[\delta_{b}, \bar{b}^{0}\right], \alpha_{a} f_{a}^{1}\left(\theta_{a}\right) \leq\left(1-\alpha_{a}\right) f_{a}^{0}\left(\theta_{a}\right)$ for $\theta_{a} \in\left[\underline{a}^{1}, \delta_{a}\right]$. Moreover, $f_{s}^{1}(x)$ is
increasing and $f_{s}^{0}(x)$ is decreasing over $\mathcal{T}_{s}$. According to Lemma 16, for each case, function $\Psi_{C}\left(\theta_{a}(t), \theta_{b}(t)\right)$ is increasing in $\theta_{a}(t)$ and $\theta_{b}(t)$.

## C. 6 Proof of Theorem 15

Some notations are simplified by removing subscript $t$ as mentioned in Appendix C.3.
Note that $f_{s, t}(x)=f_{s}(x)$ is fixed. Consider two one-shot problems under the same distributions at two consecutive time steps with group representation disparity $\frac{\widetilde{n}_{a}}{\widetilde{n}_{b}}$ and $\frac{\widehat{n}_{a}}{\widehat{n}_{b}}$ respectively. Let $\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right)$ and $\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right)$ be the corresponding solutions.

According to Lemma $6, \widetilde{\theta}_{a}, \widehat{\theta}_{a} \in\left[\eta^{\mathcal{C}}\left(\delta_{b}\right), \delta_{a}\right], \widetilde{\theta}_{b}, \widehat{\theta}_{b} \in\left[\delta_{b},\left(\eta^{\mathcal{C}}\right)^{-1}\left(\delta_{a}\right)\right]$ hold. Suppose $\frac{\widetilde{亏}_{a}(t)}{\widetilde{n}_{b}(t)}>\frac{\widehat{n}_{a}}{\widehat{n}_{b}}$. By Theorem 14, it implies that $\widetilde{\theta}_{a}>\widehat{\theta}_{a}, \widetilde{\theta}_{b}>\widehat{\theta}_{b}$.

Consider the dynamics with $\lambda_{s}\left(\theta_{s}\right)=v\left(L_{s}\left(\theta_{s}\right)\right)$, since $L_{s}\left(\theta_{s}\right)$ is decreasing over $\left[\underline{s}^{0}, \delta_{s}\right]$ and increasing over $\left[\delta_{s},,^{1}\right]$, the larger one-shot decisions $\theta_{a}, \theta_{b}$ would result in the larger retention rate $\lambda_{a}\left(\theta_{a}\right)$ and the smaller $\lambda_{b}\left(\theta_{b}\right)$ as $v(\cdot)$ is strictly decreasing. Therefore, $\lambda_{a}\left(\widetilde{\theta}_{a}\right)>\lambda_{a}\left(\widehat{\theta}_{a}\right)$ and $\lambda_{b}\left(\widetilde{\theta}_{b}\right)<\lambda_{b}\left(\widehat{\theta}_{b}\right)$. Hence, Monotonicity condition is satisfied.

Consider the dynamics with $\lambda_{s}\left(\theta_{s}\right)=w\left(D_{s}\left(\theta_{s}\right)\right)$ where $D_{s}\left(\theta_{s}\right)=\int_{\theta_{s}}^{\infty} \alpha_{s} f_{s}^{1}(x)-\left(1-\alpha_{s}\right) f_{s}^{0}(x) d x$. The following holds for $\mathcal{G}_{a}$ and $\mathcal{G}_{b}$ :

$$
\begin{aligned}
D_{a}\left(\theta_{a}\right) & =\int_{\delta_{a}}^{\infty} \alpha_{a} f_{a}^{1}(x)-\left(1-\alpha_{a}\right) f_{a}^{0}(x) d x+\int_{\theta_{a}}^{\delta_{a}} \alpha_{a} f_{a}^{1}(x)-\left(1-\alpha_{a}\right) f_{a}^{0}(x) d x \\
D_{b}\left(\theta_{b}\right) & =\int_{\delta_{b}}^{\infty} g_{b}^{1} f_{b}^{1}(x)-\left(1-\alpha_{b}\right) f_{b}^{0}(x) d x-\int_{\delta_{b}}^{\theta_{b}} g_{b}^{1} f_{b}^{1}(x)-\left(1-\alpha_{b}\right) f_{b}^{0}(x) d x
\end{aligned}
$$

Since $\alpha_{s} f_{a}^{1}(x) \leq\left(1-\alpha_{s}\right) f_{a}^{0}(x)$ for $x \leq \delta_{a}$ and $g_{b}^{1} f_{b}^{1}(x) \geq\left(1-\alpha_{b}\right) f_{b}^{0}(x)$ for $x \geq \delta_{b}$, the larger $\theta_{a}, \theta_{b}$ will thus result in the larger $\lambda_{a}\left(\theta_{a}\right)$ and smaller $\lambda_{b}\left(\theta_{b}\right)$ as $w(\cdot)$ is strictly increasing. Therefore, $\lambda_{a}\left(\widetilde{\theta}_{a}\right)>\lambda_{a}\left(\widehat{\theta}_{a}\right)$ and $\lambda_{b}\left(\widetilde{\theta}_{b}\right)<\lambda_{b}\left(\widehat{\theta}_{b}\right)$. Hence, Monotonicity condition is satisfied.

Combine with Theorem 12, $\frac{n_{a}(t)}{n_{a}(t)}$ changes monotonically. By Theorem 14, the corresponding one-shot fair decision $\left(\theta_{a}(t), \theta_{b}(t)\right)$ also converges monotonically.

## C. 7 Proof of Theorem 16

## C.7.1 Lemmas

To begin, we first introduce some lemmas for two cases. Lemma 17 and 19 show that under the same group representation $n_{a}, n_{b}$, the impact of reshaping distributions on the resulting one-shot decisions. Lemma 18 and 20 demonstrate a sufficient condition on feature distributions and one-shot decisions of two problems such that their expected losses satisfy certain conditions. The proof of these lemmas are presented in Appendix C.8.

Case (i): $f_{s, t}(x)=\alpha_{s, t} f_{s}^{1}(x)+\left(1-\alpha_{s, t}\right) f_{s}^{0}(x)$ :
Fraction of subgroup $\mathcal{G}_{s}^{y}$ over $\mathcal{G}_{s}$ changes according to change of their own perceived $\operatorname{loss} L_{s}^{y}$, i.e., for $i \in\{0,1\}$ such that $L_{s, t}^{i}\left(\theta_{s}(t)\right)<L_{s, t-1}^{i}\left(\theta_{s}(t-1)\right), \alpha_{s, t}>\alpha_{s, t-1}$ if $i=1$ and $\alpha_{s, t}<\alpha_{s, t-1}$ if $i=0$. Lemma 17. Let $\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right),\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right)$ be two pairs of decisions under any of EqOpt, $D P$, Simple fairness criteria such that $\widehat{\Psi}_{\mathcal{C}}\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right)=\widetilde{\Psi}_{\mathcal{C}}\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right)$, where functions $\widehat{\Psi}_{\mathcal{C}}, \widetilde{\Psi}_{\mathcal{C}}$ have the form given in Table 4.1 and are defined under feature distributions $\widehat{f}_{s}(x)=\widehat{\alpha}_{s} f_{s}^{1}(x)+\left(1-\widehat{\alpha}_{s}\right) f_{s}^{0}(x), \widetilde{f_{s}}(x)=$ $\widetilde{\alpha}_{s} f_{s}^{1}(x)+\left(1-\widetilde{\alpha}_{s}\right) f_{s}^{0}(x)$ respectively $\forall s \in\{a, b\}$. If $\widehat{\alpha}_{s}<\widetilde{\alpha}_{s}$, then $\widehat{\theta}_{s}>\widetilde{\theta}_{s}$ will hold $\forall s \in\{a, b\}$.
Lemma 18. Consider two one-shot problems defined in (4.1) with objectives $\widetilde{\boldsymbol{O}}\left(\theta_{a}, \theta_{b} ; \widetilde{n}_{a}, \widetilde{n}_{b}\right)$ and $\widehat{\boldsymbol{O}}\left(\theta_{a}, \theta_{b} ; \widehat{n}_{a}, \widehat{n}_{b}\right)$, where $\widetilde{\boldsymbol{O}}$ is defined over distributions $\widetilde{f}_{s}(x)=\left(1-\widetilde{\alpha}_{s}\right) f_{s}^{0}(x)+\widetilde{\alpha}_{s} f_{s}^{1}(x)$ and $\widehat{\boldsymbol{O}}$ is defined over distributions $\widehat{f_{s}}(x)=\left(1-\widehat{\alpha}_{s}\right) f_{s}^{0}(x)+\widehat{\alpha}_{s} f_{s}^{1}(x), s \in\{a, b\}$. Let $\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right),\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right)$ be the corresponding one-shot decisions under any of Simple, EqOpt or DP fairness criteria. For any $\left.\widehat{\alpha}, \widetilde{\alpha}_{s}\right)$ such that $\widehat{\alpha}_{s}<\widetilde{\alpha}_{s}, \forall s \in\{a, b\}$, if $\widehat{\theta}_{a}>\widetilde{\theta}_{a}$ and $\widehat{\theta}_{b}>\widetilde{\theta}_{b}$, then $\widehat{L}_{a}\left(\widehat{\theta}_{a}\right)<\widetilde{L}_{a}\left(\widetilde{\theta}_{a}\right)$ and $\widehat{L}_{b}\left(\widehat{\theta}_{b}\right)>\widetilde{L}_{b}\left(\widetilde{\theta}_{b}\right)$ can be satisfied under the following condition:

$$
\begin{equation*}
\left|\Delta g_{s}\left(\widetilde{L}_{s}^{0}\left(\widetilde{\theta}_{s}\right)-\widetilde{L}_{s}^{1}\left(\widetilde{\theta}_{s}\right)\right)\right|<\left|\int_{\widetilde{\theta}_{s}}^{\widehat{\theta}_{s}}\left(1-\widehat{\alpha}_{s}\right) f_{s}^{0}(x)-\widehat{\alpha}_{s} f_{s}^{1}(x) d x\right|, \forall s \in\{a, b\} \tag{C.3}
\end{equation*}
$$

where $\Delta g_{s}=\left|\widehat{\alpha}_{s}-\widetilde{\alpha}_{s}\right|$.
Note that Condition (C.3) can be satisfied when: (1) $\Delta g_{s}$ is sufficiently small; and (2) the difference in the decision $\widehat{\theta}_{s}-\widetilde{\theta}_{s}$ is sufficiently large, which can be achieved if $\widehat{n}_{s}$ and $\widetilde{n}_{s}$ are quite different.

Case (ii): $f_{s, t}(x)=\alpha_{s} f_{s, t}^{1}(x)+\left(1-\alpha_{s}\right) f_{s, t}^{0}(x)$
Suppose $L_{s, t}^{1}\left(\theta_{s}(t)\right)>L_{s, t-1}^{1}\left(\theta_{s}(t-1)\right)$, i.e., $\mathcal{G}_{s}^{1}$ is less and less favored by the decision over time, then users from $\mathcal{G}_{s}^{1}$ will make additional effort to improve their features so that $f_{s, t}^{1}(x)$ will
skew toward the direction of higher feature value, i.e., $f_{s, t+1}^{1}(x)<f_{s, t}^{1}(x)$ for $x$ with smaller value $\left(x \in \mathcal{T}_{s}\right)$ while $\mathcal{G}_{s}^{0}$ is assumed to be unaffected, i.e., $f_{s, t+1}^{0}(x)=f_{s, t}^{0}(x)$. Similar statements hold when $\theta_{s}(t)<\theta_{s}(t-1)$ and $\mathcal{G}_{s}^{0}$ is less and less favored. Moreover, assume that Assumption 7 holds for any reshaped distributions and the support of $f_{s, t}^{1}(x)$ and $f_{s, t}^{0}(x)$ do not change over time.
$\forall t$, let $f_{s, t}^{0}(x)$ and $f_{s, t}^{1}(x)$ overlap over $\mathcal{T}_{s}:=\left[\underline{s}^{1}, \bar{s}^{0}\right]$.
Lemma 19. Let $\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right),\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right)$ be two pairs of decisions under any of EqOpt, $D P$, Simple fairness criteria such that $\widehat{\Psi}_{\mathcal{C}}\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right)=\widetilde{\Psi}_{\mathcal{C}}\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right)$, where functions $\widehat{\Psi}_{\mathcal{C}}, \widetilde{\Psi}_{\mathcal{C}}$ have the form given in Table 4.1 and are defined under feature distributions $\widehat{f_{s}}(x)=\alpha_{s} \widehat{f}_{s}^{l}(x)+\left(1-\alpha_{s}\right) \widehat{f_{s}^{0}}(x), \widetilde{f_{s}}(x)=$ $\alpha_{s} \widetilde{f_{s}^{1}}(x)+\left(1-\alpha_{s}\right) \widetilde{f_{s}^{0}}(x)$ respectively $\forall s \in\{a, b\}$. If $\widehat{f_{s}^{0}}(x)=\widetilde{f_{s}^{0}}(x)$ and $\widehat{f_{s}^{1}}(x)<\widetilde{f_{s}^{1}}(x), \forall x \in \mathcal{T}_{s}$, then $\widehat{\theta}_{s}>\widetilde{\theta}_{s}$ will hold $\forall s \in\{a, b\}$.

Lemma 20. Consider two one-shot problems defined in (4.1) with objectives $\widetilde{\boldsymbol{O}}\left(\theta_{a}, \theta_{b} ; \widetilde{n}_{a}, \widetilde{n}_{b}\right)$ and $\widehat{\boldsymbol{O}}\left(\theta_{a}, \theta_{b} ; \widehat{n}_{a}, \widehat{n}_{b}\right)$, where $\widetilde{\boldsymbol{O}}$ is defined over distributions $\widetilde{f_{s}}(x)=\left(1-\alpha_{s}\right) \widetilde{f_{s}^{0}}(x)+\alpha_{s} \widetilde{f}_{s}^{1}(x)$ and $\widehat{\boldsymbol{O}}$ is defined over distributions $\widehat{f_{s}}(x)=\left(1-\alpha_{s}\right) \widehat{f_{s}^{0}}(x)+\alpha_{s} \widehat{f_{s}^{1}}(x), s \in\{a, b\}$ Let $\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right),\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right)$ be the corresponding one-shot decisions under any of Simple, EqOpt or DP fairness criteria. For any distributions $\widetilde{f_{s}^{1}}, \widehat{f_{s}^{1}}$ increasing over $\mathcal{T}_{s}$ and $\widetilde{f_{s}^{0}}, \widehat{f_{s}^{0}}$ decreasing over $\mathcal{T}_{s}$ such that $\widehat{f}_{s}^{1}(x)<\widetilde{f_{s}^{1}}(x)$ over $\mathcal{T}_{s}$ and $\widehat{f_{s}^{0}}(x)=\widetilde{f}_{s}^{0}(x)=f_{s}^{0}(x), \forall x, \forall s \in\{a, b\}$. if $\widehat{\theta}_{a}>\widetilde{\theta}_{a}$ and $\widehat{\theta}_{b}>\widetilde{\theta}_{b}$, then $\widehat{L}_{a}\left(\widehat{\theta}_{a}\right)<\widetilde{L}_{a}\left(\widetilde{\theta}_{a}\right)$ holds. Moreover, $\widehat{L}_{b}\left(\widehat{\theta}_{b}\right)>\widetilde{L}_{b}\left(\widetilde{\theta}_{b}\right)$ can be satisfied under the following condition:

$$
\begin{equation*}
\Delta f_{b}^{1} \alpha_{b}\left(\max \left\{\widetilde{\theta}_{b}, \widehat{\delta}_{b}\right\}-\underline{b}^{1}\right)<\int_{\max \left\{\widetilde{\theta}_{b}, \widehat{\delta}_{b}\right\}}^{\widehat{\theta}_{b}} \alpha_{b} \widehat{f}_{b}^{1}(x)-\left(1-\alpha_{b}\right) \widehat{f}_{b}^{0}(x) d x \tag{C.4}
\end{equation*}
$$

where $\Delta f_{b}^{1}=\max _{x \in\left[\underline{b}^{1}, \max \left\{\widetilde{\theta}_{b}, \widehat{\delta}_{b}\right\}\right]}\left|\widehat{f}_{b}^{1}(x)-\widetilde{f}_{b}^{1}(x)\right|$ and $\widehat{\delta}_{b}$ is defined such that $\left.g_{b}^{0} \widehat{f}_{b}^{0} \widehat{\delta}_{b}\right)=g_{b}^{1} \widehat{f}_{b}^{1}\left(\widehat{\delta}_{b}\right)$.
Note that Condition (C.4) can be satisfied when: (1) $\Delta f_{b}^{1}$ is sufficiently small, which makes $\widehat{\delta}_{b}$ close to $\widetilde{\delta}_{b}$ and $\widetilde{\theta}_{b}=\max \left\{\widetilde{\theta}_{b}, \widehat{\delta}_{b}\right\}$ is more likely to hold; and (2) the difference in the decision $\widehat{\theta}_{b}-\widetilde{\theta}_{b}$ is sufficiently large, which can be achieved if $\widehat{n}_{s}$ and $\widetilde{n}_{s}$ are quite different.

## C.7.2 Sufficient conditions

Below we formally state the sufficient condition under which Theorem 16 can hold.
Condition 3. [Sufficient condition for exacerbation] Condition 3 is satisfied if the following holds:

- under Case (i): Condition (C.3) is satisfied for objectives $\boldsymbol{O}_{t}$ and $\boldsymbol{O}_{t+1}, \forall t \geq 2$, i.e.,

$$
\left|\Delta g_{s, t+1}\left(L_{s, t}^{0}\left(\theta_{s}(t)\right)-L_{s, t}^{1}\left(\theta_{s}(t)\right)\right)\right|<\left|\int_{\theta_{s}(t)}^{\theta_{s}(t+1)}\left(1-\alpha_{s, t+1}\right) f_{s}^{0}(x)-\alpha_{s, t+1} f_{s}^{1}(x) d x\right|, s \in\{a, b\}
$$

with $\Delta g_{s, t+1}=\left|\alpha_{s, t+1}-\alpha_{s, t}\right|$.

- under Case (ii): Condition (C.4) is satisfied for objectives $\boldsymbol{O}_{t}$ and $\boldsymbol{O}_{t+1}, \forall t \geq 2$, i.e.,

$$
\Delta f_{b, t+1}^{1} \alpha_{b}\left(\max \left\{\theta_{b}(t), \delta_{b, t+1}\right\}-\underline{b}^{1}\right)<\int_{\max \left\{\theta_{b}(t), \delta_{b, t+1}\right\}}^{\theta_{b}(t+1)} \alpha_{b} f_{b, t+1}^{1}(x)-\left(1-\alpha_{b}\right) f_{b, t+1}^{0}(x) d x
$$

with $\Delta f_{b, t+1}^{1}=\max _{x \in\left[\underline{b}{ }^{1}, \max \left\{\theta_{b}(t), \delta_{b, t+1}\right\}\right]}\left|f_{b, t+1}^{1}(x)-f_{b, t}^{1}(x)\right|$.
Condition 4. [Sufficient condition for acceleration of exacerbation]
Let $\boldsymbol{O}_{t}^{o}:=\boldsymbol{O}_{t}^{o}\left(\theta_{a}, \theta_{b} ; n_{a}^{o}(t), n_{b}^{o}(t)\right)$ be the objective of the one-shot problem at time $t$ for the case when distributions are fixed over time. Condition 4 is satisfied if the following holds:

- under Case (i): Condition (C.3) is satisfied for objectives $\boldsymbol{O}_{t}$ and $\boldsymbol{O}_{t}^{o}, \forall t \geq 2$, i.e.,

$$
\left|\Delta g_{s, t}\left(L_{s, t}^{0}\left(\theta_{s}^{o}(t)\right)-L_{s, t}^{1}\left(\theta_{s}^{o}(t)\right)\right)\right|<\left|\int_{\theta_{s}^{o}(t)}^{\theta_{s}(t)}\left(1-\alpha_{s, t}\right) f_{s}^{0}(x)-\alpha_{s, t} f_{s}^{1}(x) d x\right|, s \in\{a, b\}
$$

with $\Delta g_{s, t}=\alpha_{s, t}-\alpha_{s, 1}$.

- under Case (ii): Condition (C.4) is satisfied for objectives $\boldsymbol{O}_{t}$ and $\boldsymbol{O}_{t}^{o}, \forall t \geq 2$, i.e.,

$$
\Delta f_{b, t}^{1} \alpha_{b}\left(\max \left\{\theta_{b}^{o}(t), \delta_{b, t}\right\}-\underline{b}^{1}\right)<\int_{\max \left\{\theta_{b}^{o}(t), \delta_{b, t}\right\}}^{\theta_{b}(t)} \alpha_{b} f_{b, t}^{1}(x)-\left(1-\alpha_{b}\right) f_{b, t}^{0}(x) d x
$$

with $\Delta f_{b, t}^{1}=\max _{x \in\left[\underline{b^{1}}, \max \left\{\theta_{b}^{o}(t), \delta_{b, t}\right]\right.}\left|f_{b, t}^{1}(x)-f_{b, 1}^{1}(x)\right|$.
Note that Condition 3 is likely to be satisfied when changing the decision from $\theta_{s}(t)$ to $\theta_{s}(t+1)$ results in: (i) a minor change of $f_{s, t+1}(x)$ from $f_{s, t}(x)$; or/and (ii) a significant change of representation disparity $\frac{n_{a}(t+1)}{n_{b}(t+1)}$ from $\frac{n_{a}(t)}{n_{b}(t)}$ so that $\left|\theta_{s}(t+1)-\theta_{s}(t)\right|$ is sufficiently large.

Condition 4 is likely to be satisfied if for any time step, (i) the change of $f_{s, t}(x)$ is minor as compared to the fixed distribution, i.e., $f_{s, 1}(x)$ at time $t=1$; or/and (ii) the resulting decisions at same time under two schemes are quite different, i.e., $\left|\theta_{s}^{o}(t)-\theta_{s}(t)\right|$ is sufficiently large.

In other words, both requires that $f_{s, t}(x)$ is relatively insensitive to the change of one-shot decisions, and this applies to scenarios where the impact of reshaping distributions is considered as a slow process, e.g., change of credit score takes time and is a slow process.

## C.7.3 Proof of main theorem

If $f_{s, t}(x)=f_{s}(x)$ is fixed $\forall t$, then the relationship between $\frac{n_{a}^{o}(t)}{n_{b}^{o}(t)}$ and one-shot solutions $\left(\theta_{a}^{o}(t), \theta_{b}^{o}(t)\right)$ follows $\frac{n_{a}^{o}(t)}{n_{b}^{o}(t)}=\Psi_{\mathcal{C}, 1}\left(\theta_{a}^{o}(t), \theta_{b}^{o}(t)\right), \forall t$. If $f_{s, t}(x)$ varies over time, then $\frac{n_{a}(t)}{n_{b}(t)}=\Psi_{\mathcal{C}, t}\left(\theta_{a}(t), \theta_{b}(t)\right), \forall t$. We consider that distributions start to change after individuals feel the change of perceived decisions, i.e., $f_{s, t}(x)$ begins to change at time $t=3$. In the following, $\forall s \in\{a, b\}, \theta_{s}^{o}(t)=\theta_{s}(t), \lambda_{s, t}^{o}\left(\theta_{s}^{o}(t)\right)=\lambda_{s, t}\left(\theta_{s}(t)\right)$ for $t=1,2$ and $\frac{n_{a}^{o}(t)}{n_{b}^{o}(t)}=\frac{n_{a}(t)}{n_{b}(t)}$ for $t=1,2,3$.

Start from $t=1$, if $\left(\theta_{a}(1), \theta_{b}(1)\right)$ satisfies $\lambda_{a, 1}\left(\theta_{a}(1)\right)>\lambda_{b, 1}\left(\theta_{b}(1)\right)$, then $\frac{n_{a}(2)}{n_{b}(2)}>\frac{n_{a}(1)}{n_{b}(1)}$ and $\theta_{s}(2)>$ $\theta_{s}(1)$ holds $\forall s \in\{a, b\}$, implying $\lambda_{a, 2}\left(\theta_{a}(2)\right)>\lambda_{a, 1}\left(\theta_{a}(1)\right)>\lambda_{b, 1}\left(\theta_{b}(1)\right)>\lambda_{b, 2}\left(\theta_{b}(2)\right)\left(\boldsymbol{O}_{1}\right.$ and $\boldsymbol{O}_{2}$ satisfy monotonicity condition) and $\frac{n_{a}(3)}{n_{b}(3)}>\frac{n_{a}(2)}{n_{b}(2)}$. Moreover, the change of decisions begins to reshape the feature distributions in the next time step.

Consider two ways of reshaping distributions: Case (i) and Case (ii). For both cases, show that as long as the change of distribution from $f_{s, t-1}(x)$ to $f_{s, t}(x)$ is relatively small w.r.t. the change of decision from $\theta_{s}(t-2)$ to $\theta_{s}(t-1)$ (formally stated in Condition 3 and Condition 4), the following can hold for any time step $t \geq 3$ : (i) $\boldsymbol{O}_{t}$ and $\boldsymbol{O}_{t+1}$ satisfy monotonicity condition: $\lambda_{a, t+1}\left(\theta_{a}(t+1)\right)>$ $\lambda_{a, t}\left(\theta_{a}(t)\right), \lambda_{b, t}\left(\theta_{b}(t)\right)>\lambda_{b, t+1}\left(\theta_{b}(t+1)\right)$ hold when $\frac{n_{a}(t+1)}{n_{b}(t+1)}>\frac{n_{a}(t)}{n_{b}(t)}$; iii) group representation disparity changes faster than case when distributions are fixed, i.e., $\frac{n_{a}(t)}{n_{b}(t)} \geq \frac{n_{a}^{o}(t)}{n_{b}^{o}(t)}, \forall t$.

Since $\theta_{s}(2)>\theta_{s}(1)$, within the same group $\mathcal{G}_{s}$, subgroup $\mathcal{G}_{s}^{1}$ (resp. $\mathcal{G}_{s}^{0}$ ) experiences the higher (resp. lower) loss at time $t=2$ than $t=1$. Consider two types of change $\forall s \in\{a, b\}$ :

- Case (i): $\alpha_{s, 3}<\alpha_{s, 2}=\alpha_{s, 1}$.
- Case (ii): $f_{s, 3}^{0}(x)=f_{s, 2}^{0}(x)=f_{s, 1}^{0}(x), \forall x$ and $f_{s, 3}^{1}(x)<f_{s, 2}^{1}(x)=f_{s, 1}^{1}(x), \forall x \in \mathcal{T}_{s}$.

Prove the following by induction under Condition 3 and 4 (on the sensitivity of $f_{s, t}(x)$ w.r.t. the change of decisions): For $t>3, \frac{n_{a}(t+1)}{n_{b}(t+1)}>\frac{n_{a}^{o}(t+1)}{n_{b}^{o}(t+1)}$ and $\frac{n_{a}(t+1)}{n_{b}(t+1)}>\frac{n_{a}(t)}{n_{b}(t)}$ hold, and $\forall s \in\{a, b\}$ :

- Case (i): $\alpha_{s, t+1}<\alpha_{s, t}<\alpha_{s, 1}$ is satisfied.
- Case (ii): $f_{s, t+1}^{0}(x)=f_{s, t}^{0}(x)=f_{s, 1}^{0}(x), \forall x$ and $f_{s, t+1}^{1}(x)<f_{s, t}^{1}(x)<f_{s, 1}^{1}(x), \forall x \in \mathcal{T}_{s}$.


## Base case:

$\Psi_{\mathcal{C}, t}$ is defined under feature distributions $f_{s, t}(x)=\alpha_{s, t} f_{s, t}^{1}(x)+\left(1-\alpha_{s, t}\right) f_{s, t}^{0}(x), \forall s \in\{a, b\}$. Define a pair $\left(\tilde{\theta}_{a}, \tilde{\theta}_{b}\right)$ such that the following holds:

$$
\frac{n_{a}(3)}{n_{b}(3)}=\Psi_{\mathcal{C}, 1}\left(\theta_{a}^{o}(3), \theta_{b}^{o}(3)\right)=\Psi_{\mathcal{C}, 3}\left(\theta_{a}(3), \theta_{b}(3)\right)=\Psi_{\mathcal{C}, 2}\left(\tilde{\theta}_{a}, \tilde{\theta}_{b}\right)>\Psi_{\mathcal{C}, 2}\left(\theta_{a}(2), \theta_{b}(2)\right)=\frac{n_{a}(2)}{n_{b}(2)}
$$

Then, we have $\forall s \in\{a, b\}$ :

- Case (i): As $\alpha_{s, 3}<\alpha_{s, 2}^{1}=\alpha_{s, 1}$, by Lemma 17, $\theta_{s}(3)>\theta_{s}^{o}(3)=\tilde{\theta}_{s}$ holds.
- Case (ii): As $f_{s, 3}^{0}(x)=f_{s, 2}^{0}(x)=f_{s, 1}^{0}(x), \forall x$ and $f_{s, 3}^{1}(x)<f_{s, 2}^{1}(x)<f_{s, 1}^{1}(x), \forall x \in \mathcal{T}_{s}$, by Lemma 19, $\theta_{s}(3)>\theta_{s}^{o}(3)=\tilde{\theta}_{s}$ holds.

By Theorem 14, $\tilde{\theta}_{s}>\theta_{s}(2)$ holds. It implies that $\theta_{s}(3)>\theta_{s}^{o}(3)$ and $\theta_{s}(3)>\theta_{s}(2)$.
Consider dynamics with $\lambda_{s, t}\left(\theta_{s}(t)\right)=v\left(L_{s, t}\left(\theta_{s}(t)\right)\right)$. The following statements hold:
(1) Under Condition 3, $L_{a, 3}\left(\theta_{a}(3)\right)<L_{a, 2}\left(\theta_{a}(2)\right)$ and $L_{b, 3}\left(\theta_{b}(3)\right)>L_{b, 2}\left(\theta_{b}(2)\right)$ hold, implying $\lambda_{a, 3}\left(\theta_{a}(3)\right)>\lambda_{a, 2}\left(\theta_{a}(2)\right)>\lambda_{b, 2}\left(\theta_{b}(2)\right)>\lambda_{b, 3}\left(\theta_{b}(3)\right)$ and $\frac{n_{a}(4)}{n_{b}(4)}>\frac{n_{a}(3)}{n_{b}(3)}$.
(2) Under Condition 4, $L_{a, 3}\left(\theta_{a}(3)\right)<L_{a, 3}\left(\theta_{a}^{o}(3)\right)$ and $L_{b, 3}\left(\theta_{b}(3)\right)>L_{b, 3}\left(\theta_{b}^{o}(3)\right)$ hold, implying $\lambda_{a, 3}\left(\theta_{a}(3)\right)>\lambda_{a, 3}^{o}\left(\theta_{a}^{o}(3)\right)>\lambda_{b, 3}^{o}\left(\theta_{b}^{o}(3)\right)>\lambda_{b, 3}\left(\theta_{b}(3)\right)$ and $\frac{n_{a}(4)}{n_{b}(4)}>\frac{n_{a}^{o}(4)}{n_{b}^{o}(4)}$.
(3) $\mathcal{G}_{s}^{1}$ (resp. $\mathcal{G}_{s}^{0}$ ) experiences the higher (resp. lower) loss at $t=3$ than $t=2$, i.e., $L_{s, 3}^{1}\left(\theta_{s}(3)\right)>$ $L_{s, 2}^{1}\left(\theta_{s}(2)\right)$ and $L_{s, 3}^{0}\left(\theta_{s}(3)\right)<L_{s, 2}^{0}\left(\theta_{s}(2)\right)$,

- Case (i): $\alpha_{s, 4}<\alpha_{s, 3}<\alpha_{s, 1}$ holds.
- Case (ii): $f_{s, 4}^{0}(x)=f_{s, 3}^{0}(x)=f_{s, 1}^{0}(x), \forall x$ and $f_{s, 4}^{1}(x)<f_{s, 3}^{1}(x)<f_{s, 1}^{1}(x), \forall x \in \mathcal{T}_{s}$ hold.


## Induction step:

Suppose at time $t>3, \frac{n_{a}(t+1)}{n_{b}(t+1)}>\frac{n_{a}^{o}(t+1)}{n_{b}^{o}(t+1)}$ and $\frac{n_{a}(t+1)}{n_{b}(t+1)}>\frac{n_{a}(t)}{n_{b}(t)}$ hold, and $\forall s \in\{a, b\}$ :

- Case (i): $\alpha_{s, t+1}<\alpha_{s, t}<\alpha_{s, 1}$ is satisfied.
- Case (ii): $f_{s, t+1}^{0}(x)=f_{s, t}^{0}(x)=f_{s, 1}^{0}(x), \forall x$ and $f_{s, t+1}^{1}(x)<f_{s, t}^{1}(x)<f_{s, 1}^{1}(x), \forall x \in \mathcal{T}_{s}$.

Then consider time step $t+1$.
Define pairs $\left(\tilde{\theta}_{a}, \tilde{\theta}_{b}\right)$ and $\left(\hat{\theta}_{a}, \hat{\theta}_{b}\right)$ such that the following holds:

$$
\frac{n_{a}(t+1)}{n_{b}(t+1)}=\Psi_{\mathcal{C}, t+1}\left(\theta_{a}(t+1), \theta_{b}(t+1)\right)>\left\{\begin{array}{l}
\frac{n_{a}^{o}(t+1)}{n_{b}^{o}(t+1)}=\Psi_{\mathcal{C}, 1}\left(\theta_{a}^{o}(t+1), \theta_{b}^{o}(t+1)\right)=\Psi_{\mathcal{C}, t+1}\left(\tilde{\theta}_{a}, \tilde{\theta}_{b}\right) \\
\frac{n_{a}(t)}{n_{b}(t)}=\Psi_{\mathcal{C}, t}\left(\theta_{a}(t), \theta_{b}(t)\right)=\Psi_{\mathcal{C}, t+1}\left(\hat{\theta}_{a}, \hat{\theta}_{b}\right)
\end{array}\right.
$$

According to the hypothesis, Under Case (i), $\tilde{\theta}_{s}>\theta_{s}^{o}(t+1)$ and $\hat{\theta}_{s}>\theta_{s}(t)$ hold by Lemma 17. Under Case (ii), $\tilde{\theta}_{s}>\theta_{s}^{o}(t+1)$ and $\hat{\theta}_{s}>\theta_{s}(t)$ hold by Lemma 19. By Theorem 14, $\theta_{s}(t+1)>\tilde{\theta}_{s}$ and $\theta_{s}(t+1)>\hat{\theta}_{s}$ hold. It implies that $\theta_{s}(t+1)>\theta_{s}^{o}(t+1)$ and $\theta_{s}(t+1)>\theta_{s}(t)$.
(1) Under Condition 3, $L_{a, t+1}\left(\theta_{a}(t+1)\right)<L_{a, t}\left(\theta_{a}(t)\right)$ and $L_{b, t+1}\left(\theta_{b}(t+1)\right)>L_{b, t}\left(\theta_{b}(t)\right)$ hold, implying $\lambda_{a, t+1}\left(\theta_{a}(t+1)\right)>\lambda_{a, t}\left(\theta_{a}(t)\right)>\lambda_{b, t}\left(\theta_{b}(t)\right)>\lambda_{b, t+1}\left(\theta_{b}(t+1)\right)$ and $\frac{n_{a}(t+1)}{n_{b}(t+1)}>\frac{n_{a}(t)}{n_{b}(t)}: \boldsymbol{O}_{t}$ and $\boldsymbol{O}_{t+1}$ satisfy monotonicity condition and representation disparity get exacerbated.
(2) Under Condition 4, $L_{a, t+1}\left(\theta_{a}(t+1)\right)<L_{a, t+1}\left(\theta_{a}^{o}(t+1)\right)$ and $L_{b, t+1}\left(\theta_{b}(t+1)\right)>L_{b, t+1}\left(\theta_{b}^{o}(t+1)\right)$
hold, implying $\lambda_{a, t+1}\left(\theta_{a}(t+1)\right)>\lambda_{a, t+1}^{o}\left(\theta_{a}^{o}(t+1)\right)>\lambda_{b, t+1}^{o}\left(\theta_{b}^{o}(t+1)\right)>\lambda_{b, t+1}\left(\theta_{b}(t+1)\right)$ and thus $\frac{n_{a}(t+1)}{n_{b}(t+1)}>\frac{n_{a}^{o}(t+1)}{n_{b}^{o}(t+1)}$ : the discrepancy between retention rates of two demographic groups is larger at each time compared to the case when distributions are fixed, and if the disparity get exacerbated, this exacerbation is accelerated under the reshaping.
(3) $\mathcal{G}_{s}^{1}\left(\right.$ resp. $\left.\mathcal{G}_{s}^{0}\right)$ experiences the higher (resp. lower) loss at $t+1$ than $t$, i.e., $L_{s, t+1}^{1}\left(\theta_{s}(t+1)\right)>$ $L_{s, t}^{1}\left(\theta_{s}(t)\right)$ and $L_{s, t+1}^{0}\left(\theta_{s}(t+1)\right)<L_{s, t}^{0}\left(\theta_{s}(t)\right)$. Therefore,

- Case (i): $\alpha_{s, t+2}<\alpha_{s, t+1}<\alpha_{s, 1}$ holds.
- Case (ii): $f_{s, t+2}^{0}(x)=f_{s, t+1}^{0}(x)=f_{s, 1}^{0}(x), \forall x$ and $f_{s, t+2}^{1}(x)<f_{s, t+1}^{1}(x)<f_{s, 1}^{1}(x), \forall x \in \mathcal{T}_{s}$ hold.

Proof is completed.
The case if $\lambda_{a, 1}\left(\theta_{a}(1)\right)<\lambda_{b, 1}\left(\theta_{b}(1)\right)$ can be proved similarly and is omitted.

## C. 8 Proof of Lemmas for Theorem 16

## C.8.1 Proof of Lemma 17

$f_{s}^{0}(x)$ and $f_{s}^{1}(x)$ overlap over $\mathcal{T}_{s}:=\left[\underline{s}^{1}, \bar{s}^{0}\right]$.

1. $\mathcal{C}:=\mathrm{DP}$

To satisfy $\widehat{\Psi}_{\mathrm{DP}}\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right)=\widetilde{\Psi}_{\mathrm{DP}}\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right), \frac{\widehat{\alpha}_{s} f_{s}^{1}\left(\widehat{\theta}_{s}\right)}{\left.\left(1-\widehat{\alpha}_{s}\right) f_{s} f_{s}\right)}=\frac{\widetilde{\epsilon}_{s} f_{s}^{1}\left(\widetilde{\theta}_{s}\right)}{\left(1-\widetilde{\alpha}_{s}\right) f_{s}^{f}\left(\widetilde{\theta}_{s}\right)}$ should hold. Under Assumption 7, both $\frac{\left.\widehat{\alpha}_{s} f_{s}^{1} \cdot \cdot\right)}{\left(1-\widehat{\alpha}_{s}\right) f_{s}^{0}(\cdot)}$ and $\frac{\widetilde{\alpha}_{s} f_{s}^{1}(\cdot)}{\left(1-\widetilde{\alpha}_{s}\right) f_{s}^{0}(\cdot)}$ are strictly increasing over $\mathcal{T}_{s}$. Since $\forall s \in\{a, b\}$, there is $\frac{\widehat{\alpha}_{s} f_{s}^{1}\left(\theta_{s}\right)}{\left(1-\widehat{\alpha}_{s}\right) f_{s}^{0}\left(\theta_{s}\right)}<$ $\frac{\widetilde{\alpha}_{s} f_{s}^{1}\left(\theta_{s}\right)}{\left(1-\widetilde{\alpha}_{s}\right) f_{s}^{0}\left(\theta_{s}\right)}, \forall \theta_{s} \in \mathcal{T}_{s}$. For all three possibilities in Table 4.1, $\widehat{\theta}_{s}>\widetilde{\theta}_{s}$ holds $\forall s \in\{a, b\}$.
2. $\mathcal{C}:=\mathrm{EqOpt}$

Since $\widetilde{L}_{a}^{0}\left(\theta_{a}\right)=\widetilde{L}_{b}^{0}\left(\theta_{b}\right)$ and $\widehat{L}_{a}^{0}\left(\theta_{a}\right)=\widehat{L}_{b}^{0}\left(\theta_{b}\right)$ always hold for any $\left(\theta_{a}, \theta_{b}\right)$ satisfying EqOpt criterion, when change of $\widehat{\alpha}_{s}\left(\right.$ or $\left.\widetilde{\alpha}_{s}\right)$ is determined by $\theta_{s}$ only via $\widehat{L}_{s}^{0}\left(\theta_{s}\right)$ (or $\widetilde{L}_{s}^{0}\left(\theta_{s}\right)$ ), both $\frac{\widehat{\alpha}_{b}}{\widehat{\alpha}_{a}}=1$ and $\frac{\widetilde{\alpha}_{b}}{\widetilde{\alpha}_{a}}=1$ are satisfied. To satisfy $\widehat{\Psi}_{\text {EqOpt }}\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right)=\widetilde{\Psi}_{\text {EqOpt }}\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right), \frac{\widehat{\alpha}_{s} f_{s}^{1}\left(\widehat{\theta}_{s}\right)}{\left(1-\widehat{\alpha}_{s}\right) f_{s}^{0}\left(\widehat{\theta}_{s}\right)}=\frac{\widetilde{\alpha}_{s} f_{s}^{1}\left(\widetilde{\theta}_{s}\right)}{\left(1-\widetilde{\alpha}_{s}\right) f_{s}^{0}\left(\widetilde{\theta}_{s}\right)}$ should hold, which is same as the condition that should be satisfied in case when $\mathcal{C}:=\mathrm{DP}$. Rest of the proof is thus same as DP case and is omitted.
3. $\mathcal{C}:=$ Simple

Simple fairness criterion requires that $\widehat{\theta}_{a}=\widehat{\theta}_{b}=\widehat{\theta}$ and $\widetilde{\theta}_{a}=\widetilde{\theta}_{b}=\widetilde{\theta}$. In order to satisfy $\widehat{\Psi}_{\text {Simple }}\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right)=\widetilde{\Psi}_{\text {Simple }}\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right), \frac{\widehat{\alpha}_{b} f_{b}^{1}(\widehat{\theta})-\left(1-\widehat{\alpha}_{b}\right) f_{b}^{0}(\widehat{\theta})}{\left(1-\widehat{\alpha}_{a}\right) f_{a}^{0}(\widehat{\theta})-\widehat{\alpha}_{a} f_{a}^{1}(\widehat{\theta})}=\frac{\widetilde{\alpha}_{b} f_{b}^{1}(\widetilde{\theta})-\left(1-\widetilde{\alpha}_{b}\right) f_{b}^{0}(\widetilde{\theta})}{\left(1-\widetilde{\alpha}_{a}\right) f_{a}^{0}(\widetilde{\theta})-\widetilde{\alpha}_{a} f_{a}^{1}(\widehat{\theta})}$ should hold. Under Assumption 7, both $\frac{\widehat{\alpha}_{b} f_{b}^{1}(\cdot)-\left(1-\widehat{\alpha}_{b}\right) f_{b}^{0}(\cdot)}{\left(1-\widehat{\alpha}_{a}\right) f_{a}^{0}(\cdot)-\widehat{\alpha}_{a} f_{a}^{(\cdot)}}$ and $\frac{\widehat{\alpha}_{b} f_{b}^{1}(\cdot)-\left(1-\widehat{\alpha}_{b}\right) f_{b}^{0}(\cdot)}{\left.\left(1-\widetilde{\alpha}_{a}\right) f_{a}^{0}(\cdot)-\widetilde{\alpha}_{a} f_{a}^{1} \cdot\right)}$ are strictly increasing over $\mathcal{T}_{s}$. Since
$\forall s \in\{a, b\}$, there is $\frac{\widehat{\alpha}_{b} f_{b}^{1}(\theta)-\left(1-\widehat{\alpha}_{b}\right) f_{b}^{0}(\theta)}{\left(1-\widehat{\alpha}_{a}\right) f_{a}^{0}(\theta)-\widehat{\alpha}_{a} f_{a}^{1}(\theta)}<\frac{\widetilde{\alpha}_{b} f_{b}^{1}(\theta)-\left(1-\widetilde{\alpha}_{b}\right) f_{b}^{0}(\theta)}{\left(1-\widetilde{\alpha}_{a}\right) f_{a}^{0}(\theta)-\widetilde{\alpha}_{a} f_{a}^{1}(\theta)}, \forall \theta \in \mathcal{T}_{a} \cap \mathcal{T}_{b}$, implying that $\widehat{\theta}>\widetilde{\theta}$.

## C.8.2 Proof of Lemma 18

Define $\Delta L_{s}^{j}=\left|\widehat{L}_{s}^{j}\left(\widehat{\theta}_{s}\right)-\widetilde{L}_{s}^{j}\left(\widetilde{\theta}_{s}\right)\right|, j \in\{0,1\}$. Rewrite $\widehat{\alpha}_{s}=\widetilde{\alpha}_{s}-\Delta g_{s}$. For $s \in\{a, b\}, \widehat{\theta}_{s}>\widetilde{\theta}_{s}$ holds, which implies that $\widehat{L}_{s}^{1}\left(\widehat{\theta}_{s}\right)=\widetilde{L}_{s}^{1}\left(\widetilde{\theta}_{s}\right)+\Delta L_{s}^{1}$ and $\widehat{L}_{s}^{0}\left(\widehat{\theta}_{s}\right)=\widetilde{L}_{s}^{0}\left(\widetilde{\theta}_{s}\right)-\Delta L_{s}^{0}$. Therefore,

$$
\widehat{L}_{s}\left(\widehat{\theta}_{s}\right)-\widetilde{L}_{s}\left(\widetilde{\theta}_{s}\right)=\Delta g_{s}\left(\widetilde{L}_{s}^{0}\left(\widetilde{\theta}_{s}\right)-\widetilde{L}_{s}^{1}\left(\widetilde{\theta}_{s}\right)\right)-\left(\left(1-\widehat{\alpha}_{s}\right) \Delta L_{s}^{0}-\widehat{\alpha}_{s} \Delta L_{s}^{1}\right), s \in\{a, b\}
$$

since

$$
\Delta L_{s}^{1}=\int_{\widetilde{\theta}_{s}}^{\widehat{\theta}_{s}} f_{s}^{1}(x) d x ; \Delta L_{s}^{0}=\int_{\bar{\theta}_{s}}^{\widehat{\theta}_{s}} f_{s}^{0}(x) d x
$$

Define $\widehat{\delta}_{s}$ such that $\left(1-\widehat{\alpha}_{s}\right) f_{s}^{0}\left(\widehat{\delta}_{s}\right)=\widehat{\alpha}_{s} f_{s}^{1}\left(\widehat{\delta}_{s}\right)$, then $\left(1-\widehat{\alpha}_{a}\right) f_{a}^{0}(x)>\widehat{\alpha}_{a} f_{a}^{1}(x)$ when $x<\widehat{\delta}_{a}$ and $\left(1-\widehat{\alpha}_{b}\right) f_{b}^{0}(x)<\widehat{\alpha}_{b} f_{b}^{1}(x)$ when $x>\widehat{\delta}_{b}$. By Lemma $6, \widehat{\theta}_{a}<\widehat{\delta}_{a}$ and $\widehat{\theta}_{b}>\widehat{\delta}_{b}$ hold, implying

$$
\left(1-\widehat{\alpha}_{s}\right) \Delta L_{s}^{0}-\widehat{\alpha}_{s} \Delta L_{s}^{1}=\int_{\widehat{\theta}_{s}}^{\widehat{\theta}_{s}}\left(1-\widehat{\alpha}_{s}\right) f_{s}^{0}(x)-\widehat{\alpha}_{s} f_{s}^{1}(x) d x\left\{\begin{array}{l}
>0, s=a \\
<0, s=b
\end{array}\right.
$$

If $\left|\Delta g_{s}\left(\widetilde{L}_{s}^{0}\left(\widetilde{\theta}_{s}\right)-\widetilde{L}_{s}^{1}\left(\widetilde{\theta}_{s}\right)\right)\right|<\left|\int_{\hat{\theta}_{s}}^{\widehat{\theta}_{s}}\left(1-\widehat{\alpha}_{s}\right) f_{s}^{0}(x)-\widehat{\alpha}_{s} f_{s}^{1}(x) d x\right|$ holds, then the sign of $\widehat{L}_{s}\left(\widehat{\theta}_{s}\right)-\widetilde{L}_{s}\left(\widetilde{\theta}_{s}\right)$ is determined by the sign of $\widehat{\alpha}_{s} \Delta L_{s}^{1}-\left(1-\widehat{\alpha}_{s}\right) \Delta L_{s}^{0}$. We have $\widehat{L}_{a}\left(\widehat{\theta}_{a}\right)<\widetilde{L}_{a}\left(\widetilde{\theta}_{a}\right)$ and $\widehat{L}_{b}\left(\widehat{\theta}_{b}\right)>\widetilde{L}_{b}\left(\widetilde{\theta}_{b}\right)$.

## C.8. 3 Proof of Lemma 19

1. $\mathcal{C}:=\mathrm{DP}$ or $\mathcal{C}:=$ EqOpt

To satisfy $\widehat{\Psi}_{\mathrm{DP}}\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right)=\widetilde{\Psi}_{\mathrm{DP}}\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right)$ or $\widehat{\Psi}_{\mathrm{EqOpt}}\left(\widehat{\theta}_{a}, \widehat{\theta}_{b}\right)=\widetilde{\Psi}_{\mathrm{EqOpt}}\left(\widetilde{\theta}_{a}, \widetilde{\theta}_{b}\right), \frac{\alpha_{s} \widetilde{f}_{s}\left(\widetilde{\theta}_{s}\right)}{\left(1-\alpha_{s}\right) \widetilde{f}_{s}\left(\widetilde{( }_{s}\right)}=$
 $\widehat{\theta}_{s}>\widetilde{\theta}_{s}$ has to be satisfied.
2. $\mathcal{C}:=$ Simple

Simple fairness criterion requires that $\widehat{\theta}_{a}=\widehat{\theta}_{b}=\widehat{\theta}$ and $\widetilde{\theta}_{a}=\widetilde{\theta}_{b}=\widetilde{\theta}$. In order to satisfy

der Assumption 7, $\frac{g_{b}^{1} \tilde{f}_{b}^{1}(\cdot)-g_{b}^{0} \tilde{f}_{b}^{0}(\cdot)}{g_{a} \bar{f}_{a}^{0}(\cdot)-g_{a} \bar{f}_{a}^{1}(\cdot)}$ is strictly increasing over $\mathcal{T}_{s}$. For $\widehat{\theta}, \widetilde{\theta} \in \mathcal{T}_{a} \cap \mathcal{T}_{b}, \widehat{\theta}>\widetilde{\theta}$ has to be satisfied.

## C.8.4 Proof of Lemma 20

Define $\widehat{\delta}_{s}$ such that $\left(1-\alpha_{s}\right) \hat{f}_{s}^{0}\left(\widehat{\delta}_{s}\right)=\alpha_{s} \widehat{f}_{s}\left(\widehat{\delta}_{s}\right)$. Then, $\left(1-\alpha_{a}\right) \widehat{f}_{a}^{0}(x)>\alpha_{a}^{1} \widehat{f}_{a}^{0}(x)$ when $x<\widehat{\delta}_{a}$ and $\left(1-\alpha_{b}\right) \widehat{f}_{b}^{0}(x)<\alpha_{b} \widehat{f}_{b}^{l}(x)$ when $x>\widehat{\delta}_{b}$.

Since $\widehat{\theta}_{s}>\widetilde{\theta}_{s}$, we have

$$
\begin{aligned}
& \widetilde{L}_{s}^{0}\left(\widetilde{\theta}_{s}\right)-\widetilde{L}_{s}^{0}\left(\widetilde{\theta}_{s}\right)=-\int_{\widehat{\theta}_{s}}^{\widehat{\theta}_{s}} \widehat{f}_{s}^{0}(x) d x=-\int_{\widehat{\theta}_{s}}^{\widehat{\theta}_{s}} \widehat{f}_{s}^{0}(x) d x \\
& \left.\widetilde{L}_{s}^{1}\left(\widetilde{\theta}_{s}\right)-\widetilde{L}_{s}^{1} \widetilde{\theta}_{s}\right)=\int_{\widetilde{\theta}_{s}}^{\widehat{\theta}_{s}} \vec{f}_{s}^{1}(x) d x-\int_{\underline{s}^{1}}^{\widetilde{\theta}_{s}}\left(\widetilde{f}_{s}^{1}(x)-\widehat{f}_{s}^{1}(x)\right) d x
\end{aligned}
$$

Therefore,

$$
\widehat{L}_{s}\left(\widehat{\theta}_{s}\right)-\widetilde{L}_{s}\left(\widetilde{\theta}_{s}\right)=\int_{\widetilde{\theta}_{s}}^{\widehat{\theta}_{s}} \alpha_{s} \widehat{f}_{s}^{1}(x)-\left(1-\alpha_{s}\right) \widehat{f}_{s}^{0}(x) d x-\alpha_{s} \int_{\underline{s}^{1}}^{\widetilde{\theta}_{s}}\left(\hat{f}_{s}^{1}(x)-\widehat{f}_{s}^{1}(x)\right) d x
$$

since $\widetilde{\theta}_{a}<\widehat{\theta}_{a}<\widehat{\delta}_{a}, \int_{\widehat{\theta}_{a}}^{\widehat{\theta}_{a}} \alpha_{a} \widehat{f}_{a}^{1}(x)-g_{a}^{0} \widehat{f}_{a}^{0}(x) d x<0$ holds. Since $\widetilde{f}_{a}^{1}(x)>\widehat{f}_{a}^{l}(x)$ for $x \in \mathcal{T}_{a}$, we have $\alpha_{a} \int_{a^{1}}^{\widetilde{\theta}_{a}}\left(\widetilde{f}_{a}^{1}(x)-\widehat{f}_{a}^{1}(x)\right) d x>0$. Therefore, $\widehat{L}_{a}\left(\widehat{\theta}_{a}\right)<\widetilde{L}_{a}\left(\widetilde{\theta}_{a}\right)$.

When $s=b$, there are two possibilities: (i) $\widetilde{\theta}_{b}<\widehat{\delta}_{b}<\widehat{\theta}_{b}$; (ii) $\widehat{\delta}_{b}<\widetilde{\theta}_{b}<\widehat{\theta}_{b}$.
For case (i),

$$
\begin{aligned}
\widehat{L}_{b}\left(\widehat{\theta}_{b}\right)-\widetilde{L}_{b}\left(\widetilde{\theta}_{b}\right) & =\underbrace{\int_{\widehat{\delta}_{b}}^{\widehat{\theta}_{b}} \alpha_{b} \widehat{f}_{b}^{1}(x)-\left(1-\alpha_{b}\right) \widehat{f}_{b}^{0}(x) d x}_{\text {term } 1}+\underbrace{\int_{\widetilde{\theta}_{b}}^{\int_{\delta_{b}}} \alpha_{b} \widehat{f}_{b}^{1}(x)-\left(1-\alpha_{b}\right) \widehat{f}_{b}^{0}(x) d x}_{\text {term } 2} \\
& +\underbrace{\alpha_{b} \int_{\underline{b}^{1}}^{\widetilde{\theta}_{b}}\left(\widehat{f}_{b}^{1}(x)-\widehat{f}_{b}^{1}(x)\right) d x}_{\text {term } 3}
\end{aligned}
$$

Since $\widetilde{\delta}_{b}<\widetilde{\theta}_{b}<\widehat{\delta}_{b}$ and $\widehat{f_{b}^{0}}(x)=\widehat{f}_{b}^{0}(x)$, for $x \in\left[\widetilde{\theta}_{b}, \widehat{\delta}_{b}\right], \alpha_{b} \widehat{f}_{b}^{1}(x)-\alpha_{b} \widetilde{f}_{b}^{1}(x)<\alpha_{b} \widehat{f}_{b}^{1}(x)-\left(1-\alpha_{b}\right) \widehat{f}_{b}^{0}(x)<0$, we have $0>\operatorname{term} 2+\operatorname{term} 3>\alpha_{b} \int_{\underline{b^{1}}}^{\widehat{\delta}_{b}}\left(\widehat{f}_{b}^{1}(x)-\widetilde{f}_{b}^{1}(x)\right) d x$.

Define $\Delta_{1}=\max _{x \in\left[\underline{b}^{1}, \widehat{\delta}_{b}\right]}\left|\widehat{f}_{b}^{1}(x)-\widetilde{f}_{b}^{1}(x)\right|$. Since term $1>0, \widehat{L}_{b}\left(\widehat{\theta}_{b}\right)>\widetilde{L}_{b}\left(\widetilde{\theta}_{b}\right)$ holds only if the following condition is satisfied:

$$
\Delta_{1} \alpha_{b}\left(\widehat{\delta}_{b}-\underline{b}^{1}\right)<\int_{\widehat{\delta}_{b}}^{\widehat{\theta}_{b}} \alpha_{b} \widehat{f}_{b}^{1}(x)-\left(1-\alpha_{b}\right) \widehat{f}_{b}^{0}(x) d x
$$

For case (ii),

$$
\widehat{L}_{b}\left(\widehat{\theta}_{b}\right)-\widetilde{L}_{b}\left(\widetilde{\theta}_{b}\right)=\underbrace{\int_{\widetilde{\theta}_{b}}^{\widehat{\theta}_{b}} \alpha_{b} \widehat{f}_{b}^{1}(x)-\left(1-\alpha_{b}\right) \widehat{f}_{b}^{0}(x) d x}_{\text {term } 1}+\underbrace{\alpha_{b} \int_{b^{1}}^{\widetilde{\theta}_{b}}\left(\widehat{f}_{b}^{1}(x)-\widetilde{f}_{b}^{1}(x)\right) d x}_{\text {term } 2}
$$

Define $\Delta_{2}=\max _{x \in\left[\underline{b}^{1}, \widetilde{\theta}_{b}\right]}\left|\widehat{f}_{b}^{1}(x)-\widetilde{f}_{b}^{1}(x)\right|$. Similar to case $(\mathrm{i}), \widehat{L}_{b}\left(\widehat{\theta}_{b}\right)>\widetilde{L}_{b}\left(\widetilde{\theta}_{b}\right)$ holds only if the following condition is satisfied:

$$
\Delta_{2} \alpha_{b}\left(\widetilde{\theta}_{b}-\underline{b}^{1}\right)<\int_{\widetilde{\theta}_{b}}^{\widehat{\theta}_{b}} \alpha_{b} \widehat{f}_{b}^{1}(x)-\left(1-\alpha_{b}\right) \widehat{f}_{b}^{0}(x) d x
$$

Combine two cases, let $\Delta f_{b}^{1}=\max _{x \in\left[\underline{b}, \text {, max }\left\{\widetilde{\theta}_{b}, \widehat{\delta}_{b}\right\}\right]}\left|\widehat{f}_{b}(x)-\widetilde{f}_{b}^{1}(x)\right|, \widehat{L}_{b}\left(\widehat{\theta}_{b}\right)>\widetilde{L}_{b}\left(\widetilde{\theta}_{b}\right)$ holds only if the following condition is satisfied:

$$
\Delta f_{b}^{1} \alpha_{b}\left(\max \left\{\widetilde{\theta}_{b}, \widehat{\delta}_{b}\right\}-\underline{b}^{1}\right)<\int_{\max \left\{\widetilde{\theta}_{b}, \widehat{\delta}_{b}\right\}}^{\widehat{\theta}_{b}} \alpha_{b} \widehat{f}_{b}^{1}(x)-\left(1-\alpha_{b}\right) \widehat{f}_{b}^{0}(x) d x
$$

## APPENDIX D

## Long-Term Impact of Fairness Interventions on Group Qualification

## D. 1 Derivations

Qualification profile of a group.

$$
\begin{aligned}
& \gamma_{s, t}(x)=P_{Y_{t} \mid X_{t}, S}(1 \mid x, s)=\frac{1}{\frac{P_{X_{t}}, Y_{t}, S}{}(x, 0, s)} \frac{1}{P_{X_{t}, Y_{t}, S}(x, 1, s)}+1 \quad=\frac{1}{\frac{P_{X_{t} \mid Y_{t}, S}(x \mid 0, s) P_{Y_{t} \mid S}(0 \mid s)}{P_{X_{t} \mid Y_{t}, S}(x \mid 1, s) P_{t} \mid S(| | s)}+1} \\
& =\frac{1}{\frac{P_{X_{t} \mid Y_{S}, S}(x \mid 0, s)}{P P_{X_{t}} Y_{t}, S}(x \mid 1, s)}\left(\frac{1}{P_{Y_{t} \mid S}(1 \mid s)}-1\right)+1 \quad=\frac{1}{\frac{f_{s}^{0}(x)}{f_{s}^{1}(x)}\left(\frac{1}{\alpha_{s}(t)}-1\right)+1} .
\end{aligned}
$$

Utility of an institute.

$$
\mathcal{U}\left(D_{t}, Y_{t}\right)=\mathbb{E}\left[R_{t}\left(D_{t}, Y_{t}\right)\right]=n_{a} \mathbb{E}\left[R_{t}\left(D_{t}, Y_{t}\right) \mid S=a\right]+n_{b} \mathbb{E}\left[R_{t}\left(D_{t}, Y_{t}\right) \mid S=b\right]
$$

Under policy $\pi^{s}$, we have

$$
\begin{aligned}
& \mathbb{E}\left[R_{t}\left(D_{t}, Y_{t}\right) \mid S=s\right]=P_{D_{t}, Y_{t} \mid S}(1,1 \mid s) u_{+}-P_{D_{t}, Y_{t} \mid S}(1,0 \mid S=s) u_{-} \\
= & \int_{x}\left(P_{D_{t}, Y_{t}, X_{t} \mid S}(1,1, x \mid s) u_{+}-P_{D_{t}, Y_{t}, X_{t} \mid S}(1,0, x \mid s) u_{-}\right) d x \\
= & \int_{x} P_{X_{t} \mid S}(x \mid s)\left(P_{D_{t} \mid X_{t}, S}(1 \mid x, s) P_{Y_{t} \mid X_{t}, S}(1 \mid x, s) u_{+}-P_{D_{t}\left|X_{t}\right| S}(1 \mid x, s) P_{Y_{t} \mid X_{t}, S}(0 \mid x, s) u_{-}\right) d x \\
= & \int_{x} P_{X_{t} \mid S}(x \mid s)\left(\pi_{s}(x) \gamma_{s, t}(x) u_{+}-\pi_{s}(x)\left(1-\gamma_{s, t}(x)\right) u_{-}\right) d x \\
= & \mathbb{E}_{X_{t} \mid S=s}\left[\pi_{s}\left(X_{t}\right)\left(\gamma_{s, t}\left(X_{t}\right)\left(u_{+}+u_{-}\right)-u_{-}\right)\right] .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\mathcal{U}\left(D_{t}, Y_{t}\right)= & n_{a} \mathbb{E}_{X_{t} \mid S=a}\left[\pi_{a}\left(X_{t}\right)\left(\gamma_{a, t}\left(X_{t}\right)\left(u_{+}+u_{-}\right)-u_{-}\right)\right] \\
& +n_{b} \mathbb{E}_{X_{t} \mid S=b}\left[\pi_{b}\left(X_{t}\right)\left(\gamma_{b, t}\left(X_{t}\right)\left(u_{+}+u_{-}\right)-u_{-}\right)\right]
\end{aligned}
$$

## Dynamics of qualification rate.

$$
\begin{aligned}
\alpha_{s}(t+1)= & P_{Y_{t+1} \mid S}(1 \mid s)=\int_{x} \sum_{y, a} P_{Y_{t+1}, Y_{t}, D_{t}, X_{t} \mid S}(1, y, d, x \mid s) d x \\
= & \int_{x} \sum_{y, a} P_{Y_{t+1} \mid Y_{t}, D_{t}, X_{t}, S}(1 \mid y, d, x, s) P_{D_{t} \mid X_{t}, S}(d \mid x, s) P_{X_{t} \mid Y_{t}, S}(x \mid y, s) P_{Y_{t} \mid S}(y \mid s) d x \\
= & \int_{x} \sum_{a}\left\{P_{Y_{t+1} \mid Y_{t}, D_{t}, X_{t}, S}(1 \mid 0, d, x, s) P_{D_{t} \mid X_{t}, S}(d \mid x, s) P_{X_{t} \mid Y_{t}, S}(x \mid 0, s)\right\} P_{Y_{t} \mid S}(0 \mid s) d x \\
& +\int_{x} \sum_{d}\left\{P_{Y_{t+1} \mid Y_{t}, X_{t}, D_{t}, S}(1 \mid 1, x, d, s) P_{D_{t} \mid X_{t}, S}(d \mid x, s) P_{X_{t} \mid Y_{t}, S}(x \mid 1, s)\right\} P_{Y_{t} \mid S}(1 \mid s) d x \\
= & \mathbb{E}_{X_{t} \mid Y_{t}=0, S=s}\left[\left(1-\pi_{s, t}\left(X_{t}\right)\right) T_{s}^{00}+\pi_{s, t}\left(X_{t}\right) T_{s}^{01}\right]\left(1-\alpha_{s}(t)\right) \\
& +\mathbb{E}_{X_{t} \mid Y_{t}=1, S=s}\left[\left(1-\pi_{s, t}\left(X_{t}\right)\right) T_{10}^{s}+\pi_{s, t}\left(X_{t}\right) T_{11}^{s}\right] \alpha_{s}(t) \\
= & g_{s}^{0}\left(\alpha_{a}(t), \alpha_{b}(t)\right) \cdot\left(1-\alpha_{s}(t)\right)+g_{s}^{1}\left(\alpha_{a}(t), \alpha_{b}(t)\right) \cdot \alpha_{s}(t)
\end{aligned}
$$

## D. 2 Proof that the threshold policies are optimal

In the following proof, we focus on optimal policy at $t$ and omit the subscript $t$.

First consider unconstrained optimal policy, noted as $\pi_{s}^{\mathrm{UN}}$, we have,

$$
\pi_{S}^{\mathrm{UN}}=\arg \max _{\pi_{s}} \mathbb{E}_{X \mid S=s}\left[\pi_{s}(X)\left(\gamma_{s}(X)\left(u_{+}+u_{-}\right)-u_{-}\right)\right]
$$

Therefore, the optimal policy satisfies $\pi_{s}^{\mathrm{UN}}(x)=\mathbf{1}\left(\gamma_{s}(x) \geq \frac{u_{-}}{u_{+}+u_{-}}\right)$. Since $\gamma_{s}(x)$ is monotonically increasing in $x$ under Assumption $9, \pi_{s}^{\mathrm{UN}}(x)=\mathbf{1}\left(x \geq\left(\gamma_{s}\right)^{-1}\left(\frac{u_{-}}{u_{+}+u_{-}}\right)\right)$is threshold policy where $\left(\gamma_{s}\right)^{-1}(\cdot)$ denotes the inverse function of $\gamma_{s}(\cdot)$.

Now consider optimal fair policy under some fairness constraint $\mathcal{C}$ satisfying Assumption 10. Consider any pair of policies $\left(\pi_{a}, \pi_{b}\right)$ that satisfies fairness constraint $\mathcal{C}$, and define fairness constant $c=\mathbb{E}_{X \sim \mathcal{P}_{a}^{\mathcal{c}}}\left[\pi_{a}(X)\right]=\mathbb{E}_{X \sim \mathcal{P}_{b}^{c}}\left[\pi_{b}(X)\right] \in[0,1]$. To show the optimal fair policy is threshold policy, we will show that there always exists a pair of threshold policies $\left(\pi_{a}^{d}, \pi_{b}^{d}\right)$ such that $\mathbb{E}_{X \sim \mathcal{P}_{a}^{\mathcal{C}}}\left[\pi_{a}^{d}(X)\right]=$ $\mathbb{E}_{X \sim \mathcal{P}_{b}^{\mathcal{C}}}\left[\pi_{b}^{d}(X)\right]=c$, i.e., the fairness constant is the same as $\left(\pi_{a}, \pi_{b}\right)$, and the utility of $\left(\pi_{a}^{d}, \pi_{b}^{d}\right)$ is no less than the utility attained under $\left(\pi_{a}, \pi_{b}\right)$.
$\forall s \in\{a, b\}$, let threshold policy $\pi_{s}^{d}$ be defined such that $\pi_{s}^{d}(x)=\mathbf{1}\left(x \geq \theta_{s}^{d}\right)$ and $\mathbb{E}_{X \sim \mathcal{P}_{s}^{\mathcal{C}}}\left[\pi_{s}^{d}(X)\right]=c$ are satisfied. Such policy must exist and the threshold is given by $\theta_{s}^{d}=\left(\mathbb{F}_{s}^{\mathcal{C}}\right)^{-1}(1-c)$, where $\mathbb{F}_{s}^{\mathcal{C}}\left(\theta^{s}\right)=\int_{-\infty}^{\theta^{s}} \mathcal{P}_{s}^{\mathcal{C}}(x) d x$ is CDF of $\mathcal{P}_{s}^{\mathcal{C}}$ and $\left(\mathbb{F}_{s}^{\mathcal{C}}\right)^{-1}(\cdot)$ is the inverse of it.

Let $R_{\pi_{s}^{d}}(D, Y), R_{\pi_{s}}(D, Y)$ denote the utility attained under policies $\pi_{s}^{d}$, $\pi_{s}$ respectively. Next we will show that $\forall s \in\{a, b\}, \mathbb{E}\left[R_{\pi_{s}^{d}}(D, Y) \mid S=s\right] \geq \mathbb{E}\left[R_{\pi_{s}}(D, Y) \mid S=s\right]$ holds, i.e.,

$$
\mathbb{E}_{X \mid S=s}\left[\pi_{s}^{d}(X)\left(\gamma_{s}(X)\left(u_{+}+u_{-}\right)-u_{-}\right)\right] \geq \mathbb{E}_{X \mid S=s}\left[\pi_{s}(X)\left(\gamma_{s}(X)\left(u_{+}+u_{-}\right)-u_{-}\right)\right]
$$

Since $\pi_{s}^{d}(x)=\mathbf{1}\left(x \geq \theta_{s}^{d}\right)$, we have the followings,

$$
\begin{aligned}
\mathbb{E}_{X \mid S=s}\left[\pi_{s}^{d}(X)\left(\gamma_{s}(X)\left(u_{+}+u_{-}\right)-u_{-}\right)\right] & =\int_{\theta_{s}^{d}}^{\infty}\left(\gamma_{s}(x)\left(u_{+}+u_{-}\right)-u_{-}\right) P_{X \mid S}(x \mid s) d x \\
\mathbb{E}_{X \mid S=s}\left[\pi_{s}(X)\left(\gamma_{s}(X)\left(u_{+}+u_{-}\right)-u_{-}\right)\right] & =\int_{\theta_{s}^{d}}^{\infty}\left(\gamma_{s}(x)\left(u_{+}+u_{-}\right)-u_{-}\right) P_{X \mid S}(x \mid s) d x \\
& +\int_{-\infty}^{\theta_{s}^{d}} \pi_{s}(x)\left(\gamma_{s}(x)\left(u_{+}+u_{-}\right)-u_{-}\right) P_{X \mid S}(x \mid s) d x \\
& -\int_{\theta_{s}^{d}}^{\infty}\left(1-\pi_{s}(x)\right)\left(\gamma_{s}(x)\left(u_{+}+u_{-}\right)-u_{-}\right) P_{X \mid S}(x \mid s) d x
\end{aligned}
$$

Since $\mathbb{E}_{X \sim \mathcal{P}_{s}^{\mathcal{C}}}\left[\pi_{s}(X)\right]=c=\mathbb{E}_{X \sim \mathcal{P}_{s}^{\mathcal{C}}}\left[\pi_{s}^{d}(X)\right]$, we have

$$
\begin{equation*}
\int_{\theta_{s}^{d}}^{\infty}\left(1-\pi_{s}(x)\right) \mathcal{P}_{s}^{\mathcal{C}}(x) d x=\int_{-\infty}^{\theta_{s}^{d}} \pi_{s}(x) \mathcal{P}_{s}^{\mathcal{C}}(x) d x \tag{D.1}
\end{equation*}
$$

Under Assumption 10, $\frac{P_{X \mid S}(x \mid s)}{\mathcal{P}_{s}^{\mathcal{C}}(x)}$ is non-decreasing. Since $\gamma_{s}(x)=\alpha_{s} \frac{f_{s}^{1}(x)}{P_{X \mid S}(x \mid s)}$ is non-decreasing and $1-\gamma_{s}(x)=\left(1-\alpha_{s} \frac{f_{s}^{0}(x)}{P_{X \mid S}(x \mid s)}\right.$ is non-increasing, we have $\frac{f_{s}^{1}(x)}{P_{X \mid S}(x \mid s)}$ is non-decreasing and $\frac{f_{s}^{0}(x)}{P_{X \mid S}(x \mid s)}$ is non-increasing. Therefore,

$$
\begin{aligned}
& \left(\gamma_{s}(x)\left(u_{+}+u_{-}\right)-u_{-}\right) \frac{P_{X \mid S}(x \mid s)}{\mathcal{P}_{s}^{\mathcal{C}}(x)}=\alpha^{s} \frac{f_{s}^{1}(x)}{\mathcal{P}_{s}^{\mathcal{C}}(x)} u_{+}-\left(1-\alpha^{s}\right) \frac{f_{s}^{0}(x)}{\mathcal{P}_{s}^{\mathcal{C}}(x)} u_{-} \\
= & \alpha^{s} \frac{f_{s}^{1}(x)}{P_{X \mid S}(x \mid s)} \frac{P_{X \mid S}(x \mid s)}{\mathcal{P}_{S}^{\mathcal{C}}(x)} u_{+}-\left(1-\alpha^{s}\right) \frac{f_{s}^{0}(x)}{P_{X \mid S}(x \mid s)} \frac{P_{X \mid S}(x \mid s)}{\mathcal{P}_{s}^{\mathcal{C}}(x)} u_{-}
\end{aligned}
$$

is non-decreasing in $x$. Combine with Eqn. (D.1), we have the followings,

$$
\begin{aligned}
& \int_{-\infty}^{\theta_{s}^{d}} \pi_{s}(x)\left(\gamma_{s}(x)\left(u_{+}+u_{-}\right)-u_{-}\right) P_{X \mid S}(x \mid s) d x \\
\leq & \int_{-\infty}^{\theta_{s}^{d}} \pi_{s}(x)\left(\gamma_{s}\left(\theta_{s}^{d}\right)\left(u_{+}+u_{-}\right)-u_{-}\right) \frac{P_{X \mid S}\left(\theta_{s}^{d} \mid s\right)}{\mathcal{P}_{s}^{\mathcal{C}}\left(\theta_{s}^{d}\right)} \mathcal{P}_{s}^{\mathcal{C}}(x) d x \\
= & \int_{\theta_{s}^{d}}^{\infty}\left(1-\pi_{s}(x)\right)\left(\gamma_{s}\left(\theta_{s}^{d}\right)\left(u_{+}+u_{-}\right)-u_{-}\right) \frac{P_{X \mid S}\left(\theta_{s}^{d} \mid s\right)}{\mathcal{P}_{s}^{\mathcal{C}}\left(\theta_{s}^{d}\right)} \mathcal{P}_{s}^{\mathcal{C}}(x) d x \\
\leq & \int_{\theta_{s}^{d}}^{\infty}\left(1-\pi_{s}(x)\right)\left(\gamma_{s}(x)\left(u_{+}+u_{-}\right)-u_{-}\right) \frac{P_{X \mid S}(x \mid s)}{\mathcal{P}_{s}^{\mathcal{C}}(x)} \mathcal{P}_{s}^{\mathcal{C}}(x) d x \\
= & \int_{\theta_{s}^{d}}^{\infty}\left(1-\pi_{s}(x)\right)\left(\gamma_{s}(x)\left(u_{+}+u_{-}\right)-u_{-}\right) P_{X \mid S}(x \mid s) d x .
\end{aligned}
$$

Therefore, the following holds $\forall s \in\{a, b\}$,

$$
\mathbb{E}_{X \mid S=s}\left[\pi_{s}^{d}(X)\left(\gamma_{s}(X)\left(u_{+}+u_{-}\right)-u_{-}\right)\right] \geq \mathbb{E}_{X \mid S=s}\left[\pi_{s}(X)\left(\gamma_{s}(X)\left(u_{+}+u_{-}\right)-u_{-}\right)\right] .
$$

It shows that the utility attained under threshold policy $\left(\pi_{a}^{d}, \pi_{b}^{d}\right)$ is no less than the utility of $\left(\pi_{a}, \pi_{b}\right)$, which concludes that the optimal fair policy $\left(\pi_{a}^{\mathcal{C}}, \pi_{b}^{\mathcal{C}}\right)$ must be threshold policies.

Lemma 21 below further shows that the optimal threshold policy $\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$ is continuous and
non-increasing in $\alpha_{a}$ and $\alpha_{b}$.
Lemma 21. Let $\left(\theta_{a}\left(\alpha_{a}, \alpha_{b}\right), \theta_{b}\left(\alpha_{a}, \alpha_{b}\right)\right)$ be a pair of solutions to Eqn. (5.3) under $\alpha_{a}, \alpha_{b} . \forall s \in\{a, b\}$, if $\frac{f_{s}^{1}(x)}{\mathcal{P}_{s}^{C}(x)}$ and $\frac{f_{s}^{0}(x)}{\mathcal{P}_{s}^{\mathcal{C}}(x)}$ are continuous everywhere in $x$, then $\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$ is continuous in both $\alpha_{a}$ and $\alpha_{b}$. Moreover, under Assumption 10, $\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$ is non-increasing in $\alpha_{a}$ and $\alpha_{b}$.

Proof. To prove that a sufficient condition under which $\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$ is continuous in $\alpha_{a}, \alpha_{b} \in[0,1]$ is that $\frac{f_{s}^{1}(x)}{\mathcal{P}_{s}^{C}(x)}$ and $\frac{f_{s}^{0}(x)}{\mathcal{P}_{s}^{C}(x)}$ are continuous everywhere in $x$, we define a function $f_{s}\left(\theta_{s}, \alpha_{a}, \alpha_{b}\right)$ :

$$
\begin{aligned}
f_{s}\left(\theta_{s}, \alpha_{a}, \alpha_{b}\right) & =\left(\gamma_{s}\left(\theta_{s}\right)-\frac{u_{-}}{u_{+}+u_{-}}\right) \frac{\mathbb{P}\left(X=\theta_{s} \mid S=s\right)}{\mathcal{P}_{s}^{\mathcal{C}}\left(\theta_{s}\right)} \\
& =\left[\alpha_{s} u_{+} f_{s}^{1}\left(\theta_{s}\right)+\alpha_{s} u_{-} f_{s}^{0}\left(\theta_{s}\right)-u_{-} f_{s}^{0}\left(\theta_{s}\right)\right] \frac{1}{\mathcal{P}_{s}^{\mathcal{C}}\left(\theta_{s}\right)} \\
& =\left[\alpha_{s} \frac{f_{s}^{1}\left(\theta_{s}\right)}{\mathcal{P}_{s}^{\mathcal{C}}\left(\theta_{s}\right)} u_{+}+\left(\alpha_{s}-1\right) \frac{f_{s}^{0}\left(\theta_{s}\right)}{\mathcal{P}_{s}^{\mathcal{C}}\left(\theta_{s}\right)} u_{-}\right] .
\end{aligned}
$$

According to Equation (5.3), we have $n_{a} f_{a}\left(\theta_{a}, \alpha_{a}, \alpha_{b}\right)+n_{b} f_{b}\left(\theta_{b}, \alpha_{a}, \alpha_{b}\right)=0$.
Given any $\alpha_{a}$ and $\alpha_{b}$, and any constant $k$, let $\tilde{\theta}_{s}^{i}$ be one solution to $f_{s}\left(\theta_{s}, \alpha_{a}, \alpha_{b}\right)=k$, where $i=1, \ldots, N$ and $N$ is the number of solutions. Firstly, we show that $\tilde{\theta}_{s}^{i}\left(\alpha_{a}, \alpha_{b}\right)$ is continuous in $\alpha_{a}$ and $\alpha_{b}$, for any $i \in\{1, \ldots, N\}$. Because $\frac{f_{s}^{1}(x)}{\mathcal{P}_{s}^{\mathcal{C}}(x)}$ and $\frac{f_{s}^{0}(x)}{\mathcal{P}_{s}^{C}(x)}$ are continuous, $f_{s}\left(\theta_{s}, \alpha_{a}, \alpha_{b}\right)$ is continuous in $\alpha_{a}, \alpha_{b}$, and $\theta_{s}$. Therefore, $\forall \epsilon>0, \exists \delta>0$ such that for all $\left|\alpha_{a^{\prime}}-\alpha_{a}\right|<\delta$ and $\left|\alpha_{b^{\prime}}-\alpha_{b}\right|<\delta \Longrightarrow$ $\left|\tilde{\theta}_{s^{\prime}}^{i}-\tilde{\theta}_{s}^{i}\right|<\epsilon$. Thus, $\tilde{\theta}_{s}^{i}\left(\alpha_{a}, \alpha_{b}\right)$ is continuous in $\alpha_{a}$ and $\alpha_{b}, \forall i \in\{1, \ldots, N\}$.

Next, we show that given $\alpha_{a}$ and $\alpha_{b}$, the solutions to $n_{a} f_{a}\left(\theta_{a}, \alpha_{a}, \alpha_{b}\right)+n_{b} f_{b}\left(\theta_{b}, \alpha_{a}, \alpha_{b}\right)=0$ under fairness constraint $\mathcal{C}$ are continuous in $\alpha_{a}$ and $\alpha_{b} \in[0,1]$. Under fairness constraints in Equation (5.1), $\theta_{a}=\eta^{\mathcal{C}}\left(\theta_{b}\right)$ holds for some continuous function $\eta^{\mathcal{C}}(\cdot)$. Consequently, we have $n_{a} f_{a}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right), \alpha_{a}, \alpha_{b}\right)+n_{b} f_{b}\left(\theta_{b}, \alpha_{a}, \alpha_{b}\right)=0$. Because $f_{s}(\cdot, \cdot, \cdot)$ and $\eta^{\mathcal{C}}(\cdot)$ are continuous functions, with the same reasoning, given $\alpha_{a}$ and $\alpha_{b}$, the solutions to $n_{a} f_{a}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right), \alpha_{a}, \alpha_{b}\right)+n_{b} f_{b}\left(\theta_{b}, \alpha_{a}, \alpha_{b}\right)=0$ are continuous in $\alpha_{a}$ and $\alpha_{b}$. In other words, $\theta_{s}^{i}\left(\alpha_{a}, \alpha_{b}\right)$ is continuous.

Under Assumption 10, $f_{s}\left(\theta_{s}, \alpha_{a}, \alpha_{b}\right)$ and $\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$ are continuous. We then prove that if $\frac{f_{s}^{1}(x)}{\mathcal{P}_{s}^{C}(x)}$ is non-decreasing and $\frac{f_{s}^{0}(x)}{\mathcal{P}_{s}^{c}(x)}$ is non-increasing in $x$, then $\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$ is non-increasing in $\alpha_{a}$ and $\alpha_{b}$.

Let $\left(\eta^{\mathcal{C}}\left(\theta_{b}\right), \theta_{b}\right)$ be a pair that satisfies fairness constraint, where $\eta^{\mathcal{C}}(\cdot)$ is some continuous and
strictly increasing function, then the optimal one is the pair that satisfies Equation (5.3) as follows:

$$
\begin{array}{r}
n_{a}\left(\gamma_{a}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)-\frac{u_{-}}{u_{+}+u_{-}}\right) \frac{P_{X \mid S}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right) \mid a\right)}{\mathcal{P}_{a}^{\mathcal{C}}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)}+n_{b}\left(\gamma_{b}\left(\theta_{b}\right)-\frac{u_{-}}{u_{+}+u_{-}}\right) \frac{P_{X \mid S}\left(\theta_{b} \mid b\right)}{\mathcal{P}_{b}^{\mathcal{C}}\left(\theta_{b}\right)} \\
=n_{a}\left[\alpha_{a} \frac{f_{a}^{1}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)}{\mathcal{P}_{a}^{\mathcal{C}}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)} u_{+}+\left(\alpha_{a}-1\right) \frac{f_{a}^{0}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)}{\mathcal{P}_{a}^{\mathcal{C}}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)} u_{-}\right]+n_{b}\left[\alpha_{b} \frac{f_{b}^{1}\left(\theta_{b}\right)}{\mathcal{P}_{b}^{\mathcal{C}}\left(\theta_{b}\right)} u_{+}+\left(\alpha_{b}-1\right) \frac{f_{b}^{0}\left(\theta_{b}\right)}{\mathcal{P}_{b}^{\mathcal{C}}\left(\theta_{b}\right)} u_{-}\right]=0 .
\end{array}
$$

Note that $\forall s \in\{a, b\}$, LHS of above equation is strictly increasing in $\alpha_{s}$ because the coefficient of $\alpha_{s}$ is positive. Because $\frac{f_{s}^{1}(x)}{\mathcal{P}_{s}^{\mathcal{C}}(x)}$ is non-decreasing and $\frac{f_{s}^{0}(x)}{\mathcal{P}_{s}^{\mathcal{C}}(x)}$ is non-increasing in $x, \frac{f_{s}^{1}(x)}{\mathcal{P}_{s}^{\mathcal{C}}(x)}-\frac{f_{s}^{0}(x)}{\mathcal{P}_{s}^{\mathcal{C}}(x)}$ is non-decreasing in $x$. As $\alpha_{s}$ increases, both $\frac{f_{a}^{1}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)}{\mathcal{P}_{a}^{\mathcal{C}}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)}-\frac{f_{a}^{0}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)}{\mathcal{P}_{a}^{\mathcal{C}}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)}$ and $\frac{f_{b}^{1}\left(\theta_{b}\right)}{\mathcal{P}_{b}^{\mathcal{C}}\left(\theta_{b}\right)}-\frac{f_{b}^{0}\left(\theta_{b}\right)}{\mathcal{P}_{b}^{\mathcal{C}}\left(\theta_{b}\right)}$ must not increase so that the optimal fair equation can be maintained. It requires that both $\theta_{b}$ and $\theta_{a}=\eta^{\mathcal{C}}\left(\theta_{b}\right)$ must not increase. In other words, $\forall s \in\{a, b\}, \theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$ must be non-increasing in $\alpha_{a}$ and $\alpha_{b}$.

## D. 3 Proof of Lemma 7

In the following proof, we focus on optimal policy at $t$ and omit the subscript $t$.
First consider unconstrained optimal policy. Under threshold policy,

$$
\begin{aligned}
\theta_{s}^{\mathrm{UN}} & =\arg \max _{\theta^{s}} \mathbb{E}_{X \mid S=s}\left[\pi_{s}(X)\left(\gamma_{s}(X)\left(u_{+}+u_{-}\right)-u_{-}\right)\right] \\
& =\arg \max _{\theta^{s}} \int_{\theta^{s}}^{\infty}\left(\gamma_{s}(x)\left(u_{+}+u_{-}\right)-u_{-}\right) P_{X \mid S}(x \mid s) d x
\end{aligned}
$$

Since $\gamma_{s}(x)$ is monotonically increasing in $x$ under Assumption $9, \theta_{s}^{\mathrm{UN}}$ satisfies $\gamma_{s}\left(\theta_{s}^{\mathrm{UN}}\right)=\frac{u_{-}}{u_{+}+u_{-}}$.
Now consider optimal policy under fairness constraint, to satisfy constraint $\mathcal{C}, \int_{\theta_{a}}^{\infty} \mathcal{P}_{a}^{\mathcal{C}}(x) d x=$ $\int_{\theta_{b}}^{\infty} \mathcal{P}_{b}^{\mathcal{C}}(x) d x$ should hold. Denote $\operatorname{CDF} \mathbb{F}_{s}^{\mathcal{C}}\left(\theta^{s}\right)=\int_{-\infty}^{\theta^{s}} \mathcal{P}_{\mathcal{C}}^{s}(x) d x$, then for any pair $\left(\theta_{a}, \theta_{b}\right)$ that is fair, we have $\theta_{a}=\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{-1} \mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}\right)=\eta^{\mathcal{C}}\left(\theta_{b}\right)$ hold for some strictly increasing function $\eta^{\mathcal{C}}(\cdot)$. Denote $u=\mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}\right)$ and $\theta_{a}=\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{-1}(u)$, the following holds,

$$
\frac{d \eta^{\mathcal{C}}\left(\theta_{b}\right)}{d \theta_{b}}=\frac{d\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{-1} \mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}\right)}{d \theta_{b}}=\frac{d\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{-1}(u)}{d u} \frac{d u}{d \theta_{b}}=\frac{1}{\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{\prime}\left(\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{-1}(u)\right)} \frac{d u}{d \theta_{b}}=\frac{\left(\mathbb{F}_{b}^{\mathcal{C}}\right)^{\prime}\left(\theta_{b}\right)}{\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{\prime}\left(\theta_{a}\right)}=\frac{\mathcal{P}_{b}^{\mathcal{C}}\left(\theta_{b}\right)}{\mathcal{P}_{a}^{\mathcal{C}}\left(\theta_{a}\right)}
$$

Denote $f_{s}(x)=\left(\gamma_{s}(x)\left(u_{+}+u_{-}\right)-u_{-}\right) P_{X \mid S}(x \mid s)$, then we have

$$
\theta_{b}^{\mathcal{C}}=\arg \max _{\theta_{b}} \mathcal{U}(D, Y)=\arg \max _{\theta_{b}}\left(n_{a} \int_{\eta^{\mathcal{C}}\left(\theta_{b}\right)}^{\infty} f^{a}(x) d x+n_{b} \int_{\theta_{b}}^{\infty} f^{b}(x) d x\right)
$$

Let $F\left(\theta_{b}\right)=n_{a} \int_{\eta}^{\mathcal{C}}\left(\theta_{b}\right), f_{a}(x) d x+n_{b} \int_{\theta_{b}}^{\infty} f_{b}(x) d x$. Because $\gamma_{s}(x)$ is monotonically increasing in $x$ under Assumption 9, the optimal $\theta_{b}^{\mathcal{C}}$ satisfies

$$
\begin{aligned}
\left.\frac{d F\left(\theta_{b}\right)}{d \theta_{b}}\right|_{\theta_{b}=\theta_{b}^{\mathcal{C}}}= & -n_{a} f^{a}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right) \frac{d \eta^{\mathcal{C}}\left(\theta_{b}\right)}{d \theta_{b}}-\left.n_{b} f^{b}\left(\theta_{b}\right)\right|_{\theta_{b}=\theta_{b}^{\mathcal{C}}} \\
= & -n_{a}\left(\gamma_{a}\left(\eta^{\mathcal{C}}\left(\theta_{b}^{\mathcal{C}}\right)\right)\left(u_{+}+u_{-}\right)-u_{-}\right) \mathbb{P}\left(X=\eta^{\mathcal{C}}\left(\theta_{b}^{\mathcal{C}}\right) \mid S=a\right) \frac{\mathcal{P}_{\mathcal{C}}^{b}\left(\theta_{b}^{\mathcal{C}}\right)}{\mathcal{P}_{\mathcal{C}}^{a}\left(\eta^{\mathcal{C}}\left(\theta_{b}^{\mathcal{C}}\right)\right)} \\
& -n_{b}\left(\gamma_{b}\left(\theta_{b}^{\mathcal{C}}\right)\left(u_{+}+u_{-}\right)-u_{-}\right) P_{X \mid S}\left(\theta_{b}^{\mathcal{C}} \mid b\right)=0 .
\end{aligned}
$$

Therefore,

$$
n_{a}\left(\gamma_{a}\left(\theta_{a}^{\mathcal{C}}\right)\left(u_{+}+u_{-}\right)-u_{-}\right) \frac{P_{X \mid S}\left(\theta_{a}^{\mathcal{C}} \mid a\right)}{\mathcal{P}_{\mathcal{C}}\left(\theta_{a}^{\mathcal{C}}\right)}+n_{b}\left(\gamma_{b}\left(\theta_{b}^{\mathcal{C}}\right)\left(u_{+}+u_{-}\right)-u_{-}\right) \frac{P_{X \mid S}\left(\theta_{b}^{\mathcal{C}} \mid b\right)}{\mathcal{P}_{\mathcal{C}}\left(\theta_{b}^{\mathcal{C}}\right)}=0
$$

## D. 4 Proof of Theorem 17

We define balanced equations and functions for the rest proofs. The dynamics system (5.4) can reach equilibrium if $\alpha_{s}(t)=\alpha_{s}(t-1)$ holds. Therefore, the system has equilibrium if there exists solution to the balanced equations defined as (D.2).

$$
\begin{equation*}
\frac{1}{\alpha_{a}}-1=\frac{1-g_{a}^{1}\left(\theta^{a}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{a}^{0}\left(\theta^{a}\left(\alpha_{a}, \alpha_{b}\right)\right)} ; \quad \frac{1}{\alpha_{b}}-1=\frac{1-g_{b}^{1}\left(\theta^{b}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{b}^{0}\left(\theta^{b}\left(\alpha_{a}, \alpha_{b}\right)\right)} . \tag{D.2}
\end{equation*}
$$

By removing subscript $t$ and writing threshold $\theta_{s}$ as a function of $\alpha_{a}, \alpha_{b}$, we have $g_{s}^{y}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)=$ $T_{s}^{y 0} \mathbb{F}_{s}^{y}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)+T_{s}^{y 1}\left(1-\mathbb{F}_{s}^{y}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)$, denote $\operatorname{CDF}$ of $f_{s}^{y}(x)$ as $\mathbb{F}_{s}^{y}(\theta)=\int_{-\infty}^{\theta} f_{s}^{y}(x) d x$.
$\forall s \in\{a, b\}$, let $-s=\{a, b\} \backslash s . \forall \alpha_{-s} \in[0,1]$, define balanced set w.r.t. dynamics as $\Psi_{s}\left(\alpha_{-s}\right)=$ $\left\{\bar{\alpha}_{s}: \frac{1}{\overline{\alpha_{s}}}-1=\frac{1-g^{1 s}\left(\theta_{s}\left(\bar{\alpha}_{s}, \alpha_{-s}\right)\right.}{g^{s s}\left(\theta_{s}\left(\overline{\alpha_{s}}, \alpha_{-s}\right)\right)}\right\}$. If the set size $\left|\Psi_{s}\left(\alpha_{-s}\right)\right|=1$ holds $\forall \alpha_{-s} \in[0,1]$, we define balanced functions w.r.t. dynamics as $\Psi_{s}:[0,1] \rightarrow[0,1]$ with $\Psi_{s}\left(\alpha_{-s}\right) \in \Psi_{s}\left(\alpha_{-s}\right), \forall \alpha_{-s} \in[0,1]$.
$\forall s \in\{a, b\}$, define function $l_{s}\left(\alpha_{s}\right)=\frac{1}{\alpha_{s}}-1$ and $h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)=\frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}$,

$$
h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)=\frac{1-\left(T_{s}^{10} \mathbb{F}_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)+T_{s}^{11}\left(1-\mathbb{F}_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)\right)}{T_{s}^{00} \mathbb{F}_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)+T_{s}^{01}\left(1-\mathbb{F}_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)}
$$

Firstly, we prove that given a fixed $\alpha_{-s} \in[0,1]$ there must exist at least one $\bar{\alpha}_{s} \in(0,1)$ such that $h_{s}\left(\theta_{s}\left(\alpha_{-s}, \bar{\alpha}_{s}\right)\right)=l^{s}\left(\bar{\alpha}_{s}\right), s \in\{a, b\},-s=\{a, b\} \backslash s$.

Since $\mathbb{F}_{s}^{y}(x)$ is continuous in $x$, and $\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$ is continuous in $\alpha_{a}$ and $\alpha_{b}, \mathbb{F}_{s}^{y}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)$ is continuous in $\alpha_{a}$ and $\alpha_{b}$. Therefore, $h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)$ is continuous in $\alpha_{a}$ and $\alpha_{b}$.

Moreover, $g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)$ is the convex combination of $T_{s}^{11}$ and $T_{s}^{10}$, and $g_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)$ is the convex combination of $T_{s}^{01}$ and $T_{s}^{00}$, the following holds $\forall \alpha_{a} \in[0,1], \alpha_{b} \in[0,1]$,

$$
\begin{array}{r}
\min \left\{T_{s}^{10}, T_{s}^{11}\right\} \leq g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right) \leq \max \left\{T_{s}^{10}, T_{s}^{11}\right\} \\
\min \left\{T_{s}^{00}, T_{s}^{01}\right\} \leq g_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right) \leq \max \left\{T_{s}^{00}, T_{s}^{01}\right\}
\end{array}
$$

which implies $0<\frac{1-\max \left\{T_{s}^{10}, T_{s}^{11}\right\}}{\max \left\{T_{s}^{00}, T_{s}^{01}\right\}} \leq h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right) \leq \frac{1-\min \left\{T_{s}^{10}, T_{s}^{11}\right\}}{\min \left\{T_{s}^{00}, T_{s}^{01}\right\}}<+\infty$.
Furthermore, $l_{s}\left(\alpha_{s}\right)=\frac{1}{\alpha_{s}}-1$ is continuous and strictly decreasing in $\alpha_{s}$, and

$$
\lim _{\alpha_{s} \rightarrow 0} l_{s}\left(\alpha_{s}\right)=+\infty ; \quad \lim _{\alpha_{s} \rightarrow 1} l_{s}\left(\alpha_{s}\right)=0
$$

Given a fixed $\alpha_{a} \in[0,1]$, because $h_{b}\left(\theta_{b}\left(\alpha_{a}, \alpha_{b}\right)\right)$ is continuous over $\alpha_{b} \in[0,1]$ and with value varying between $\frac{1-\max \left\{T_{b}^{10}, T_{b}^{11}\right\}}{\max \left\{T_{b}^{00}, T_{b}^{01}\right\}}$ and $\frac{1-\min \left\{T_{b}^{10}, T_{b}^{11}\right\}}{\min \left\{T_{b}^{00}, T_{b}^{01}\right\}}$, and $l_{b}\left(\alpha_{b}\right)$ is continuous with value varying from $+\infty$ to 0 , there must exist at least one $\bar{\alpha}_{b} \in(0,1)$ such that $h_{b}\left(\theta_{b}\left(\alpha_{a}, \bar{\alpha}_{b}\right)\right)=l_{b}\left(\bar{\alpha}_{b}\right)$. Similarly, given a fixed $\alpha_{b} \in[0,1]$, there must exist at least one $\bar{\alpha}_{a} \in(0,1)$ such that $h_{a}\left(\theta_{a}\left(\bar{\alpha}_{a}, \alpha_{b}\right)\right)=l_{a}\left(\bar{\alpha}_{a}\right)$.

Secondly, we prove that all the solutions ( $\bar{\alpha}_{a}, \alpha_{b}$ ) and ( $\alpha_{a}, \bar{\alpha}_{b}$ ) are on continuous curves in the 2D plane $\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a} \in[0,1], \alpha_{b} \in[0,1]\right\}$.

According to the continuity of $l_{s}(\cdot)$ and $h_{s}(\cdot)$, we have $\forall \alpha_{a} \in[0,1], \lim _{\alpha_{a^{\prime}} \rightarrow \alpha_{a}} l_{a}\left(\alpha_{a^{\prime}}\right)=l_{a}\left(\alpha_{a}\right)$; furthermore, $\forall \alpha_{a} \in[0,1]$ and $\forall \theta_{a}^{i} \in\left\{\theta_{a}: l_{a}\left(\alpha_{a}\right)=h_{a}\left(\theta_{a}\right)\right\}, \lim _{\theta_{a^{\prime} \rightarrow \theta_{a}^{i}}} h_{a}\left(\theta_{a^{\prime}}^{i}\right)=h_{a}\left(\theta_{a}^{i}\right)$. Thus, $\forall \epsilon>0$, $\exists \delta>0$, such that $\forall \alpha_{a} \in[0,1],\left|\alpha_{a^{\prime}}-\alpha_{a}\right|<\delta \Longrightarrow\left|\theta_{a^{\prime}}^{i}-\theta_{a}^{i}\right|<\epsilon$. Consequently, $\forall \epsilon>0, \exists \delta^{\prime}>0$ and $\exists \delta>0$, such that $\forall \alpha_{a} \in[0,1],\left|\alpha_{a^{\prime}}-\alpha_{a}\right|<\delta \Longrightarrow\left|\theta_{a^{\prime}}^{i}-\theta_{a}^{i}\right|<\delta^{\prime} \Longrightarrow\left|\alpha_{b^{\prime}}^{i}-\alpha_{b}^{i}\right|<\epsilon$, the last statement is because of the continuity of $\theta_{a}\left(\alpha_{a}, \alpha_{b}\right)$; in other words, $\forall \alpha_{a} \in[0,1], \lim _{\alpha_{a^{\prime}} \rightarrow \alpha_{a}} \alpha_{b^{\prime}}^{i}=\alpha_{b}^{i}$, where $i=1, \ldots, N$. Therefore, $\left(\bar{\alpha}_{a}, \alpha_{b}\right)$ is on a set of continuous curves with $\alpha_{b}$ varying from 0 to 1 . Similarly, one can prove that $\left(\alpha_{a}, \bar{\alpha}_{b}\right)$ is also on a set of continuous curves with $\alpha_{a}$ varying from 0 to 1 .

Finally, we show the existence of equilibrium $\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)$.
Consider a 2D plane $\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a} \in[0,1], \alpha_{b} \in[0,1]\right\}$, and $\mathcal{C}_{1}=\left\{\left(\bar{\alpha}_{a}, \alpha_{b}\right)\right\}$ and $\mathcal{C}_{2}=\left\{\left(\alpha_{a}, \bar{\alpha}_{b}\right)\right\}$ that are two sets of continuous curves in the plane defined earlier. It is straightforward to see that there is at least one curve among $\mathcal{C}_{1}$ whose $\alpha_{b}$ varies from 0 to 1 and at least one curve among $\mathcal{C}_{2}$ whose $\alpha_{a}$ varies from 0 to 1 . These two continuous curves must have at least one intersection. Moreover, this intersection $\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)$ satisfies $h_{b}\left(\theta_{b}\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)\right)=l_{b}\left(\widehat{\alpha}_{b}\right)$ and $h_{a}\left(\theta_{a}\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)\right)=l_{a}\left(\widehat{\alpha}_{a}\right)$, is an equilibrium of system.

Moreover, we also realized that the proof can also be done by using Brouwer's Fixed Point Theorem in topology.

## D. 5 Proof of Theorem 18

Following the proof of Theorem 17,

$$
h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)=\frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}=\frac{1-\left(T_{s}^{10} \mathbb{F}_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)+T_{s}^{11}\left(1-\mathbb{F}_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)\right)}{T_{s}^{00} \mathbb{F}_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)+T_{s}^{01}\left(1-\mathbb{F}_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)} .
$$

Note that $\forall y \in\{0,1\}, T_{s}^{y 0} \mathbb{F}_{s}^{y}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)+T_{s}^{y 1}\left(1-\mathbb{F}_{s}^{y}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)$ is the convex combination of $T_{s}^{y 0}$ and $T_{s}^{y 1}$ with $\operatorname{CDF} \mathbb{F}_{s}^{y}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)$ as the weight. Because $\mathbb{F}_{s}^{y}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)$ is continuous and non-decreasing in $\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$, under Condition 1a), $h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)$ is non-decreasing in $\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$; while under Condition 1b), $h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)$ is non-increasing in $\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$.

Under unconstrained optimal policy or optimal fair policy with constraint $\mathcal{C}$ satisfying Assumption 9 and $10, \theta_{s}\left(\alpha_{a}, \alpha_{b}\right)$ is non-increasing in $\alpha_{a}, \alpha_{b}$. Therefore, under Condition 1a), $h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)$ is non-decreasing in $\alpha_{a}, \alpha_{b}$, while under Condition 1 b$), h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)$ is non-increasing in $\alpha_{a}, \alpha_{b}$. Moreover,

$$
\begin{array}{ll}
\text { Under Condition 1a): } & 0<\frac{1-T_{s}^{10}}{T_{s}^{00}} \leq h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right) \leq \frac{1-T_{s}^{11}}{T_{s}^{01}}<+\infty \\
\text { Under Condition 1b): } & 0<\frac{1-T_{s}^{11}}{T_{s}^{01}} \leq h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right) \leq \frac{1-T_{s}^{10}}{T_{s}^{00}}<+\infty
\end{array}
$$

First consider the case when Condition 1a) is satisfied.
Because function $l_{s}\left(\alpha_{s}\right)=\frac{1}{\alpha_{s}}-1$ is continuous and strictly decreasing from $+\infty$ to 0 over
$\alpha_{s} \in[0,1], \forall s \in\{a, b\}$. Thus, given any fixed $\alpha_{b} \in[0,1]$, strictly decreasing function $l_{a}\left(\alpha_{a}\right)$ and non-decreasing function $h_{a}\left(\theta_{a}\left(\alpha_{a}, \alpha_{b}\right)\right)$ has exactly one intersection, i.e., $\exists$ only one $\bar{\alpha}_{a}$ such that $h_{a}\left(\theta_{a}\left(\bar{\alpha}_{a}, \alpha_{b}\right)\right)=l_{a}\left(\bar{\alpha}_{a}\right) . \forall \alpha_{b}$, the set $\Psi_{a}\left(\alpha_{b}\right)=\left\{\bar{\alpha}_{a}: h_{a}\left(\theta_{a}\left(\bar{\alpha}_{a}, \alpha_{b}\right)\right)=l_{a}\left(\bar{\alpha}_{a}\right)\right\}$ has only one element, and they constitute continuous function $\bar{\alpha}_{a}=\Psi_{a}\left(\alpha_{b}\right)$ (balanced function). Similarly, $\forall \alpha_{a}$, set $\Psi_{b}\left(\alpha_{a}\right)=\left\{\bar{\alpha}_{b}: h_{b}\left(\theta_{b}\left(\alpha_{a}, \bar{\alpha}_{b}\right)\right)=l_{b}\left(\bar{\alpha}_{b}\right)\right\}$ also has only one element, which forms continuous function $\bar{\alpha}_{b}=\Psi_{b}\left(\alpha_{a}\right)$.

Because given any $\alpha_{a}, h_{a}\left(\theta_{a}\left(\alpha_{a}, \alpha_{b}\right)\right)$ is non-decreasing in $\alpha_{b}$, as $\alpha_{b}$ increases, the intersection with $l_{a}\left(\bar{\alpha}_{a}\right)$ is non-increasing. Therefore, $\Psi_{a}\left(\alpha_{b}\right)$ is non-increasing in $\alpha_{b}$. Similarly, $\Psi_{b}\left(\alpha_{a}\right)$ is also non-increasing in $\alpha_{a}$.

On the 2D plane $\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a} \in[0,1], \alpha_{b} \in[0,1]\right\}$, two curves $\mathcal{C}_{1}=\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a}=\Psi_{a}\left(\alpha_{b}\right), \alpha_{b} \in\right.$ $[0,1]\}$ and $\mathcal{C}_{2}=\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{b}=\Psi_{b}\left(\alpha_{a}\right), \alpha_{a} \in[0,1]\right\}$ are both continuous and non-increasing. One sufficient condition to guarantee $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ have exact one intersection, is that $\left|\frac{d \Psi_{a}\left(\alpha_{b}\right)}{d \alpha_{b}}\right|<1, \forall \alpha_{b} \in$ $[0,1]$ and $\left|\frac{d \Psi_{b}\left(\alpha_{a}\right)}{d \alpha_{a}}\right|<1, \forall \alpha_{a} \in[0,1]$. In the followings, we show these sufficient conditions will hold if $\left|\frac{\partial h_{a}\left(\theta_{a}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{b}}\right|<1$ and $\left|\frac{\partial h_{b}\left(\theta_{b}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{a}}\right|<1, \forall \alpha_{a}, \alpha_{b}$.

Denote $u=h_{a}\left(\theta_{a}\left(\Psi_{a}\left(\alpha_{b}\right), \alpha_{b}\right)\right)$, because $l_{a}\left(\Psi_{a}\left(\alpha_{b}\right)\right)=h_{a}\left(\theta_{a}\left(\Psi_{a}\left(\alpha_{b}\right), \alpha_{b}\right)\right), \forall \alpha_{b}$,

$$
\frac{d \Psi_{a}\left(\alpha_{b}\right)}{d \alpha_{b}}=\frac{d\left(l_{a}\right)^{-1}(u)}{d \alpha_{b}}=\frac{d\left(l_{a}\right)^{-1}(u)}{d u} \frac{d u}{d \alpha_{b}}=\frac{1}{\left(l_{a}\right)^{\prime}\left(\left(l_{a}\right)^{-1}(u)\right)} \frac{d u}{d \alpha_{b}}=-\left(\left(l_{a}\right)^{-1}(u)\right)^{2} \frac{d u}{d \alpha_{b}} .
$$

Because $\left(l_{a}\right)^{-1}(u)=\Psi_{a}\left(\alpha_{b}\right) \in[0,1],-\left(\left(l_{a}\right)^{-1}(u)\right)^{2} \in[-1,0]$. Moreover, because of the condition $\left|\frac{d h_{a}\left(\theta_{a}\left(\alpha_{a}, \alpha_{b}\right)\right)}{d \alpha_{b}}\right|<1$, we have

$$
\left|\frac{d \Psi_{a}\left(\alpha_{b}\right)}{d \alpha_{b}}\right|<1
$$

Similarly, we can show that $\left|\frac{d \Psi_{b}\left(\alpha_{a}\right)}{d \alpha_{a}}\right|<1$ holds $\forall \alpha_{a}$ if $\left|\frac{\partial h_{b}\left(\theta_{b}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{a}}\right|<1$. Therefore, $\mathcal{C}_{1}, \mathcal{C}_{2}$ have only one intersection, the equilibrium ( $\widehat{\alpha}_{a}, \widehat{\alpha}_{b}$ ) is unique.

Now consider the case when Condition 1b) is satisfied.
Because $\frac{d l_{s}\left(\alpha_{s}\right)}{d \alpha_{s}}=-\frac{1}{\left(\alpha_{s}\right)^{2}}<-1, \forall \alpha_{s} \in(0,1)$, and $-1 \leq \frac{\partial h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{s}} \leq 0$ for any fixed $\alpha^{-s} \in[0,1]$. Strictly decreasing function $l_{s}\left(\alpha_{s}\right)$ and non-increasing function $h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)$ has exactly one intersection. Therefore, $\forall \alpha_{b}$, balanced set $\Psi_{a}\left(\alpha_{b}\right)=\left\{\bar{\alpha}_{a}: h_{a}\left(\theta_{a}\left(\bar{\alpha}_{a}, \alpha_{b}\right)\right)=l_{a}\left(\bar{\alpha}_{a}\right)\right\}$ has only one element, and they constitute continuous function $\bar{\alpha}_{a}=\Psi_{a}\left(\alpha_{b}\right)$ (balanced function). Similarly, $\forall \alpha_{b}$, set $\Psi_{a}\left(\alpha_{b}\right)=\left\{\bar{\alpha}_{a}: h_{a}\left(\theta_{a}\left(\bar{\alpha}_{a}, \alpha_{b}\right)\right)=l_{a}\left(\bar{\alpha}_{a}\right)\right\}$ also has only one element, which forms continuous function $\bar{\alpha}_{a}=\Psi_{a}\left(\alpha_{b}\right)$.

Because given any $\alpha_{a}, h_{a}\left(\theta_{a}\left(\alpha_{a}, \alpha_{b}\right)\right)$ is non-increasing in $\alpha_{b}$. As $\alpha_{b}$ increases, the intersection
with $l_{a}\left(\bar{\alpha}_{a}\right)$ is non-decreasing. Therefore, $\Psi_{a}\left(\alpha_{b}\right)$ is non-decreasing in $\alpha_{b}$. Similarly, $\Psi_{b}\left(\alpha_{a}\right)$ is also non-decreasing in $\alpha_{a}$.

On the 2D plane $\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a} \in[0,1], \alpha_{b} \in[0,1]\right\}$, two curves $\mathcal{C}_{1}=\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a}=\Psi_{a}\left(\alpha_{b}\right), \alpha_{b} \in\right.$ $[0,1]\}$ and $\mathcal{C}_{2}=\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{b}=\Psi_{b}\left(\alpha_{a}\right), \alpha_{a} \in[0,1]\right\}$ are both continuous and non-decreasing. One sufficient condition to guarantee $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ have exact one intersection, is that $\frac{d \Psi_{a}\left(\alpha_{b}\right)}{d \alpha_{b}}<1, \forall \alpha_{b} \in[0,1]$ and $\frac{d \Psi_{b}\left(\alpha_{a}\right)}{d \alpha_{a}}<1, \forall \alpha_{a} \in[0,1]$. Using the same analysis as the case under Condition 1a), we can show these sufficient conditions will hold if $\left|\frac{\partial h_{a}\left(\theta_{a}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{b}}\right|<1$ and $\left|\frac{\partial h_{b}\left(\theta_{b}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{a}}\right|<1, \forall \alpha_{a}, \alpha_{b}$.

Therefore, $\mathcal{C}_{1}, \mathcal{C}_{2}$ have only one intersection, the equilibrium $\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)$ is unique.

## D. 6 Proof of Corollary 2.

Define notations $\mathbb{F}_{s}^{y}=\mathbb{F}_{s}^{y}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right), \Delta T_{s}^{0}=T_{s}^{01}-T_{s}^{00}$ and $\Delta T_{s}^{1}=T_{s}^{11}-T_{s}^{10}$.

$$
h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)=\frac{\left(1-T_{s}^{10}\right) \mathbb{F}_{s}^{1}+\left(1-T_{s}^{11}\right)\left(1-\mathbb{F}_{s}^{1}\right)}{T_{s}^{00} \mathbb{F}_{s}^{0}+T_{s}^{01}\left(1-\mathbb{F}_{s}^{0}\right)}=\frac{\left(1-T_{s}^{11}\right)+\Delta T_{s}^{1} \mathbb{F}_{s}^{1}}{T_{s}^{00}+\Delta T_{s}^{0}\left(1-\mathbb{F}_{s}^{0}\right)}
$$

Take derivative w.r.t. $\alpha_{u}, \forall u \in\{a, b\}$,

$$
\frac{\partial h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{u}}=\frac{\Delta T_{s}^{1} \frac{\partial \mathbb{F}_{s}^{1}}{\partial \alpha_{u}}\left(T_{s}^{00}+\Delta T_{s}^{0}\left(1-\mathbb{F}_{s}^{0}\right)\right)+\Delta T_{s}^{0} \frac{\partial \mathbb{F}_{s}^{0}}{\partial \alpha_{u}}\left(\left(1-T_{s}^{11}\right)+\Delta T_{s}^{1} \mathbb{F}_{s}^{1}\right)}{\left(T_{s}^{00}+\Delta T_{s}^{0}\left(1-\mathbb{F}_{s}^{0}\right)\right)^{2}}
$$

Consider case under Condition 1a). Since $\Delta T_{s}^{0}<0, \Delta T_{s}^{1}<0, T_{s}^{00}+\Delta T_{s}^{0}\left(1-\mathbb{F}_{s}^{0}\right)>0$, and $\left(1-T_{s}^{11}\right)+\Delta T_{s}^{1} \mathbb{F}_{s}^{1}>0$, we have $\left|\frac{\partial h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{u}}\right| \leq\left|\frac{\Delta T_{s}^{1} M^{1} T_{s}^{00}+\Delta T_{s}^{0} M^{0}\left(1-T_{s}^{11}\right)}{\left(T_{s}^{01}\right)^{2}}\right|$.

Take $\left.\epsilon_{s}^{1}=\epsilon_{s}^{0}=\frac{\left(T_{s}^{01}\right)^{2}}{M^{1} T_{s}^{00}+M^{0}\left(1-T_{s}^{11}\right.}\right)$, if $\left|\Delta T_{s}^{1}\right|<\epsilon_{s}^{1}$ and $\left|\Delta T_{s}^{0}\right|<\epsilon_{s}^{0}$, then $\left|\frac{\partial h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{u}}\right|<1$ holds. From Theorem 18, the equilibrium of dynamics 5.4 is unique.

Consider case under Condition 1b).
Since $\Delta T_{s}^{0}>0$ and $\Delta T_{s}^{1}>0$, we have $\left|\frac{\partial h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{u}}\right| \leq \frac{\Delta T_{s}^{1} M^{1} T_{s}^{01}+\Delta T_{s}^{0} M^{0}\left(1-T_{s}^{10}\right)}{\left(T_{s}^{00}\right)^{2}}$.
Take $\epsilon_{s}^{1}=\epsilon_{s}^{0}=\frac{\left(T_{s}^{00}\right)^{2}}{M^{1} T_{s}^{01}+M^{0}\left(1-T_{s}^{10}\right)}$, if $\Delta T_{s}^{1}<\epsilon_{s}^{1}$ and $\Delta T_{s}^{0}<\epsilon_{s}^{0}$, then $\left|\frac{\partial h_{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{\partial \alpha_{u}}\right|<1$ holds. From Theorem 18, the equilibrium of dynamics 5.4 is unique.

## D. 7 The proof of Theorem 19

$\forall s \in\{a, b\}$, an equilibrium $\widehat{\alpha}_{s}^{\mathrm{UN}}$ satisfies:

$$
\frac{1-g_{s}^{1}\left(\theta_{s}^{\mathrm{UN}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)\right)}{g_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)\right)}=\frac{1-\left(T_{s}^{11}\left(1-\mathbb{F}_{s}^{1}\left(\theta_{s}^{\mathrm{UN}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)\right)\right)+T_{s}^{10} \mathbb{F}_{s}^{1}\left(\theta_{s}^{\mathrm{UN}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)\right)\right)}{T_{s}^{01}\left(1-\mathbb{F}_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)\right)\right)+T_{s}^{00} \mathbb{F}_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)\right)}=\frac{1}{\widehat{\alpha}_{s}^{\mathrm{UN}}}-1 .
$$

One solution to the above equation is:

$$
\widehat{\alpha}_{s}^{\mathrm{UN}}=T_{s}^{11}\left(1-\mathbb{F}_{s}^{1}\left(\theta_{s}^{\mathrm{UN}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)\right)\right)+T_{s}^{10} \mathbb{F}_{s}^{1}\left(\theta_{s}^{\mathrm{UN}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)\right)=T_{s}^{01}\left(1-\mathbb{F}_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)\right)\right)+T_{s}^{00} \mathbb{F}_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)\right)
$$

It shows that $\widehat{\alpha}_{s}^{\mathrm{UN}}$ is a convex combination of $T_{s}^{00}, T_{s}^{01}$, and also a convex combination of $T_{s}^{10}, T_{s}^{11}$.
$\forall \alpha^{\mathrm{UN}}$ and $\mathbb{F}_{s}^{0}(x), \mathbb{F}_{s}^{1}(x)$, there is a set of transitions with $T_{s}^{00}<\alpha^{\mathrm{UN}}<T_{s}^{01}$ and $T_{s}^{10}<\alpha^{\mathrm{UN}}<T_{s}^{11}$ (satisfy Condition 1b)), or $T_{s}^{01}<\alpha^{\mathrm{UN}}<T_{s}^{00}$ and $T_{s}^{11}<\alpha^{\mathrm{UN}}<T_{s}^{10}$ (satisfy Condition 1a)), such that the above equation holds with $\widehat{\alpha}_{s}^{\mathrm{UN}}=\alpha^{\mathrm{UN}}, \forall s \in\{a, b\}$, i.e., equitable equilibrium is attained.

Next we show that if $f_{a}^{y}(x) \neq f_{b}^{y}(x)$, then $\widehat{\alpha}_{b}^{\mathcal{C}} \neq \widehat{\alpha}_{a}^{\mathcal{C}}$ under these sets of transitions. Under the conditions of Theorem 18, $\left(\widehat{\alpha}_{a}^{\mathcal{C}}, \widehat{\alpha}_{b}^{\mathcal{C}}\right)$ is the intersection of two curves $\mathcal{C}_{1}=\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a}=\psi_{a}^{\mathcal{C}}\left(\alpha_{b}\right), \alpha_{b} \in\right.$ $[0,1]\}$ and $\mathcal{C}_{2}=\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{b}=\psi_{b}^{\mathcal{C}}\left(\alpha_{a}\right), \alpha_{a} \in[0,1]\right\}$; furthermore, let $\widetilde{\alpha}_{a}^{\mathcal{C}}, \widetilde{\alpha}_{b}^{\mathcal{C}}$ be defined such that $\widetilde{\alpha}_{a}^{\mathcal{C}}=\psi_{a}^{\mathcal{C}}\left(\widetilde{\alpha}_{a}^{\mathcal{C}}\right), \widetilde{\alpha}_{b}^{\mathcal{C}}=\psi_{b}^{\mathcal{C}}\left(\widetilde{\alpha}_{b}^{\mathcal{C}}\right)$, which are the intersections of $\alpha_{a}=\psi_{a}^{\mathcal{C}}\left(\alpha_{b}\right)$ and $\alpha_{a}=\alpha_{b}$, as well as $\alpha_{b}=\psi_{b}^{\mathcal{C}}\left(\alpha_{a}\right)$ and $\alpha_{a}=\alpha_{b}$, respectively. Then in order to prove $\widehat{\alpha}_{b}^{\mathcal{C}} \neq \widehat{\alpha}_{a}^{\mathcal{C}}$, it is sufficient to show $\widetilde{\alpha}_{a}^{\mathcal{C}} \neq \widetilde{\alpha}_{b}^{\mathcal{C}}$.

Given $\alpha_{a}=\alpha_{b}=\alpha^{\mathrm{UN}}$, because $f_{a}^{y}(x) \neq f_{b}^{y}(x)$, we have $\theta_{s}^{\mathrm{UN}}\left(\alpha^{\mathrm{UN}}\right) \neq \theta_{s}^{\mathcal{C}}\left(\alpha^{\mathrm{UN}}, \alpha^{\mathrm{UN}}\right)$ and to satisfy Eqn. (5.3), there are only two possibilities: (1) $\theta_{a}^{\mathrm{UN}}\left(\alpha^{\mathrm{UN}}\right)>\theta_{a}^{\mathcal{C}}\left(\alpha^{\mathrm{UN}}, \alpha^{\mathrm{UN}}\right), \theta_{b}^{\mathrm{UN}}\left(\alpha^{\mathrm{UN}}\right)<\theta_{b}^{\mathcal{C}}\left(\alpha^{\mathrm{UN}}, \alpha^{\mathrm{UN}}\right)$; (2) $\theta_{a}^{\mathrm{UN}}\left(\alpha^{\mathrm{UN}}\right)<\theta_{a}^{\mathcal{C}}\left(\alpha^{\mathrm{UN}}, \alpha^{\mathrm{UN}}\right), \theta_{b}^{\mathrm{UN}}\left(\alpha^{\mathrm{UN}}\right)>\theta_{b}^{\mathcal{C}}\left(\alpha^{\mathrm{UN}}, \alpha^{\mathrm{UN}}\right)$.

WLOG, suppose the first case holds. Under Condition 1b),

$$
\frac{1-g_{b}^{1}\left(\theta_{b}^{\mathrm{UN}}\left(\alpha^{\mathrm{UN}}\right)\right)}{g_{b}^{0}\left(\theta_{b}^{\mathrm{UN}}\left(\alpha^{\mathrm{UN}}\right)\right)}<\frac{1-g_{b}^{1}\left(\theta_{b}^{\mathcal{C}}\left(\alpha^{\mathrm{UN}}, \alpha^{\mathrm{UN}}\right)\right)}{g_{b}^{0}\left(\theta_{b}^{\mathcal{C}}\left(\alpha^{\mathrm{UN}}, \alpha^{\mathrm{UN}}\right)\right)} ; \frac{1-g_{a}^{1}\left(\theta_{a}^{\mathrm{UN}}\left(\alpha^{\mathrm{UN}}\right)\right)}{g_{a}^{0}\left(\theta_{a}^{\mathrm{UN}}\left(\alpha^{\mathrm{UN}}\right)\right)}>\frac{1-g_{a}^{1}\left(\theta_{a}^{\mathcal{C}}\left(\alpha^{\mathrm{UN}}, \alpha^{\mathrm{UN}}\right)\right)}{g_{a}^{0}\left(\theta_{a}^{\mathcal{C}}\left(\alpha^{\mathrm{UN}}, \alpha^{\mathrm{UN}}\right)\right)}
$$

It implies that $\widetilde{\alpha}_{b}^{\mathcal{C}}<\widehat{\alpha}_{b}^{\mathrm{UN}}=\widehat{\alpha}_{a}^{\mathrm{UN}}<\widetilde{\alpha}_{a}^{\mathcal{C}}$. Similarly, under Condition 1a), $\widetilde{\alpha}_{b}^{\mathcal{C}}>\widehat{\alpha}_{b}^{\mathrm{UN}}=\widehat{\alpha}_{a}^{\mathrm{UN}}>\widetilde{\alpha}_{a}^{\mathcal{C}}$. Therefore, $\widehat{\alpha}_{a}^{\mathcal{C}} \neq \widehat{\alpha}_{b}^{\mathcal{C}}$.

In contrast, if $f_{a}^{y}(x)=f_{b}^{y}(x)$, we have $\theta_{s}^{\mathrm{UN}}(\alpha)=\theta_{s}^{\mathcal{C}}(\alpha, \alpha)$ and $\widetilde{\alpha}_{b}^{\mathcal{C}}=\widetilde{\alpha}_{a}^{\mathcal{C}}$. Therefore, $\widehat{\alpha}_{a}^{\mathcal{C}}=\widehat{\alpha}_{b}^{\mathcal{C}}$.

## D. 8 Proof of Theorem 20

WLOG, suppose that $\widehat{\alpha}_{a}^{U N}>\widehat{\alpha}_{b}^{U N}$ in the proof. Let $\psi_{a}^{\mathcal{C}}(\cdot), \psi_{b}^{\mathcal{C}}(\cdot)$ be balanced functions as defined in Theorem 18 under constraint $\mathcal{C}$. Firstly, we show that $\widehat{\alpha}_{b}^{\text {UN }}$ and $\widehat{\alpha}_{a}^{\text {UN }}$ are solutions to $\left\{\begin{array}{l}\alpha_{b}=\psi_{b}^{\mathcal{C}}\left(\alpha_{a}\right) \\ \alpha_{a}=\alpha_{b}\end{array}\right.$ and $\left\{\begin{array}{l}\alpha_{a}=\psi_{a}^{\mathcal{C}}\left(\alpha_{b}\right) \\ \alpha_{a}=\alpha_{b}\end{array} \quad\right.$, respectively, i.e., $\widehat{\alpha}_{b}^{\mathrm{UN}}=\psi_{b}^{\mathcal{C}}\left(\widehat{\alpha}_{b}^{\mathrm{UN}}\right)$ and $\widehat{\alpha}_{a}^{\mathrm{UN}}=\psi_{a}^{\mathcal{C}}\left(\widehat{\alpha}_{a}^{\mathrm{UN}}\right)$.

Because $f_{a}^{y}(x)=f_{b}^{y}(x), \forall y \in\{0,1\}, \forall x$, when $\alpha_{a}=\alpha_{b}=\alpha$, we have $\gamma_{a}(x)=\gamma_{b}(x), \mathcal{P}_{a}^{\text {EqOpt }}(x)=$ $\mathcal{P}_{b}^{\mathrm{EqOpt}}(x)$ and $\mathcal{P}_{a}^{\mathrm{DP}}(x)=\mathcal{P}_{b}^{\mathrm{DP}}(x)$, which implies $\theta_{a}^{\mathcal{C}}(\alpha, \alpha)=\theta_{b}^{\mathcal{C}}(\alpha, \alpha)$; furthermore, the optimal fair policies of DP and EqOpt satisfy $\gamma_{a}\left(\theta_{a}^{\mathcal{C}}(\alpha, \alpha)\right)=\gamma_{b}\left(\theta_{b}^{\mathcal{C}}(\alpha, \alpha)\right)=\frac{u_{-}}{u_{+}+u_{-}}$according to the optimal fair policy equation:

$$
\frac{n_{a} \alpha_{a}}{\gamma_{a}\left(\theta_{a}^{\mathrm{EqOpt}}\right)}+\frac{n_{b} \alpha_{b}}{\gamma_{b}\left(\theta_{b}^{\mathrm{EqOPt}}\right)}=\frac{n_{a} \alpha_{a}}{\frac{u_{-}}{u_{+}+u_{-}}}+\frac{n_{b} \alpha_{b}}{\frac{u_{-}}{u_{+}+u_{-}}} ; \quad n_{a} \gamma_{a}\left(\theta_{a}^{\mathrm{DP}}\right)+n_{b} \gamma_{b}\left(\theta_{b}^{\mathrm{DP}}\right)=\frac{u_{-}}{u_{+}+u_{-}} .
$$

Because $\gamma_{a}\left(\theta_{a}^{\mathrm{UN}}(\alpha)\right)=\gamma_{b}\left(\theta_{b}^{\mathrm{UN}}(\alpha)\right)=\frac{u_{-}}{u_{+}+u_{-}}$we have $\gamma_{a}\left(\theta_{a}^{\mathrm{UN}}(\alpha)\right)=\gamma_{a}\left(\theta_{a}^{\mathcal{C}}(\alpha, \alpha)\right)=\gamma_{b}\left(\theta_{b}^{\mathrm{UN}}(\alpha)\right)=$ $\gamma_{b}\left(\theta_{b}^{\mathcal{C}}(\alpha, \alpha)\right)$ so that $\theta_{a}^{\mathcal{C}}(\alpha, \alpha)=\theta_{a}^{\mathrm{UN}}(\alpha)=\theta_{b}^{\mathcal{C}}(\alpha, \alpha)=\theta_{b}^{\mathrm{UN}}(\alpha)$ holds under any $\alpha . \forall s \in\{a, b\}$, because $\widehat{\alpha}_{s}^{\mathrm{UN}}$ is the solution to balanced equation, i.e., $l_{s}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)=h_{s}\left(\theta_{s}^{\mathrm{UN}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)\right)$. We have $l_{s}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)=h_{s}\left(\theta_{s}^{\mathcal{C}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}, \widehat{\alpha}_{s}^{\mathrm{UN}}\right)\right)$, which further implies $\widehat{\alpha}_{s}^{\mathrm{UN}}=\psi_{s}^{\mathcal{C}}\left(\widehat{\alpha}_{s}^{\mathrm{UN}}\right)$.

Under Condition 1b), according to the proof of Theorem 18, we know that $0 \leq \frac{d \psi_{b}^{\mathcal{C}}\left(\alpha_{a}\right)}{d \alpha_{a}}<1$ and $0 \leq \frac{d \psi_{a}^{\mathcal{C}}\left(\alpha_{b}\right)}{d \alpha_{b}}<1$. Because $\widehat{\alpha}_{b}^{\mathrm{UN}}=\psi_{b}^{\mathcal{C}}\left(\widehat{\alpha}_{b}^{\mathrm{UN}}\right)<\widehat{\alpha}_{a}^{\mathrm{UN}}=\psi_{a}^{\mathcal{C}}\left(\widehat{\alpha}_{a}^{\mathrm{UN}}\right)$, we have $\widehat{\alpha}_{b}^{\mathrm{UN}}<\psi_{b}^{\mathcal{C}}\left(\alpha_{a}\right)<\alpha_{a}, \forall \alpha_{a} \in$ $\left[\widehat{\alpha}_{b}^{\mathrm{UN}}, \widehat{\alpha}_{a}^{\mathrm{UN}}\right]$. Similarly, we have $\alpha_{b}<\psi_{a}^{\mathcal{C}}\left(\alpha_{b}\right)<\widehat{\alpha}_{a}^{\mathrm{UN}}, \forall \alpha_{b} \in\left[\widehat{\alpha}_{b}^{\mathrm{UN}}, \widehat{\alpha}_{a}^{\mathrm{UN}}\right]$. Therefore, after representing the two balanced functions as two curves $\mathcal{C}_{1}=\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a}=\psi_{a}^{\mathcal{C}}\left(\alpha_{b}\right), \alpha_{b} \in[0,1]\right\}$ and $\mathcal{C}_{2}=\left\{\left(\alpha_{a}, \alpha_{b}\right)\right.$ : $\left.\alpha_{b}=\psi_{b}^{\mathcal{C}}\left(\alpha_{a}\right), \alpha_{a} \in[0,1]\right\}$ on the 2D plane $\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a} \in[0,1], \alpha_{b} \in[0,1]\right\}$, the intersection $\left(\widehat{\alpha}_{a}^{\mathcal{C}}, \widehat{\alpha}_{b}^{\mathcal{C}}\right)$ of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ satisfies: 1) $\widehat{\alpha}_{a}^{\mathcal{C}}>\widehat{\alpha}_{b}^{\mathcal{C}}$; 2) $\widehat{\alpha}_{b}^{\mathrm{UN}}<\widehat{\alpha}_{a}^{\mathcal{C}}<\widehat{\alpha}_{a}^{\mathrm{UN}}$; 3) $\widehat{\alpha}_{b}^{\mathrm{UN}}<\widehat{\alpha}_{b}^{\mathcal{C}}<\widehat{\alpha}_{a}^{\mathrm{UN}}$. Therefore, $\left|\widehat{\alpha}_{a}^{\mathcal{C}}-\widehat{\alpha}_{b}^{\mathcal{C}}\right| \leq$ $\left|\widehat{\alpha}_{a}^{\mathrm{UN}}-\widehat{\alpha}_{b}^{\mathrm{UN}}\right|$.

Under Condition 1a), according to the proof of Theorem 18, we know that $-1<\frac{d \psi_{b}^{\mathcal{C}}\left(\alpha_{a}\right)}{d \alpha_{a}} \leq 0$ and $-1<\frac{d \psi_{a}^{\mathcal{C}}\left(\alpha_{b}\right)}{d \alpha_{b}} \leq 0$. Because $\widehat{\alpha}_{b}^{\mathrm{UN}}=\psi_{b}^{\mathcal{C}}\left(\widehat{\alpha}_{b}^{\mathrm{UN}}\right)<\widehat{\alpha}_{a}^{\mathrm{UN}}=\psi_{a}^{\mathcal{C}}\left(\widehat{\alpha}_{a}^{\mathrm{UN}}\right)$, we have $\psi_{b}^{\mathcal{C}}\left(\alpha_{a}\right)<\widehat{\alpha}_{b}^{\mathrm{UN}}, \forall \alpha_{a}>\widehat{\alpha}_{b}^{\mathrm{UN}}$. Similarly, we have $\psi_{a}^{\mathcal{C}}\left(\alpha_{b}\right)>\widehat{\alpha}_{a}^{\mathrm{UN}}, \forall \alpha_{b}<\widehat{\alpha}_{a}^{\mathrm{UN}}$. Due to the existence of equilibrium, the intersection $\left(\widehat{\alpha}_{a}^{\mathcal{C}}, \widehat{\alpha}_{b}^{\mathcal{C}}\right.$ ) of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ must satisfy: 1) $\widehat{\alpha}_{a}^{\mathcal{C}}>\widehat{\alpha}_{b}^{\mathcal{C}} ; 2$ ) $\widehat{\alpha}_{a}^{\text {UN }}<\widehat{\alpha}_{a}^{\mathcal{C}} ;$ 3) $\widehat{\alpha}_{b}^{\mathcal{C}}<\widehat{\alpha}_{b}^{\mathrm{UN}}$. Therefore, $\left|\widehat{\alpha}_{a}^{\mathcal{C}}-\widehat{\alpha}_{b}^{\mathcal{C}}\right| \geq$ $\left|\widehat{\alpha}_{a}^{\mathrm{UN}}-\widehat{\alpha}_{b}^{\mathrm{UN}}\right|$.

## D. 9 Proof of Theorem 21

The proof is under the conditions of Theorem 18 such that there is unique equilibrium of qualification rate. Under fairness constraint $\mathcal{C}=$ EqOpt or DP, consider 2D plane $\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a} \in[0,1], \alpha_{b} \in[0,1]\right\}$, and note that equilibrium $\left(\widehat{\alpha}_{a}^{\mathcal{C}}, \widehat{\alpha}_{b}^{\mathcal{C}}\right)$ is the intersection of two curves $\mathcal{C}_{1}=\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a}=\psi_{a}^{\mathcal{C}}\left(\alpha_{b}\right), \alpha_{b} \in\right.$ $[0,1]\}$ and $\mathcal{C}_{2}=\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{b}=\psi_{b}^{\mathcal{C}}\left(\alpha_{a}\right), \alpha_{a} \in[0,1]\right\}$. Consider a line $\left\{\left(\alpha_{a}, \alpha_{b}\right): \alpha_{a}=\alpha_{b}, \alpha_{a} \in[0,1], \alpha_{b} \in\right.$ $[0,1]\}$, which has unique intersection $\widetilde{\alpha}_{a}^{\mathcal{C}}$ with $\mathcal{C}_{1}$, and unique intersection $\widetilde{\alpha}_{b}^{\mathcal{C}}$ with $\mathcal{C}_{2}$. That is, $\widetilde{\alpha}_{a}^{\mathcal{C}}=\psi_{a}^{\mathcal{C}}\left(\widetilde{\alpha}_{a}^{\mathcal{C}}\right), \widetilde{\alpha}_{b}^{\mathcal{C}}=\psi_{b}^{\mathcal{C}}\left(\widetilde{\alpha}_{b}^{\mathcal{C}}\right)$.

First of all, we show that if $\frac{u_{+}}{u_{-}} \geq \frac{1-T^{10}}{T^{00}} \beta(\widehat{x})$, under Condition $\left.1 b\right), \widehat{\alpha}_{b}^{U N}<\widehat{\alpha}_{a}^{U N}$.
By Condition 2, given any $\alpha_{a}=\alpha_{b}=\alpha$, the corresponding qualification profiles of $\mathcal{G}_{a}, \mathcal{G}_{b}$ satisfy the followings: $\gamma_{b}(\widehat{x})=\gamma_{a}(\widehat{x}) ; \gamma_{b}(x)<\gamma_{a}(x), \forall x<\widehat{x} ; \gamma_{b}(x)>\gamma_{a}(x), \forall x>\widehat{x}$. Let $\bar{\alpha}$ be qualification rate such that $\gamma_{a}(\widehat{x})=\gamma_{b}(\widehat{x})=\frac{u_{-}}{u_{+}+u_{-}} \Longrightarrow \frac{u_{+}}{u_{-}}=\beta(\widehat{x})\left(\frac{1}{\bar{\alpha}}-1\right)$, where $\beta(\widehat{x})=\frac{f_{a}^{0}(\widehat{x})}{f_{a}^{1}(\widehat{x})}=\frac{f_{b}^{0}(\hat{x}}{f_{b}^{1}(\widehat{x})}$, then $\forall \alpha \in$ $[\bar{\alpha}, 1], \gamma_{a}\left(\theta_{a}^{\mathrm{UN}}(\alpha)\right)=\gamma_{b}\left(\theta_{b}^{\mathrm{UN}}(\alpha)\right)=\frac{u_{-}}{u_{+}+u_{-}}<\frac{1}{\beta(\bar{x})\left(\frac{1}{\alpha}-1\right)+1}=\gamma_{a}(\bar{x})=\gamma_{b}(\widehat{x})$. Thus, $\forall \alpha \in[\bar{\alpha}, 1], \theta_{a}^{\mathrm{UN}}(\alpha)<$ $\theta_{b}^{\mathrm{UN}}(\alpha)<\widehat{x}$, which implies $\mathbb{F}_{a}^{1}\left(\theta_{a}^{\mathrm{UN}}(\alpha)\right)<\mathbb{F}_{b}^{1}\left(\theta_{b}^{\mathrm{UN}}(\alpha)\right)$ and $\mathbb{F}_{a}^{0}\left(\theta_{a}^{\mathrm{UN}}(\alpha)\right)<\mathbb{F}_{b}^{0}\left(\theta_{b}^{\mathrm{UN}}(\alpha)\right)$; furthermore, under Condition 1 b ), we have

$$
\frac{1-T^{11}}{T^{01}}<\frac{1-g_{a}^{1}\left(\theta_{a}^{\mathrm{UN}}(\alpha)\right)}{g_{a}^{0}\left(\theta_{a}^{\mathrm{UN}}(\alpha)\right)}<\frac{1-g_{b}^{1}\left(\theta_{b}^{\mathrm{UN}}(\alpha)\right)}{g_{b}^{0}\left(\theta_{b}^{\mathrm{UN}}(\alpha)\right)}<\frac{1-T^{10}}{T^{00}}, \forall \alpha \in[\bar{\alpha}, 1] .
$$


 sufficient condition of $\bar{\alpha} \leq \widehat{\alpha}_{b}^{\mathrm{UN}}$ is $\frac{u_{+}}{u_{-}} \geq \frac{1-T^{10}}{T^{00}} \beta(\widehat{x})$.
$\frac{u_{+}}{u_{-}} \geq \frac{1-T^{10}}{T^{00}} \beta(\widehat{x}) \Longrightarrow \frac{1}{\bar{\alpha}}-1 \geq \frac{1-T^{10}}{T^{00}}$. Since $\frac{1}{\overline{\widehat{\alpha}}_{b}^{U N}}-1<\frac{1-T^{10}}{T^{00}}$, we have $\frac{1}{\overline{\widetilde{\alpha}}_{b}^{U N}}-1<\frac{1}{\bar{\alpha}}-1$. Thus, $\bar{\alpha} \leq \widehat{\alpha}_{b}^{\text {UN }}$. Therefore, if $\frac{u_{+}}{u_{-}} \geq \frac{1-T^{10}}{T^{00}} \beta\left(\widehat{x}\right.$ ), under Condition 1b), $\widehat{\alpha}_{b}^{\mathrm{UN}}<\widehat{\alpha}_{a}^{\mathrm{UN}}$.

Fairness constraint EqOpt. Secondly, we show that for EqOpt fair policy, if $\frac{u_{+}}{u_{-}} \geq \frac{1-T^{10}}{T^{00}} \beta(\widehat{x})$, under Condition 1b), $\widehat{\alpha}_{a}^{\mathrm{UN}}-\widehat{\alpha}_{b}^{\mathrm{UN}}>\widehat{\alpha}_{a}^{\text {EqOpt }}-\widehat{\alpha}_{b}^{\text {EqOpt }} \geq 0$. Because two curves $\mathcal{C}_{1}, \mathcal{C}_{2}$ are monotonic increasing. It's sufficient to show two parts: (1) $\widetilde{\alpha}_{a}^{\mathrm{EqOpt}}<\widehat{\alpha}_{a}^{\mathrm{UN}}, \widetilde{\alpha}_{b}^{\mathrm{EqOpt}}>\widehat{\alpha}_{b}^{\mathrm{UN}}$; (2) $\widetilde{\alpha}_{a}^{\mathrm{EqOpt}} \geq \widetilde{\alpha}_{b}^{\mathrm{EqOpt}}$.

Under EqOpt constraint, $\forall \alpha_{a}, \alpha_{b}, \mathbb{F}_{a}^{1}\left(\theta_{a}^{\mathrm{EqOpt}}\left(\alpha_{a}, \alpha_{b}\right)\right)=\mathbb{F}_{b}^{1}\left(\theta_{b}^{\mathrm{EqOpt}}\left(\alpha_{a}, \alpha_{b}\right)\right)$ must hold so that $\theta_{a}^{\mathrm{EqOpt}}\left(\alpha_{a}, \alpha_{b}\right)=\theta_{b}^{\mathrm{EqOpt}}\left(\alpha_{a}, \alpha_{b}\right)$. Consider the case $\alpha_{a}=\alpha_{b}=\alpha, \forall \alpha \geq \bar{\alpha}$, we have $\theta_{a}^{\mathrm{EqOpt}}(\alpha, \alpha)=$ $\theta_{b}^{\mathrm{EqOpt}}(\alpha, \alpha)$ and $\theta_{a}^{\mathrm{UN}}(\alpha)<\theta_{b}^{\mathrm{UN}}(\alpha)$. It implies that $\theta_{a}^{\mathrm{UN}}(\alpha)<\theta_{a}^{\mathrm{EqOpt}}(\alpha, \alpha)=\theta_{b}^{\mathrm{EqOpt}}(\alpha, \alpha)<\theta_{b}^{\mathrm{UN}}(\alpha)<\widehat{x}$,
otherwise Equation (5.3) will be violated. Therefore, the followings hold $\forall \alpha \in[\bar{\alpha}, 1]$,

$$
\frac{1-g_{a}^{1}\left(\theta_{a}^{\mathrm{EqOpt}}(\alpha, \alpha)\right)}{g_{a}^{0}\left(\theta_{a}^{\mathrm{EqOpt}}(\alpha, \alpha)\right)}>\frac{1-g_{a}^{1}\left(\theta_{a}^{\mathrm{UN}}(\alpha)\right)}{g_{a}^{0}\left(\theta_{a}^{\mathrm{UN}}(\alpha)\right)} ; \quad \frac{1-g_{b}^{1}\left(\theta_{b}^{\mathrm{EqOpt}}(\alpha, \alpha)\right)}{g_{b}^{0}\left(\theta_{b}^{\mathrm{EqOpt}}(\alpha, \alpha)\right)}<\frac{1-g_{b}^{1}\left(\theta_{b}^{\mathrm{UN}}(\alpha)\right)}{g_{b}^{0}\left(\theta_{b}^{\mathrm{UN}}(\alpha)\right)} .
$$

$\forall s \in\{a, b\}, \widetilde{\alpha}_{s}^{\mathrm{EqOpt}}$ is the solution to $\frac{1-g_{s}^{1}\left(\theta_{s}^{\mathrm{EqOPt}}(\alpha, \alpha)\right)}{g_{s}^{0}\left(\theta_{s}^{\mathrm{EqOPt}}(\alpha, \alpha)\right)}=\frac{1}{\alpha}-1$ while $\widehat{\alpha}_{s}^{\mathrm{UN}}$ is the solution to $\frac{1-g_{s}^{1}\left(\theta_{s}^{\mathrm{UN}}(\alpha)\right)}{g_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}(\alpha)\right)}=$ $\frac{1}{\alpha}-1$. Since $\bar{\alpha} \leq \widehat{\alpha}_{b}^{\mathrm{UN}}<\widehat{\alpha}_{a}^{\mathrm{UN}}$, it implies $\widetilde{\alpha}_{a}^{\mathrm{EqOpt}}<\widehat{\alpha}_{a}^{\mathrm{UN}}, \widetilde{\alpha}_{b}^{\mathrm{EqOpt}}>\widehat{\alpha}_{b}^{\mathrm{UN}}$.

Next, show that $\widetilde{\alpha}_{a}^{\text {EqOpt }} \geq \widetilde{\alpha}_{b}^{\text {EqOpt }} . \quad \forall \alpha \geq \bar{\alpha}, \theta_{a}^{\text {EqOpt }}(\alpha, \alpha)=\theta_{b}^{\text {EqOpt }}(\alpha, \alpha)$ implies $\mathbb{F}_{a}^{1}\left(\theta_{a}^{\mathrm{EqOpt}}(\alpha, \alpha)\right)=\mathbb{F}_{b}^{1}\left(\theta_{b}^{\mathrm{EqOpt}}(\alpha, \alpha)\right)$ and $\mathbb{F}_{a}^{0}\left(\theta_{a}^{\mathrm{EqOpt}}(\alpha, \alpha)\right) \leq \mathbb{F}_{b}^{0}\left(\theta_{b}^{\mathrm{EqOpt}}(\alpha, \alpha)\right)$. Therefore,

$$
\frac{1-g_{a}^{1}\left(\theta_{a}^{\text {EqOpt }}(\alpha, \alpha)\right)}{g_{a}^{0}\left(\theta_{a}^{\text {EqOpt }}(\alpha, \alpha)\right)} \leq \frac{1-g_{b}^{1}\left(\theta_{b}^{\text {EqOpt }}(\alpha, \alpha)\right)}{g_{b}^{0}\left(\theta_{b}^{\text {EqOpt }}(\alpha, \alpha)\right)} .
$$

Intersections with function $\frac{1}{\alpha}-1$ satisfies $\widetilde{\alpha}_{a}^{\text {EqOpt }} \geq \widetilde{\alpha}_{b}^{\text {EqOpt }}$.
It thus concludes that $\widehat{\alpha}_{a}^{\mathrm{UN}}-\widehat{\alpha}_{b}^{\mathrm{UN}}>\widehat{\alpha}_{a}^{\text {EqOpt }}-\widehat{\alpha}_{b}^{\text {EqOpt }} \geq 0$.

Fairness constraint DP. Finally, consider DP fair policy, where $\forall \alpha_{a}, \alpha_{b}$,

$$
\left(1-\alpha_{a}\right) \mathbb{F}_{a}^{0}\left(\theta_{a}^{\mathrm{DP}}\left(\alpha_{a}, \alpha_{b}\right)\right)+\alpha_{a} \mathbb{F}_{a}^{1}\left(\theta_{a}^{\mathrm{DP}}\left(\alpha_{a}, \alpha_{b}\right)\right)=\left(1-\alpha_{b}\right) \mathbb{F}_{b}^{0}\left(\theta_{b}^{\mathrm{DP}}\left(\alpha_{a}, \alpha_{b}\right)\right)+\alpha_{b} \mathbb{F}_{b}^{1}\left(\theta_{b}^{\mathrm{DP}}\left(\alpha_{a}, \alpha_{b}\right)\right) \text { must }
$$ hold.

We first show that under Condition 1b), $\widetilde{\alpha}_{a}^{\mathrm{DP}}<\widehat{\alpha}_{a}^{\mathrm{UN}}, \widetilde{\alpha}_{b}^{\mathrm{DP}}>\widehat{\alpha}_{b}^{\mathrm{UN}}$. Consider the case $\alpha_{a}=$ $\alpha_{b}=\alpha, \forall \alpha \geq \bar{\alpha}$. Since $\forall x,(1-\alpha) \mathbb{F}_{b}^{0}(x)+\alpha \mathbb{F}_{b}^{1}(x) \geq(1-\alpha) \mathbb{F}_{a}^{0}(x)+\alpha \mathbb{F}_{a}^{1}(x),(1-\alpha) \mathbb{F}_{a}^{0}\left(\theta_{a}^{\mathrm{DP}}(\alpha, \alpha)\right)+$ $\alpha \mathbb{F}_{a}^{1}\left(\theta_{a}^{\mathrm{DP}}(\alpha, \alpha)\right)=(1-\alpha) \mathbb{F}_{b}^{0}\left(\theta_{b}^{\mathrm{DP}}(\alpha, \alpha)\right)+\alpha \mathbb{F}_{b}^{1}\left(\theta_{b}^{\mathrm{DP}}(\alpha, \alpha)\right)$ implies $\theta_{a}^{\mathrm{DP}}(\alpha, \alpha) \geq \theta_{b}^{\mathrm{DP}}(\alpha, \alpha)$. Because $\theta_{a}^{\mathrm{UN}}(\alpha)<\theta_{b}^{\mathrm{UN}}(\alpha), \forall \alpha \geq \bar{\alpha}$. It implies that $\theta_{a}^{\mathrm{DP}}(\alpha, \alpha)>\theta_{a}^{\mathrm{UN}}(\alpha)$ and $\widehat{x}>\theta_{b}^{\mathrm{UN}}(\alpha)>\theta_{b}^{\mathrm{DP}}(\alpha, \alpha)$ must hold. Therefore, $\forall \alpha \in[\bar{\alpha}, 1]$,

$$
\frac{1-g_{a}^{1}\left(\theta_{a}^{\mathrm{DP}}(\alpha, \alpha)\right)}{g_{a}^{0}\left(\theta_{a}^{\mathrm{DP}}(\alpha, \alpha)\right)}>\frac{1-g_{a}^{1}\left(\theta_{a}^{\mathrm{UN}}(\alpha)\right)}{g_{a}^{0}\left(\theta_{a}^{\mathrm{UN}}(\alpha)\right)} ; \quad \frac{1-g_{b}^{1}\left(\theta_{b}^{\mathrm{DP}}(\alpha, \alpha)\right)}{g_{b}^{0}\left(\theta_{b}^{\mathrm{DP}}(\alpha, \alpha)\right)}<\frac{1-g_{b}^{1}\left(\theta_{b}^{\mathrm{UN}}(\alpha)\right)}{g_{b}^{0}\left(\theta_{b}^{\mathrm{UN}}(\alpha)\right)}
$$

Similar to reasoning in EqOpt case, we have $\widetilde{\alpha}_{a}^{\mathrm{DP}}<\widehat{\alpha}_{a}^{\mathrm{UN}}, \widetilde{\alpha}_{b}^{\mathrm{DP}}>\widehat{\alpha}_{b}^{\mathrm{UN}}$.
Different from EqOpt fairness where $\widetilde{\alpha}_{a}^{\mathrm{EqOpt}} \geq \widetilde{\alpha}_{b}^{\mathrm{EqOpt}}$, both $\widetilde{\alpha}_{a}^{\mathrm{DP}} \geq \widetilde{\alpha}_{b}^{\mathrm{DP}}$ and $\widetilde{\alpha}_{a}^{\mathrm{DP}} \leq \widetilde{\alpha}_{b}^{\mathrm{DP}}$ are likely to occur, depending on distributions $f_{a}^{0}(x), f_{b}^{0}(x), f_{a}^{1}(x)$ and $f_{b}^{1}(x)$. It is because $\theta_{a}^{\mathrm{DP}}(\alpha, \alpha)>\theta_{b}^{\mathrm{DP}}(\alpha, \alpha)$ can result in either $\mathbb{F}_{a}^{0}\left(\theta_{a}^{\mathrm{DP}}(\alpha, \alpha)\right) \leq \mathbb{F}_{b}^{0}\left(\theta_{b}^{\mathrm{DP}}(\alpha, \alpha)\right)$ or $\mathbb{F}_{a}^{0}\left(\theta_{a}^{\mathrm{DP}}(\alpha, \alpha)\right) \geq \mathbb{F}_{b}^{0}\left(\theta_{b}^{\mathrm{DP}}(\alpha, \alpha)\right)$.

For these two outcomes, if $\widetilde{\alpha}_{a}^{\mathrm{DP}} \geq \widetilde{\alpha}_{b}^{\mathrm{DP}}$, then DP fair policy results in a more equitable equilibrium
than unconstrained policy; if $\widetilde{\alpha}_{a}^{\mathrm{DP}} \leq \widetilde{\alpha}_{b}^{\mathrm{DP}}$, it means the disadvantaged group is flipped from $\mathcal{G}_{b}$ to $\mathcal{G}_{a}$.

## D. 10 Proof of Proposition 3

In the proof, we simplify the notations by removing subscript $\mathcal{C}$.
Let $\psi_{s}(\cdot), \psi_{s^{\prime}}(\cdot)$ be balanced function of policies $\left(\theta_{a}, \theta_{b}\right)$ and $\left(\theta_{a^{\prime}}, \theta_{b^{\prime}}\right)$, respectively.
According to the balanced equation (D.2),

$$
\frac{1}{\alpha_{s}}-1=\frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}=\frac{1-\left(T_{s}^{11}\left(1-\mathbb{F}_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)+T_{s}^{10} \mathbb{F}_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)}{T_{s}^{01}\left(1-\mathbb{F}_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)+T_{s}^{00} \mathbb{F}_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}
$$

Under Condition b), $\forall \alpha_{a}, \alpha_{b} \in[0,1], \theta_{a^{\prime}}\left(\alpha_{a}, \alpha_{b}\right)<\theta_{a}\left(\alpha_{a}, \alpha_{b}\right)$ and $\theta_{b^{\prime}}\left(\alpha_{a}, \alpha_{b}\right)<\theta_{b}\left(\alpha_{a}, \alpha_{b}\right)$.
Under Condition a), $\forall \alpha_{a}, \alpha_{b} \in[0,1], \theta_{a^{\prime}}\left(\alpha_{a}, \alpha_{b}\right)>\theta_{a}\left(\alpha_{a}, \alpha_{b}\right)$ and $\theta_{b^{\prime}}\left(\alpha_{a}, \alpha_{b}\right)>\theta_{b}\left(\alpha_{a}, \alpha_{b}\right)$.
Both imply that $\frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{s}^{s}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}>\frac{1-g_{s}^{1}\left(\theta_{s^{\prime}}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{s}^{0}\left(\theta_{s^{\prime}}\left(\alpha_{a}, \alpha_{b}\right)\right)}$, and $\forall \alpha_{a}, \alpha_{b} \in[0,1], \psi_{a}\left(\alpha_{b}\right)<\psi_{a^{\prime}}\left(\alpha_{b}\right)$ and $\psi_{b}\left(\alpha_{a}\right)<\psi_{b^{\prime}}\left(\alpha_{a}\right)$ hold. As a consequence, $\widehat{\alpha}_{a^{\prime}}>\widehat{\alpha}_{a}$ and $\widehat{\alpha}_{b^{\prime}}>\widehat{\alpha}_{b}$.

Now consider the long-run average utility of institute $\bar{U}\left(\theta_{a}, \theta_{b}\right)=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} \mathcal{U}_{t}\left(\theta_{a}, \theta_{b}\right)$, where the instantaneous utility at $t$ under threshold policies $\theta_{a}, \theta_{b}$ is

$$
\begin{aligned}
\mathcal{U}_{t}\left(\theta_{a}, \theta_{b}\right) & =\sum_{s=a, b} n_{s} \mathbb{E}_{X_{t} \mid S=s}\left[\mathbf{1}\left(X_{t} \geq \theta_{s}\right)\left(\gamma_{s, t}\left(X_{t}\right)\left(u_{+}+u_{-}\right)-u_{-}\right)\right] \\
& =\sum_{s=a, b} n_{s} \int_{\theta_{s}}^{\infty}\left(\gamma_{s, t}(x)\left(u_{+}+u_{-}\right)-u_{-}\right) P_{X_{t} \mid S}(x \mid s) d x \\
& =\sum_{s=a, b} n_{s} \int_{\theta_{s}}^{\infty} \alpha_{s}(t)\left(f_{s}^{1}(x) u_{+}+f_{s}^{0}(x) u_{-}\right)-f_{s}^{0}(x) u_{-} d x
\end{aligned}
$$

In the followings, we use a special case $\left(\mathcal{C}=\right.$ EqOpt, $f_{a}^{y}(x)=f_{b}^{y}(x), \forall x, y=0,1$, under Condition 1b)) to show that $\bar{U}\left(\theta_{a^{\prime}}, \theta_{b^{\prime}}\right)>\bar{U}\left(\theta_{a}, \theta_{b}\right)$ can be attained, i.e., the long-run average utility under policy $\left(\theta_{a^{\prime}}, \theta_{b^{\prime}}\right)$ can be higher than myopic optimal policy $\left(\theta_{a}, \theta_{b}\right)$.

Since the qualification rates of two groups converge to equilibrium, $\bar{U}\left(\theta_{a}, \theta_{b}\right)=\mathcal{U}_{\infty}\left(\theta_{a}, \theta_{b}\right)$ is the same as instantaneous expected utility of institute at the equilibrium state. To show that $\bar{U}\left(\theta_{a^{\prime}}, \theta_{b^{\prime}}\right)>\bar{U}\left(\theta_{a}, \theta_{b}\right)$, we prove the following holds,

$$
\begin{equation*}
\sum_{s=a, b} n_{s} \int_{\theta_{s^{\prime}}\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right)}^{\infty} f\left(x ; \widehat{\alpha}_{s^{\prime}}\right) d x>\sum_{s=a, b} n_{s} \int_{\theta_{s}\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)}^{\infty} f\left(x ; \widehat{\alpha}_{s}\right) d x \tag{D.3}
\end{equation*}
$$

where $f\left(x ; \widehat{\alpha}_{s}\right)=\widehat{\alpha}_{s}\left(f_{s}^{1}(x) u_{+}+f_{s}^{0}(x) u_{-}\right)-f_{s}^{0}(x) u_{-}$.
Because $\widehat{\alpha}_{s^{\prime}}>\widehat{\alpha}_{s}, \theta_{s^{\prime}}\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right)<\theta_{s}\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right)<\theta_{s}\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)$ holds under Condition b). LHS of above inequality can be written as

$$
\sum_{s=a, b} n_{s}\left(\int_{\theta_{s^{\prime}}\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right)}^{\theta_{s}\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)} f\left(x ; \widehat{\alpha}_{s^{\prime}}\right) d x+\int_{\theta_{s}\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)}^{\infty} f\left(x ; \widehat{\alpha}_{s^{\prime}}\right) d x\right)
$$

Inequality (D.3) can further be re-organized,

$$
\begin{equation*}
\sum_{s=a, b} n_{s} \int_{\theta_{s^{\prime}}\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right)}^{\theta_{s}\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)} f\left(x ; \widehat{\alpha}_{s^{\prime}}\right) d x>\sum_{s=a, b} n_{s} \int_{\theta_{s}\left(\widehat{\alpha}_{a}, \widehat{\alpha}_{b}\right)}^{\infty}\left(f\left(x ; \widehat{\alpha}_{s}\right)-f\left(x ; \widehat{\alpha}_{s^{\prime}}\right)\right) d x \tag{D.4}
\end{equation*}
$$

Consider a special case where $\mathcal{C}=$ EqOpt and $f_{a}^{y}(x)=f_{b}^{y}(x)=f^{y}(x), \forall x, \forall y \in\{0,1\}$. Then $\forall \alpha_{a}, \alpha_{b}$, we have $\theta_{a}\left(\alpha_{a}, \alpha_{b}\right)=\theta_{b}\left(\alpha_{a}, \alpha_{b}\right)$ and $\theta_{a^{\prime}}\left(\alpha_{a}, \alpha_{b}\right)=\theta_{b^{\prime}}\left(\alpha_{a}, \alpha_{b}\right)$. Inequality (D.4) can be reduced to the following, $\forall s \in\{a, b\}$, simplify notations and let $\widehat{\theta}=\theta_{s}\left(\widehat{\alpha}_{a}, \widehat{\alpha_{b}}\right), \widehat{\theta^{\prime}}=\theta_{s^{\prime}}\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right)$.

$$
\begin{align*}
& \left.\left(n_{a} \widehat{\alpha}_{a^{\prime}}+n_{b} \widehat{\alpha}_{b^{\prime}}\right)\left(\mathbb{F}^{1}(\widehat{\theta})-\mathbb{F}^{1} \widehat{\theta^{\prime}}\right)\right) u_{+} \\
+ & \underbrace{\left(u_{+}\left(1-\mathbb{F}^{1}(\widehat{\theta})\right)+u_{-}\left(1-\mathbb{F}^{0}(\widehat{\theta})\right)\right)\left(n_{a}\left(\widehat{\alpha}_{a^{\prime}}-\widehat{\alpha}_{a}\right)+n_{b}\left(\widehat{\alpha}_{b^{\prime}}-\widehat{\alpha}_{b}\right)\right)}_{\text {term } 1} \\
> & \left.\left(n_{a}\left(1-\widehat{\alpha}_{a^{\prime}}\right)+n_{b}\left(1-\widehat{\alpha}_{b^{\prime}}\right)\right)\left(\mathbb{F}^{0}(\widehat{\theta})-\mathbb{F}^{0} \widehat{\left(\theta^{\prime}\right.}\right)\right) u_{-} \tag{D.5}
\end{align*}
$$

Because $\frac{1}{\widehat{\alpha_{s^{\prime}}}}-1=\frac{1-g_{s}^{1}\left(\widehat{\theta^{\prime}}\right)}{g_{s}^{0}\left(\widehat{\theta^{\prime}}\right)}$ and $\frac{1}{\widehat{\alpha_{s}}}-1=\frac{1-g_{s}^{1}(\widehat{\theta})}{g_{s}^{0}(\widehat{\theta})}$.

$$
\widehat{\alpha}_{s^{\prime}}-\widehat{\alpha}_{s}>\frac{T_{s}^{01}-T_{s}^{00}}{1-T_{s}^{10}+T_{s}^{01}}\left(\mathbb{F}^{0}(\widehat{\theta})-\mathbb{F}^{0}\left(\widehat{\theta}^{\prime}\right)\right)
$$

We have term $1>$

$$
\underbrace{\left(\frac{u_{+}}{u_{-}}\left(1-\mathbb{F}^{1}(\widehat{\theta})\right)+\left(1-\mathbb{F}^{0}(\widehat{\theta})\right)\right)\left(n_{a} \frac{T_{a}^{01}-T_{a}^{00}}{1-T_{a}^{10}+T_{a}^{01}}+n_{b} \frac{T_{b}^{01}-T_{b}^{00}}{1-T_{b}^{10}+T_{b}^{01}}\right)}_{=h(\widehat{\theta})>0}\left(\mathbb{F}^{0}(\widehat{\theta})-\mathbb{F}^{0}\left(\widehat{\theta^{\prime}}\right)\right) u_{-}
$$

For the optimal EqOpt fair threshold $\theta\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right)$, the following holds

$$
\begin{aligned}
& \left(n_{a} \widehat{\alpha}_{a^{\prime}}+n_{b} \widehat{\alpha}_{b^{\prime}}\right) f^{1}\left(\theta\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right)\right) u_{+}=\left(n_{a}\left(1-\widehat{\alpha}_{a^{\prime}}\right)+n_{b}\left(1-\widehat{\alpha}_{b^{\prime}}\right)\right) f^{0}\left(\theta\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right)\right) u_{-} \\
& \left(n_{a} \widehat{\alpha}_{a^{\prime}}+n_{b} \widehat{\alpha}_{b^{\prime}}\right) f^{1}(x) u_{+}>\left(n_{a}\left(1-\widehat{\alpha}_{a^{\prime}}\right)+n_{b}\left(1-\widehat{\alpha}_{b^{\prime}}\right)\right) f^{0}(x) u_{-}, \forall x>\theta\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right) \\
& \left(n_{a} \widehat{\alpha}_{a^{\prime}}+n_{b} \widehat{\alpha}_{b^{\prime}}\right) f^{1}(x) u_{+}<\left(n_{a}\left(1-\widehat{\alpha}_{a^{\prime}}\right)+n_{b}\left(1-\widehat{\alpha}_{b^{\prime}}\right)\right) f^{0}(x) u_{-}, \forall x<\theta\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right)
\end{aligned}
$$

It implies that $\exists$ some $\delta>0$ s.t. $\forall x \in\left(\theta\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right)-\delta, \theta\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right)+\delta\right)=\mathcal{B}\left(\theta\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right), \delta\right)$,

$$
\left(n_{a} \widehat{\alpha}_{a^{\prime}}+n_{b} \widehat{\alpha}_{b^{\prime}}\right) f^{1}(x) u_{+}+h(\widehat{\theta}) f^{0}(x) u_{-}>\left(n_{a}\left(1-\widehat{\alpha}_{a^{\prime}}\right)+n_{b}\left(1-\widehat{\alpha}_{b^{\prime}}\right)\right) f^{0}(x) u_{-}
$$

$\widehat{\theta}, \widehat{\theta^{\prime}} \in \mathcal{B}\left(\theta\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right), \delta\right)$ can be satisfied as long as $\left|\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)-\theta_{s^{\prime}}\left(\alpha_{a}, \alpha_{b}\right)\right| \leq \epsilon$ for some sufficiently small $\epsilon>0$.

Using the mean value theorem, $\exists f^{y}(x)$ and $\widetilde{x} \in\left(\widehat{\theta^{\prime}}, \widehat{\theta}\right) \subset \mathcal{B}\left(\theta\left(\widehat{\alpha}_{a^{\prime}}, \widehat{\alpha}_{b^{\prime}}\right), \delta\right)$ s.t.

$$
\begin{aligned}
& \left(n_{a} \widehat{\alpha}_{a^{\prime}}+n_{b} \widehat{\alpha}_{b^{\prime}}\right)\left(\mathbb{F}^{1}(\widehat{\theta})-\mathbb{F}^{1}\left(\widehat{\theta^{\prime}}\right)\right) u_{+}+h(\widehat{\theta})\left(\mathbb{F}^{0}(\widehat{\theta})-\mathbb{F}^{0}\left(\widehat{\theta}^{\prime}\right)\right) u_{-} \\
= & \left(\left(n_{a} \widehat{\alpha}_{a^{\prime}}+n_{b} \widehat{\alpha}_{b^{\prime}}\right) f^{1}(\widetilde{x}) u_{+}+h(\widehat{\theta}) f^{0}(\widetilde{x}) u_{-}\right)\left(\widehat{\theta}-\widehat{\theta^{\prime}}\right) \\
> & \left(\left(n_{a}\left(1-\widehat{\alpha}_{a^{\prime}}\right)+n_{b}\left(1-\widehat{\alpha_{b^{\prime}}}\right)\right) f^{0}(\widetilde{x}) u_{-}\right)\left(\widehat{\theta}-\widehat{\theta^{\prime}}\right) \\
\geq & \left(n_{a}\left(1-\widehat{\alpha}_{a^{\prime}}\right)+n_{b}\left(1-\widehat{\alpha}_{b^{\prime}}\right)\right)\left(\mathbb{F}^{0}(\widehat{\theta})-\mathbb{F}^{0}\left(\widehat{\theta^{\prime}}\right)\right) u_{-} .
\end{aligned}
$$

Therefore, inequality (D.5) holds and $\bar{U}\left(\theta_{a^{\prime}}, \theta_{b^{\prime}}\right)>\bar{U}\left(\theta_{a}, \theta_{b}\right)$.

## D. 11 Proof of Proposition 4

To ensure $\alpha_{s}(t) \rightarrow \widehat{\alpha}$, threshold policy $\theta_{s}\left(\alpha_{s}\right)$ as a function of $\alpha_{s} \in[0,1]$ should be designed such that $\frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{s}\right)\right)}{g_{s}^{0}\left(\theta_{s}\left(\alpha_{s}\right)\right)}=\frac{1}{\alpha_{s}}-1$ has a unique solution $\widehat{\alpha}$. Let $\mathcal{I}_{s}=\left[\frac{1-\max \left\{T_{s}^{11}, T_{s}^{10}\right\}}{\max \left\{T_{s}^{01}, T_{s}^{00}\right\}}, \frac{1-\min \left\{T_{s}^{11}, T_{s}^{10}\right\}}{\min \left\{T_{s}^{01}, T_{s}^{00}\right\}}\right]$, then $\frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{s}\right)\right)}{g_{s}^{0}\left(\theta_{s}\left(\alpha_{s}\right)\right)} \in$ $\mathcal{I}_{s}$ for any threshold policy $\theta_{s}\left(\alpha_{s}\right)$.

If $\mathcal{I}_{a} \cap \mathcal{I}_{b}=\emptyset$, then $\frac{1-g_{a}^{1}\left(\theta_{a}(\alpha)\right)}{g_{a}^{0}\left(\theta_{a}(\alpha)\right)}=\frac{1-g_{b}^{1}\left(\theta_{b}(\alpha)\right)}{g_{b}^{0}\left(\theta_{b}(\alpha)\right)}$ can never be attained, i.e., no threshold policy can result in equitable equilibrium.

If $\mathcal{I}_{a} \cap \mathcal{I}_{b} \neq \emptyset$, then $\forall \widehat{\alpha} \in \mathcal{I}_{a} \cap \mathcal{I}_{b}$ and $\forall s \in\{a, b\}$, there exists threshold policy $\theta_{s}\left(\alpha_{s}\right)$ such that
$\frac{1-g_{s}^{1}\left(\theta_{s}(\widehat{\alpha})\right)}{g_{s}^{0}\left(\theta_{s}(\widehat{\alpha})\right)}=\frac{1}{\bar{\alpha}}-1$. Specifically, under Condition 1b) (resp. 1a)), function

$$
h_{s}(x)=\frac{1-g_{s}^{1}(x)}{g_{s}^{0}(x)}=\frac{1-\left(T_{s}^{11}\left(1-\mathbb{F}_{s}^{1}(x)\right)+T_{s}^{10} \mathbb{F}_{s}^{1}(x)\right)}{T_{s}^{01}\left(1-\mathbb{F}_{s}^{0}(x)\right)+T_{s}^{00} \mathbb{F}_{s}^{0}(x)}
$$

is strictly increasing (resp. decreasing) in $x \in(-\infty,+\infty)$ from $\frac{1-T_{s}^{11}}{T_{s}^{01}}$ (resp. $\frac{1-T_{s}^{10}}{T_{s}^{00}}$ ) to $\frac{1-T_{s}^{10}}{T_{s}^{00}}$ (resp. $\left.\frac{1-T_{s}^{11}}{T_{s}^{01}}\right)$ and any non-increasing function $\theta_{s}\left(\alpha_{s}\right)$ that satisfies $\theta_{s}(\widehat{\alpha})=\left(h_{s}\right)^{-1}\left(\frac{1}{\widehat{\alpha}}-1\right)$ can result in $\alpha_{s}(t) \rightarrow \widehat{\alpha}$, where $\left(h_{s}\right)^{-1}(\cdot)$ is the inverse function of $h_{s}(\cdot)$.

## D. 12 Proof of Proposition 5

According to the balanced equation (D.2),

$$
\frac{1}{\alpha_{s}}-1=\frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}=\frac{1-\left(T_{s}^{11}\left(1-\mathbb{F}_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)+T_{s}^{10} \mathbb{F}_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)}{T_{s}^{01}\left(1-\mathbb{F}_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)\right)+T_{s}^{00} \mathbb{F}_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}
$$

$\forall \alpha_{a}, \alpha_{b} \in[0,1]$, increasing any $T_{s}^{y d}$ decreases $\frac{1-g_{s}^{1}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}{g_{s}^{0}\left(\theta_{s}\left(\alpha_{a}, \alpha_{b}\right)\right)}$. Let $\psi_{s^{\prime}}(\cdot)$ be the consequent balanced function after increasing $T_{s}^{y d}$, and $\widehat{\alpha}_{s^{\prime}}$ be corresponding equilibrium. Given any $\alpha_{a}, \alpha_{b} \in[0,1]$, we have $\psi_{a}\left(\alpha_{b}\right)<\psi_{a^{\prime}}\left(\alpha_{b}\right)$ and $\psi_{b}\left(\alpha_{a}\right)<\psi_{b^{\prime}}\left(\alpha_{a}\right)$. Therefore, $\widehat{\alpha}_{a^{\prime}}>\widehat{\alpha}_{a}$ and $\widehat{\alpha}_{b^{\prime}}>\widehat{\alpha}_{b}$.

## APPENDIX E

## Impact of Fairness Interventions on Strategic Manipulation

## E. 1 Generalization to high dimensional feature space

All analysis and conclusions can be generalized to high dimensional feature space $X \in \mathbb{R}^{d}$. In this case, high dimensional features are first mapped to one dimensional qualification profile $\gamma_{s}(x)=P_{Y \mid X, S}(1 \mid x, s)$, based on which the decision maker makes decisions about individuals. A threshold policy is in the form of $\pi_{s}(x)=\mathbf{1}\left(\gamma_{s}(x) \geq \phi_{s}\right)$ with threshold $\phi_{s} \in[0,1]$.

Let $\gamma_{s}^{-1}\left(l_{s}\right) \subset \mathbb{R}^{b}$ be defined as the preimage of $l_{s}$ under qualification profile $\gamma_{s}$, then we can adjust all analysis using $\gamma_{s}^{-1}(\cdot)$. For example, the strict monotone likelihood ratio property in Assumption 11 can be adjusted as follows: for any two likelihoods $0 \leq \underline{l_{s}}<\bar{l}_{s} \leq 1$, we have $\gamma_{s}^{-1}\left(\left[\overline{l_{s}}, 1\right]\right) \subset \gamma_{s}^{-1}\left(\left[\underline{l_{s}}, 1\right]\right)$, i.e., any individual who can get accepted under threshold $\overline{l_{s}}$ can also be accepted under any lower threshold $l_{\underline{s}}$.

Because $\gamma_{s}(x)=P_{Y \mid X, S}(1 \mid x, s)=\frac{1}{1+\frac{f_{s}^{0}(x)}{f_{s}^{(1)}}\left(\frac{\left(1-\alpha_{s}\right.}{\alpha_{s}}\right.}$, (non-)strategic (fair) threshold $\phi_{s}$ in the space of qualification profile can be found based on $\frac{f_{s}^{1}\left(\theta_{s}\right)}{f_{s}^{0}\left(\theta_{s}\right)}$ given in Lemmas 8-11. Specifically, replace $\frac{f_{s}^{1}\left(\theta_{s}\right)}{f_{s}^{0}\left(\theta_{s}\right)}$ with $\frac{1-\alpha_{s}}{\alpha_{s}} \frac{\phi_{s}}{1-\phi_{s}}$, and $\Delta_{s}\left(\theta_{s}\right)$ with $\int_{x \in \gamma_{s}^{-1}\left(\left[\phi_{s}, 1\right]\right)} f_{s}^{0}(1)-f_{s}^{0}(x) d x$ in Lemmas 8-11. Then the consequent policy $\pi_{s}(x)=\mathbf{1}\left(\gamma_{s}(x) \geq \phi_{s}\right)$ is the optimal policy.

## E. 2 Proof that non-strategic policy is threshold policy

The non-strategic optimal policy $\widehat{\pi}_{s}^{\mathrm{UN}}=\arg \max _{\pi_{s}} \widehat{U}_{s}\left(\pi_{s}\right)$ is given by

$$
\widehat{\pi}_{s}^{\mathrm{UN}}(x)=\left\{\begin{array}{l}
1, \text { if } \frac{f_{s}^{0}(1)}{f_{s}^{0}(x)} \geq \frac{u_{-}\left(1-\alpha_{s}\right)}{u_{+} \alpha_{s}}  \tag{E.1}\\
0, \text { o.w. }
\end{array}\right.
$$

Re-writing based on qualification the profile $\gamma_{s}(x)=\frac{1}{\frac{f_{s}^{0}(x)}{f_{s}^{0}(1)} \frac{\left(1-\alpha_{s}\right)}{\alpha_{s}}+1}$, (E.1) is reduced to

$$
\widehat{\pi}_{s}^{\mathrm{UN}}(x)=\mathbf{1}\left(\gamma_{s}(x) \geq \frac{u_{-}}{u_{+}+u_{-}}\right) .
$$

## E. 3 Proof of Lemma 8

Let $\pi_{s}(x)=\mathbf{1}(x \geq \theta)$, then $\widehat{U}_{s}\left(\boldsymbol{\pi}_{s}\right):=\widehat{U}_{s}(\theta)$ can be written as

$$
\begin{aligned}
\widehat{U}_{s}(\theta) & =u_{+} \alpha_{s}\left(1-\mathbb{F}_{s}^{1}(\theta)\right)-u_{-}\left(1-\alpha_{s}\right)\left(1-\mathbb{F}_{s}^{0}(\theta)\right) \\
& =u_{+} \alpha_{s}-u_{-}\left(1-\alpha_{s}\right)+u_{-}\left(1-\alpha_{s}\right) \mathbb{F}_{s}^{0}(\theta)-u_{+} \alpha_{s} \mathbb{F}_{s}^{1}(\theta) \\
\frac{\partial \widehat{U}_{s}(\theta)}{\partial \theta} & =u_{-}\left(1-\alpha_{s}\right) f_{s}^{0}(\theta)-u_{+} \alpha_{s} f_{s}^{1}(\theta)
\end{aligned}
$$

Under Assumption 11, $\widehat{U}_{s}(\theta)$ increases over $\theta \leq \widehat{\theta}_{s}^{\mathrm{UN}}$ and decreases over $\theta \geq \widehat{\theta}_{s}^{\mathrm{UN}} . \widehat{\theta}_{s}^{\mathrm{UN}}$ is the optimal threshold and is the unique extreme point of $\widehat{U}_{s}(\theta)$.

## E. 4 Deviation of Manipulation Probability

When $\pi_{s}(x)=\mathbf{1}(x \geq \theta)$ is a threshold policy, we have

$$
\begin{aligned}
P_{D \mid Y, M, S}(1 \mid y, m, s) & =\int_{X} P_{D, X \mid Y, M, S}(1, x \mid y, m, s) d x \\
& =\int_{X} P_{D \mid X, Y, M, S}(1 \mid x, y, m, s) P_{X \mid Y, M, S}(x \mid y, m, s) d x \\
& =\int_{X} \pi_{s}(x) P_{X \mid Y, M, S}(x \mid y, m, s) d x=1-\mathbb{F}_{X \mid Y, M, S}(\theta \mid y, m, s)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
p_{s}^{0}\left(\pi_{s}\right) & =\mathbb{F}_{C_{s}}\left(P_{D \mid Y, M, S}(1 \mid 0,1, s)-P_{D \mid Y, M, S}(1 \mid 0,0, s)\right) \\
& =\mathbb{F}_{C_{s}}\left(\mathbb{F}_{X \mid Y, M, S}(\theta \mid 0,0, s)-\mathbb{F}_{X \mid Y, M, S}(\theta \mid 0,1, s)\right)=\mathbb{F}_{C_{s}}\left(\mathbb{F}_{s}^{0}(\theta)-\mathbb{F}_{s}^{1}(\theta)\right) .
\end{aligned}
$$

## E. 5 Proof of Lemma 10

Take derivative of $U_{s}(\theta)$ w.r.t. $\theta$, we have

$$
\begin{aligned}
\frac{\partial U_{s}(\theta)}{\partial \theta} & =\left(f_{s}^{0}(\theta)\left(u_{-}\left(1-\alpha_{s}\right)-\Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right)\right)+f_{s}^{1}(\theta) \Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right)\right)-u_{+} \alpha_{s} f_{s}^{1}(\theta) \\
& \propto\left(\frac{f_{s}^{0}(\theta)}{f_{s}^{1}(\theta)}\left(u_{-}\left(1-\alpha_{s}\right)-\Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right)\right)+\Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right)\right)-u_{+} \alpha_{s}
\end{aligned}
$$

As $\theta \rightarrow \pm \infty, \Delta_{s}(\theta) \rightarrow 0, \Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right) \rightarrow 0$ and $\frac{\partial U_{s}(\theta)}{\partial \theta} \propto u_{-}\left(1-\alpha_{s} \frac{f_{s}^{0}(\theta)}{f_{s}^{1}(\theta)}-u_{+} \alpha_{s}\right.$. Therefore, $\frac{\partial U_{s}(\theta)}{\partial \theta}>0$ as $\theta \rightarrow-\infty$ and $\frac{\partial U_{s}(\theta)}{\partial \theta}<0$ as $\theta \rightarrow+\infty$.

The strategic optimal threshold $\theta_{s}^{\mathrm{UN}}$ satisfies

$$
\frac{f_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}\right)}{f_{s}^{1}\left(\theta_{s}^{\mathrm{UN}}\right)}=\frac{u_{+} \alpha_{s}-\Psi_{s}^{\prime}\left(\Delta_{s}\left(\theta_{s}^{\mathrm{UN}}\right)\right)}{u_{-}\left(1-\alpha_{s}\right)-\Psi_{s}^{\prime}\left(\Delta_{s}\left(\theta_{s}^{\mathrm{UN}}\right)\right)}
$$

## E. 6 Proof of Lemma 11

To satisfy fairness constraint $\mathcal{C}, \int_{\theta_{a}}^{\infty} \mathcal{P}_{a}^{\mathcal{C}}(x) d x=\int_{\theta_{b}}^{\infty} \mathcal{P}_{b}^{\mathcal{C}}(x) d x$ should hold. Denote $\operatorname{CDF} \mathbb{F}_{s}^{\mathcal{C}}\left(\theta_{s}\right)=$ $\int_{-\infty}^{\theta_{s}} \mathcal{P}_{s}^{\mathcal{C}}(x) d x$, then for any pair $\left(\theta_{a}, \theta_{b}\right)$ that is fair, we have $\theta_{a}=\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{-1} \mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}\right)=\eta^{\mathcal{C}}\left(\theta_{b}\right)$ hold for some strictly increasing function $\eta^{\mathcal{C}}(\cdot)$. Denote $u=\mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}\right)$ and $\theta_{a}=\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{-1}(u)$, the following holds:

$$
\frac{d \eta^{\mathcal{C}}\left(\theta_{b}\right)}{d \theta_{b}}=\frac{d\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{-1} \mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}\right)}{d \theta_{b}}=\frac{d\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{-1}(u)}{d u} \frac{d u}{d \theta_{b}}=\frac{1}{\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{\prime}\left(\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{-1}\left(\theta_{b}\right)\right)} \frac{d u}{d \theta_{b}}=\frac{\left(\mathbb{F}_{b}^{\mathcal{C}}\right)^{\prime}\left(\theta_{b}\right)}{\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{\prime}\left(\theta_{a}\right)}=\frac{\mathcal{P}_{b}^{\mathcal{C}}\left(\theta_{b}\right)}{\mathcal{P}_{a}^{\mathcal{C}}\left(\theta_{a}\right)}
$$

The total utility can be written as a function of $\theta_{b}$, take the derivative of $n_{a} U_{a}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)+n_{b} U_{b}\left(\theta_{b}\right)$
w.r.t. $\theta_{b}$, the optimal $\theta_{b}^{\mathcal{C}}$ satisfies the following,

$$
\begin{aligned}
& \left.\left.n_{a} \frac{d U_{a}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)}{d \theta_{b}}\right|_{\theta_{b}=\theta_{b}^{\mathcal{C}}} \frac{d \eta^{\mathcal{C}}\left(\theta_{b}\right)}{d \theta_{b}}\right|_{\theta_{b}=\theta_{b}^{\mathcal{C}}}+\left.n_{b} \frac{d U_{b}\left(\theta_{b}\right)}{d \theta_{b}}\right|_{\theta_{b}=\theta_{b}^{\mathcal{C}}}=0 \\
\Longleftrightarrow & \left.n_{a} \frac{d U_{a}\left(\eta^{\mathcal{C}}\left(\theta_{b}\right)\right)}{d \theta_{b}}\right|_{\theta_{b}=\theta_{b}^{\mathcal{C}}} \frac{\mathcal{P}_{b}^{\mathcal{C}}\left(\theta_{b}^{\mathcal{C}}\right)}{\left.\mathcal{P}^{\mathcal{C}}\left(\theta_{b}^{\mathcal{C}}\right)\right)}+\left.n_{b} \frac{d U_{b}\left(\theta_{b}\right)}{d \theta_{b}}\right|_{\theta_{b}=\theta_{b}^{\mathcal{C}}}=0
\end{aligned}
$$

Simplifying above equation gives the result.

## E. 7 Proof of Theorem 22

According to Lemma ??, $\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)$ satisfies

$$
\frac{f_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}\right)}{f_{s}^{1}\left(\theta_{s}^{\mathrm{UN}}\right)}=\frac{u_{+} \alpha_{s}-\Psi_{s}^{\prime}\left(\Delta_{s}\left(\theta_{s}^{\mathrm{UN}}\right)\right)}{u_{-}\left(1-\alpha_{s}\right)-\Psi_{s}^{\prime}\left(\Delta_{s}\left(\theta_{s}^{\mathrm{UN}}\right)\right)}:=\Omega_{s}\left(\theta_{s}^{\mathrm{UN}}\right)
$$

Under Assumption 11, $\Delta_{s}(\theta)$ is single-peaked with maximum occurring at $x_{s}^{*}$. Define function $\Omega_{s}(\theta):=\frac{u_{+} \alpha_{s}-\Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right)}{u_{-}\left(1-\alpha_{s}\right)-\Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right)}$.

1. If $\alpha_{s}=\delta_{u}$, then

$$
\frac{\partial U_{s}(\theta)}{\partial \theta} \propto\left(\frac{f_{s}^{0}(\theta)}{f_{s}^{1}(\theta)}-1\right)\left(u_{+} \alpha_{s}-\Psi_{s}^{\prime}\left(\Delta_{s}(\theta)\right)\right)
$$

consider two cases:

- $\overline{\Psi_{s}^{\prime}} \leq u_{-}\left(1-\alpha_{s}\right)$ $\theta_{s}^{\mathrm{UN}}=\widehat{\theta}_{s}^{\mathrm{UN}}=x_{s}^{*}$ is unique optimal solution.
- $\overline{\Psi_{s}^{\prime}}>u_{-}\left(1-\alpha_{s}\right)$
$U_{s}(\theta)$ has three extreme points where both $\theta_{s}^{\mathrm{UN}}=\overline{x_{s}}, \theta_{s}^{\mathrm{UN}}=\underline{x_{s}}$ are optimal, and $x_{s}^{*}$ is the other extreme point that is not optimal.

2. If $\alpha_{s}<\delta_{u}$, then consider two cases:

- $\overline{\Psi_{s}^{\prime}} \leq u_{-}\left(1-\alpha_{s}\right)$
$\Omega_{s}(\theta)$ decreases over $\theta<x_{s}^{*}$ and increases over $\theta>x_{s}^{*} . \Omega_{s}(\theta) \rightarrow \frac{u_{+} \alpha_{s}}{u_{-}\left(1-\alpha_{s}\right)}<1$ as $\theta \rightarrow \pm \infty$. Under Assumption 11, $\frac{f_{s}^{0}(\theta)}{f_{s}^{1}(\theta)}$ intersects with $\Omega_{s}(\theta)$ at one unique point, i.e., $\theta_{s}^{\mathrm{UN}}$ is unique and satisfies $\theta_{s}^{\mathrm{UN}}>\widehat{\theta}_{s}^{\mathrm{UN}}>x_{s}^{*}$.
- $\overline{\Psi_{s}^{\prime}}>u_{-}\left(1-\alpha_{s}\right)$
$\Omega_{s}(\theta)$ decreases from $\frac{u_{+} \alpha_{s}}{u_{-}\left(1-\alpha_{s}\right)}$ to $-\infty$ over $\theta<\underline{x_{s}} ;$ increases from $-\infty$ to $\frac{u_{+} \alpha_{s}}{u_{-}\left(1-\alpha_{s}\right)}$ over $\theta>\overline{x_{s}}$; decreases over $\theta \in\left(\underline{x_{s}}, x_{s}^{*}\right)$ and increases over $\theta \in\left(x_{s}^{*}, \overline{x_{s}}\right)$.
Because $\frac{f_{s}^{0}\left(x_{s}^{*}\right)}{f_{s}^{1}\left(x_{s}^{*}\right)}=1$ and $\Omega_{s}\left(x_{s}^{*}\right)=1+\frac{u_{-}\left(1-\alpha_{s}\right)-u_{+} \alpha_{s}}{\overline{\Psi_{s}^{\prime}}-u_{-}\left(1-\alpha_{s}\right)}>1$, under Assumption 11, there exists a unique $\theta_{s}^{\mathrm{UN}}>\widehat{\theta}_{s}^{\mathrm{UN}}>x_{s}^{*}$ at which $\frac{f_{s}^{0}(\theta)}{f_{s}^{1}(\theta)}$ intersects with $\Omega_{s}(\theta)$, and $\theta_{s}^{\mathrm{UN}}>\overline{x_{s}}$.
Moreover, if $\exists \theta$ s.t. $\frac{f_{s}^{0}(\theta)}{f_{s}^{1}(\theta)}>\Omega_{s}(\theta)$, then $\frac{f_{s}^{0}(\theta)}{f_{s}^{1}(\theta)}$ will also intersects with $\Omega_{s}(\theta)$ at least two more points over $\left(\underline{x_{s}}, x_{s}^{*}\right)$.
Next, we show that among all the extreme points, the one satisfying $\theta_{s}^{\mathrm{UN}}>x_{s}^{*}$ is the optimal. Re-organize $U_{s}(\theta)$, we have

$$
\arg \max _{\theta} U_{s}(\theta)=\arg \max _{\theta} \underbrace{\Delta_{s}(\theta)\left(1-\mathbb{F}_{C_{s}}\left(\Delta_{s}(\theta)\right)\right)}_{:=h_{1}(\theta)}+\underbrace{\mathbb{F}_{s}^{1}(\theta)\left(1-\frac{u_{+} \alpha_{s}}{u_{-}\left(1-\alpha_{s}\right)}\right)}_{:=h_{2}(\theta)}
$$

For any extreme point $\theta^{\prime} \in\left(\underline{x_{s}}, x_{s}^{*}\right)$, always there exists a point $x^{\prime}>x_{s}^{*}$ satisfying $\Delta_{s}\left(x^{\prime}\right)=\Delta_{s}\left(\theta^{\prime}\right)$, so that $h_{1}\left(x^{\prime}\right)=h_{1}\left(\theta^{\prime}\right)$. Since $x^{\prime}>\theta^{\prime}, h_{2}\left(x^{\prime}\right)>h_{2}\left(\theta^{\prime}\right)$ holds so that $U_{s}\left(x^{\prime}\right)>U_{s}\left(\theta^{\prime}\right)$. In other words, $\exists$ a point over $\left(x_{s}^{*}, \overline{x_{s}}\right)$ whose utility is higher than those of extreme points in $\left(\underline{x_{s}}, x_{s}^{*}\right)$. Since $\theta_{s}^{\mathrm{UN}}$ is the optimal over $\left(x_{s}^{*}, \overline{x_{s}}\right)$. It implies that $\theta_{s}^{\mathrm{UN}}$ is optimal.
3. If $\alpha_{s}>\delta_{u}$, then consider two cases:

- $\overline{\Psi_{s}^{\prime}} \leq u_{+} \alpha_{s}$
$\frac{1}{\Omega_{s}(\theta)}$ decreases over $\theta<x_{s}^{*}$ and increases over $\theta>x_{s}^{*} \cdot \frac{1}{\Omega_{s}(\theta)} \rightarrow \frac{u_{-}\left(1-\alpha_{s}\right)}{u_{+} \alpha_{s}}<1$ as $\theta \rightarrow \pm \infty$. Under Assumption 11, $\frac{f_{s}^{1}(\theta)}{f_{s}^{0}(\theta)}$ intersects with $\frac{1}{\Omega_{s}(\theta)}$ at one unique point, i.e., $\theta_{s}^{\mathrm{UN}}$ is unique and satisfies $\theta_{s}^{\mathrm{UN}}<\widehat{\theta}_{s}^{\mathrm{UN}}<x_{s}^{*}$.
- $\overline{\Psi_{s}^{\prime}}>u_{+} \alpha_{s}$
$\frac{1}{\Omega_{s}(\theta)}$ decreases from $\frac{u_{-}\left(1-\alpha_{s}\right)}{u_{+} \alpha_{s}}$ to $-\infty$ over $\theta<\underline{z_{s}}$; increases from $-\infty$ to $\frac{u_{-}\left(1-\alpha_{s}\right)}{u_{+} \alpha_{s}}$ over $\theta>\overline{z_{s}}$; decreases over $\theta \in\left(\underline{z_{s}}, x_{s}^{*}\right)$ and increases over $\theta \in\left(x_{s}^{*}, \overline{z_{s}}\right)$.

Because $\frac{f_{s}^{1}\left(x_{s}^{*}\right)}{f_{s}^{0}\left(x_{s}^{*}\right)}=1$ and $\frac{1}{\Omega_{s}(\theta)}=1+\frac{u_{+} \alpha_{s}-u_{-}\left(1-\alpha_{s}\right)}{\overline{\Psi_{s}^{\prime}-u_{+} \alpha_{s}}}>1$, under Assumption 11, there exists a unique $\theta_{s}^{\mathrm{UN}}<\widehat{\theta}_{s}^{\mathrm{UN}}<x_{s}^{*}$ at which $\frac{f_{s}^{0}(\theta)}{f_{s}^{1}(\theta)}$ intersects with $\Omega_{s}(\theta)$, and $\theta_{s}^{\mathrm{UN}}<\underline{z_{s}}$.
Moreover, if $\exists \theta$ s.t. $\frac{f_{s}^{0}(\theta)}{f_{s}^{1}(\theta)}<\Omega_{s}(\theta)$, then $\frac{f_{s}^{0}(\theta)}{f_{s}^{1}(\theta)}$ will also intersect with $\Omega_{s}(\theta)$ at least two more points over $\left(x_{s}^{*}, \overline{z_{s}}\right)$.
We show that among all the extreme points, the one satisfying $\theta_{s}^{\mathrm{UN}}<x_{s}^{*}$ is the optimal.
For any extreme point $\theta^{\prime} \in\left(x_{s}^{*}, \overline{z_{s}}\right)$, always there exists a point $x^{\prime}<x_{s}^{*}$ satisfying $\Delta_{s}\left(x^{\prime}\right)=\Delta_{s}\left(\theta^{\prime}\right)$, so that $h_{1}\left(x^{\prime}\right)=h_{1}\left(\theta^{\prime}\right)$. Since $x^{\prime}<\theta^{\prime}$ and $1<\frac{u_{+} \alpha_{s}}{u_{-}\left(1-\alpha_{s}\right.}, h_{2}\left(x^{\prime}\right)>h_{2}\left(\theta^{\prime}\right)$ holds so that $U_{s}\left(x^{\prime}\right)>$ $U_{s}\left(\theta^{\prime}\right)$. In other words, $\exists$ a point over $\left(\underline{z_{s}}, x_{s}^{*}\right)$ whose utility is higher than those of extreme points in $\left(x_{s}^{*}, \overline{z_{s}}\right)$. Since $\theta_{s}^{\mathrm{UN}}$ is optimal over $\left(\underline{z_{s}}, x_{s}^{*}\right)$, it implies that $\theta_{s}^{\mathrm{UN}}$ is optimal.

## E. 8 Proof of Theorem 23

WLOG, let $s:=a$ and $-s:=b$.
Because $\alpha_{a}>\delta_{u}>\alpha_{b}$, according to Theorem 22, we have $x_{b}^{*}<\widehat{\theta}_{b}^{\mathrm{UN}}<\theta_{b}^{\mathrm{UN}}$ and $x_{a}^{*}>\widehat{\theta}_{a}^{\mathrm{UN}}>\theta_{a}^{\mathrm{UN}}$. It implies that $\left.\mathbb{F}_{a}^{\mathcal{C}}\left(x_{a}^{*}\right)>\mathbb{F}_{a}^{\mathcal{C}} \widehat{\theta}_{a}^{\mathrm{UN}}\right)>\mathbb{F}_{a}^{\mathcal{C}}\left(\theta_{a}^{\mathrm{UN}}\right)$ and $\left.\mathbb{F}_{b}^{\mathcal{C}}\left(x_{b}^{*}\right)<\mathbb{F}_{b}^{\mathcal{C}} \widehat{\theta}_{b}^{\mathrm{UN}}\right)<\mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right)$.

Since $\mathbb{F}_{a}^{\mathcal{C}}\left(x_{a}^{*}\right) \leq \mathbb{F}_{b}^{\mathcal{C}}\left(x_{b}^{*}\right)$, we have $\left.\left.\mathbb{F}_{a}^{\mathcal{C}}\left(\theta_{a}^{\mathrm{UN}}\right)<\mathbb{F}_{a}^{\mathcal{C}} \widehat{\theta}_{a}^{\mathrm{UN}}\right)<\mathbb{F}_{b}^{\mathcal{C}} \widehat{\theta}_{b}^{\mathrm{UN}}\right)<\mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right)$, so that $\left.\mathcal{E}^{\mathcal{C}}\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)\right\rangle$ $\mathcal{E}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)>0$.

## E. 9 Proof of Theorem 24

WLOG, let $s:=a$ and $-s:=b$.
By Theorem 22, $\theta_{a}^{\mathrm{UN}}>\widehat{\theta}_{a}^{\mathrm{UN}}$ always hold. If marginal manipulation gain of $\mathcal{G}_{a}$ is sufficiently small such that $\Psi_{a}^{\prime}\left(\Delta_{a}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)\right) \rightarrow 0$, then $\theta_{a}^{\mathrm{UN}} \rightarrow \widehat{\theta}_{a}^{\mathrm{UN}}$; If marginal manipulation gain of $\mathcal{G}_{a}$ is sufficiently large such that $\Psi_{a}^{\prime}\left(\Delta_{a}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)\right) \rightarrow u_{-}\left(1-\alpha_{a}\right)$, then $\theta_{a}^{\mathrm{UN}} \gg \widehat{\theta}_{a}^{\mathrm{UN}}$.

For any given $\mathcal{G}_{b}, \mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right)>\mathbb{F}_{b}^{\mathcal{C}}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)>\mathbb{F}_{a}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)$, since any $\mathbb{F}_{a}^{\mathcal{C}}\left(\theta_{a}^{\mathrm{UN}}\right) \in\left(\mathbb{F}_{a}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right), 1\right)$ is attainable by controlling manipulation cost $C_{a}$, it implies that there exists $C_{a}$ s.t. $\left|\mathcal{E}^{\mathcal{C}}\left(\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)\right|<\left|\mathcal{E}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathrm{UN}}\right)\right|$ or $\mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right)<\mathbb{F}_{a}^{\mathcal{C}}\left(\theta_{a}^{\mathrm{UN}}\right)$.

## E. 10 Proof of Theorem 25

WLOG, let $s:=a$ and $-s:=b$.

1. $\alpha_{a}<\delta_{u}<\alpha_{b}$ and $\left.\mathbb{F}_{a}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)<\mathbb{F}_{b}^{\mathcal{C}} \widehat{\theta}_{b}^{\mathrm{UN}}\right)$.

Since $\alpha_{a}<\delta_{u}<\alpha_{b}$, we have $\widehat{\theta}_{a}^{\mathrm{UN}}>x_{a}^{*}$ and $\widehat{\theta}_{b}^{\mathrm{UN}}<x_{b}^{*}$.
Under Assumption 11, $\widehat{U}_{s}(\theta)$ is non-decreasing over $\left(-\infty, \widehat{\theta}_{s}^{\mathrm{UN}}\right)$ and non-increasing over $\left(\widehat{\theta}_{s}^{\mathrm{UN}},+\infty\right)$. One of the followings must hold: (1) $\widehat{\theta}_{a}^{C}>\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{C}<\widehat{\theta}_{b}^{\mathrm{UN}}$ (2) $\widehat{\theta}_{a}^{\mathcal{C}}<\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{C}>\widehat{\theta}_{b}^{\mathrm{UN}}$. Because if $\widehat{\theta}_{a}^{\mathcal{C}}>\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathcal{C}}>\widehat{\theta}_{b}^{\mathrm{UN}}$ or $\widehat{\theta}_{a}^{\mathcal{C}}<\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathcal{C}}<\widehat{\theta}_{b}^{\mathrm{UN}}$ holds, we can always find another pair of thresholds satisfying fairness $\mathcal{C}$ but achieves a higher utility $\sum_{s=a, b} n_{s} \widehat{U}_{s}\left(\theta_{s}\right)$ so that $\left.\widehat{\theta_{a}^{\mathcal{C}}}, \widehat{\theta}_{b}^{\mathcal{C}}\right)$ cannot be non-strategic optimal fair policy.
Because $\mathbb{F}_{a}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)<\mathbb{F}_{b}^{\mathcal{C}}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$ and $\mathbb{F}_{a}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathcal{C}}\right)=\mathbb{F}_{b}^{\mathcal{C}}\left(\widehat{\theta}_{b}^{\mathcal{C}}\right), \widehat{\theta}_{a}^{\mathcal{C}}>\widehat{\theta}_{a}^{\mathrm{UN}}>x_{a}^{*}, \widehat{\theta}_{b}^{\mathcal{C}}<\widehat{\theta}_{b}^{\mathrm{UN}}<x_{b}^{*}$ must hold.
If $\Psi_{a}^{\prime}\left(\Delta_{a}\left(\widehat{\theta_{a}^{\mathcal{C}}}\right)\right)>u_{-}\left(1-\alpha_{a}\right)$ and $\Psi_{b}^{\prime}\left(\Delta_{b}\left(\widehat{\theta_{b}^{\mathcal{C}}}\right)\right)>u_{+} \alpha_{b}$, then we have $\widehat{\theta}_{a}^{\mathcal{C}}<\overline{x_{a}}$ and $\widehat{\theta}_{b}^{\mathcal{C}}>\underline{z_{b}}$, where $\overline{x_{a}}, \underline{z_{b}}$ are defined s.t. $\Psi_{a}^{\prime}\left(\Delta_{a}\left(\overline{x_{a}}\right)\right)=u_{-}\left(1-\alpha_{a}\right)$ and $\Psi_{b}^{\prime}\left(\Delta_{b}\left(\underline{z_{b}}\right)\right)=u_{+} \alpha_{b}$. By Theorem 22, $U_{a}(\theta)$ is increasing over $\left(x_{a}^{*}, \overline{x_{a}}\right)$ and $U_{b}(\theta)$ is decreasing over $\left(\underline{z}, x_{b}^{*}\right)$. It implies that $U_{a}\left(\widehat{\theta}_{a}^{\mathcal{C}}\right)>U_{a}\left(\widehat{\theta_{a}^{\mathrm{UN}}}\right)$ and $U_{b}\left(\widehat{\theta}_{b}^{\mathcal{C}}\right)>U_{b}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$.
2. $\alpha_{a}, \alpha_{b}>\delta_{u}, \mathbb{F}_{a}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)<\mathbb{F}_{b}^{\mathcal{C}}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$, and $\alpha_{a} \rightarrow \delta_{u}$.

Since $\alpha_{a}, \alpha_{b}>\delta_{u}$, we have $\widehat{\theta}_{a}^{\mathrm{UN}}<x_{a}^{*}$ and $\widehat{\theta}_{b}^{\mathrm{UN}}<x_{b}^{*}$.
Because $\mathbb{F}_{a}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)<\mathbb{F}_{b}^{\mathcal{C}}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$ and $\mathbb{F}_{a}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathcal{C}}\right)=\mathbb{F}_{b}^{\mathcal{C}}\left(\widehat{\theta}_{b}^{\mathcal{C}}\right), \widehat{\theta}_{a}^{\mathcal{C}}>\widehat{\theta}_{a}^{\mathrm{UN}}, \widehat{\theta}_{b}^{\mathcal{C}}<\widehat{\theta}_{b}^{\mathrm{UN}}$ must hold.
If $\alpha_{a} \rightarrow \delta_{u}$, then $\widehat{\theta}_{a}^{\mathrm{UN}} \rightarrow x_{a}^{*}$ and $\widehat{\theta}_{a}^{\mathrm{UN}}<x_{a}^{*}<\widehat{\theta}_{a}^{\mathcal{C}}$ hold.
If $\Psi_{a}^{\prime}\left(\Delta_{a}\left(\widehat{\theta}_{a}^{\mathcal{C}}\right)\right)>u_{+} \alpha_{a}, \Psi_{b}^{\prime}\left(\Delta_{b}\left(\widehat{\theta}_{b}^{\mathcal{C}}\right)\right)>u_{+} \alpha_{b}$, then we have $\widehat{\theta}_{a}^{\mathcal{C}}<\overline{z_{a}}$ and $\widehat{\theta}_{b}^{\mathcal{C}}>\underline{z_{b}}$. By Theorem 22, $U_{b}(\theta)$ is decreasing over $\left(\underline{z_{b}}, x_{b}^{*}\right)$ implying $U_{b}\left(\widetilde{\theta}_{b}^{\mathcal{C}}\right)>U_{b}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$, and $U_{a}(\theta)$ may have additional extreme points over $\left(x_{a}^{*}, \overline{z_{a}}\right)$. Specifically, as $\alpha_{a} \rightarrow \delta_{u}$, there are two extreme points $x_{1}, x_{2}$ with $x_{1} \rightarrow x_{a}^{*}, x_{2} \rightarrow \overline{z_{a}}$ (by Theorem 22), Because $U_{a}(\theta)$ is increasing over [ $x_{1}, x_{2}$ ], $U_{a}\left(x_{2}\right) \rightarrow$ $U_{a}\left(\theta_{a}^{\mathrm{UN}}\right)=\max _{\theta} U_{a}(\theta)$, and $U_{a}\left(x_{1}\right) \rightarrow U_{a}\left(x_{a}^{*}\right), U_{a}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right) \rightarrow U_{a}\left(x_{a}^{*}\right)$, we have $U_{a}\left(\widehat{\theta}_{a}^{\mathcal{C}}\right)>U_{a}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)$.
3. $\alpha_{a}, \alpha_{b}<\delta_{u}, \mathbb{F}_{a}^{\mathcal{C}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)<\mathbb{F}_{b}^{\mathcal{C}}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$, and $\alpha_{b} \rightarrow \delta_{u}$.

It can be proved similarly as case 2 and is omitted.

## E. 11 Proof of Theorem 26

For any pair $\left(\theta_{a}, \theta_{b}\right)$ satisfying fairness $\mathcal{C}, \mathbb{F}_{a}^{\mathcal{C}}\left(\theta_{a}\right)=\mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}\right)$ should hold. We have $\theta_{a}=\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{-1} \mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}\right)=$ $\eta^{\mathcal{C}}\left(\theta_{b}\right)$ for some strictly increasing function $\eta^{\mathcal{C}}(\cdot)$.

1. Both $U_{a}(\theta)$ and $U_{b}(\theta)$ have unique extreme points.

Prove $\theta_{a}^{\mathrm{UN}}>\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathrm{UN}}<\theta_{b}^{\mathcal{C}}$ or $\theta_{a}^{\mathrm{UN}}<\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathrm{UN}}>\theta_{b}^{\mathcal{C}}$ by contradiction. Suppose $\theta_{a}^{\mathrm{UN}}>\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathrm{UN}}>\theta_{b}^{\mathcal{C}}$, then we can always find another pair of thresholds ( $\theta_{a}^{\prime}, \theta_{b}^{\prime}$ ) that satisfies $\mathcal{C}$ with $\theta_{a}^{\mathcal{C}}<\theta_{a}^{\prime} \leq \theta_{a}^{\mathrm{UN}}$ and $\theta_{b}^{\mathcal{C}}<\theta_{b}^{\prime} \leq \theta_{b}^{\mathrm{UN}}$. Because $U_{s}(\theta)$ has unique extreme point and it increases over $\theta<\theta_{s}^{\mathrm{UN}}$, $U_{s}\left(\theta_{s}^{\mathcal{C}}\right)<U_{s}\left(\theta_{s}^{\prime}\right), \forall s \in\{a, b\}$ holds, i.e., $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right)$ can not be the optimal pair that satisfies the fairness. Similarly, we can show that $\theta_{a}^{\mathrm{UN}}<\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathrm{UN}}<\theta_{b}^{\mathcal{C}}$ cannot hold.

Let $x_{s}^{\mathrm{UN}}$ be defined s.t. $\Delta_{s}\left(x_{s}^{\mathrm{UN}}\right)=\Delta_{s}\left(\theta_{s}^{\mathrm{UN}}\right)$ and $x_{s}^{\mathrm{UN}} \neq \theta_{s}^{\mathrm{UN}}$ when $\theta_{s}^{\mathrm{UN}} \neq x_{s}^{*}$. Note that $x_{s}^{\mathrm{UN}}$ is the point at which $p_{s}^{0}\left(x_{s}^{\mathrm{UN}}\right)=p_{s}^{0}\left(\theta_{s}^{\mathrm{UN}}\right)$. WLOG, let $s:=a$ and $-s:=b$.
Let $x_{a}^{\mathcal{C}}:=\eta^{\mathcal{C}}\left(x_{b}^{\mathrm{UN}}\right)$, i.e., $\left(x_{a}^{\mathcal{C}}, x_{b}^{\mathrm{UN}}\right)$ satisfies fairness constraint $\mathcal{C}$. Given any fixed $\alpha_{b}$, as $\alpha_{a}$ changes, $x_{a}^{\mathrm{UN}}, x_{a}^{\mathcal{C}}$, and $\theta_{a}^{\mathrm{UN}}$ also change. Rewrite them as functions of $\alpha_{a}$, i.e., $x_{a}^{\mathrm{UN}}\left(\alpha_{a}\right), x_{a}^{\mathcal{C}}\left(\alpha_{a}\right):=$ $\eta^{\mathcal{C}}\left(x_{b}^{\mathrm{UN}} ; \alpha_{a}\right)$, and $\theta_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)$.

- $\alpha_{a}>\delta_{u}>\alpha_{b}$
$x_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)$ increases in $\alpha_{a} \in\left(\delta_{u}, 1\right)$

$$
\lim _{\alpha_{a} \rightarrow \delta_{u}} x_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)=x_{a}^{*}, \quad \lim _{\alpha_{a} \rightarrow 1} x_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)=+\infty
$$

$\theta_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)$ decreases in $\alpha_{a} \in\left(\delta_{u}, 1\right)$

$$
\lim _{\alpha_{a} \rightarrow \delta_{u}} \theta_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)=x_{a}^{*}, \quad \lim _{\alpha_{a} \rightarrow 1} \theta_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)=-\infty
$$

$x_{a}^{\mathcal{C}}\left(\alpha_{a}\right)$ is non-decreasing in $\alpha_{a}$

$$
\lim _{\alpha_{a} \rightarrow \delta_{u}} x_{a}^{\mathcal{C}}\left(\alpha_{a}\right)=\eta^{\mathcal{C}}\left(x_{b}^{\mathrm{UN}} ; \delta_{u}\right)<+\infty, \quad \lim _{\alpha_{a} \rightarrow 1} x_{a}^{\mathcal{C}}\left(\alpha_{a}\right)=\eta^{\mathcal{C}}\left(x_{b}^{\mathrm{UN}} ; 1\right)<+\infty
$$

Therefore, $\exists \kappa>\delta_{u}$ s.t. for any $\alpha_{a}>\kappa, x_{a}^{\mathcal{C}}\left(\alpha_{a}\right) \in\left(\theta_{a}^{\mathrm{UN}}\left(\alpha_{a}\right), x_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)\right)$.

As $n_{a} \rightarrow 1, \theta_{a}^{\mathcal{C}} \rightarrow \theta_{a}^{\mathrm{UN}}$. Therefore, $\forall \alpha_{a} \in(\kappa, 1)$, there exists $\tau \in(0,1)$ s.t. $\forall n_{a}>\tau$, we have $\theta_{a}^{\mathcal{C}} \in\left(\theta_{a}^{\mathrm{UN}}, x_{a}^{\mathcal{C}}\right)$ and $\theta_{b}^{\mathcal{C}}<x_{b}^{\mathrm{UN}}$. It implies that $\Delta_{a}\left(\theta_{a}^{\mathcal{C}}\right)>\Delta_{a}\left(\theta_{a}^{\mathrm{UN}}\right)$ and $\Delta_{b}\left(\theta_{b}^{\mathcal{C}}\right)<\Delta_{a}\left(\theta_{b}^{\mathrm{UN}}\right)$ so that $p_{a}^{\mathcal{C}}>p_{a}^{\mathrm{UN}}$ and $p_{b}^{\mathcal{C}}<p_{b}^{\mathrm{UN}}$.

- $\alpha_{a}, \alpha_{b}>\delta_{u}$

From the above, $\exists \kappa>\delta_{u}$ s.t. $\forall \alpha_{a}>\kappa, x_{a}^{\mathcal{C}}\left(\alpha_{a}\right) \in\left(\theta_{a}^{\mathrm{UN}}\left(\alpha_{a}\right), x_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)\right)$.
Since $U_{a}(\theta), U_{b}(\theta)$ have unique extreme points, neither $\theta_{a}^{\mathcal{C}}>\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathcal{C}}>\theta_{b}^{\mathrm{UN}}$ nor $\theta_{a}^{\mathcal{C}}<\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathcal{C}}<$ $\theta_{b}^{\mathrm{UN}}$ hold. When $\alpha_{a}>\kappa$, either of the followings holds: (1) $\theta_{a}^{\mathcal{C}}<\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathcal{C}} \in\left(\theta_{b}^{\mathrm{UN}}, x_{b}^{\mathrm{UN}}\right)$; (2) $\theta_{b}^{\mathcal{C}}<\theta_{b}^{\mathrm{UN}}, \theta_{a}^{\mathcal{C}} \in\left(\theta_{a}^{\mathrm{UN}}, x_{a}^{\mathcal{C}}\right)$. It implies $p_{b}^{\mathcal{C}}>p_{b}^{\mathrm{UN}}, p_{a}^{\mathcal{C}}<p_{a}^{\mathrm{UN}}$, or $p_{a}^{\mathcal{C}}>p_{a}^{\mathrm{UN}}, p_{b}^{\mathcal{C}}<p_{b}^{\mathrm{UN}}$.

- $\alpha_{a}, \alpha_{b}<\delta_{u}$

Prove in the similar way. $\exists \kappa<\delta_{u}$ s.t. $\forall \alpha_{a}<\kappa, x_{a}^{\mathcal{C}}\left(\alpha_{a}\right) \in\left(x_{a}^{\mathrm{UN}}\left(\alpha_{a}\right), \theta_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)\right)$.
Since $U_{a}(\theta), U_{b}(\theta)$ have unique extreme points, either of the followings holds when $\alpha_{a}<\kappa$ : (1) $\theta_{a}^{\mathcal{C}}>\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathcal{C}} \in\left(x_{b}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}\right)$; (2) $\theta_{b}^{\mathcal{C}}>\theta_{b}^{\mathrm{UN}}, \theta_{a}^{\mathcal{C}} \in\left(x_{a}^{\mathcal{C}}, \theta_{a}^{\mathrm{UN}}\right)$. It implies $p_{a}^{\mathcal{C}}<p_{a}^{\mathrm{UN}}, p_{b}^{\mathcal{C}}>p_{b}^{\mathrm{UN}}$, or $p_{b}^{\mathcal{C}}<p_{b}^{\mathrm{UN}}, p_{a}^{\mathcal{C}}>p_{a}^{\mathrm{UN}}$.
2. At least one of $U_{a}(\theta), U_{b}(\theta)$ has multiple extreme points. WLOG, let $s:=a$ and $-s:=b$.

- $\alpha_{a}>\delta_{u}>\alpha_{b}$
(i) $U_{a}(\theta)$ has multiple extreme points while $U_{b}(\theta)$ has a unique extreme point.

Let $x_{1}, x_{2}$ be two extreme points over ( $x_{a}^{*}, \overline{z_{a}}$ ) with $x_{2}$ being the optimal extreme point over $\left(x_{a}^{*}, \overline{z_{a}}\right)$ and $x_{1}$ the largest extreme point satisfying $x_{1}<x_{2}$. By Theorem 22, $\theta_{a}^{\mathrm{UN}}<x_{a}^{*}$. As $n_{b} \rightarrow 1, \theta_{b}^{\mathcal{C}} \rightarrow \theta_{b}^{\mathrm{UN}}$ and $\theta_{a}^{\mathcal{C}} \rightarrow \eta^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right)$. If $\eta^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right) \in\left(x_{1}, x_{2}\right)$ happens to be satisfied under groups' feature distributions and manipulation costs, then it's possible that there exists a sufficiently large $n_{b}$ such that the a fair threshold pair $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right)$ results in a higher total utility than that of $\left(\eta^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right), \theta_{b}^{\mathrm{UN}}\right)$. In this case, $\theta_{a}^{\mathcal{C}}>\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathcal{C}}>\theta_{b}^{\mathrm{UN}}$ and $\theta_{a}^{\mathcal{C}} \in\left(\eta^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right), x_{2}\right)$ must hold.
Because $\theta_{a}^{\mathrm{UN}}<\underline{z_{s}}, \theta_{a}^{\mathcal{C}}<\overline{z_{a}}$, we have $\Delta_{a}\left(\theta_{a}^{\mathrm{UN}}\right)<\Delta_{a}\left(\theta_{a}^{\mathcal{C}}\right)$ and $p_{a}^{\mathcal{C}}>p_{a}^{\mathrm{UN}}$.
Because $\alpha_{b}<\delta_{u}$, we have $\theta_{b}^{\mathrm{UN}}>x_{b}^{*}$. Since $\theta_{b}^{\mathcal{C}}>\theta_{b}^{\mathrm{UN}}$, it holds that $p_{b}^{\mathcal{C}}<p_{b}^{\mathrm{UN}}$.
(ii) $U_{a}(\theta)$ has a unique extreme point while $U_{b}(\theta)$ has multiple extreme points.

Similar to the reasoning in (i), let $x_{1}, x_{2}$ be two extreme points over $\left(\underline{x_{b}}, x_{b}^{*}\right)$ with $x_{1}$ being the optimal extreme point over $\left(\underline{x_{b}}, x_{b}^{*}\right)$ and $x_{2}$ the smallest extreme point satisfying $x_{1}<x_{2}$.

If $\left(\eta^{\mathcal{C}}\right)^{-1}\left(\theta_{a}^{\mathrm{UN}}\right) \in\left(x_{1}, x_{2}\right)$ happens to be satisfied, then it's possible to find a sufficiently large $n_{a}$ such that the fair pair $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right)$ results in a higher utility than that of $\left(\theta_{a}^{\mathrm{UN}},\left(\eta^{\mathcal{C}}\right)^{-1}\left(\theta_{a}^{\mathrm{UN}}\right)\right)$. In this case, $\theta_{a}^{\mathcal{C}}<\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathcal{C}}<\theta_{b}^{\mathrm{UN}}$ and $\theta_{b}^{\mathcal{C}} \in\left(x_{1},\left(\eta^{\mathcal{C}}\right)^{-1}\left(\theta_{a}^{\mathrm{UN}}\right)\right)$ must hold.
Because $\theta_{a}^{\mathcal{C}}<\theta_{a}^{\mathrm{UN}}<x_{a}^{*}$ and $\theta_{b}^{\mathrm{UN}}>\overline{x_{b}}, \theta_{b}^{\mathcal{C}}>\underline{x_{b}}$, we have $\Delta_{a}\left(\theta_{a}^{\mathrm{UN}}\right)>\Delta_{a}\left(\theta_{a}^{\mathcal{C}}\right)$ and $\Delta_{b}\left(\theta_{b}^{\mathrm{UN}}\right)<$ $\Delta_{b}\left(\theta_{b}^{\mathcal{C}}\right)$. As such, $p_{a}^{\mathcal{C}}<p_{a}^{\mathrm{UN}}, p_{b}^{\mathcal{C}}>p_{b}^{\mathrm{UN}}$.
(iii) Both $U_{a}(\theta), U_{b}(\theta)$ have multiple extreme points.

In this case, $\theta_{a}^{\mathrm{UN}}<x_{a}^{*}$ and all other extreme points of $U_{a}(\theta)$ fall in $\left(x_{a}^{*}, \overline{z_{a}}\right)$ with $\underline{z_{a}}>\theta_{a}^{\mathrm{UN}}$; $\theta_{b}^{\mathrm{UN}}>x_{b}^{*}$ and all other extreme points of $U_{b}(\theta)$ fall in $\left(\underline{x_{b}}, x_{b}^{*}\right)$ with $\overline{x_{b}}<\theta_{b}^{\mathrm{UN}}$.
If $\theta_{a}^{\mathcal{C}}<\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathcal{C}}<\theta_{b}^{\mathrm{UN}}$ happens to be satisfied, then $\theta_{b}^{\mathcal{C}} \in\left(\underline{x_{b}}, x_{b}^{*}\right)$ must hold. It implies that $\Delta_{a}\left(\theta_{a}^{\mathrm{UN}}\right)>\Delta_{a}\left(\theta_{a}^{\mathcal{C}}\right)$ and $\Delta_{b}\left(\theta_{b}^{\mathrm{UN}}\right)<\Delta_{b}\left(\theta_{b}^{\mathcal{C}}\right)$. As such, $p_{a}^{\mathcal{C}}<p_{a}^{\mathrm{UN}}, p_{b}^{\mathcal{C}}>p_{b}^{\mathrm{UN}}$.
Similarly, if $\theta_{a}^{\mathcal{C}}>\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathcal{C}}>\theta_{b}^{\mathrm{UN}}$ happens to be satisfied, then $\theta_{a}^{\mathcal{C}} \in\left(x_{a}^{*}, \overline{z_{a}}\right)$ must hold. It implies that $p_{a}^{\mathcal{C}}>p_{a}^{\mathrm{UN}}, p_{b}^{\mathcal{C}}<p_{b}^{\mathrm{UN}}$.

- $\alpha_{a}, \alpha_{b}>\delta_{u}$

In this case, $\theta_{a}^{\mathrm{UN}}<x_{a}^{*}, \theta_{b}^{\mathrm{UN}}<x_{b}^{*}$ and $U_{a}(\theta)\left(\right.$ or $\left.U_{b}(\theta)\right)$ increases over $\theta<\theta_{a}^{\mathrm{UN}}$ (or $\theta<\theta_{b}^{\mathrm{UN}}$ ). WLOG, let $\mathcal{G}_{a}$ has multiple extreme points, while $\mathcal{G}_{b}$ may or may not have multiple extreme points.
Note that $\theta_{a}^{\mathcal{C}}<\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathcal{C}}<\theta_{b}^{\mathrm{UN}}$ cannot hold, otherwise always there exists a fair threshold pair $\left(\theta_{a}^{\prime}, \theta_{b}^{\prime}\right)$ with $\theta_{a}^{\prime} \in\left(\theta_{a}^{\mathcal{C}}, \theta_{a}^{\mathrm{UN}}\right)$ and $\theta_{b}^{\prime} \in\left(\theta_{b}^{\mathcal{C}}, \theta_{b}^{\mathrm{UN}}\right)$ whose utility is higher than that of $\left(\theta_{a}^{\mathcal{C}}, \theta_{b}^{\mathcal{C}}\right)$.
In contrast, $\theta_{a}^{\mathcal{C}}>\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathcal{C}}>\theta_{b}^{\mathrm{UN}}$ may hold. In this case, $\theta_{a}^{\mathcal{C}} \in\left(x_{a}^{*}, \overline{z_{a}}\right)$ must hold, while either $\theta_{b}^{\mathcal{C}}<x_{b}^{\mathrm{UN}}$ or $\theta_{b}^{\mathcal{C}}>x_{b}^{\mathrm{UN}}$ holds.
Therefore, $\Delta_{a}\left(\theta_{a}^{\mathrm{UN}}\right)<\Delta_{a}\left(\theta_{a}^{\mathcal{C}}\right)$ and $\Delta_{b}\left(\theta_{b}^{\mathrm{UN}}\right)<\Delta_{b}\left(\theta_{b}^{\mathcal{C}}\right)\left(\right.$ or $\left.\Delta_{b}\left(\theta_{b}^{\mathrm{UN}}\right)>\Delta_{b}\left(\theta_{b}^{\mathcal{C}}\right)\right)$ must hold so that $p_{a}^{\mathcal{C}}>p_{a}^{\mathrm{UN}}, p_{b}^{\mathcal{C}}>p_{b}^{\mathrm{UN}}\left(\right.$ or $\left.p_{b}^{\mathcal{C}}<p_{b}^{\mathrm{UN}}\right)$.
We can prove in a similar way for the case when $\alpha_{a}, \alpha_{b}<\delta_{u}$.

## E. 12 Proof of Theorem 27

First consider case when $\alpha_{a}, \alpha_{b}>\delta_{u}$.
WLOG, let $s:=a$ and $-s:=b$.
Define function $\eta^{\mathcal{C}}(\cdot):=\left(\mathbb{F}_{a}^{\mathcal{C}}\right)^{-1} \mathbb{F}_{b}^{\mathcal{C}}(\cdot)$. If $\mathbb{F}_{b}^{\mathcal{C}}\left(x_{b}^{\mathrm{UN}}\right)<\mathbb{F}_{a}^{\mathcal{C}}\left(x_{a}^{*}\right)$, then $\eta^{\mathcal{C}}\left(x_{b}^{\mathrm{UN}}\right)<x_{a}^{*}$.
As $\alpha_{a} \rightarrow \delta_{u}, \theta_{a}^{\mathrm{UN}} \rightarrow x_{a}^{*}$. As $\alpha_{a}$ decreases, $\eta^{\mathcal{C}}\left(x_{b}^{\mathrm{UN}}\right)$ is non-increasing (constant w.r.t. $\alpha_{a}$ for EqOpt and decreases for DP ). $\exists \kappa>\delta_{u}$ s.t. when $\alpha_{a}=\kappa, \theta_{a}^{\mathrm{UN}}=\eta^{\mathcal{C}}\left(x_{b}^{\mathrm{UN}}\right)$. Then $\forall \alpha_{a}<\kappa, \eta^{\mathcal{C}}\left(x_{b}^{\mathrm{UN}}\right)<\theta_{a}^{\mathrm{UN}}$.

As $n_{a} \rightarrow 1, \theta_{a}^{\mathcal{C}} \rightarrow \theta_{a}^{\mathrm{UN}}$ and $\lim _{n_{a} \rightarrow 1} \theta_{b}^{\mathcal{C}}>x_{b}^{\mathrm{UN}}$. Therefore, $\exists \tau \in(0,1)$ s.t. for any $n_{a}>\tau$, we have $\theta_{a}^{\mathcal{C}} \in\left(\eta^{\mathcal{C}}\left(x_{b}^{\mathrm{UN}}\right), \theta_{a}^{\mathrm{UN}}\right)$ and $\theta_{b}^{\mathcal{C}}>x_{b}^{\mathrm{UN}}$. It implies that $p_{a}^{\mathcal{C}}<p_{a}^{\mathrm{UN}}, p_{b}^{\mathcal{C}}<p_{b}^{\mathrm{UN}}$.

For the case when $\alpha_{a}, \alpha_{b}<\delta_{u}$, it can be proved in a similar way and is omitted.

## E. 13 Proof of Proposition 6

WLOG, let $s:=a,-s:=b$.
Since $f_{a}^{y}(x)=f_{b}^{y}(x)$, denote $\Delta(\cdot)=\Delta_{a}(\cdot)=\Delta_{b}(\cdot)$.
By Lemma 10, for $s \in\{a, b\}, \widehat{\theta}_{s}^{\text {UN }}$ satisfies $\frac{f_{s}^{1}\left(\widehat{\theta}_{s}^{\text {UN }}\right)}{f_{s}^{0}\left(\widehat{\theta}_{s}^{\text {UN }}\right)}=\frac{u_{-}\left(1-\alpha_{s}\right)}{u_{+} \alpha_{s}}$. Since $f_{a}^{y}(x)=f_{b}^{y}(x), \alpha_{b}<\alpha_{a}<\delta_{u}$, $\frac{u_{-}\left(1-\alpha_{b}\right)}{u_{+} \alpha_{b}}>\frac{u_{-}\left(1-\alpha_{a}\right)}{u_{+} \alpha_{a}}$. Under Assumption 11, we have $\widehat{\theta}_{a}^{\mathrm{UN}}<\widehat{\theta}_{b}^{\mathrm{UN}}$.

It implies that $\left.\mathbb{F}_{a}^{1} \widehat{\theta}_{a}^{\mathrm{UN}}\right)<\mathbb{F}_{b}^{1}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$, so that $\mathbb{F}_{a}^{\mathrm{EqOpt}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)<\mathbb{F}_{b}^{\mathrm{EqOpt}}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$.
Note that $\left.\mathbb{F}_{s}^{\mathrm{DP}}\left(\widehat{\theta}_{s}^{\mathrm{UN}}\right)=\alpha_{s} \mathbb{F}_{s}^{1} \widehat{\theta}_{s}^{\mathrm{UN}}\right)+\left(1-\alpha_{s}\right) \mathbb{F}_{s}^{0}\left(\widehat{\theta}_{s}^{\mathrm{UN}}\right)$. Since $\mathbb{F}_{a}^{0}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)<\mathbb{F}_{b}^{0}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$ and $\alpha_{b}<\alpha_{a}$, we have $\mathbb{F}_{a}^{\mathrm{DP}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)<\mathbb{F}_{b}^{\mathrm{DP}}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)$.

First, we show that the unfairness can be mitigated under some cost random variable $C_{a}$.
Given $\alpha_{b}, C_{b}, \theta_{b}^{\mathrm{UN}}$ is determined and satisfies $\frac{f_{b}^{0}\left(\theta_{b}^{\mathrm{UN}}\right)}{f_{b}^{1}\left(\theta_{b}^{\mathrm{UN}}\right)}=\frac{u_{+} \alpha_{b}-\Psi_{b}^{\prime}\left(\Delta\left(\theta_{b}^{\mathrm{UN}}\right)\right)}{u_{-}\left(1-\alpha_{b}\right)-\Psi_{b}^{\prime}\left(\Delta\left(\theta_{b}^{) \mathrm{UN}}\right)\right)}$ (by Lemma 10), where $\Delta(\theta)=\mathbb{F}_{b}^{0}(\theta)-\mathbb{F}_{b}^{1}(\theta)=\mathbb{F}_{a}^{0}(\theta)-\mathbb{F}_{a}^{1}(\theta)$.

Given any $\alpha_{a} \in\left(\alpha_{b}, \delta_{u}\right)$, if $\mathcal{G}_{a}$ 's cost $C_{a}$ satisfies $\frac{u_{+} \alpha_{a}-\Psi_{a}^{\prime}\left(\Delta\left(\theta_{b}^{\mathrm{UWN}}\right)\right)}{u_{-}\left(1-\alpha_{a}\right)-\Psi_{a}^{\prime}\left(\Delta\left(\theta_{b}^{\mathrm{UV})}\right)\right)}=\frac{u_{+} \alpha_{b}-\Psi_{b}^{\prime}\left(\Delta\left(\theta_{b}^{\mathrm{UN}}\right)\right)}{u_{-}\left(1-\alpha_{b}\right)-\Psi_{b}^{\prime}\left(\Delta\left(\theta_{b}^{\mathrm{UN}}\right)\right)}$, i.e.,

$$
\begin{equation*}
\Psi_{a}^{\prime}\left(\Delta\left(\theta_{b}^{\mathrm{UN}}\right)\right)=\underbrace{\frac{u_{-}\left(1-\alpha_{a}\right)-u_{+} \alpha_{a}}{u_{-}\left(1-\alpha_{b}\right)-u_{+} \alpha_{b}}}_{>0\left(\text { since } \alpha_{a}, \alpha_{b}<\delta_{u}\right)} \cdot \underbrace{\left(\Psi_{b}^{\prime}\left(\Delta\left(\theta_{b}^{\mathrm{UN}}\right)\right)-u_{+} \alpha_{b}\right)}_{<0 \text { (by Theorem 22) }}+u_{+} \alpha_{a}<u_{+} \alpha_{a}<u_{-}\left(1-\alpha_{a}\right) \tag{E.2}
\end{equation*}
$$

then $\frac{f_{a}^{0}\left(\theta_{b}^{\mathrm{UN}}\right)}{f_{a}^{1}\left(\theta_{b}^{\mathrm{UN}}\right)}=\frac{u_{+} \alpha_{a}-\Psi_{a}^{\prime}\left(\Delta\left(\theta_{b}^{\mathrm{UN}}\right)\right)}{u_{-}\left(1-\alpha_{a}\right)-\Psi_{a}^{\prime}\left(\Delta\left(\theta_{b}^{\left.\left(\theta^{\mathrm{N}}\right)\right)}\right.\right.}$ holds and $\theta_{a}^{\mathrm{UN}}=\theta_{b}^{\mathrm{UN}}$.
Therefore, $\mathbb{F}_{a}^{\mathrm{EqOpt}}\left(\theta_{a}^{\mathrm{UN}}\right)=\mathbb{F}_{X \mid Y, S}\left(\theta_{a}^{\mathrm{UN}} \mid 1, a\right)=\mathbb{F}_{X \mid Y, S}\left(\theta_{b}^{\mathrm{UN}} \mid 1, b\right)=\mathbb{F}_{b}^{\mathrm{EqOpt}}\left(\theta_{b}^{\mathrm{UN}}\right)$.
Because $\mathbb{F}_{a}^{0}\left(\theta_{a}^{\mathrm{UN}}\right)=\mathbb{F}_{b}^{0}\left(\theta_{b}^{\mathrm{UN}}\right)$ also holds,

$$
\begin{aligned}
\left|\mathbb{F}_{a}^{\mathrm{DP}}\left(\theta_{a}^{\mathrm{UN}}\right)-\mathbb{F}_{b}^{\mathrm{DP}}\left(\theta_{b}^{\mathrm{UN}}\right)\right|= & \left(\alpha_{a}-\alpha_{b}\right) \Delta\left(\theta_{b}^{\mathrm{UN}}\right) \\
\mid \mathbb{F}_{a}^{\mathrm{DP}}\left(\widehat{\left.\theta_{a}^{\mathrm{UN}}\right)-\mathbb{F}_{b}^{\mathrm{DP}}\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right) \mid=}\right. & \left(\alpha_{a}-\alpha_{b}\right) \Delta\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)+\alpha_{a}\left(\mathbb{F}_{b}^{1}\left(\widehat{\theta_{b}^{\mathrm{UN}}}\right)-\mathbb{F}_{a}^{1}\left(\widehat{\left.\left.\theta_{a}^{\mathrm{UN}}\right)\right)}\right.\right. \\
& +\left(1-\alpha_{a}\right)\left(\mathbb{F}_{b}^{0}\left(\widehat{\theta_{b}^{\mathrm{UN}}}\right)-\mathbb{F}_{a}^{0}\left(\widehat{\left.\theta_{a}^{\mathrm{UN}}\right)}\right)\right. \\
> & \left(\alpha_{a}-\alpha_{b}\right) \Delta\left(\widehat{\left.\theta_{b}^{\mathrm{UN}}\right)}\right.
\end{aligned}
$$

Since $\theta_{b}^{\mathrm{UN}}>\widehat{\theta}_{b}^{\mathrm{UN}}>x_{b}^{*}$ (by Theorem 22), $\Delta\left(\widehat{\theta}_{b}^{\mathrm{UN}}\right)>\Delta\left(\theta_{b}^{\mathrm{UN}}\right)$.
Therefore, $\left|\mathbb{F}_{a}^{\mathrm{DP}}\left(\theta_{a}^{\mathrm{UN}}\right)-\mathbb{F}_{b}^{\mathrm{DP}}\left(\theta_{b}^{\mathrm{UN}}\right)\right|<\left|\mathbb{F}_{a}^{\mathrm{DP}}\left(\widehat{\theta}_{a}^{\mathrm{UN}}\right)-\mathbb{F}_{b}^{\mathrm{DP}}\left(\widehat{\left.\theta_{b}^{\mathrm{UN}}\right)}\right)\right|$.
Next, we show that the disadvantaged group can be flipped under some cost random variable $C_{a}$.
Given any $\alpha_{a} \in\left(\alpha_{b}, \delta_{u}\right)$, let $\left(\eta^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right), \theta_{b}^{\mathrm{UN}}\right)$ be a pair of thresholds satisfying fairness $\mathcal{C}$, then if $\Psi_{a}^{\prime}\left(\Delta\left(\eta^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right)\right)\right) \geq u_{-}\left(1-\alpha_{a}\right)=\Psi_{a}^{\prime}\left(\Delta\left(\overline{x_{a}}\right)\right)$, we have $\Delta\left(\eta^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right)\right) \geq \Delta\left(\overline{x_{a}}\right)$ implying $\eta^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right) \leq \overline{x_{a}}$. Since $\theta_{a}^{\mathrm{UN}}>\overline{x_{a}}, \eta^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right)<\theta_{a}^{\mathrm{UN}}$ must hold.

Therefore, $\mathbb{F}_{b}^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right)=\mathbb{F}_{a}^{\mathcal{C}}\left(\eta^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right)\right)<\mathbb{F}_{a}^{\mathcal{C}}\left(\theta_{a}^{\mathrm{UN}}\right)$.
Lastly, we show that cost $C_{a}$ mentioned above always exists.
Since $\Psi_{a}^{\prime}(z)=u_{-}\left(1-\alpha_{a}\right)\left(\mathbb{F}_{C_{a}}(z)+z P_{C_{a}}(z)\right)$, condition $\Psi_{a}^{\prime}\left(\Delta\left(\eta^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right)\right)\right) \geq u_{-}\left(1-\alpha_{a}\right)$ is equivalent to $\mathbb{F}_{C_{a}}(z)+z P_{C_{a}}(z) \geq 1$ with $z=\Delta\left(\eta^{\mathcal{C}}\left(\theta_{b}^{\mathrm{UN}}\right)\right)$, which is attainable. Similarly, the condition in Eqn. (E.2) is equivalent to $\mathbb{F}_{C_{a}}(z)+z P_{C_{a}}(z)=c$ for some $c<1$ with $z=\Delta\left(\theta_{b}^{\mathrm{UN}}\right)$, which is also attainable.

## E. 14 Proof of Proposition 7

Consider the case when $\alpha_{a}, \alpha_{b}>\delta_{u}$. WLOG, let $s:=a,-s:=b$.

1. $\mathcal{C}=$ EqOpt: $\mathcal{P}_{s}^{\text {EqOpt }}(x)=f_{s}^{0}(1)$

Because $X \mid Y=y, S=s, y=\{0,1\}, s=\{a, b\}$ have the same variance $\sigma^{2}$, and $\mu_{a}^{1}-\mu_{a}^{0}<\mu_{b}^{1}-\mu_{b}^{0}$, we have $x_{s}^{*}=\frac{\mu_{s}^{1}+\mu_{s}^{0}}{2}$ and $\mathbb{F}_{a}^{\text {EqOpt }}\left(x_{a}^{*}\right)>\mathbb{F}_{b}^{\text {EqOpt }}\left(x_{b}^{*}\right)$.
When $\alpha_{b}>\delta_{u}$, we have $\theta_{b}^{\mathrm{UN}}<x_{b}^{*}$ and $x_{b}^{\mathrm{UN}}>x_{b}^{*}$. As $\alpha_{b}$ increases, $x_{b}^{\mathrm{UN}}$ and $\mathbb{F}_{b}^{\mathrm{EqOpt}}\left(x_{b}^{\mathrm{UN}}\right)$ increase; as $\alpha_{b} \rightarrow \delta_{u}, x_{b}^{\mathrm{UN}} \rightarrow x_{b}^{*}$. Therefore, $\exists \omega>\delta_{u}$ s.t. when $\alpha_{b}=\omega$, the consequent $x_{b}^{\mathrm{UN}}$ satisfies $\mathbb{F}_{a}^{\mathrm{EqOpt}}\left(x_{a}^{*}\right)=\mathbb{F}_{b}^{\mathrm{EqOpt}}\left(x_{b}^{\mathrm{UN}}\right)$. For any $\alpha_{b}<\omega, \mathbb{F}_{a}^{\mathrm{EqOpt}}\left(x_{a}^{*}\right)>\mathbb{F}_{b}^{\mathrm{EqOpt}}\left(x_{b}^{\mathrm{UN}}\right)$ holds.
2. $\mathcal{C}=\mathrm{DP}: \mathcal{P}_{s}^{\mathrm{DP}}(x)=P_{X \mid S}(x \mid s)=\alpha_{s} f_{s}^{0}(1)+\left(1-\alpha_{s}\right) f_{s}^{0}(x)$.

Since $\mathbb{F}_{X \mid Y, S}(x \mid 1, s)<\mathbb{F}_{X \mid Y, S}(x \mid 0, s), \forall x$, as $\alpha_{a}$ increases, $\mathbb{F}_{a}^{\mathrm{DP}}\left(x_{a}^{*}\right)$ decreases.
Because $X \mid Y=y, S=s, y=\{0,1\}, s=\{a, b\}$ have the same variance $\sigma^{2}$, we have $\frac{\mathbb{F}_{a}^{1}\left(x_{a}^{*}\right)-\mathbb{F}_{b}^{1}\left(x_{b}^{*}\right)}{\mathbb{F}_{b}^{0}\left(x_{b}^{*}\right)-\mathbb{F}_{a}^{0}\left(x_{a}^{*}\right)}=1$. If $\frac{u_{+}}{u_{-}}<1, \frac{u_{+}}{u_{-}}<\frac{\mathbb{F}_{a}^{1}\left(x_{a}^{*}\right)-\mathbb{F}_{b}^{1}\left(x_{b}^{*}\right)}{\mathbb{F}_{b}^{0}\left(x_{b}^{*}\right)-\mathbb{F}_{( }^{0}\left(x_{a}^{*}\right)}$, which implies that $\delta_{u} \mathbb{F}_{a}^{1}\left(x_{a}^{*}\right)+\left(1-\delta_{u}\right) \mathbb{F}_{a}^{0}\left(x_{a}^{*}\right)>\delta_{u} \mathbb{F}_{b}^{1}\left(x_{b}^{*}\right)+\left(1-\delta_{u}\right) \mathbb{F}_{b}^{0}\left(x_{b}^{*}\right)$, i.e., $\mathbb{F}_{a}^{\mathrm{DP}}\left(x_{a}^{*}\right)>\mathbb{F}_{b}^{\mathrm{DP}}\left(x_{b}^{*}\right)$ when $\alpha_{a}=\alpha_{b}=\delta_{u}$.

As $\alpha_{b} \rightarrow \delta_{u}, x_{b}^{\mathrm{UN}} \rightarrow x_{b}^{*}$. As such, there exist $\omega_{1}, \omega_{2}>\delta_{u}$ such that $\forall \alpha_{b}<\omega_{1}$ and $\forall \alpha_{a}<\omega_{2}$, we have $\mathbb{F}_{a}^{\mathrm{DP}}\left(x_{a}^{*}\right)>\mathbb{F}_{b}^{\mathrm{DP}}\left(x_{b}^{\mathrm{UN}}\right)$.
The case when $\alpha_{a}, \alpha_{b}<\delta_{u}$ can be proved similarly and is omitted.

## E. 15 Proof of Proposition 8

WLOG, let $s:=a$ and $-s:=b$. Let $x_{s}^{\mathrm{UN}}$ be defined s.t. $\Delta_{s}\left(x_{s}^{\mathrm{UN}}\right)=\Delta_{s}\left(\theta_{s}^{\mathrm{UN}}\right)$ and $x_{s}^{\mathrm{UN}} \neq \theta_{s}^{\mathrm{UN}}$ when $\theta_{s}^{\mathrm{UN}} \neq x_{s}^{*}$,

Since $f_{a}^{y}(x)=f_{b}^{y}(x), x_{a}^{*}=x_{b}^{*}$ holds. If $U_{s}(\theta)$ has multiple extreme points, then according to Theorem 22, all extreme points fall between $x_{s}^{\mathrm{UN}}$ and $\theta_{s}^{\mathrm{UN}}$.

Since $\alpha_{a}>\delta_{u}>\alpha_{b}, U_{a}(\theta)$ is increasing over $\left(-\infty, \theta_{a}^{\mathrm{UN}}\right)$ and decreasing over $\left(x_{a}^{\mathrm{UN}},+\infty\right)$, while $U_{b}(\theta)$ is increasing over $\left(-\infty, x_{b}^{\mathrm{UN}}\right)$ and decreasing over $\left(\theta_{b}^{\mathrm{UN}},+\infty\right)$.

- $\mathcal{C}=$ EqOpt

Since $f_{a}^{y}(x)=f_{b}^{y}(x), \theta_{a}^{\text {EqOpt }}=\theta_{b}^{\text {EqOpt }}$. To disincentivize under EqOpt fairness, one of the following four possibilities must hold: (1) $\theta_{a}^{\mathrm{EqOpt}}>x_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{EqOpt}}<x_{b}^{\mathrm{UN}}$ (2) $\theta_{a}^{\mathrm{EqOpt}}<\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{EqOpt}}>$ $\theta_{b}^{\mathrm{UN}}$ (3) $\theta_{a}^{\mathrm{EqOpt}}<\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{EqOpt}}<x_{b}^{\mathrm{UN}}$ (4) $\theta_{a}^{\mathrm{EqOpt}}>x_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{EqOpt}}>\theta_{b}^{\mathrm{UN}}$.

Note that (3) and (4) never hold.
Suppose (3) (resp. (4)) holds, then always $\exists\left(\theta_{a}^{\prime}, \theta_{b}^{\prime}\right)$ satisfying EqOpt with $\theta_{a}^{\prime}>\theta_{a}^{\text {EqOpt }}, \theta_{b}^{\prime}>$ $\theta_{b}^{\mathrm{EqOpt}}$ (resp. $\theta_{a}^{\prime}<\theta_{a}^{\mathrm{EqOpt}}, \theta_{b}^{\prime}<\theta_{b}^{\mathrm{EqOpt}}$ ) s.t. $\left(\theta_{a}^{\prime}, \theta_{b}^{\prime}\right)$ attains a higher utility. In other words, ( $\theta_{a}^{\mathrm{EqOpt}}, \theta_{b}^{\mathrm{EqOpt}}$ ) cannot be optimal fair policies. It concludes that (3) and (4) cannot hold.

Note that (1) and (2) cannot be satisfied, because $x_{b}^{\mathrm{UN}}<x_{b}^{*}=x_{a}^{*}<x_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{UN}}>x_{b}^{*}=x_{a}^{*}>\theta_{a}^{\mathrm{UN}}$, and $\theta_{a}^{\mathrm{EqOpt}}=\theta_{b}^{\mathrm{EqOpt}}$ must hold.

Therefore, none of four cases can be satisfied. EqOpt cannot disincentivize both groups.

- $\mathcal{C}=\mathrm{DP}$

To disincentivize under DP fairness, one of the following four possibilities must hold: (1) $\theta_{a}^{\mathrm{DP}}>x_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{DP}}<x_{b}^{\mathrm{UN}}(2) \theta_{a}^{\mathrm{DP}}<\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{DP}}>\theta_{b}^{\mathrm{UN}}$ (3) $\theta_{a}^{\mathrm{DP}}<\theta_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{DP}}<x_{b}^{\mathrm{UN}}(4) \theta_{a}^{\mathrm{DP}}>x_{a}^{\mathrm{UN}}, \theta_{b}^{\mathrm{DP}}>\theta_{b}^{\mathrm{UN}}$.
Similar as the case when $\mathcal{C}=$ EqOpt, (3) and (4) never hold.
Note that in order to satisfy DP, it is impossible for (2) to hold. Because $\alpha_{a}>\alpha_{b}$ and $f_{a}^{y}(x)=f_{b}^{y}(x)$, $\theta_{b}^{\mathrm{DP}}<\theta_{a}^{\mathrm{DP}}$ must hold under DP. Moreover, $\theta_{a}^{\mathrm{UN}}<x_{a}^{*}=x_{b}^{*}<\theta_{b}^{\mathrm{UN}}$. Therefore, (2) never hold.
However, (1) is likely to be satisfied.
When $U_{a}(\theta), U_{b}(\theta)$ have unique extreme point.

Re-write $x_{s}^{\mathrm{UN}}$ as a function of $\alpha_{s}: x_{s}^{\mathrm{UN}}\left(\alpha_{s}\right)$, take derivative of $\mathbb{F}_{b}^{\mathrm{DP}}\left(x_{s}^{\mathrm{UN}}\left(\alpha_{s}\right)\right)$ w.r.t. $\alpha_{s}$, we have

$$
\frac{d \mathbb{F}_{s}^{\mathrm{DP}}\left(x_{s}^{\mathrm{UN}}\left(\alpha_{s}\right)\right)}{d \alpha_{s}}=\underbrace{\mathbb{F}_{s}^{1}\left(x_{s}^{\mathrm{UN}}\left(\alpha_{s}\right)\right)-\mathbb{F}_{s}^{0}\left(x_{s}^{\mathrm{UN}}\left(\alpha_{s}\right)\right)}_{\text {term } 1=-\Delta_{s}\left(x_{s}^{\mathrm{UN}}\left(\alpha_{s}\right)\right)}+\underbrace{P_{X \mid S}\left(x_{s}^{\mathrm{UN}}\left(\alpha_{s}\right) \mid s\right) \cdot \frac{d x_{s}^{\mathrm{UN}}\left(\alpha_{s}\right)}{d \alpha_{s}}}_{\text {term } 2}
$$

Note that $\lim _{\alpha_{a} \rightarrow 1} \mathbb{F}_{a}^{\mathrm{UN}}\left(x_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)\right)=\mathbb{F}_{a}^{\mathrm{UN}}(+\infty)=1, \lim _{\alpha_{b} \rightarrow 0} \mathbb{F}_{b}^{\mathrm{UN}}\left(x_{b}^{\mathrm{UN}}\left(\alpha_{b}\right)\right)=\mathbb{F}_{b}^{\mathrm{UN}}(-\infty)=0$, $\lim _{\alpha_{a} \rightarrow \delta_{u}} \mathbb{F}_{a}^{\mathrm{UN}}\left(x_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)\right)=\delta_{u} \mathbb{F}_{a}^{1}\left(x_{a}^{*}\right)+\left(1-\delta_{u}\right) \mathbb{F}_{a}^{0}\left(x_{a}^{*}\right)$, $\lim _{\alpha_{b} \rightarrow \delta_{u}} \mathbb{F}_{b}^{\mathrm{UN}}\left(x_{b}^{\mathrm{UN}}\left(\alpha_{b}\right)\right)=\delta_{u} \mathbb{F}_{b}^{1}\left(x_{b}^{*}\right)+\left(1-\delta_{u}\right) \mathbb{F}_{b}^{0}\left(x_{b}^{*}\right)$.
Since $x_{a}^{*}=x_{b}^{*}, \lim _{\alpha_{b} \rightarrow \delta_{u}} \mathbb{F}_{b}^{\mathrm{UN}}\left(x_{b}^{\mathrm{UN}}\left(\alpha_{b}\right)\right)=\lim _{\alpha_{a} \rightarrow \delta_{u}} \mathbb{F}_{a}^{\mathrm{UN}}\left(x_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)\right)$.
If $\Delta_{b}\left(x_{b}^{*}\right)>\left.P_{X \mid S}\left(x_{b}^{*} \mid b\right) \cdot \frac{d x_{b}^{\mathrm{UN}}\left(\alpha_{b}\right)}{d \alpha_{b}}\right|_{\alpha_{b}=\delta_{u}}$ (for a special case where $X \mid Y=y, S=s$ is Gaussian distributed, it can be satisfied if $X \mid Y=1, S=s$ and $X \mid Y=0, S=s$ are sufficiently separable), then $\left.\frac{d \mathbb{F}_{b}^{\mathrm{DP}}\left(x_{b}^{\mathrm{UN}}\left(\alpha_{b}\right)\right)}{d \alpha_{b}}\right|_{\alpha_{b}=\delta_{u}}<0$, and $\exists \mathcal{I} \subset\left(0, \delta_{u}\right)$ such that $\forall \alpha_{b} \in \mathcal{I}$, we have $\mathbb{F}_{b}^{\mathrm{DP}}\left(x_{b}^{\mathrm{UN}}\left(\alpha_{b}\right)\right)>$ $\lim _{\alpha_{a} \rightarrow \delta_{u}} \mathbb{F}_{a}^{\mathrm{UN}}\left(x_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)\right)$

Therefore, $\exists\left(\alpha_{a}, \alpha_{b}\right)$ with $\alpha_{a} \rightarrow \delta_{u}$ and $\alpha_{b} \in \mathcal{I}$ s.t. $\mathbb{F}_{b}^{\mathrm{DP}}\left(x_{b}^{\mathrm{UN}}\left(\alpha_{b}\right)\right)>\mathbb{F}_{a}^{\mathrm{UN}}\left(x_{a}^{\mathrm{UN}}\left(\alpha_{a}\right)\right)$.
In this case, if $n_{a}$ is sufficiently large, we have $\theta_{a}^{\mathrm{DP}}>x_{a}^{\mathrm{UN}}$ and $\theta_{b}^{\mathrm{DP}}<x_{b}^{\mathrm{UN}}$.
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[^0]:    ${ }^{1} \mathrm{~A}$ connected network is one in which every node is reachable (via a path) from every other node.

[^1]:    ${ }^{2}$ Only a single iteration is considered in [147] while imposing a privacy constraint. Since we consider the entire iterative process, we don't impose per-iteration privacy constraint but calculate the total privacy loss.
    ${ }^{3}$ Pure differential privacy was adopted in this work, but the weaker $(\epsilon, \delta)$-differential privacy can be applied as well.

[^2]:    ${ }^{1}$ If we express $D$ in matrix form, i.e., $D \in \mathbb{R}^{N \times T}$ with $D_{i t}=d_{t}^{i}$, then $D$ and $\widehat{D}$ are different in at most one row.

[^3]:    ${ }^{2}$ This estimate can be obtained with or without the knowledge of the statistics of the $\operatorname{AR}(1)$ process; in the absence of such knowledge one can employ a separate procedure to first estimate the statistics as detailed later in this section.

[^4]:    ${ }^{4}$ Extra term $\frac{1}{t-1}$ is used to correct the negative bias if there is prior knowledge of positive autocorrelation $\rho^{\text {true }}>0$.

[^5]:    ${ }^{5}$ FAST samples $k<T$ points and allocates privacy budget $\epsilon_{T}$ to the sampled points. It adds Laplace noise $\operatorname{Lap}\left(0, \frac{K \Delta}{\epsilon_{T}}\right)$ to each sampled point and outputs the corresponding a posterior estimate, while for non-sampled points it outputs prior estimates. A similar sampling procedure can be added to our proposed method where we set $w_{t}=0$ for non-sampled points.

[^6]:    ${ }^{1}$ This is a typical formulation if the objective $\boldsymbol{O}_{t}$ measures the average performance of decisions over all samples, i.e., $\boldsymbol{O}_{t}=\frac{1}{\left|\mathcal{G}_{a}\right|+\left|\mathcal{G}_{b}\right|}\left(\sum_{i \in \mathcal{G}_{a}} O_{t}^{i}+\sum_{i \in \mathcal{G}_{b}} O_{t}^{i}\right)=\frac{1}{\left|\mathcal{G}_{a}\right|+\left|\mathcal{G}_{b}\right|}\left(\left|\mathcal{G}_{a}\right| O_{a, t}+\left|\mathcal{G}_{b}\right| O_{b, t}\right)$, where $O_{t}^{i}$ measures the performance of each sample $i$ and $O_{k, t}=\frac{1}{\left|\mathcal{G}_{k}\right|} \sum_{i \in \mathcal{G}_{k}} O_{t}^{i}$ is the average performance of $\mathcal{G}_{k}$.

[^7]:    ${ }^{2}$ This condition will always be satisfied when the system starts from a near empty state.

[^8]:    ${ }^{3}$ Depending on the context, this criterion can also refer to equal false negative rate (FNR), true positive rate (TPR), or true negative rate (TNR), but the analysis is essentially the same.

[^9]:    ${ }^{4}$ If the change of $f_{a, t}(x)$ and $f_{b, t}(x)$ w.r.t. the decisions follows the same rule (e.g., examples given in Section 4.4.3), then this relationship holds $\forall t$.

[^10]:    ${ }^{5}$ The cases represented by blank cells cannot happen. When $\mathcal{C}=$ Simple, the table only illustrates the result when $\delta_{a, t}, \delta_{b, t} \in \mathcal{T}_{a, t} \cap \mathcal{T}_{b, t} \neq \emptyset$.

[^11]:    ${ }^{6}$ When $f_{s, t}(x)=f_{s}(x), \forall t$, subscript $t$ is omitted in some notations $\left(\eta_{t}^{\mathcal{C}}, \delta_{s, t}, \lambda_{s, t}\right.$, etc.) for simplicity.
    ${ }^{7}$ We have $D_{s}(\theta)=\alpha_{s}-L_{s}(\theta)$.

[^12]:    ${ }^{8}$ Here $L_{s, t}^{1}\left(\theta_{s}\right)=\int_{-\infty}^{\theta_{s}} f_{s, t}^{1}(x) d x$ and $L_{s, t}^{0}\left(\theta_{s}\right)=\int_{\theta_{s}}^{\infty} f_{s, t}^{0}(x) d x$.
    ${ }^{9}$ Suppose Assumption 7 holds for all $f_{s, t}^{y}(x)$ and their support does not change, then $f_{s, t}^{1}(x)$ and $f_{s, t}^{0}(x)$ overlap over $\mathcal{T}_{s}=\left[\underline{s}^{1}, \bar{s}^{0}\right], \forall t$.

[^13]:    ${ }^{10}$ The size of one group can decrease under this dynamics, while the size of either group is always increasing under dynamics (4.2).

[^14]:    ${ }^{1}$ For simplicity of exposition, our analysis is based on one-dimensional feature space. However, the conclusions hold for high-dimensional features. This can be done by first mapping the feature space to a one-dimensional qualification profile space.
    ${ }^{2}$ We use group-dependent policies so that the optimal policies can achieve the perfect fairness, i.e., certain statistical measures are equalized exactly, which allows us to study the impact of fairness constraint precisely. Although using group-dependent policies might be prohibited in some scenarios (e.g., criminal justice), our qualitative conclusions are applicable to cases when two groups share the same policy, under which the approximate fairness is typically attained to maximize utility.

[^15]:    ${ }^{3} \mathrm{We}$ assume the institute has perfect knowledge of $\gamma_{s, t}(x)$. In practice, this is obtained via learning/estimating $\alpha_{s, t}$ and $f_{s}^{y}(x)$ from data $[71,118]$.
    ${ }^{4}$ When qualification increases as the feature value $x$ decreases, one can simply use the opposite of $x$.

[^16]:    ${ }^{1}$ A group is majority-(un)qualified if the majority of that population is (un)qualified.

[^17]:    ${ }^{2}$ In economics, a choice of generalized beta distribution is common to model costs (e.g., healthcare costs [72]). In addition to uniformly distributed $C_{S}$ (same as [104]), we consider beta distributed $C_{s}$ in our experiments.

[^18]:    ${ }^{3}$ We say $\mathcal{G}_{s}$ is majority-unqualified (resp. majority-qualified) if $\alpha_{s}<\delta_{u}$ (resp. $\alpha_{s}>\delta_{u}$ ). When $u_{-}=u_{+}, \delta_{u}=0.5$, a group is majority-(un)qualified if more than a half of its members are (un)qualified.

[^19]:    ${ }^{1}$ We believe that there is a critical mistake in [147] and the original paper [24] where the objective perturbation method was proposed. A wrong mapping is used in both work:

    $$
    \mathscr{F}_{F_{i}(t)}\left(f_{i}(t) \mid D_{i}\right)=\mathscr{F}_{E_{i}(t)}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right) \cdot\left|\operatorname{det}\left(\mathbf{J}\left(g_{t}^{-1}\left(f_{i}(t), D_{i}\right)\right)\right)\right|^{-1}
    $$

