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The statistical relaLionships among the glycolytic intermediates (GIs) of the Embden-Meyerhof pathway, 
adenine nucleotides (ANs) and various hematological measures were estimated for 34 sickle cell anemia patients, 
Heterogeneity in linea:: and quadratic regressions of hemoglobin and hematocrit, both singly and jointly, on the 
GI and AN variables implied 1) that any single formula to standardize optical density measures of the GIs and 
ANs on a per gram he'z~oglobin or per liter cell water basis would not uniformly remove hemoglobin and hemato- 
crit effects; 2) that ignoring significant hematological effects could bias the estimates of correlation among GIs 
and ANs; and 3) that hemoglobin and hematocrit measures do not reflect the same source of variability. 

The correlations among the GIs and ANs, after adjustment for hematological variability, were analyzed by 
path analysis to determine which of five proposed path models for cause and effect relationships were compatible 
with the data. AMP had a greater influence on ADP (coefficient of determination (CD) = 23%) than all the GIs 
together, while G6P and ADP influenced ATP variability the most (CD = 33% and 12%). The contributions of 
unknown factors to ADP and ATP variability were large for all models (CD = 56 77%) possibly due to stress of 
sickle cell disease. The path model with AMP and the four GIs (G6P, F6P, FDP, DHAP) influencing ADP variation, 
and the same GIs and ADP influencing ATP was the model most compatible with the data. 

1. I n t r o d u c t i o n  

An earlier s tudy  of  sickle cell anemia 
patients revealed tha t  the corre la t ion between 
pairs of  red b lood cell g lycolyt ic  intermedi- 
ates (GI)** differed depending  on whe ther  
the pair was si tuated across either a rate- 
limiting or non-rate-l imit ing enzymat i c  step 

* This paper is Part II of the series: Red Cell Glyco- 
lytic Intermediates in Sickle Cell Anemia. 
** Abbreviations used in this paper: G6P, glucose- 
6-phosphate ; F6P, fruct ose-6-phosphate ; FDP, 
fructose-l,6-diphosphal~e; DHAP, dihydroxyacetone 
phosphate; DPG, 2,3-diphosphoglycerate; 3PG, 3- 
phosphoglycerate; PEP, phosphenol pyruvate; PYR, 
pyruvate; AMP, adenosine monophosphate; ADP, 
adenosine diphosphate :. ATP, adenosine triphosphate ; 
Hb, hemoglobin; Hct, hematocrit; MCHC, mean cell 
hemoglobin concentration; RETC, reticulocytes; Chr 
51, chromium 51; PGI, phosphohexose isomerase; 
PFK, 6-phosphofructokinase; PK, pyruvate kinase; 
AN, adenine nucleotides, GA3PD, glyceraldehyde 
3-phosphate dehydroge aase. 

(Oelshlegel et al., 1971).  The o ther  correla- 
t ions among  the  GIs, hematological  measures 
and adenine nucleot ides  (AN) suggested 
possible hypo theses  abou t  glycolyt ic  control .  
The goal o f  this s tudy is to  utilize the statisti- 
cal relationships among  certain red cell GIs o f  
the E m b d e n - M e y e r h o f  pa thway  and red cell 
AMP, ADP, and ATP for  sickle cell anemia 
patients to  identify which GIs inf luence ADP 
and ATP variability. Glycolysis  provides the 
energy for various red cell funct ions  th rough  
the net  synthesis o f  two molecules  o f  ATP 
f rom ADP for  each molecule  o f  glucose pass- 
ing th rough  the  pa thway .  I t  has also been 
hypo thes i zed  tha t  glycolysis regulates oxygen  
t ranspor t  by  hemoglobin  th rough  the pro-  
duc t ion  o f  DPG (Brewer, 1974).  

ATP is known  to  play a n u m b e r  o f  impor-  
tan t  roles in red cell s t ructure  and funct ion .  
In the  mature  red cell ATP is involved in 
mainta in ing cell shape, t ranspor t ing  sodium 
and potassium, and mod i fy ing  the  oxygen  
aff ini ty o f  hemoglobin .  ATP also plays a role 
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in the phosphorylation of  sugar, the synthesis 
of purine and pyridine nucleotides, and the 
regulation of glycolysis by allosteric inhibi- 
tion of PFK (Brewer, 1974). Statistically 
significant ATP and DPG variation among 
normal individuals and among sickle cell 
anemia patients has been reported (Brewer, 
1967; Oelshlegel et al., 1977). Analyses of 
correlations between relatives suggest that  
the individual variability of ATP and DPG 
may be in part due to genetic differences 
(Gilroy, 1977). 

Since previous work has shown a relation- 
ship between the GIs, ANs and hematological 
variables (Oelshlegel et al., 1977), the effects 
of hematological variability on the GIs and 
ANs must be considered first. Polynomial 
regression analysis is utilized to adjust each 
GI and AN for variation in measures of 
hematological status. Path analysis is then 
employed to compare several models which 
we have hypothesized to explain the causal 
relationships between the GIs and ADP and 
ATP variation. Path analysis is a different 
approach from the theoretical modeling of 
human erythrocyte glycolysis by an analysis 
of a system of differential equations 
(Rapoport and Heinrich, 1975; Heinrich and 
Rapoport,  1975). Path analysis will help 
identify which apriori model of  cause and 
effect relationships are most consistent with 
the observed data. The analyses described 
below will help answer two questions: 1) are 
all GIs and ANs equally influenced by hema- 
tological variability, and 2) do cause and 
effect relationships exist among the GIs and 
ANs? 

2. Methods 

2.1 The sample 

Blood samples from 42 individuals with 
sickle cell anemia, taken between July 24, 
1972 and September 18, 1975, were assayed. 
One individual was sampled 4 times, 8 were 
sampled 3 times, 8 were sampled twice and 25 
were sampled once, for a total of 69 observa- 

tion sets. Each blood sample was measured 
for the 8 GI variables (G6P, F6P, FDP, DHAP, 
DPG, 3PG, PEP and PYR), 3 ANs (AMP, 
ADP, and ATP) and 5 concomitant  variables: 
Hb, Hct, MCHC RETC and Chr 51. In add- 
ition, at the time of sampling, the concomi- 
tant  variables height, weight and age of each 
individual were recorded. Certain ANs and 
various concomitant  variables were not 
measured on every blood sample. The sample 
of individuals, consisting of 22 males and 20 
females, varied in age from 16--74.5 yr at 
time of sampling. Informed consent was 
obtained from each patient and this research 
was carried out according to the Declaration 
of Helsinki. 

2.2. Methods of  assay and definition of  
measurement 

The methods of assay are the same as re- 
ported by Oelshlegel et al. (1977). The levels 
of GIs and ANs were measured by end-point 
analysis of a perchloric acid extract of  homo- 
genized red blood cells. The change in optical 
density per ml of a whole blood extract in the 
presence of an excess of enzyme was measur- 
ed and then converted to tool per 100 ml 
whole blood, except for PYR which is in 
t~mol/1 whole blood. 

This measure, rather than pmol/g Hb or the 
concentration of GIs and ANs per liter cell 
water, was chosen so that  individual varia- 
bility in Hb and Hct could be eliminated com- 
pletely before the path analysis. The standard 
correction of per g Hb does not completely 
correct the GIs and ANs for individual varia- 
bility in Hb and Hct. 

2.3. Analysis of  data 

A path analysis is based on estimates of 
linear regression and linear correlation be- 
tween pairs of variables in a network defined 
by a path diagram (model). If the distribu- 
tions of  2 variables are not  each normal, then 
their joint distributions can not be bivariate 
normal (Sokal and Rohlf, 1969}. Probability 
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statements associated with tests of correlation 
will be appropriate only if the 2 variables are 
bivariate normal (Sokal and Rohlf, 1969). 
Skewness in the distribution of  a variable can 
also make it difficult to distinguish a skewed 
distribution composed of one population 
from a distribution composed of comingled 
populations with different means and differ- 
ent relative contributions to the population 
distribution (MacLean et al., 1976). Since the 
analysis presented here is based on correlation 
among variables, rather than search for 
evidence of admixture, simple power transfor- 
mations (Sokal and Rohlf, 1969) of the 
general form y = x a rather than specialized 
power transformations (MacLean et al., 1976; 
Morton et al., 1977) were employed to 
remove skew. Positive powers were used to 
avoid reversing the ranking of observations. 

The correlation between 2 variables in a 
path model may atso be due to the common 
influence of one cf  more concomitant  varia- 
bles which are not a part of the system of  
variables being studied. All transformed GIs 
and ANs were adjusted by multiple poly- 
nomial regression !Yor the concomitant  varia- 
bles which accounted for a statistically signifi- 
cant portion of variability (Li, 1964). 

Sing et al. (in prep., (a)) have shown that 
each of the GIs and ANs considered here is 
highly repeatable over time for each individu- 
al. Therefore,  the mean of  the transformed 
adjusted data for each of the 42 individuals 
has been used in an analysis of  the genetic 
relationships among the individuals (Sing et 
al., in prep., a). However, 8 individuals were 
eliminated from the multivariate analysis pre- 
sented here because AMP was not  measured. 
The averages of  the 8 GIs and 3 ANs for each 
of the 34 individuals were used in the path 
analysis. The correlations between these 
variables were used to estimate the causal 
relationships defined by specific a priori path 
models. The 5 models considered will be 
presented with the results of the path analysis. 
Each analysis of a path model provides a par- 
tition of  the varial~ion of ADP and ATP into 
the orthogonal effects of AMP and each of 

the GI variables and of  the joint effects of  
the GI variables. The mathematics and 
strategy for applications of  path analysis to a 
path model are discussed in great detail else- 
where (Wright, 1968; Kempthorne,  1969; Li, 
1975, 1976). Path analysis has been useful in 
evaluating the roles of variables in other  red 
cell studies (Brewer et al., 1974). 

2.4. Results 

The sampling date was not  a statistically 
significant source of variability among indivi- 
duals for any of the variables. Also, there was 
no significant difference between males and 
females for any GI or AN. The mean, stan- 
dard deviation, minimum, maximum, skew 
and kurtosis for each distribution of  GI, AN 
and concomitant  variable are presented in 
Table 1. This table also gives the measurement 
scale of each variable used and number of  
observations (N). While the mean GI and AN 
values are also given in per gram Hb units, 
these values are for references only and were 
not  used in the analysis. 

3. Regression adjustments 

Using an ~ = 0.05 critical value, the FDP, 
DHAP, PYR, ADP, AMP, age and Chr 51 
distributions exhibited significant positive 
skewness while ATP was significantly nega- 
tively skewed (G1 in Table 1). The power of 
the transformations used to remove skew 
are also presented in Table 1. FDP, DHAP, 
ADP, age and MCHC had leptokurtic distribu- 
tions (G2 in Table 1). After t ransformation,  
the distributions of the 34 individual means 
for each variable did not  deviate significantly 
from normality. 

Hb and Hct each account for the greatest 
port ion of  variability for most of  the GIs and 
ANs. The contributions to variation of  these 
two concomitants  ranged from 0.8 to  61%. 
Age, RETC, and Chr 51 taken separately also 
accounted for statistically significant variation 
in DPG. Chr 51 accounted for 68% of  the 
variability in AMP. ADP was the variable 
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T A B L E 2  

S t a n d a r d i z e d  part iaJ r e g r e s s i o n  c o e f f i c i e n t s .  E a c h  
i n d e p e n d e n t  va r iab le  is a d j u s t e d  for  t h e  o t h e r  con -  
c o m i t a n t s  in t h e  m u h i p l e  p o l y n o m i a l  r eg re s s ion .  

Hb  Hb 2 Hc t  Hc t  2 R 2 

G 6 P  0 .85  - 0 . 6 4  1 .82  - - 1 . 6 4  0 . 2 2  b 
F 6 P  0 .01  0 .28  0 .17  - - 0 . 0 5  0 . 1 6  a 
F D P  1 .13 - 1 . 4 5  0 .26  0 .05  0 . 0 6  
D H A P  - - 0 . 1 8  - 0 . 2 3  2 .61  - - 1 . 9 4  0 .18  b 
D P G  1.73 - 1 . 3 9  0 .03  0 .44  0 .64  c 
3PG 2.11 1 .68  - - 1 . 9 6  1 .85  0 .11  
PEP  1.11 - 0 . 5 8  0 . 1 5  0 .12  0 .25  b 
P Y R  2 .39  - 2 . 3 3  - - 0 . 4 8  0 .37  0 . 0 6  
A M P  - - 1 . 5 6  1.51 7 .73  - - 7 . 4 2  0 .39  c 
A D P  0 .43  - 0 . 2 4  2 .08  - - 1 . 8 2  0 .26  b 
A T P  - - 0 . 8 9  1 .30  0 . 4 2  - - 0 . 1 9  0 . 4 0  c 

a = 0 .05  level o f  p r o b a b i l i t y .  
b = 0 .01  level o f  p r o b a b i l i t y .  
c = 0 .001  level o f  p r o b a b i l i t y .  

which had a sigr~ificant quadratic regression 
on height. After adjustment for Hb, Hb 2, Hct 
and Hct 2 effects, none of  the other concomi- 
tants including age, MCHC, Chr 51, RETC, 
weight and height accounted for a significant 
amount  of variability in the GIs and ANs. 
Table 2 gives the standardized partial regres- 
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sion coefficients (linear and quadratic) used 
to adjust each GI and AN for Hb and Hct. 
Table 2 also has the R 2 for the total regression 
equation with Hb, Hb 2, Hct and Hct 2. The 
total R 2 values for GIs ranged from 64% for 
DPG to 6% for FDP and PYR. The R 2 for the 
ANs was approximately 35%. Only DHAP, 
DPG and AMP had significant contributions 
to R 2 by Hct after these variables were adjust- 
ed by Hb and Hb 2. 

The variability in standardized regression 
coefficients reveal the unique relationships of 
each of the GIs and ANs with Hb and Hct. Hb 
and/or Hb 2 contributed the largest share of 
the total R 2 for PEP, PYR, F6P, DPG, FDP 
and ATP. After adjustments for Hb and Hb 2, 
Hct and Hct 2 still contr ibuted a large share to 
the variability of ADP, AMP, G6P and DHAP. 
These results imply that Hb and Hct do not  
measure the same source of  variability in 
these GIs and ANs. 

4. Path analysis 

The upper half of Table 3 presents the 
correlations among GIs and ANs based on 
the transformed unadjusted values for the 
34 individuals, while the bo t tom half of  

T A B L E  3 

C o r r e l a t i o n  c o e f f i c i e n t s .  T h e  b o t t o m  h a l f  o f  t h e  t ab le  is b a s e d  o n  t h e  t r a n s f o r m e d  a d j u s t e d  m e a n s  o f  34 indi-  
v idua l s  (par t ia l  c o r r e l a t i o n  c o e f f i c i e n t s ) .  T h e  u p p e r  h a l f  is b a s e d  o n  t r a n s f o r m e d  u n a d j u s t e d  m e a n s  o f  34 indi-  
v i d u a l s  ( t o t a l  c o r r e l a t i o n  c o e f f i c i e n t s ) .  

G 6 P  F 6 P  F D P  D H A P  D P G  3 P G  PEP  P Y R  A M P  A D P  A T P  

G 6 P  1.0  0 .85  b 0 . 1 8  0 . 1 8  0 .47  b 0 .30  0 . 2 0  0 . 1 8  0 .40  a 0 . 4 8  b 0 , 5 4  b 
F 6 P  0 .85  b 1 .0  0 . 0 2  - - 0 . 0 6  0 . 3 0  0 . 2 6  - - 0 . 0 2  0 .03  0 . 2 8  0 .41  b 0 . 4 6  b 
F D P  0 .17  0 .01  1.0  0 .51  b 0 . 0 4  0 .01  0 . 1 8  0 . 3 2  0 . 0 6  0 . 0 3  0 . 0 4  
D H A P  - - 0 . 0 6  - - 0 . 2 8  0 . 5 8  b 1 .0  0 .51  b 0 . 3 5  a 0 . 5 0  b 0 . 2 2  0 . 2 4  0 . 1 2  0 . 3 3  
D P G  0 .14  0 .01  0 .04  0 .21  1.0  0 .43  a 0 . 57  b 0 . 1 5  0 . 3 5  a 0 . 41  b 0 . 6 4  b 
3 P G  0 .09  0 . 1 2  - ~ ) . 0 2  0 . 1 8  0 . 1 5  1 .0  0 .44  b 0 . 0 3  0 . 3 8  a 0 . 14  0 . 2 6  
PEP  - - 0 . 2 1  - - 0 . 3 6  a 0 . 21  0 . 3 3  0 . 0 2  0 .27  1.0  0 . 3 9  a 0 . 3 6  a 0 . 3 2  0 . 3 5  a 
P Y R  0 .08  - - 0 . 0 3  0 . 3 3  0 .27  0 .12  - - 0 . 0 3  0 .39  a 1 .0  0 . 1 6  0 . 0 5  0 .01  
A M P  0 .22  0 . 2 0  0 .01  0 . 0 8  - - 0 . 1 7  0 . 0 8  0 . 0 2  0 .07  1 .0  0 . 5 9  b 0 . 3 4  a 
A D P  0 . 2 5  0 .29  0 .01  - - 0 . 2 3  - - 0 . 2 7  - - 0 . 1 9  - - 0 . 2 0  - - 0 . 0 8  0 . 4 8  b 1 .0  0 . 6 0  b 
A T P  0 .47  b 0 . 3 6  a 0 . 0 9  0 . 0 2  0 .03  - - 0 . 0 7  - - 0 . 2 8  - - 0 . 0 6  0 . 2 6  0 . 4 0  b 1 .0  

a S t a t i s t i c a l l y  s i g n i f i c a n t  a t  t h e  0 .05  level  o f  p r o b a b i l i t y .  
b S t a t i s t i c a l l y  s i g n i f i c a n t  a t  t h e  0 .01  level o f  p r o b a b i l i t y .  
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Table 3 presents the correlations among the 
GIs and ANs, based on the means of trans- 
formed and regression adjusted values. The 
correlations in the top half of  the table will 
be discussed later. Only the correlations in 
the bottom half of the table were used in 
the path analysis. A multivariate test of  the 
correlation matrix (Anderson, 1958)  showed 
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the variables are not  all mutually independent 
and the GIs and ANs are not  independent 
from each other. The G6P-F6P, ATP-G6P, 
AMP-ADP, DHAP-FDP correlations are 
significant at the 0.01 level of probability. 
Using a 0.05 test criterion, the correlations of  
PEP with PYR and with F6P and the correla- 
tions of  ATP with F6P and with ADP were 
also judged to be statistically significant. 

The path models considered here assume 
that the GIs and AMP influence ADP and that 
the GIs and ADP influence ATP. These 
assumptions are based on postulated roles of  
the GIs and ANs in the Embden-Meyerhof 

7 4 8 / ~  

r=85  PGI p:  33 
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Fig. 1A--E.  The models  for interrelationships among 
potential  causal variables. GIs and AMP, and ADP and 
ATP used in the path analysis.  The Models 1 through 
5 are discussed in the text .  U and V represent all 
u n k n o w n  and unmeasured sources of  ADP and ATP 
variability, respectively.  A single headed arrow indi- 
cates a path from one variable to another.  A double  
headed arrow indicates a correlation be tw e e n  t w o  
variables. 
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pathway.  AMP is no t  in the pa thway  and 
should thus be involved in ADP and ATP 
variation directly and no t  in association with 
the GIs. The first model  (Fig. 1A) assumes 
that  GIs in the f ront  half  o f  the pa thway  
(G6P, F6P, FDP, D H A P ) a r e  influencing ADP 
and ATP, while a second model  (Fig. 1B) 
assumes GIs in the last half of  the pa thway  
(DPG, 3PG, PEP, ]?YR) affect  ADP and ATP. 
These 2 models  are suggested by o ther  analy- 
ses of  these data which showed that  highly 
significant differences exist among  individuals 
for GIs in the f ront  half  but  no t  the back half  
of  the pa thway  (Oelshlegel et al., 1977).  The 
third model  (Fig. 1C) assumes that  GIs on 
either side of  the rate limiting enzymes  PFK 
and PK influence ADP and ATP, while the 
four th  model  (Fig. 1D) assumes that  GIs on 
either side of  the non-rate limiting enzyme 
PGI are influencing ADP and ATP. These 
models were chosen because the rate limiting 
enzyme PFK is involved in an ATP to ADP 
conversion,  while I?K is involved in an ADP to  
ATP conversion. The non-rate limiting 
enzyme  PGI is not  directly involved in any 
energy conversion. Including the GIs on 
either side of  GA3PD (a non-rate limiting 
enzyme)  would  have made Model 4 identical 
to Model 1. The fifth model  (Fig. 1E) assumes 
that  all the GIs measured affect  ADP and 
ATP. The last model  is considered the com- 
plete model  while the others are defined as 
reduced models.  U and V represent all un- 
known and unmeasured sources of  ADP and 
ATP variability, re,;pectively. 

The estimates of  the path coefficients for 
each model  are given in Fig. 1. The paths 
f rom G6P and F6t '  to ATP in Fig. 1A (Model 
1) will be used to illustrate the in terpreta t ion 
o f  path coefficienl~s. The positive path f rom 
G6P implies a like-signed deviation in the 
affected variable ATP on the average. The 
negative path from F6P indicates tha t  a 
positive deviation in F6P will cause a negative 
deviation in ATP (and vice versa). A compari-  
son of  these 2 scale-free path coefficients  
reveals that  G6P has a larger relative degree 
o f  hypothes ized  causat ion due to its larger 

absolute influence on ATP deviations. Path 
coefficients  f rom the u n k n o w n  variables U 
and V are 0.80 and 0.82 respectively in Fig. 
1A. Path coefficients f rom u n k n o w n  variables 
are assumed to be non-negative (Li, 1975).  
The tota l  variance o f  an affected variable is 
par t i t ioned using the concep t  o f  degree o f  

TABLE 4 

Coefficients of determination. 

Model  Model  Model  Model  Model  
1 2 3 4 5 

AMP 
G6P 
F6P 
FDP 
DHAP 
DPG 
3PG 
PEP 
PYR 
Fraction of 
determination a 
AMP 
GIs 
Unknowns 

Single variables affecting ADP 
0.23 c 0.23 c 0.23 c 0.23 c 
0.01 0.00 
0.02 0.06 0.09 
0.03 0.00 
0.08 

0.07 
0.01 
0.03 0.01 
0.00 0.00 

0.23 c 
0.03 
0.01 
0.01 
0.02 
0.06 
0.02 
0.00 
0.00 

0.23 0.23 0.23 0.23 0.23 
0.13 0.12 0.10 0.09 0.21 
0.64 0.65 0.67 0.68 0.56 

Single variables affecting ATP 
ADP 0.12 b 0.16 b 0.09 0.11 b 0.11 
G6P 0.33 0.37 b 0.38 
F6P 0.04 0.04 0.07 0.10 
FDP 0.01 0.01 0.00 
DHAP 0.02 0.02 
DPG 0.01 0.00 
3PG 0.00 0.00 
PEP 0.06 0.03 0.05 
PYR 0.00 0.00 0.00 
Fraction of 
determination a 
ADP 0.13 b 0.16 0.12 0.13 b 0.13 
GIs 0.20 0.06 0.13 0.19 0.24 
Unknowns 0.67 0.78 0.75 0.68 0.63 

a The fraction of determination by all GIs and ADP 
is the sum of all single effects and joint effects. The 
joint effects may be positive or negative and are not 
shown in this table. 
b Statistically significant at the 0.05 level of proba- 
bility. 
c Statistically significant at the 0.01 level of proba- 
bility. 
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de te rmina t ion .  Table 4 gives the  squared 
path  coeff ic ients  as measures o f  relat ive 
con t r ibu t ions  (coeff ic ient  o f  de te rmina t ion)  
o f  the  single hypo thes i zed  casual variables on  
the  to ta l  variance o f  the  af fec ted  variables. 
G6P and F6P singly accoun t  for  33% and 4% 
of  ATP variabili ty in Model  1. The  jo in t  
inf luences on the  af fec ted  variables are the  
p roduc t s  o f  connec t ing  pa th  coeff ic ients  and 
corre la t ion  coeff icients .  G6P and F6P jo in t ly  
accoun t  for  19% of  ATP variabili ty (twice the 
p r o d u c t  o f  paths  f rom G6P and F6P to  ATP 
and the  corre la t ion  be tween  G6P and F6P).  
This negative jo in t  e f fec t  implies the  2 GIs 
toge the r  t end  to  reduce  the  var ia t ion in 
ATP because t he y  accoun t  for  ATP variabili ty 
in oppos i te  ways and are posi t ively corre la ted.  
Table  4 also has a summary  o f  the  p ropo r t i on  
o f  con t r ibu t ions  to  variabili ty by  all GIs 
jo in t ly  and u n k n o w n  variables in the  d i f fe ren t  
models.  For  Model  1, ADP accounts  for  13%, 
the  GIs in the  model  jo in t ly  accoun t  for  20% 
and the  unknowns  accoun t  for  67% of  ATP 
variability.  To summarize ,  pa th  coeff ic ients  
indicate inf luence on  deviat ions and coef- 
ficients of  de t e rmina t ion  measure the  contr i-  
bu t ion  to  variance of  hypo thes i zed  causal 
variables on hypo thes i zed  a f fec ted  variables. 
Because they  are scale-free measures,  the path  
coeff ic ients  and coeff ic ients  o f  de t e rmina t ion  
can be c o m p a r e d  among  the d i f fe ren t  causal 
variables. 

Considering all 5 models ,  the pa th  coeff i-  
cients connec t ing  the causal variables with ADP 
reveal a consis tent  pa t te rn .  The  paths  f rom 
AMP and the  first 3 GIs in the  pa thway  to  
ADP are e i ther  posit ive or  zero.  The  last 5 GIs 
all have e i ther  negative or zero  pa th  coeffi-  
cients.  In all models ,  AMP de te rmines  23% of  
the  variance in ADP di rec t ly  while the  un- 
k n o w n  factors  de te rmine  be tween  56 and 
68% (Table 4). While the  size of  the pa th  
coeff ic ients  for  each GI vary  depending  on 
which o the r  GIs are in the mode l ,  these dif- 
ferences in coeff ic ients  are relatively unim- 
por tan t ,  since any  single GI accoun t  for  a 
small po r t ion  (9% or less) o f  the  variance o f  
ADP. The  GIs o f  any specific model  taken  

jo in t ly  accoun t  for  be tween  9% (Model 4) 
and 21% (Model 5) o f  the  variabili ty in ADP 
(Table 4). 

F o r  ATP, the signs o f  the path  coef f ic ien t  
f rom certain GIs (F6P and FDP) were no t  
consis tent  f rom mode l  to  model .  G6P always 
had large, positive path  coeff ic ients  ranging 
f rom 0.57 to  0.62. ADP had the  n e x t  largest 
pa th  coeff ic ients ,  0.30 to  0.40.  PEP had a 
negative path  coef f ic ien t  in every model ,  
- 0 . 2 3  to  - -0 .17 ,  while DHAP had coeff ic ients  
ranging f rom 0.12 to  0.15.  The  pa th  coef-  
ficients for  F6P and FDP ranged in d i f fe ren t  
models  f rom negative to  positive. The  path  
coeff ic ients  f rom DPG to  ATP ranged f rom 
0.0 to  0.12 while the  PYR and 3PG to  ATP 
path  coeff ic ients  were essentially zero. 

A compar i son  of  the  coeff ic ients  o f  deter-  
mina t ion  for  ATP among  models  (Table  4) 
shows that ,  excep t  for  the  u n k n o w n  factors ,  
G6P and ADP accoun t  for  the  most  o f  ATP 

TABLE 5 

A partition of the percent of sums of squares for 
ADP and ATP. 

ADP ATP 
Sums of squares (SS) 

SS due to hematological vari- 
ables (Hb, Hb ~, Hct, Hct 2) 0.26433 0.39794 

SS residual 0.73567 0.60206 

SS due to Path Model 1 0.26484 0.19868 
SS residual Path Model 1 0.47083 0.40338 

SS due to Path Model 2 0.25748 0.13245 
SS residual Path Model 2 0.47819 0.46961 

SS due to Path Model 3 0.24277 0.15052 
SS residual Path Model 3 0.49290 0.45154 

SS due to Path Model 4 0.23541 0.19266 
SS residual Path Model 4 0.50026 0.40940 

SS due to Path Model 5 0.32369 0.22276 
SS residual Path Model 5 0.41198 0.37930 

SS total 1.0000 1.0000 
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variance, 33--38% and 9--16%, respectively. 
F6P accounts for 4--10% of  ATP variance, 
PEP accounts for 3--6% of  ATP variance 
while all other GIs account for 2% or less. 
Table 4 shows that taken together  the GIs 
jointly contr ibute between 0.06 to 0.24% 
of  ATP variability in the different  models. 
All joint effects in these models were small 
except  for the joinL effect of  G6P and F6P 
together  on ATP mentioned earlier. Table 4 
also shows which effects were statistically 
significant. 

Table 5 is a summary of all the analyses 
expressed in percent  of sums of squares of  
ADP and ATP. The hematological variables 
account  for 26 and 40% of ADP and ATP 
sums of  squares, while the GIs, after adjust- 
ment  for hematological variability, account  
for 24--32% and 13---22% of ADP and ATP 
sums of squares through the path models. 
The residual sums of squares from the path 
model, assigned to unknown variables, repre- 
sent between 38 and 50% of the total sums 
of  squares. 

5. Discussion 

A regression analysis has revealed a unique 
relationship between the hematological varia- 
bles and each of  the GIs and ANs. The observ- 
ed linear and quadratic regression equations 
varied among GIs and ANs both in the total  
variability accounted for by Hb and Hct 
variables and in the relative contributions of  
each to variability. Any general formula used 
to convert the measurement  scale of  GIs from 
pmol /100 ml to per gram Hb or per liter cell 
water would not  uniformly remove the effects 
of  Hb and Hct from each GI nor  account for  
any of  the quadratic effects. While no simple 
adjustment exists, a quadratic regression 
adjustment as a general correction may be a 
good first approximation.  Failure to consider 
the heterogeneity of  the Hb and Hct effects 
could result in a serious bias in the estimation 
of  GI correlations and this bias could then be 
carried over into the path analysis. This 

heterogeneity of Hb and Hct effects suggests 
the relative size of  the red blood cells, the 
water content  of  the cells and the spacing 
between Hb molecules possibly have specific 
effects on certain enzymes or GIs in the path- 
way. From Table 5 the large effects of  the 
hematological variables Hb and Hct on ADP 
and ATP variability can be seen. 

Twenty-three significant correlations (15 at 
= 0.01 and 8 at a = 0.05) were found among 

the GIs and ANs before adjustments for 
hematological variability while only 8 signifi- 
cant correlations (5 at a -- 0.01 and 3 at a = 
0.05) remained after the hematological adjust- 
ment  was made as can be seen in Table 3. The 
significant correlations of ATP with AMP, 
PEP and DPG and the correlations of  ADP 
with G6P and FDP were no longer present 
after the hematological adjustments. This 
result suggests that the associations like the 
one between DPG and ATP may not  be a 
direct influence on DPG or ATP on one 
another  but  attributable to  the common 
influence of  Hb and/or  Hct. The significant 
correlation between PEP and F6P (r = - 0 . 3 6 )  
was the only correlation that did not  exist in 
the unadjusted data. All of the significant 
correlations reported earlier were found in the 
unadjusted data of this study. The correla- 
tions between intermediates grouped between 
rate-limiting enzymes (G6P and F6P, DHAP 
and FDP) were found in the earlier study 
(Oelshlegel et al., 1977), and in both the 
adjusted and unadjusted data here as was the 
correlation between AMP and ADP. 

The several a priori path model cannot  be 
contrasted using standard statistical testing 
procedures to determine the "bes t "  model  
when a totally determined system is consider- 
ed. As an alternative, Li (1975) suggests a 
subjective evaluation of  models based on 2 
criteria. The "bes t "  model is chosen 1) to  
have the closest agreement between correla- 
tions not  used in computat ion of  the paths 
and their estimates from the path model  and 
2) to give the minimum contr ibut ion to  
determinat ion by unknown factors. With 
respect to the first criterion, the only correla- 
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tion which can be contrasted is that between 
AMP and ATP (0.259). From the path models, 
the correlation between ATP and AMP is the 
product of paths connecting these 2 variables 
and ranges from 0.148 in Model 3 to 0.192 in 
Model 2. Based on this criterion, Model 2 is 
the best fit, Model I the next best, and Model 
3 the worse fit to the data. Combining this 
criterion for selection of a model with the 
consideration of lowest unexplained determi- 
nation for both ATP and ADP indicates that  
Model 1 yields the best fit of the reduced 
models. Consequently, Model 1 (with the GIs: 
G6P, F6P, FDP and DHAP influencing ATP 
and ADP variability) is the "bes t"  reduced 
model of those proposed. The complete 
model has 4 more GIs than Model 1 but only 
accounts for 5.5% more of the ADP variance 
and 2% more of ATP variance, which indi- 
cates that variability in DPG, 3PG, PEP or 
PYR has little influence on ADP and ATP 
variability. 

The models used in this analysis all consist- 
ed of  fully determined systems. The approach 
to causal analysis suggested by Rao et al. 
(1976) uses maximum likelihood methods for 
overdetermined systems. These techniques 
provide maximum likelihood estimates of  
path coefficients and likelihood ratio tests 
of hypotheses. We could make our fully deter- 
mined systems overdetermined by fixing the 
path coefficient from ADP to ATP. The 
approximate chi-square for the 5 models then 
ranged from 0.033 (Model 4) to 0.318 (Model 
5), all very close and non-significant. This 
non-rigorous approximation supports our 
choice of a parsimonious model to explain 
ADP and ATP variability. 

The path coefficients of Model 1 summa- 
rize the major effects of the GIs and AMP 
on ATP and ADP in this sample of data. The 
independent effects of AMP contribute the 
greatest influence in determining ADP variabi- 
lity. One interpretation of this effect would 
be that the synthesis of AMP by the salvage 
pathway of the red blood cell is an important 
determiner of  ADP levels that  in turn has 
some influence on ATP levels. G6P was the 

most influential GI on ATP variability. Since 
G6P is the first GI pool in the pathway after 
the rate limiting enzyme hexokinase, this 
large influence of G6P is consistent with the 
hypothesis that hexokinase is a regulating 
factor in red cell glycolysis (Brewer, 1974), 
and is therefore an important determinant 
of  ATP variation. The possible mechanisms 
for that regulation could include allelic 
variation in hexokinase, variation in the 
amount  of  hexokinase enzyme in each cell, 
or variability in affectors of the enzyme. In 
a parallel study of normal individuals, both 
G6P and ATP had high heritabilities (Gilroy, 
1977). The sources of variability in ATP 
are important because of the functions of 
ATP in the red blood cell. Besides the strong 
influence of G6P, ADP also had a strong 
influence on ATP variability. In these models 
ATP variability is more closely influenced by 
variability in glycolysis while ADP variability 
is more closely influenced by AMP variability. 

The lack of influence by pyruvate on either 
ADP or ATP is consistent with the physiology 
of the system, since muscle tissue releases a 
large quantity of both non-phosphorylated 
pyruvate and lactate which can cross the red 
cell membrane. The phosphorylated GIs 
studied here cannot cross the red cell mem- 
brane. Thus, variability in pyruvate should 
have little effect on ATP or ADP variability. 
The other GIs in the latter half of the path- 
way (DPG, 3PG, and PEP) make relatively 
small contributions to ATP and ADP variabi- 
lity. 

There are several explanations for the size 
of the unknown factors in these path models. 
Several other GI pools were not  measured; the 
concentrations are known to be low and 
therefore difficult to measure. Second, path 
analysis can only deal with linear relationships 
among variables. However, a quadratic regres- 
sion of  each GI on ATP and ADP supports the 
adequacy of  a linear model for these data. 
Since Hb and Hct have non-linear relation. 
ships with the GIs and ANs, these sources of  
variability were handled first by polynomial 
regression and not  included in these models. 



Third, the path models chosen for analysis 
may not reflect the appropriate relationships 
among the variables;. For instance, ATP has an 
effect on ADP variability not depicted in the 
diagrams. A path from ATP to ADP could be 
included to show this relationship, but this 
path would reduce the unknown factor for 
ADP but not for ATP. There are a large 
number of alternative path models with ATP 
and ADP as the affected variables which could 
be used for analyzing different GI and AN 
relationships. Those studied here were chosen 
to represent a class of models suggested by a 
priori consideratiorLs. It is important  to realize 
that  the inferences which have been made are 
only valid for the models studied. Finally, a 
possible explanation for the large contribu- 
tion of the unknown factors in these models 
is the stress that the red cells are under due 
to the disease sickle cell anemia. Some of the 
stresses of sickle cells include increased influx 
of calcium and sodium and efflux of potas- 
sium. The pumping out of calcium and of the 
cations potassium and soidum against the 
concentration gradients also requires the 
energy of ATP. Therefore, the calcium, 
sodium and potassium pumping may have a 
great influence on both ATP and ADP varia- 
bility since ATP i,s converted to ADP in the 
process. 

In addition to these unmeasured contribu- 
tions to variability in the data there are un- 
known contributions which could not  be 
controlled by the study design. Variability 
in Lhe expression of sickle cell disease exists 
among the small sample of patients in this 
study as measured by crises experience and 
the number of irreversible siekled cells, a 
variable which was not available. While the 
data were adjusted for Hb and Hct differences 
among individuals, other sources of variability 
could potentially influence the causal rela- 
tionships between the GIs and ANs. 

The path analysis used in this study allow- 
ed us to treat the GIs and ANs as a system of 
variables and to incorporate certain a priori 
information on the direction of influence 
within the system. The path analysis also 
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provided an orthogonal partition of the ADP 
and ATP variation into the singular effects of 
the hypothesized causal variables and their 
joint effects. Despite the uncontrolled sources 
of variability which exist in these data, 
evidence for strong relationships did emerge 
from the application of a path analysis which 
were not  evident from the correlations alone. 
From the path analyses of Model 1, G6P 
had the most influence on ATP and the differ- 
ence between the G6P and ADP effect on 
ATP was stronger in the path analyses than 
the correlation analysis. The negative joint 
effect of G6P and F6P on ATP also was not 
evident from a simple examination of the 
correlations. The system of variables with 
AMP affecting ADP variability and G6P and 
ADP affecting ATP variability emerges from 
this analysis. However, because this study is 
based on a sample from the sickle cell anemia 
population, no inferences can be made about 
general causal relationships which may exist 
between the GIs and ANs for normal indivi- 
duals. A path analysis of data collected on 
normal individuals is underway (Sing et al., 
in prep., (b)). It will soon be possible to deter- 
mine if the effects reported here are unique 
to patients under the stress of sickle cell 
disease. 
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