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Abst rac t - -A concept of exact slow optimal control is defined 
for a general class of nonlinear singularly perturbed systems 
utilizing the slow manifold theory. Under a set of conditions 
an exact optimal feedback regulation restricted to the slow 
manifold is obtained. The result is applied to a class of 
nonlinear systems with nonlinear fast actuators. It is shown 
that by adding an extra compensating slow control to the 
near optimal control an exact optimal feedback regulation is 
achieved on the manifold. An upper bound on the 
perturbation parameter is obtained under which the result is 
valid. 

1. Introduction 
To Avott) the ill conditioning and dimensionality problems, 
standard procedure in the literature (Chow and Kokotovic, 
1976, 1978a, b, 1981) for regulation (stabilization) of 
nonlinear singularly perturbed systems is to define two lower 
order subproblems, the reduced slow and fast subproblems. 
Solution of the optimal control for each subproblem is then 
used to define a composite control. It can be shown that the 
full regulator problem is well-posed with respect to parasitic 
parameters in the sense that as the perturbation parameter e 
tends to zero the cost of the full problem tends to the cost of 
the reduced slow subproblem. For sufficiently "small" 
perturbation values this near-optimality property can be 
satisfactory. In this paper we present an approach to improve 
upon this approximate result. The contribution of this paper 
is twofold. First, for a general class of nonlinear singularly 
perturbed systems an exact optimal control strategy is 
achieved by utilizing the slow manifold theory (Fenichel, 
1979; Hoppensteadt, 1971). This is accomplished by defining 
an exact slow subproblem. The solution to this problem is 
called an exact slow optimal control. In contrast to the near 
optimal result this result is valid for all possible values of the 
perturbation parameter and not just at e = 0. Second, for a 
class of nonlinear systems which are linear in the fast variable 
and control, provided the system satisfies a rank condition an 
extra compensating control u t exists such that the slow 
control u = u o + eut is an exact slow optimal control strategy 
for the exact slow subproblem, where u o is an optimal 
control for the reduced slow subproblem. 

2. Slow manifold theory for singularly perturbed systems 
Consider the nonlinear singularly perturbed system 

k = f ( x , z , u , e ) ,  x ~ R "  (1) 

e k = g ( x , z , u , e ) ,  z e R " ,  u~R"  e > 0 .  (2) 
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In the (n +m)-dimensional state space of x and z, an 
n-dimensional manifold Me, depending on the scalar 
parameter e, can be defined by an expression of explicit 
dependence of z on x, u and e, namely, 

M ~ : z = ~ ( x , u , e ) ;  xaR" ,  z e R " ,  (3) 

where it is assumed that • is a sufficiently many times 
continuously differentiable function of x, u and e. For M~ to 
be an invariant manifold of (1)-(2), expression (3) must hold 
for all t > t* if it holds at t = t*, that is, 

z(t*, e) = ~(x(t*, e), u, s) ~ z(t, e) = dP(x(t, e), u, e), 

for all t > t*. 

Such an invariant manifold exists provided the Jacobian 
matrix (ag/az) , ,o  is nonsingular for all x and u of interest. 
Differentiating (3) and using (1)-(2), ~(x, u, e) is deter- 
mined by the so-called manifold condition 

e ~x f(X, ~(x, u, e), u, e) + eTffu u =g(x, ~(x, u, e), u, e). 
(4) 

• (x, u, e) must satisfy this partial differential equation for all 
x of interest, and for all e e (0, e*], e* > 0. The dynamics of 
system (1)-(2) restricted to this manifold are described by 
what we call the reduced exact slow subsystem 

=f(x, ~(x, u, e), u, e), x ~ R". (5) 
The solution to @(x, u, e) is sought by expressing f, 8, u 

and the manifold in a power series about e = 0 in (4) and 
equating terms with like powers in e. That is, we let 

u(x) = uo(x ) + eu,(x) + O(ez), (6) 

• (x, u, e) = CPo(X, Uo) + ecp,(x, u) + O(e2). (7) 

Substituting (6)-(7) into (4), explicit solutions for ~0, ePt, 
etc. can be obtained (Kokotovie and Khorasani, 1984). 
When we set e = 0, an "uncorrected" slow manifold M 0 is 
defined by z = cP0(x, u0), such that g(x, CPo(X, uo), u o, O) = O. 
The uncorrected slow subsystem is now given by the 
restriction of (I)-(2)  to M0, that is, 

=f(x, ~o(X, Uo(X)), Uo(X), 0). 

At this point it should be remarked that system (5), in 
contrast to the uncorrected slow subsystem, does not 
represent an approximation to (1)-(2). Fortunately, the 
uncorrected slow subsystem can be improved. From the 
manifold condition it is easily seen that q~t(x, u) is 

t 

u ) :  H--u+-.o---OV(x Uo, o) 
\az/~.~oL\ ax au a x /  ' 

ag ag 
(8) 
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With the "corrected" slow manifold M~ defined by 
z = q~o + ecPt, which is an O(e) closer to the exact manifold 
M, compared to the uncorrected manifold M0, the 
first-order-corrected slow subsystem is then given by 

.~ mr(x,  q)O(X, Uo(X)) + e~l (X , UO+ eu l )  , Uo+  eUl, e). 

This process can be continued until the desired accuracy is 
achieved. With the above results in hand we present our first 
result in the next section. 

3. Nonlinear singularly perturbed regulator problem 
The problem in this section is to optimally control the 

nonlinear system 

k = f ( x , z , u , e ) ,  x e R "  (9) 

e~=g(x , z , u , e ) ,  z E R " ,  u e R "  (10) 

with respect to the performance index 

fo ~ L(x, z, u) dt, (11) J 

where we assume that the scalar function L is positive 
definite with respect to its arguments except at x = z = u = 0 
where it is zero, and f and g are continuously many times 
differentiable in the domain of interest. 

The approach to the full problem is to treat e as a nonzero 
constant parameter and assume that a differentiable optimal 
value function V(x, z, e) exists which satisfies the optimality 
principle 

0 = rain L(x, z, u) + 5-;f(x, ~, u, e) + ~ g ( x ,  ~, u, e) . 

The above problem is difficult to solve, in general, due to 
high dimensionality and ill conditioning problems caused by 
the parasitic dynamics. The approach taken in Chow and 
Kokotovic (1978a, b, 1981) (see also Saberi and Khalil, 1985) 
is to define two lower order slow and fast subproblems, 
where solutions (if they exist) are much easier to obtain. The 
concept of composite control is then utilized to define an 
optimal control for the full system (9)-(11). 

The reduced slow subproblem is to optimally control the 
uncorrected slow subsystem 

= f(x, ~00(x, Uo), Uo, 0) 

with respect to the performance index 

Js = fo®L( x, qDo(X, Uo), Uo) dt. 

The approximation used in the subproblem modeling results 
in an approximate optimal control u0. Our objective is to 
show that the slow manifold approach discussed in Section 1 
would enable one to obtain an "exact optimal control" for 
the full problem at the reduced level modeling. To this end 
let the slow manifold of (9)-(10) be given by z = *(x, u, e), 
and consequently, the reduced exact slow subsystem of 
(9)-(10), by 

=f(x, ¢(x, u, e ) , . ,  e). 

The exact slow subproblem is now to optimally control the 
reduced exact slow subystem with respect to the performance 
index 

Y~ = Jo L(x, qgo(X, Uo), Uo) dt. 

Lemma 3.1. Let V, be the exact optimal value function which 
satisfies the optimality principle 

0 = min [L(x, OO(x:u,e),u)+~-~f(x,  * (x ,u ,  e),u, e)] 

(12) 

and which is sutficiently many times continuously 
differentiable with respect to x in the domain of interest 

resulting in u = W x, ~ x '  e , and which satisfies the exact 

Hamilton-Jacobi equation 

Then the optimal cost function of the reduced exact slow 
subsystem is equal to the optimal cost function of the full 
system restricted to the manifold M~. 

Proof. (Out l ine . ) I t  can be seen that the full problem 
8V 1 8V 

Hamiltonian H = L + ~ x  f + e~-zg  restricted to the mani- 

/ 3 V  3VOW\ 
fold Me using e ~  = g becomes H = L + ~ x  + ~ z  "~x) f : =  

av, 
L + ~ x  f from which (12) is established. The exact 

Hamilton-Jacobi equation follows along the same lines. • 

Definition. The control u which satisfies (12) and (13) is said 
to be an exact slow optimal control for the full problem 
(9)-(10). 

To illustrate the application of this result consider the 
following example. The problem is to optimally control the 
system 

= xz 3 

e~ = z + 6ex s+ u 

with respect to the performance index J = f~ (x s + z4/2 + 
u4/2) dt. The uncorrected manifold M o (at e = 0) is given by 
z = - u  o. The reduced slow subproblem is to optimally 
control .~ = -XU3o with respect to Js = .f0* ( xs + Uo 4) dt. From 
the optimality principle and the Hamilton-Jacobi equation 
we get uo= 1.316x 2. Independent of this result, from the 
manifold condition we have • + 6ex s + u = e(OCo/Ox + 
(a~/au)(au/Ox))x~ 3. A solution to the manifold M e is 
chosen as • = - u ,  which reduces the above equation to 
(au/ax)u3=6x v. A solution to this equation is given by 
u = l . 3 1 6 x  2, which suggests that ~ = - 1 . 3 1 6 x  2, that is, 
M~ = Mo. This means that the exact stow control which 
satisfies the manifold condition also satisfies the optimality 
conditions in this example. In other words, the exact 
manifold and slow control u happen to be equal to the 
uncorrected manifold and slow control Uo, respectively. 
Therefore, the exact optimal value function is identical to the 
reduced optimal value function and, hence, Je--J,. The 
reduced fast subproblem is to optimally control 

d__~= 
dr rl +uf' r= t / e ,  r l = z  + l.316x z, 

with respect to the performance index Jf=S~(rl ' /2+ 
u~/2) dt. The solution to this problem is easily obtained as 
u i= -1 .445r / .  Lemma 3.1 states that the optimal cost 
function of the reduced exact slow subsystem is equal to the 
optimal cost function of the full system restricted to the 
manifold M,. In other words, J~=J[M, with z (0)=  
-1.316x2(0) and u = u  o, and also we have J=Je. However, 
for z(0) ~ 1.316x2(0), the fast control u I is needed to stabilize 
the fast dynamics. After an exponential decay of the fast 
variable z to M~, we have J~ =JIM, and J =J, +.If+ O(e), 
where the O(e) term is due to the fast subproblem 
approximations. Moreover, there exists a time t t > 0  (after 
which the fast dynamics are evolving on the manifold), such 
that for all t > t t the cost to go of the full system is equal to 
that of the reduced exact slow subsystem. 

4. Regulator problem for systems with nonlinear fast 
actuators 

The results of the previous section are applied to a class of 
nonlinear systems with fast actuators (Chow and Kokotovic, 
1978a, b, 1981). First, we compare our results with those of 
Chow and Kokotovic (1978a, b, 1981) and then present some 
new results for this class of systems. Generally speaking, we 
assume that there are two models: the true model and the 
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reduced model. The true model contains unknown as well as 
parasitic parameters which result in a higher order model as 
compared to the reduced model. The reduced model 
obtained by neglecting parasitic parameters is used by the 
designer to derive an optimal control strategy for the 

regulator problem .~ = ao(x) + bo(x)uo (14) 

subject to the performance index 

Js = [Po(x) + 2s;(X)Uo + U~Ro(X)Uo] dt. (15) 

It is assumed that the true model of (14)-(15) can be 
represented by a singularly perturbed system 

,t = at(x ) + a2(x)z, x ~ R" (16) 

ei  = a3(x ) + a4(x)z + b(x)u, z ~ R m, u ~ R" (17) 

with the performance index 

l = fn ® [p(x) + s ' (x)z  + z 'Q(x ) z  + u'R(x)u] dt, (18) 

where a t , a 2, a 3, a~ "x, b, p, Q and R are continuously 
differentiable with respect to x, p + s ' z  + z 'Qz  is a positive 
definite function of its arguments and Q(x) and R(x)  are 
positive definite matrices for all x of interest. 

Our design philosophy is as follows. Let the set of 
equations (14)-(15) be the reduced slow subproblem 
representation of (16)-(18) when e is formally set to zero 
(the full problem is well-posed). It is assumed that the effects 
of parasitic parameters are deteriorating the performance of 
the system. In other words, the design based on the reduced 
model satisfies the designer's objectives and requirements. 
Utilizing the concept of a slow manifold, we will show how a 
corrective slow control can be designed to achieve an exact 
slow optimal control for (16)-(18), in the sense that the 
optimal cost of the reduced system is equal to the optimal 
cost of the full system restricted to the manifold. To this end, 
let the manifold M~ and the slow control u be expressed as 

z =h  = h  o+ eh t + eZh2+ • • • (19) 

U = U o + eU l + e2Uz + • • ". (20) 

Substitution of (19)-(20) into (17) and equating like powers 
of e gives 

e°:a3 + a4h o + bu o = 0 (21) 

el :a4hx + bux = ho (22) 

e2:a,h2 + bu 2 = fl x 

and, in general 

ek:a4hk +buk =fik_t,  k >-l. 

Further substitution of (19) into (16) leads to 

Yc = at(x ) + a2(x)(h o + eh x + . . .  ). (23) 

At this stage a design specification is imposed on the 
manifold Me, that is, we require h ~ h  0 and hk=O for 
k = l , 2  . . . . .  It turns out that this can be achieved 
successfully as follows. From (21), h o is given by 

h o = -a~X(a3 + buo). 

To require h t = 0, and hence Me ~ Mo, equation (22) should 
be satisfied for u t such that 

bux - fio = O. (24) 

The control u x is computable as long as (24) is a consistent 
equation, that is, rank (b} = rank {B, h0} for all x of inter- 
est. 

Remark. If there is no solution to u~, then an exact optimal 
control cannot be achieved by just adding a single extra 
control to u o, that is, we would have q~l :~ 0 and M, ~ M 0. In 
this case we express the slow control as u = Uo+ eux + 
eZuz + O(e3). Each extra control in u will make the resulting 
performance index closer to the exact cost function. Note 

that the existence of an exact optimum control has already 
been discussed in Section 3. The power series expansion of 
the slow control is simply an approximate solution to this 
control. 

With u t satisfying (24), we observe that u k=O, 
k =2 ,  3 . . . . .  which results in h k =0,  k =2 ,  3 , . . . .  As a 
consequence, with u = Uo+ eu t, the exact manifold M~ is 
now by design just the uncorrected manifold Mo. The 
reduced exact slow subsystem (23) becomes 

= at(x ) + az(x)h o. 

Deviation of the fast variable z from Mo denoted by n 
satisfies the differential equation 

eil= 33 + a4(n + ho) + buc - efio. (25) 

If we now write the composite control uc as 

uc(x, 7, e) = Uo(X) + eul(x) + u:(n),  (26) 

where u: is a fast control, and substitute it in (25) and use 
(24), we get 

E/7 = a,(x)n + b(x)u;(n) - ~ - ~  a2(x)n. 

The fast subsystem is now obtained by letting e = 0, that is 

" ~ =  a4(x)n + b(x)u~(n). (27) 

The fast subproblem is to optimally control the fast 
subsystem (27) with respect to 

J / =  fo" [n 'Q(x)n + (u~)'R(x)(u~)] dt. (28) 

At this stage the reduced slow subproblem (14)-(15) and the 
reduced fast subproblem (27)-(28) are solved (Chow and 
Kokotovic, 1978a, b, 1981). 

For u¢(x, n, e) to be a useful feedback control for the full 
system (16)-(18), it must be a stabilizing control. Utilizing 
the recently developed stability results of nonlinear singularly 
perturbed systems in Saberi and Khalil (1984) and Khorasani 
and Pal (1985), the stability properties of (16)-(18) with u c 
given by (26) are next investigated. 

The full system (16)-(18) is first written in the x and r/ 
state variables as 

Yc = ao(x) + bo(x)uo + a2(x)n (29) 

eil= (a4(x) - e~-~  a2(x)) n + b(x)u~(n ). (30) 

With uo(x ) and u~(T/) obtained from the reduced slow and 
fast subproblems (for details cf. Chow and Kokotovic, 
1978a, b, 1981), we rewrite (29)-(30) as 

= rio(X) + az(x)q (31) 

eil= (a,(x) - eaa-h-° a2(x))n (32) 

where 

a4(x  ) -~- a4 (x  ) - b(x)R -l(x)b '(x)gf(x). 
The reduced slow and fast subsystems are then obtained 
from (31)-(.32), as 

= a0(x) (33) 

aT~dr = a4(x)n. (34) 

We now assume that the following conditions are satisfied 
(Khorasani and Pai, 1985). 

(a) The slow subsystem (33) has a positive definite 
Lyapunov function V(x) such that 

[V.V(x)l%(x) <- -~to2(x), at > 0 

where to(x) ~ 0  i f x ~ 0  and t0(0)=0.  
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(b) The fast subsystem (34) has a positive definite 
Lyapunov function W(r/) such that 

IV, w ( , 7 ) l ' ~ , ( x ) n  <- - o ~ 2 ( , 1 ) .  ~ .  > o 

where ~(r/)  ~: 0 if rl ~ 0 and .~(0) = 0. 
(C) [ V x V ( x ) ] ' a 2 ( x ) l  1 <. o¢3t[J'(x)(I:)(r/) + a~ .~2( r / )  

[v, w(,1)l'( aho \ (d) - - 5 ; a : ( x ) n )  <- o,?0(.)a,(,7) + ~,~(.) .  \ 
Conditions (¢) and (d) establish the interconnection bounds 
between the slow and the fast subsystems. 

Lemma 4.1. Assuming that conditions (a)-(d) hold, let 
d ~ (0, 1) and e*(d) be the positive number such that the 
matrix T(d, e) given by (35) is negative definite. Then for all 
e < e*(d) the origin x = 0, z = 0 is asymptotically stable and 
the function U(x, rl) :-- (1 - d)V(x) + dW(rl) is a Lyapunov 
function for (31)-(32) guaranteeing this property. 

Proof. (Out l ine . ) I t  can be easily shown that the time 
derivative of U(x, 7) along the trajectories of (31)-(32) 
satisfies (Khorasani and Pai, 1985; Saberi and Khalil, 1984) 

U'(x, ll) - [to(x) ~(17)]T(d, e)[~(x) 6(r#)]' 
where 

T(d, e) 

= r (d - 1 ) a '  l 

L ( l / 2 ) [ ( 1  - d)o<3 + d~5]  

The proof is now immediate. 

(I/2)[(1 - d)oe 3 + do~s] ] 
d(o~ 6 - O~z/e ) + oq(1 -d)]"  

(35) 

The following lemma is a consequence of the above results. 

Lernma 4.2. Let Uo(X ) be the minimizing control for the 
reduced slow subproblem (14)-(15), u~(r/) be the minimizing 
control for the reduced fast subproblem (27)-(28), and Ul(X ) 
be the corrective control designed to make the exact 
manifold M, equal to/140. Under these conditions there exists 
an e*(d)>0 such that the composite control u c in (26) is the 
exact optimal control strategy for (16)-(18) for all 
0 <- e < e*(d), in the sense that (i) J = Js on the manifold M~, 
(ii) J = Js + J / +  O(e), and (iii) there exists a time t I > 0 such 
that J = Js for all t > t~. • 

The asymptotic stability of an equilibrium point is not 
sufficient to guarantee the boundedness of an integral cost of 
the type (18) (for a counter example, refer to Chow and 
Kokotovic, 1981). It can be shown along the similar lines as 
in Chow and Kokotovic (1981) that the composite control u~ 
given by (26) yields a bounded J (details are omitted). 

To illustrate the application of the above theory and to 
compare our improved results with those of Chow and 
Kokotovic (1978b) consider the problem of optimally 
controlling the system 

f¢ = XZ 

e ~ . = - - z  + u  

with respect to the performance index J = f~ (x 4 + z2/2 + 
u2/2) dt. It can be shown that the reduced slow subproblem 
results in u o = - x  z. The corrective control u~(x) is designed 
to achieve M~-= Mo. This gives from (24), ul(x ) = 2x 4. The 
overall slow control is therefore u = - x 2 + 2 e x  4, and (31) 
becomes 

k = - x  3 + xT1, (36) 

where r / : = z  + x  2. Equation (30) with u / =  - ( ~ / 2 -  l)r/ 
(from the solution of the reduced fast subproblem) becomes 

6i /= -%/'2 r /+ 2ex2r/. (37) 

The reduced slow and fast subsystems constructed from (36) 
and (37), respectively, are given by 

= --X 3 

dr/ /dr  = -~/2  r/. 

The Lyapunov function for the slow subsystem is chosen as 

V(x) =x4/4 and for the fast subsystem as W(rl)= r/2/2. In 
addition, let the comparison functions be t 0 (x )=x  3 and 
~(r/)  = rl. Conditions (a) and (b) are satisfied with ott = 1 
and a~ 2 = 1. Conditions (c) and (d) result in the following 
inequalities, x4 r / -  otaxZrl - otj/2 -< 0 and 2r/2x 2 - otsx3~7 - 
ot6~'-<0, respectively. Let us assume that we specify the 
initial conditions of the system to be in the set 
R = ( x ,  oilxl<-0.8,1Ol<-5). With the choice of o~i=l, 
i = 3 . . . . .  6, inequalities (c) and (d) become 

Rt  = (x. rl Ix40 - xZrt - rlz <-O} 

and 

R 2 = ( x ,  r I 1 2 T / 2 x 2 -  x3rt - 1,12 ~ 0},  

respectively. The estimate of our region of attraction with 
the above choice of ~s is given by M =  {x, r/[(x, q ) e  

2 2 
0 R~, U(x, r / )<c}  enclosed by A R~, for some positive 
i=1 i=1 
constant c. The upper bound on e is maximized by choosing 
d = 0.70, which from (35) yields e*(d) = 0.382. It is shown in 
Chow and Kokotovic (1978b) that for the initial conditions in 
R, the upper bound on e is 6 " =  0.03. What have we shown 
here is that not only have we obtained a much less 
conservative bound on e, furthermore we have R c M and 
/ = . / s o n  M~. 

5. Conclusion 
The concept of a slow manifold is utilized to achieve an 

exact slow optimal control strategy for a general class of 
nonlinear singularly perturbed systems. The application to a 
class of nonlinear systems that are linear in the fast variable 
and control has been presented. 
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