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Boxma and Groenendijk obtain the pseudo-conservation laws for cyclic server systems, for both the continuous-t ime system with 
simple Poisson arrivals, and for the discrete-time system. We extend these laws to the continuous-t ime cyclic server system with 
compound Poisson arrivals. In the process we identify an error in Boxma and Groenendijk 's  analysis of the semi-exhaustive service 
strategy in the discrete-time cyclic server system. 
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1. Introduction 

Boxma and Groenendijk [3,4] obtain the pseudo-conservation laws for the cyclic server system (cf. 
Watson [14]), which expresses a weighted sum of the mean waiting times at the various queues in the 
system as a function of its traffic characteristics. In [3], they obtain pseudo-conservation laws for a 
continuous-time cyclic server system where the arrival process at each queue in the system is an 
independent simple Poisson process, i.e., each arrival consists of only a single customer. The pseudo-con- 
servation laws for a discrete-time cyclic server system are derived in [4] in an analogous manner. In the 
latter case, time is divided into slots, and the number of arrivals in each slot is an independent and 
identically distributed (i.i.d.) random variable. By taking the limit as the slot size tends to zero, they 
obtain the laws for the continuous-time system with compound Poisson arrivals. However, the result for 
the discrete-time system is incorrect for the semi-exhaustive service strategy. This error is also present in 
a subsequent paper by Boxma on waiting times in systems with multiple customer classes (see (3.29) of 
[5]). 

This paper uses the approach presented in [3] to derive pseudo-conservation laws for the cyclic server 
system with compound Poisson arrivals directly in the continuous-time setting. In the process, we will 
uncover the error made by Boxma and Groenendijk in their discrete-time system analysis [4]. The 
notation used in this paper closely follows the notation used in [3]. 
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2. Preliminaries 

Consider a system with N queues attended by a single server. Customers arrive at queue i according 
to an independent,  compound Poisson process with rate Yi. The number  of customers in each batch is a 
random variable with distribution X~(') and probability generating function (p.g.f.) Xi*(.). It is assumed 
that X~(0)= 0. Let Xi denote the first moment  of Xi(.), and let X! 2) and ~}2) denote, respectively, the 
second moment  and second factorial moment  of X~(.). Customers who arrive at queue i are referred to 
as type-i customers. The arrival rate, A/, of type-i customers is defined as A~ - YiXi. 

The server visits the queues in a fixed cyclic order, 1, 2 . . . . .  N, 1 , . . . .  I f  there are any customers 
waiting at a queue when the server visits it, then he begins to serve that queue. The server adopts one of 
the following service disciplines (strategies) at each queue, consistently, each time he visits it (see Boxma 
[5] or Takagi [12] for other possible strategies): Exhaustive (E), Gated (G), Non-Exhaustive (NE), or 
Semi-Exhaustive (SE). The service times for type-i customers are assumed to be i.i.d, random variables 
with distribution function B~(.), with first and second moments  /3 i and /3} 2), respectively. The offered 
load, Pi, at queue i, and the total offered load, p, are defined as Pi ----/~i[~i and p - ~N_lPi. 

After the server completes service at queue i, he could take a non-zero amount of time to switch to 
queue i + 1. The switch-over times between queues i and i + 1 are independent,  identically distributed 
random variables with first and second moments  s~ and s} 2) respectively. Let S denote the total 
switch-over time required by the server during a complete scan of all queues. The first and second 

- ~'N t ~ 2 ) _  S2), respectively. It is assumed that moments  of S are denoted by s -  E~'= ls~ and S (2) ~ $2+ "~-'i= l"Ji 
the arrival processes, the service processes, and the switch-over processes are mutually independent.  

Define the cycle time, Ci, for queue i as the time between two successive arrivals of the server at 
queue i. Its expected value, E[Ci], is independent  of i and is given by (cf. equation (1.1) of [3]) 

E[Ci] =E[C] = s / ( l  - p ) .  (2.1.1) 

It can be easily shown that the stability conditions for the M X / G / 1  cyclic server system are the same 
as for the corresponding M / G / 1  cyclic server system. 

3. The analysis 

3.1. A stochastic decomposition result 

Entirely analogous to the stochastic decomposition result proved in [3] for the M / G / 1  cyclic server 
system, it is possible to prove the following result for the M X / G / 1  cyclic server system, stated as 
Theorem 3.1 below (cf. Theorem 1 of [3]). The proof of Theorem 3.1 is omitted. 

Theorem 3.1. For a single-server cyclic service system with mixed seruice strategies and independent 
compound Poisson arrival processes. Suppose the system is ergodic and stationary. Then the amount of work 
in this system at an arbitrary epoch, Vc x, is distributed as the sum of the amount of work in the 
'corresponding' M X / G  /1  system at an arbitrary epoch, V x, and the amount of work in the cyclic server 
system at an arbitrary epoch during a switching interval, yX. In other words, 

Vc x o___ vX + yX (3.1.1) 

D 
where = denotes equality in distribution. Furthermore, V x and yX are independent. 

Let W i denote the waiting time (not including service) at queue i. According to Schrage [11], the 
expected amount of work, E[VcX], in the cyclic server system at an arbitrary epoch consists of two terms: 
i) the expected amount of work waiting in the queues at an arbitrary epoch, and ii) the expected residual 
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amount of work that needs to be completed by the server on the customer currently being served. Hence, 
from (3.1.1) we obtain: 

N N [~(2) 
,-i = E[VX] + E[yx]" (3.1.2) E p,E[w,] + 

i=1 i -  

We can show (refer Chiarawongse and Srinivasan [8]) that 

N /~i~}2) N p i f l i i }2 )  
E[ Vx] = E 2 ( 1 - p )  + ~ " (3.1.3) 

i = l  i= 2 ( 7  ~-- P)-Xi 

So, from (3.1.2) and (3.1.3), we obtain 

N N /~i ffi!2) N pi[~i~(} 2 ) 
~PiE[Wi] =P l ~ 2(1-p)  + .Z 2-(l:~-Xi +E[Yx]" (3.1.4) 

i=1 i= i= 

Remark 1. The system with zero switch-over times is the standard MX/G/1  queueing system with 
multiple customer classes. For this system, (3.1.4) reduces to 

N N ~iffil 2) N Pi~ i~!2)  
E PiE[Wi] =P E 2 ( 1 - p )  + ~ " (3.1.5) 

, : ,  , : ,  ,=_ 2 ( 7 - - 7 x ,  

Note that (3.1.5) is the conservation law for the standard MX/GI1  queueing system. Takahashi [13] 
obtained this equation for a system with two classes of customers (i.e. N = 2). 

From (3.9) of [3], E[Y x] can be expressed as follows: 

N S (2) S p2 _ y '  p (3.1.6) 
E[yX]= ~E[Mi~l)] +P2~-  + 2 ( l - p )  

i=1 i=1 

where E[M/¢1)] is the expected amount of work in queue i at a departure epoch of the server from queue 
i. The term E[M{ l)] depends on the service strategy employed at queue i. Using (3.1.4) and (3.1.6), we 
shall derive the pseudo-conservation laws for a cyclic server system with independent compound Poisson 
arrivals. To this end, we shall determine E[M~ 1)] for the cyclic server system for each of the four service 
strategies, namely the Exhaustive, Gated, Non-Exhaustive, and Semi-Exhaustive (Decrementing) service 
disciplines. 

3.2. Determining E[ni (1)] 

To determine E[M/(I)], it will be useful to define V i as the time that the server spends at queue i per 
visit to queue i. Let e, g, ne, and se denote the set of Exhaustive, Gated, Non-Exhaustive, and 
Semi-Exhaustive queues, respectively. The term E[MI l)] is easily obtained for the Exhaustive, Gated and 
Non-Exhaustive service strategies using the same reasoning as in [3]. 
Exhaustive (cf. (3.11)of [3]). 

E [  M i  l)] = 0,  i ~ e. (3.2.1) 

Gated (cf. (3.12) of [3]). 
S 

- - ,  iEg .  (3.2.2) E[MI l>] =p~l_p 
Non-Exhaustive. Let T i denote the amount of work left in queue i at the departure epoch of a customer 
from queue i. From (3.13) of [3], 

Ais E[T,.], iEne,  (3.2.3) E[ Mi l>] = 1 -~--p 
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where (cf. Chaudhry and Templeton [7]) 

E[T/] =/3 i hiE[W/] + ~ +Oi =piE[Wii] 

So, from (3.2.3) and (3.2.4), we obtain 

l~iS PiS,~} 2) 
E[M/(1)] = P i l _ p E t W i j _ _  r 1+  2 ( 1 - p ) X i  

)~}2) 

"}- [~i '~  i -~- Oi~i" (3.2.4) 

s 
- - ,  i ~ ne. (3.2.5) + P 2 1 _  p 

3.2.1. The Semi-Exhaust ive service discipline 
This case is not as direct as the others. Let U~ denote the number of customers in queue i at the 

arrival epoch of the server at queue i. If U i > 1, then the server begins service at this queue, and when he 
departs he leaves behind U i - 1 customers. (Obviously, if U/= 0, he departs immediately.) So, for i c se, 
we get 

E[M/(1)] =/3 iE[max(0,  U i - 1)] = ~ i E [ U i -  11U i ~ 1] Pr{U i > 1}. (3.2.6) 

To determine E[M/(1)] from (3.2.6) we reason as follows. When U~ > 1, the server begins service on the 
customer at the head of the queue. During this service, customers continue to arrive at queue i. Now, 
consider an alternate service mechanism, SE',  in which the server collects customers who arrive during 
his sojourn at queue i, and serves only these customers before he departs from queue i (in addition, of 
course, to the customer at the head of the queue. Then the number of customers present at queue i 
when he leaves the queue is just U i - 1. Clearly, the queue length process at queue i will be the same 
whether the server follows the Semi-Exhaustive strategy (SE) or the alternate service mechanism, SE', 
described above. 

Thus, with this alternate service mechanism, if U i > 1 then the number of customers present in queue 
i at a departure epoch of an arbitrary customer from this queue consists of two components. One 
component is the number of customers, U i - 1, who were already present when the server arrived at 
queue i. The other component consists of the customers, Ni + , who arrive while the server is present at 
queue i, and are still waiting to be served. In other words, the expected number of customers left behind 
by an arbitrary departing customer is E[U,. - 1 I U i > 1] + E[N/+]. Note that this is just equal to &iE[Wi] + 
X}2)/(2Xi) + Pi (refer (3.2.4)), and so we have 

E[Ui- llUi>__ 1] + + p i - E [ N ? ] .  (3.2.7) 

Let /~i denote the length of time that the server is present at queue i, conditioned on the fact that 
U i > 1. (Obviously bi will have the same behavior whether strategy SE or SE'  is followed.) If we can 
compute E[bi], then the term Pr{U i > 1} is easily obtained as 

E[V/] pi S 
Pr{U,. > 1} = ~ = ( 1 - p ) E [ i , i ] "  (3.2.8) 

L J 

Thus, in order to obtain E[M~])], we only need to determine the terms E[N, ÷] and E[/~i]. To this end, 
consider and M X / G / 1  queueing system with vacations (see Baba [1]), having the same arrival process 
and service time requirements as specified for queue i in the cyclic server system. Assume that the server 
in this vacation system serves the queue exhaustively before he starts his vacation. Furthermore,  assume 
that, in the vacation system, the service time of a customer and the duration of a vacation (which are 
assumed to be independent of each other) follow the same distribution. In this vacation system, consider 
the number of customers, N +, that are present in the system at either the departure epoch of an 
arbitrary customer, or at the termination of a vacation. Then it is readily observed that N + is identically 
distributed at N,. +. Also, the time between two successive departure epochs of the server,/~, is identically 
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distributed as /~r These can be easily visualized by identifying the vacation period of the server in the 
vacation system with the service period of the customer who is at the head of queue i and, hence, is the 
first being served when the server arrives at queue i in the cyclic server system. Hence, to determine 
E[M/tt)], it is sufficient ot obtain expressions for the terms E[/7] and E[N÷]. First, note that /~ is just the 
cycle time for the M X / G / 1  queueing system with vacations. The expression for E[b] and, hence, E[bi] 
is, therefore, given by (refer (2.1.1)): 

[3i (3.2.9) E[bi] =E[~] l _ P i  

The expression for E [N  +] is given by Lemma 3.2. 

Lemma 3.2. Consider an ergodic M X / G / 1  queueing system with vacations and exhaustive service 
discipline. Customers arrive according to a compound Poisson process with batch arrival rate y. The batch 
sizes are i.i.d, random variables with distribution X(" ), and the p.g. f .  X *(" ). The service times of customers 
are, also, i.i.d, random variables with distribution B( . )  whose LST  is B*(.) .  Let X and f((2) denote the 
mean and second factorial moment of X(. ), and let [3 and [3~2) denote the mean and second moment of 
B(.). Define A -- yX as the customer arrival rate, and p - A~7 as the offered load of the system. I f  a 
vacation period of the server (the time between the departure epoch and the arrival epoch of the server) and 
the service time of a customer follow the same distribution, i.e. B(. ), then the expected number of customers, 
E[N+],  present in the system at either the departure epoch of an arbitrary customer, or at the vacation 
termination epoch, is given by 

a213 (2) 102 (2) 
E[ N+ ] - -  + +O- (3.2.10) 

2(1 - p )  2(1 - P ) X  

Proof. Let P ( ' )  and P * ( . )  denote the distribution and the p.g.f, of N ÷. Employing the imbedded 
Markov Chain analysis technique [9], we examine the exhaustive service M X / G / 1  system with vacations 
at epoch t 1, t 2 . . . . .  of vacation termination or service completion. The state space of the system is 
(N, +, r t) where Nt + is the number of the customers in the system at epoch t, and "r t = 1 if t is the 
vacation termination instant, otherwise "r t = 2 if t is the service completion instant of a customer. Define 

Pl(n)  =- Pr{N += n, r t = 1}, and P2(n)  = Pr{N += n, r t = 2}. 

Then 

PI(n) =(PI(0) '}- P2(0)) E ( fa° ("~)"~'k k=0~J0 k[ x{k}(n) dB(~:) , n = 0 ,  1 . . . . .  (3.2.11) 

and 

n + l  ~ (f0= (ys~)k e - r e  ) Pc(n) = Y'~ (P I (J )  +P2 (J ) )  Y'~ k! x{k}(n --j+ 1) d B ( ~ )  , 
j = l  k=0 

n = 0 , 1  . . . . .  

(3.2.12) 

where X{k}(.) is the k-fold convolution of X(.), the batch size distribution, with itself. Since 

e ( n )  - Pr{N +=n} = e l ( n )  + e2(n ) ,  

we get 

+ ~ P ( j )  ~ X l k } ( n - - j + l )  d B ( ~ )  , n = 0 , 1  
j = l  k = 0  

(3.2.13) 

(3.2.14) 
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Multiplying (3.2.14) by z" and taking the summation over n = 0, 1 . . . . .  we obtain 

P(0)(1 - z ) B * ( ~  - ~ X * ( z ) )  

P * ( z )  = B * ( T - T X * ( z ) )  - z  

Taking the limit as z $1 in (3.2.15), it follows that P(0) = 1 - p .  Hence, 

d P * ( z ) A2fl (2) ,0/~ (2) 
E [ N  + ] =  lim - - -  - -  + + p .  [] 

~T1 dz  2(1 - p )  2(1 - P ) X  

(3.2.15) 

(3.2.16) 

Remark 2. In (4.16) of [4], Boxma and Groenendijk concluded that N~ + is the amount of work left behind 
by a departing customer in the discrete-time M / G / 1  system with the same arrival and service processes 
as queue i in the cyclic-server system. However, this is true only when the busy period in the 
discrete-time M / G / 1  system is initiated when there is only one customer present in the system. Since 
there can be more than one arrival during a slot in the discrete-time system considered by Boxma and 
Groenendijk, it may be noted that the busy period will not always be initiated with only one customer 
present in the system. 

It follows from (3.2.6)-(3.2.9), and Lemma 3.2, that 

Ais(1 - Pi) }t2~}2)PiS Pi( 1 - 2Pi)s)(! 2) 
E[W~] - -  + (3.2.17) E[  Mi(1)] =Pi 1 - p  2 ( 1 - 0 )  2(1 - p)Xi 

3.3. The pseudo-conservation law 

Combining the results from previous subsections, we obtain the following theorem: 

Theorem 3.4. Consider an ergodic cycfic server system with independent compound Poisson arrival processes 
and mixed service strategies. Then 

( A iS )  ( A i s ( l - p i ) )  
Y', piE[W,.] + ~ 1 E[W,.] + E pi 1 E[Wi] 

i~e,g i e pi i ~-P i~se , 1 - p 

N Ai~2)  ~_~ pifli2~ 2) S (2) S 

= P  E 2 ( - 1 = ; )  + 1 2(1-p)Xi  + P ~ s  + 2 ( 1 - p ~  i=1 i= i 

s ( y. 2p2i + y, PiX'2) ~ 2 (2) . .  Pi(1-2pi)  f('2)) 
- -  l~i[~i pi + E . (3.3.1) 

+ 2 ( 1 - p )  i~g,ne i~ne Xi iese i~se Xi 

Remark 3. If the arrival processes are Poisson, all the )~}2)'s will be equal to zero, and (3.3.1) reduces to 
equation (3.22) of [3]. 
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