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Ahstraef-A comprehensive computer program which provides immediate computation and 
feedback has been developed for data acquisition and analysis of signals in a cardiovascular 
animal laboratory. The system is based on a microcomputer equipped with analog-to-digital 
converter and supports function modules which digitize, filter, and differentiate up to 8 
simultaneously sampled cardiovascular signals. The program detects, analyses, and plots incom- 
ing and averaged beats. Beat-by-beat signal averaging for each channel is performed and cardiac 
cycles are partitioned automatically. For each cardiac and average cycle the amplitude at 6 
physiologic fiducial markers are measured and derived calculations are made. Channel vs channel 
plots and loop area measurements are also computed and displayed. The computer algorithms 
have been shown to give accurate, precise, and reproducible results when tested on canine 
cardiovascular data. Also, it has been demonstrated that signal averaging is an appropriate 
analysis technique for cardiovascular signals. 

Computer Signal processing 
Animal laboratory 

Signal averaging Cardiovascular signal analysis 

INTRODUCTION 

Computer-aided data collection and analysis is a valuable tool in laboratory research. 
Besides saving a significant amount of time and effort over manual analysis of analog 
output on the part of the researcher, on-line signal sampling and processing can provide 
immediate feedback to the scientist allowing a type of servo-control of an experimental 
protocol. In addition, manual analysis which is not blind may cause results to be coerced 
toward the direction of the researcher’s hypotheses. Automated data analysis is repro- 
ducible, so that user bias and variability are eliminated. Thus, such a computer system 
can greatly expedite research efforts by improving experimental efficiency and accuracy. 

Although computer analysis systems have been individually developed for many 
laboratories, we present a new, flexible, and efficient program based on commonly 
available and inexpensive hardware for general use in any cardiovascular laboratory. The 
program samples and analyses eight physiologic signals. Signal processing includes 
averaging, filtering, differentiating, and determining end-diastole, end-systole, begin- 
ejection, and begirrfilling automatically on beat-by-beat and averaged data. Data 
analysis, performed on either incoming or averaged beat data, includes calculating 
waveform parameters, single variable plotting, and two variable (X-Y) plotting. The 
flexibility of this system is evident in the wide array of possible channel designations, the 
variety of channel selections for cardiac cycle and signal average triggering, the options 
available in plotting formats, and the ability to override and specify new program default 
parameters. 

MATERIALS AND METHODS 

The system is based on an IBM PC (PC, XT, or AT) or compatible personal computer 
with 640 kbytes of random access memory (RAM). The software, written in C program- 
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Fig. 1. Functional analysis of the cardiovascular analysis computer system described in text. 

ming language, will work with a variety of graphics drivers. An IBM compatible 
dot-matrix graphics printer allows hard copies of data and screen plots to be obtained. 

Data are acquired using the Tecmar Lab Master analog-to-digital (A/D) system 
(Scientific Solutions, Inc., Solon, OH). The Tecmar board provides 16 channels of either 
unipolar or bipolar input signals which also can be configured for 8 true differential 
inputs. The maximum sampling frequency of the A/D subsystem is 50 kHz and the 
resolution is 12 bits per sample. For our system, the board is configured such that the on- 
board clock controls sampling and the input signal range is set to +5 V. 

The program processes a maximum of 8 channels of analog data concurrently sampled 
for up to 5000 digital points per channel per sampling period (e.g. 20sec at 250Hz). 
Input signals are assumed to include either left ventricular pressure (LVP), the derivative 
of LVP (dP/dt) or the electrocardiogram (ECG), since at least one of these waveforms is 
necessary for cardiac cycle analysis. In order to provide the necessary timing signal if 
beat averaging is desired, an ECG or a waveform of similar cycle timing and morphology 
must be included as one of the signals. 

THE PROGRAM 

Figure 1 shows the functional organization of the program. Each item is described in 
detail below. 

Default specification. The researcher may designate default settings which completely 
specify the protocol for a series of experiments. The user may store the default 
information to a disk file which may be recalled for a future experiment. Table 1 lists the 
items specified on the default screen and their original values. 

Signal calibration. Low and high calibration values are acquired on all desired channels 
and the corresponding quantities in appropriate physical units are entered by the 
investigator. All results are then normalized according to the mapping of the sampled 
signals in mV to the correct units for each channel. This calibration information may be 
saved to a disk file for analysis of the data offline. Also displayed is the theoretical 
precision of each channel in measured units (e.g. mmHg), given the calibration signal 
range and the A/D quantization error. 

Data acquisition. All eight channels are acquired concurrently in multiplexed fashion. 
Data may be sampled at varying rates and for varying durations. Specific analysis 
routines are available for LVP, arterial pressure, venous pressure, atria1 pressure, 
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derivative of LVP (dP/dt), second derivative of LVP (d2Pldt2), tissue segment length, 
tissue wall thickness, volume diameter, blood flow, and ECG, although any physiologic 
signal may be acquired and analysed using a generic channel. Once the data are received, 
a plot of the eight sampled signals moving in time may be displayed on the screen for 
visual verification of the sampling process. 

File management. Several types of data files are supported by the program. The first 
type stores the digitized data as received directly from the A/D and signal calibration 
information. These data may be recovered at a later date for analysis. 

Two data file types for individual beat analysis parameters are available. The first file 
stores the measured and calculated values for each beat. The second file stores mean 
parameters of all beats for each sampling period. By saving the mean values as an entry 
for each sampling period, a table is formed which provides a complete history of the 
experimental protocol. If averaged data analysis is desired, a corresponding file which 
stores average beat parameters also forms a summary of the experiment. The data stored 
in the analysis files may be conveniently recalled and printed. 

Preprocessing 

1. Filtering. This feature is available for use in several possible applications. The filter 
is a linear phase finite impulse response (FIR) band-pass filter [l, 21. The filter uses a 
Hamming window and 0. ifs coefficients, where fs = sampling rate. The user specifies the 
low and high cut-off frequencies. Therefore, the filter may serve as a low-pass, high-pass, 
or band-pass type. 

The band-pass filter described has several applications when used on cardiovascular 

Table 1. Program default items and original values 

Item on default screen* Original default value? 

Specification of channel designations l-10 

Data disk drive 
Printer port or file to store data 
Sampling rate 
Sampling duration 
End-diastolic trigger channel 
End-systolic trigger channel 

Msec before dPldt,,,, 
% after end-diastole (if ECG channel used) 

Begin-ejection trigger channel 
Msec after dPldr,,, 

Begin-filling trigger channel 
MmHg above LVEDPJ: 

ECG trigger channel 
QRS trigger polarity 

% of average beat displayed before end-diastole 
Display begin-ejection and begin-filling data 
Convexity fraction threshold 
Automatic computer calculation of dP/dt 

Low-pass cut-off frequency for LVP 
Automatic computer calculation of d’P/dt’ 

Low-pass cut-off frequency for d2Pldl’ 
Default filename 

1. Left ventricular pressure 
2. dPldr 
3. Atria1 pressure 
4. Arterial pressure 
5. Blood flow 
6. Segment length-l 
7. Segment length-2 
8. Electrocardiogram 
9. Computer derived dP/dr 
10. Computer derived d’P/dl* 
A 
lptl 
250 Hz 
10 set 
8 
9 
10 msec 
50% 
9 
10 msec 
1 
0 mmHg 
8 
UP 
20% 
Yes 
0.70 
Yes 
50 Hz 
Yes 
30 Hz 
default.dft 

* Items which may be specified on the default screen. 
t Original default values corresponding to the respective item in the left column. 
$ Left ventricular end-diastolic pressure. 
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signals. As a low-pass filter it can be used to eliminate high frequency signal noise (e.g. 
myopotential noise), while as a high-pass filter it can eliminate baseline wander. The 
filter can also be used to eliminate unwanted high or low frequency waveforms from a 
signal. For example, pacemaker generator pulses may be eliminated from, or isolated in, 
an ECG complex by specifying the appropriate cut-off frequencies. 

2. Differentiation. In the event an analog dPldt signal is not available, a digitally 
computed dP/dt is desired, or a derivative of another signal is requested, a routine for 
numerically differentiating any channel is provided. If an LVP signal is available, the 
program may be directed to calculate dPldt and/or d’Pldt* immediately following signal 
digitization or after the recall of a data file. The results are stored in two supplementary 
channels 9 and 10. Before this differentiation, LVP is low-pass filtered with a frequency 
cut-off chosen by the user (default = 50 Hz) in order to reduce the noise in the resultant 
derivatives (see below). If d*Pldt* is calculated, the result is filtered at a high frequency 
cut-off also chosen by the user (default = 30 Hz). 

The differentiation is obtained using a 3-point Lagrange derivative approximation [3]: 

df(ti) f(ti+l) -f(ti-l) -= 
dt 2h (1) 

where f(ti) is a discrete sample value of a continuous function f(t) and h is the sampling 
interval. 

Because numerical differentiation introduces approximation error which appears as 
noise, the input signal must be low-pass filtered before differentiation or the derivative 
result must be low-pass filtered at a suitable cut-off frequency. The FIR filter described 
above is used for this purpose. 

Beat-by-beat analysis us averaged beat analysis. Following preprocessing, the labora- 
tory investigator has a choice of two types of analysis. Beat-by-beat analysis preforms 
cardiac cycle analysis and parameter calculations on each individual beat, while averaged 
signal analysis examines a single mean beat. For either type of analysis it is possible for 
the user to specifically eliminate undesirable beats, while averaged beat analysis also 
automatically discards abnormal cycles based on the trigger signal selected. The remain- 
ing discussion assumes the ECG serves as the beat averaging signal trigger, although the 
operations described may be applied to any waveform. 

Signals are averaged after waveforms are aligned using the QRS complex of the ECG 
as a fiducial point. QRS complex position is determined using a convexity operator 
(CON) as defined by: 

CON=qrs_pol.((2ecg[i])-ecg[i- 12msec]-ecg[i+ 12msecl) (2) 

where ecg[i] is the ECG signal amplitude in mV at time i msec and qrs_pol is a user 
specified value remaining constant for an entire sampling period. Qrs_pol is set to 1 by 
the user for normal QRS complexes of upward polarity and set to - 1 for normal QRS of 
downward polarity. Thus, the magnitude of the convexity is large for sharp and high 
amplitude waveforms, while it is smaller for slowly changing and low amplitude 
waveforms. The user specifies the polarity of normal QRS complexes, in order to 
increase the specificity of the detection algorithm. 

A convexity threshold, defined as a fraction of the maximum convexity, is determined 
for each sampled segment of data. The user may redefine this fraction (default = 0.7). 
Portions of the data greater than the predefined threshold for qrs_pol= 1 and less than 
the threshold for qrs_pol= -1 are designated as QRS complexes and a maximum or 
minimum amplitude search in this region locates the actual waveform peak. The 
convexity operator and R-R interval criteria use morphology and timing to discriminate 
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normal beats from premature, escape, and aberrant conductions which are discarded. In 
addition, if the R-R interval is abnormal, the previous and following cardiac cycles are 
eliminated from analysis, due to possible hemodynamic variability. Mean signals are 
determined for all ten channels simultaneously, after which cardiac cycle analysis and 
parameter calculations may be performed using identical criteria as defined for individual 
beat analysis (see below). 

Cardiac cycle anuLys~. After data collection is completed, the program locates 
automatically the following ventricular cycle events on a sequence of unaveraged beats 
or on a single mean beat (depending upon the analysis selected). 

1. End ofdiastole. End-diastole is the end-point of myocardial relaxation, just prior to 
the onset of contraction (systole). The program may be specified to use either the ECG 
or d*Pldt* to locate end-diastole. If the ECG is selected, the peak of the QRS complex, 
determined using the convexity operation described above, is used to mark this event. If 
d2Pldt2 is used, dPldt,, is first located. One-hundred msec prior to dP/dt,, a forward 
search is initiated on d2P/dt2 until an upward peak is located whose amplitude is greater 
than (d*P/dt~=~)/2. Therefore, the first positive d*P/dt’ peak of each cycle above 
threshold is called end-diastole. The peak is found by using two consecutive slopes, the 
first of which must be greater than zero and the second less than zero. 

2. End ofsystole. End-systole is defined physiologically as the time at which the heart 
has completely contracted, just prior to the beginning of relaxation (diastole). The end- 
systolic point is determined by the program using the negative peak of dP/dt. This 
dPldt,i, minus a user specified number of msec (default = 10 msec) is defined as 
end-systole and corresponds to the point at which LVP begins its steep negative slope 
following a plateau. A dPldt signal, acquired directly from analog instrumentation or 
digitally from LVP by the computer, is required for precise placement of end-systole. In 
lieu of a dP/dt signal, the ECG may be selected to locate the end of systole. In this case, 
end-systole is placed a percent R-R interval distance (default = 50%) from the previous 
end-diastole. 

3, beginning of ejection. Begin-ejection occurs when blood is first ejected from the 
ventricles into the aortic and pulmonary arteries. This occurs when pressure in the 
ventricles exceeds that in the arteries, causing the semilunar valves to open. The program 
defines begin-ejection as a user specified number of msec (default = 10 msec) following 
maximum dPldt. 

4. Beginning offilling. Begin-filling is the start of ventricular filling which occurs at the 
end of isovolumic relaxation. The pressure in the atria becomes greater than that in the 
ventricles causing the atrioventricular (AV) valves to open. Begin-filling is determined 
by locating the point, following dP/dt,,, at which LVP first becomes less than or equal 
to the previous left ventricular end-diastolic pressure (LVEDP). The user may designate 
that begin-filling be situated at a time at which the amplitude is above or below LVEDP 
by a specified number of mmHg. 

;.. 

End-diastole, end-systole, begin-ejection, and begin-filling are displayed graphically 
and can be corrected by the program operator if found to be in error. Figure 2 shows a 
beat-by-beat display of LVP and dP/dt with computer-derived fiducial marks overlaid 
upon the digitized signals. Figure 3 shows an averaged beat representation of 8 channels, 
also with computer-derived physiologic markers. 

Parameter calculation. Once the pertinent fiducial marks are located, many waveform 
parameters are calculated. 

1. Wuueform amplitudes. The amplitude at end-diastole, end-systole, begin-ejection, 
and begin-filling, and the maximum and minimum amplitude of each channel are 
recorded for each beat and the averaged beat. 

2. ~~ter~u~s. The interval between end-diastolic and end-systolic points, adjacent end- 
diastolic points and heart rate (as calculated from the R-R interval) are determined. 
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4,OO R:426a,dat 

Fig. 2. The left ventricular pressure signal (top) and digitally derived dP/dr (bottom). Computer 
derived, automatically placed, fiducial marks reflecting (from left for each beat): end-diastole 

(solid line), begin-ejection, end-systole, and begin-filling are superimposed on the tracings. 

3. Percent change. The percent change (PC) reported is computed as: 

Se, - Se, 
PC(%) = 7 * loo 

ed 
(3) 

where S, and S,, are the signal levels at end-diastole and end-systole. Percent change is 

denoted as segment shortening and diameter shortening, if tissue segment length and 
volume diameter were selected as channel designations. Also, -PC is reported as wall 
thickening for tissue wall thickness channels. 

1 
Hove ltarkers 

bPrint Screen 
X-Y Plot 
fwace hall 
Exit 

9 Beat fluerage 
1:427a,dat 

Fig. 3. Computer monitor display of averaged beat data from eight channels. Left ventricular 
pressure (channel l), dP/dt (channel 2), myocardial segment length (channels 3 and 4), left atria1 
pressure (channel S), carotid arterial pressure (channel 6), circumflex coronary arterial flow 
(channel 7). and ECG (channel 8) are shown. On the right, the display indicates that nine beats 
were averaged to yield the resulting plots. The solid, vertical line represents the computer 
derived location of end-diastole, while the remaining fines from left to right indicate begin- 

ejection, end-systolic, and begin-filling positions. 
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4. Refuxation constant (T). That left ventricular pressure decay during isovolumic 
relaxation can be approximated by a monoexponential unction was first determined by 
Weiss et al. [4]. More recently, it has generally been proven [5-7] that a monoexponen- 
tial curve which accounts for possible shifts in the pressure curve is the best model 
describing the course of relaxation: 

P(t) = Poeek’+ Pa (4) 

where P(t) is left ventricular pressure at time t, PB is the asymptotic pressure at t = 00, PO 
represents the initial value of pressure with respect to PB, k is a constant. The time 
constant of left ventricular isovolumic relaxation is: 

where k is from equation (4). T is defined as the time needed for the pressure at t = 0 to 
decline l/e (36.8%) of the distance to its asymptotic value. 

The program calculates the relaxation constant using a method described by Craig et 
al. [7]. Their technique assumes the monoexponential plus baseline shift model described 
by equation (4). The derivative of equation (4) is calculated which eliminates PB. 

dP 
-=- 
dt 

kPOeek’. 

Next, the natural logarithm of equation (6) is taken 

(6) 

which yields: 

lnz= -kt+ln(kP,). 

Equation (7) is of the form of a line which permits a least-squares linear regression 
technique to be applied to the points representing equation (7) for calculating the slope 
k. Then T is found via equation (5). 

The range of LVP data points used in the calculation of T begins at dP/dt,, and ends 
at the point which marks the beginning of filling. If fewer than 5 data points are included 
in this range, T is not calculated due to the excessive approximation error inherent with 
such a small sample size. 

5. Averages. The mean of all beat-by-beat parameters are calculated and represents a 
feature averaging, as opposed to signal averaging, of the data. Also, point-by-point time 
averages of arterial pressure, venous pressure, atria1 pressure, and blood flow are 
calculated. 

Figure 4 shows a sample print-out of beat-by-beat data for a numerically derived dPldt 
signal from a 10 set sampling interval. Figure 5 shows the print-out of an averaged data 
summary file which gives a complete record of an experiment. 

Signal plotting. Individual channels of averaged and unaveraged data with fiducial 
markers for end-diastolic, end-systolic, begin-ejection, and begin-filling points can be 
displayed with beat parameters for visual confirmation. Computer generated markers 
may be manually adjusted if found to be in disagreement with operator determined 
locations and individual beats may be manually deleted if necessary. Averaged beat 
scaled plots with pertinent calculations, the scaling of which may be adjusted by the 
investigator, are also available. As an example of this display, Fig. 6 shows a carotid 
arterial average waveform with beat markers and parameters. 

The X-Y analysis of any two channels, averaged or not, may also be plotted. The 
operator specifies two channels and the time interval over which the X-Y plot is to be 
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Fig. 4. Computer print-out of beat-by-beat, digitally derived dP/dt values. The top line indicates 
the experimental data file, followed by the date and time. Below, the channel number (9) and 
channel type (computer dPldt) are indicated. Abbreviations are as follows: Beat-current beat 
seqeuntial number, Max-maximum dP/dt amplitude over current beat, Min-miniumum dP/dt 
amplitude, ED-amplitude of dP/dt at end-diastole, ES-amplitude of dP/dt at end-systole, 
Tau-ventricular isovolumic relaxation time constant in msec, Begin eject-amplitude of dP/dt 
at begin-ejection, Begin fill-amplitude of dPldt at begin-filling, Mean-mean average of values 
in that column. All dPldt amplitudes are in mmHg/sec. Note: each channel displays beat-by-beat 

parameters appropriate for its type. 

drawn. Therefore, a series of cycle loops, one cycle loop or certain phases of a single loop 
may be plotted. Axes scaling X-Y plotting can be operator defined or automatically 
scaled and centered by the program. Any plot may be printed to an IBM compatible dot- 
matrix graphics printer using a graphics screen dump module included as part of the 
program. 

Two variable, pressure vs volume plots are especially useful in hemodynamic assess- 
ment [8]. A pressure-volume (P-V) loop over a complete cardiac cycle is indicative of 
the force of myocardial contraction. The integral of the region enclosed by the P-V loop 
equals the amount of work performed by the heart (usually the left ventricle specifically) 
in one cycle: 

V mar 

I I 
pm’f(P, V) dPdV= W (8) 

V,ill Pain 

where Vmin, V,,, and Pmin, P,, are the minimum and maximum left ventricular volumes 
and pressures, respectively, and W is the work performed. If isovolumic contraction and 
relaxation of the left ventricle is assumed, the double integral of equation (8) simplifies 
to: 

I 

EDV 

PdV= W 
ESV 

(9 

where ESV and EDV are the end-systolic and end-diastolic volumes, respectively, and 

P=f(V) =f1(v> -Mv>, in whichf,(V) is a function representing left ventricular ejection 
and f.(V) left ventricular filling. 

Since there is no convenient method to directly measure total or regional left 
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ventricular volume in uiuo, an approximation using cardiac wall segment length, wall 
thickness, or volume diameter is often used. As shown in Fig. 7, an LVP-segment length 
loop is displayed and the integral inside this loop has been calculated by moving the 
cursor, currently at the right of the plot, to a point inside the loop. The program 
computes the integral of equation (8) by counting the number of graphic pixels inside the 
loop, normalizing this number for the specific graphics resolution, and calibrating the 
value to mmHg - mm. Cumulative loop area may be calculated if there is more than 1 
closed loop per plot and areas may also be subtracted from the total. The loop integral 

Fig. 5. Experimental summary file of averaged data results. At the top is the experiment title 
(threshold pacing), followed by the filename, date and time. Appropriate data for each channel 
are given below this information. The channels are as designated (e.g. channel 1 is left ventricular 
pressure). There are three entries (rows) for each channel which represent these separate 
sampling intervals and each have an entry ID designation. The data from each entry are based 
upon one averaged beat for that sampling interval. Abbreviations are as follows: Max amp- 
maximum amplitude over averaged beat, Min amp-minimum amplitude, ED amp-amplitude 
at end-diastole, ES amp-amplitude at end-systole, Beg Ej-amplitude at begin-ejection, Beg 
fl-amplitude at begin-filling, Mean amp-point-by-point mean amplitude, Tau-ventricular 
isovolumic relaxation time constant, Shorten-percent increase from end-systole to end-diastole, 
ED-ES interval-interval from end-disastole to end-systole. This file and print-out provide a 

convenient summary of an experimental protocol. 
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Fig. 6. Average beat scaled plot with beat markers and parameters. Average carotid arterial 
pressure shown here. Vertical beat marker lines from left are end-diastole, begin-ejection, end- 
systole, and begin-filling. On-screen help information is located at the bottom right corner of the 
figure. Abbreviations: Amp-amplitude, Dias-diastole, Syst-systole, Eject-ejection, 

Fill-filling. 

result is displayed at the bottom right corner of Fig. 7. This calculation can be used for 
relative comparisons of the amount of regional work performed. 

RESULTS 

The program has been extensively tested in a cardiovascular animal laboratory using 
the following canine signals: ECG (Lead II), LVP obtained from a solid state microman- 
ometer, arterial pressures and left and right atria1 pressures obtained via fluid filled 
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Exit 
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Fig. 7. Pressure-cardiac wall segment length loop display on two dimensional (X-Y) plot. 
Segment length from channel 4 is indicated on the X axis in mm, while left ventricular pressure 
appears along the Y axis in mmHg. The information on the right indicates that the plot is based 
on an 11 beat average, channels 4 and 1 were selected as the X and Y channels, and all 4 phases of 
the heart cycle were selected for plotting. (Phase 1= begin-filling to end-diastole, Phase 
2 = end-diastole to begin-ejection, Phase 3 = begin-ejection to end-systole, Phase 4 = end-systole 
to begin-filling.) The area inside the loop has been calculated automatically and is displayed in 

the lower right comer (units: mmHg.mm). 
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catheters connected to strait-gauze transducers, blood flow obtained via electromagnetic 
flow probes, and cardiac wall segment length measurements obtained via implanted 
piezoelectric crystals and sondmicrometer. 

In a series of experiments designed to prove the accuracy and reproducibility of the 
computer algorithms, eight open-chest dogs were monitored for LVP, carotid arterial 
pressure, and myocardial segment length during a baseline state in which ventricular 
pacing was the only intervention. These signals, including an analog dPfdt and ECG, 
were recorded on FM magnetic tape (Hewlett Packard Model 396SA) at a speed of 
15132 inlsec (passband: DC-156 Hz). Heart rates of eight dogs ranged from 79 to 166 
beatslmin (mean = 137 beatslmin). One 10 see segment of data from each dog was 
analysed for comparison of 3 analysis methods. The 3 methods were: (1) manual, by- 
hand analysis using an 8 channel chart writer (Gould Model 18005) and an experienced 
laboratory technician (paper speed = 100 mmfsec); (2) averaged beat computer analysis 
as described above; and (3) beat-by-beat mean computer analysis as described above. 
The digitization rate for computer analysis was 250 Hz/channel. The amplitudes of LVP, 
carotid arterial pressure, and segment length at end-diastole (ED), end-systole (ES), 
begin-ejection (BE), and begin-filling (BF) were compared for each of the 3 methods. 
Computer default values (Table If, with the exception that the digitized analog dPidt 
(channel 2) was used to detect begin-ejection and end-systole, were used for all computer 
analyses. All cardiac cycle amplitudes were reported as automati~lly placed by the 
computer algorithms (i.e. there was no user movement of marker positions). For manual 
analysis, the technician was instructed to also use these computes defaults for definition 
of fiducial marks (i.e, ED = R-wave peak location, ES= 10 msec before dP/‘dtmi*, 
BE = 10 msec after dPld&,, , BF = time of first occurrence of LVEDP during ventricular 
relaxation). Manual analysis was blinded from and was performed before all computer 
analyses. 

The results of the 3 data analysis methods, reported with appropriate precision, are 
shown in Table 2. This table compares the 3 methods of analysis at each marker for each 
signal for the 8 experiments (dogs). With the exception of only 2 data points, a close 
correlation of the 3 methods is apparent for all signals at each marker. Table 2 shows that 
the LVP computer average beat begs-ejection amplitude for experiment 4 
(100.17 mmHg) differs markedly from the by-hand and computer beat-by-beat means 
(87 and 92.69 mmHg, respectively). Also in Table 2, the arterial pressure average beat 
begin-filling amplitude for experiment 1 is 87.45 mmHg whiie the by-hand and computer 
beat-by-beat means are 103 and 104.76 mmHg, respectively. 

Least-squares linear regression was performed comparing each of the methods with 
the other (Tables 3 through 5). All correlations (R) are above 0.90 and most are greater 
than 0.99. Also, the line equations (as given by slope and int) are generally close to the 
line of identity, indicating close agreement between methods. The lowest correlations in 
Tables 3 and 4 occur for LVP end-diastoIe (JZ = 0.92) and begin-~lli~g fR = 0.91). Other 
relatively low correlations in these two tables occur for LVP begin-ejection and carotid 
arterial pressure bean-filling, but only in Table 3 which compares manual and average 
beat amplitude calculations. Table 5, which compares the two computer methods, shows 
high correlations with R = 1.00 for all but 2 regressions. These, again, occur for LVP 
begin-ejection (R = 0.9’7) and arterial pressure begin-filling (ii ==0.94). 

DISCUSSION 

Of the digital filter types considered for implementation in the program, an FIR filter 
was chosen because of its ability to be designed with linear phase which insures that the 
time-domain signal representations will align correctly. Severai digital derivative approx- 
imations were also examined for incorporation in the program. The Z&point Lagrange 
method was chosen based on the results by Marble et al. 131. In this paper, 5 digital 
algorithms commonly used in computing the derivative of left ventricular pressure were 
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Table 2. Analysis methods comparison 

Exp 1 Exp 2 Exp 3 Exp 4 Exp 5 Exp 6 Exp 7 Exp 8 

Left ventricular pressure 

Hand-ED 
Ave-ED 
Beat-ED 

Hand-ES 
Ave-ES 
Beat-ES 

Hand-BE 
Ave-BE 
Beat-BE 

Hand-BF 
Ave-BF 
Beat-BF 

13 
12.07 :.73 

8 8 4 
5.47 6.62 6.34 572 

12.05 3.71 5.46 6.61 6.33 3:69 

86 49 46 61 70 86 
85.15 53.02 47.37 63.90 73.82 86.98 
87.46 52.76 47.10 63.93 74.21 86.44 

128 107 100 87 86 116 
127.01 113.55 101.32 100.17 88.49 113.03 
125.73 113.50 99.22 92.69 91.31 115.65 

13 3 8 8 4 5 
12.01 3.17 5.07 6.42 6.34 3.46 
12.83 3.39 5.08 6.23 6.21 3.19 

Myocardial segment length 

Hand-ED 14.6 16.9 
Ave-ED 14.52 16.99 
Beat-ED 14.52 16.99 

Hand-ES 12.4 13.7 
Ave-ES 12.37 13.71 
Beat-ES 12.37 13.71 

Hand-BE 13.4 15.2 
Ave-BE 13.33 15.18 
Beat-BE 13.33 15.17 

Hand-BF 14.1 14.0 
Ave-BF 14.45 14.25 
Beat-BF 13.96 14.22 

Carotid arterial pressu 

Hand-ED 94 
Ave-ED 93.33 
Beat-ED 93.31 

Hand-ES 107 
Ave-ES 106.98 
Beat-ES 107.83 

Hand-BE 86 
Ave-BE 85.01 
Beat-BE 85.11 

Hand-BF 103 
Ave-BF 87.45 
Beat-BF 104.76 

Ire 

106 
106.43 
106.41 

113 
113.12 
113.83 

109 
111.31 
111.63 

105 
109.13 
108.33 

54.21 :; 83 
5.20 14:18 

97 84 
96.64 79.13 
96.75 80.08 

107 93 
105.93 90.88 
106.57 90.20 

4 14 
4.39 13.50 
4.55 13.13 

15.1 16.4 12.1 8.7 15.2 10.4 
16.12 16.32 12.05 8.76 15.30 10.36 
16.12 16.32 12.05 8.76 15.30 10.37 

13.4 13.9 9.3 6.6 12.4 10.1 
14.38 13.77 9.29 6.70 12.34 10.00 
14.38 13.77 9.26 6.70 12.32 9.99 

14.1 15.6 10.5 7.6 15.5 11.1 
15.07 15.42 10.47 7.63 14.47 11.11 
15.08 15.46 10.44 7.63 14.46 11.10 

13.2 13.2 9.5 7.2 12.6 9.5 
14.20 13.24 9.67 7.19 12.74 9.52 
14.21 13.23 9.69 7.28 12.73 9.51 

86 115 69 91 
85.43 116.12 69.51 93.88 
85.42 116.10 69.49 93.37 

105 125 89 107 
104.65 125.33 88.99 107.00 
104.19 125.12 88.53 105.87 

91 104 71 89 
91.22 105.19 70.78 91.70 
90.57 104.92 69.83 91.75 

83 119 69 
80.74 124.70 66.56 :;85 
81.38 124.50 68.06 93:50 

94 82 
94.72 82.93 
94.72 82.88 

121 99 
119.93 100.41 
119.97 100.25 

94 77 
94.27 77.70 
94.25 78.01 

102 85 
104.52 84.53 
104.22 85.10 

Abbreviations: Exp = experiment, Hand = manual analysis, Ave = computer-averaged beat 
analysis, Beat = computer beat-by-beat mean analysis, ED = end-diastole, ES = end-systole, 
BE = begin-ejection, BF = begin-filling. 

Units: LVP = mmHg, MSL = mm, CAP = mmHg. 

Table 3. Regression analysis of manual vs average beat amplitude calculation 
-, 

End-diastole End-systole Begin-ejection Begin-filling 

Signal Slope Int R Slope Int R Slope Int R Slope Int R 

LVP 1.07 -0.11 0.92 1.10 -7.94 0.99 1.06 -7.87 0.93 1.03 0.44 0.91 
MSL 0.97 0.29 0.99 0.95 0.41 0.99 1.00 -0.03 0.98 0.93 0.54 0.99 
CAP 1.01 0.40 1.00 0.98 2.37 1.00 1.05 -4.22 1.00 1.09 -8.54 0.93 

Abbreviations: LVP = left ventricular pressure, MSL = myocardial segment length, CAP = carotid arterial 
pressure, Slope = slope of least-squares linear regression line, Int = intercept of least-squares linear regression 
line, R = correlation coefficient of linear regression. 

Units: LVP Int = mmHg, MSL Int = mm, CAP Int = mmHg. 
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Table 4. Regression analysis of manual vs beat-by-beat average amplitude calculation 

91 

End-diastole End-systole Begin-ejection Begin-filling 

Signal Slope Int R Slope Int R Slope Int R Slope Int R 

LVP 1.04 0.05 0.92 1.08 -6.79 0.99 1.06 -7.81 0.97 1.01 0.57 0.91 
MSL 0.97 0.28 0.99 0.95 0.43 0.99 1.00 0.02 0.98 0.96 0.25 0.99 
CAP 1.01 0.26 1.00 0.99 0.81 1.00 1.07 -6.26 1.00 1.13 -10.64 1.00 

Abbreviations: Same as Table 3. 
Units: Same as Table 3. 

compared experimentally. Of the algorithms examined, the 3-point Lagrange derivative 
resulted in the lowest quantization error of the left ventricular pressure signal when 12- 
bit A/D resolution was implemented. 

Of the signals typically monitored in a cardiovascular laboratory, the ECG is most 
often used and is usually the best choice for a beat averaging trigger. Specifically, the 
QRS complex peak serves as the fiducial point. The QRS peak minimizes signal 
averaging degradation due to trigger jitter [9], since it is relatively consistent in position 
beat-to-beat during normal rhythm and contains relatively high frequency components. 
The ECG may be differentiated and/or filtered to better isolate the QRS if T-waves, 
pacemaker depolarization pulses, or noise are high enough in amplitude and frequency 
content to be falsely detected as QRS complexes. If an ECG signal is not available, 
dPldt_ or dPldt,i” may be used as the signal averaging trigger. However, their peak 
positions show more variability in the cardiac cycle than the QRS peak. Also, it is more 
difficult to detect, and therefore discard, abnormal cardiac depolarizations using dPldt. 

The end of diastole is determined using one of two methods, chosen by the investi- 
gator, as noted in the program description. The first and default method which positions 
end-diastole at the QRS complex peak of the ECG is a technique used by many 
investigators [lo, 111. There may be instances in which the ECG is not monitored or 
there may be problems dependent upon the QRS morphology and lead selection (e.g. 
confusion as to whether to choose the positive or negative peak of the QRS). In these 
cases an alternate means of determining end-diastole, not previously described in the 
literature, has been implemented. This empirically derived method locates the first 
significant, positive d*Pldt* peak of the cycle and labels it end-diastole. Many researchers 
have determined end-diastole using a slope threshold of the initial rising edge of dP/dt 
[12-141. We have tried this technique, but were unable to determine a suitable slope 
threshold for all of the data tested. Other investigators have used the zero crossing prior 
to the initial rise in dP/dt [15], but we found this point to be too variable in position from 
beat to beat. Still others determined end-diastole by the nadir of LVP beteen atria1 and 
ventricular systole [16,17]. However, since animals in the laboratory frequently have 
AV syncrony interrupted, through AV node ablation and/or pacing, this method was 
considered ineffective. Our new technique using d*P/dt* is not dependent upon a slope 
threshold and has given reliable, reproducible results on the data tested thus far. 

Most investigators use dPfdt,i, to locate end-systole [ll, 13-15,171. However, there is 
controversy regarding the position of end-systole relative to this minimum amplitude. 
Placement ranges anywhere from dPldt,i, itself to 20 msec prior to dPldt,i”. We chose 
10 msec prior to dPldt,i, as the default value based upon the laboratory experience of 

Table 5. Regression analysis of average beat vs beat-by-beat average amplitude calculation 

End-diastole End-systole Begin-ejection Begin-filling 

Signal Slope Int R Slope Int R Slope Int R Slope Int R 

LVP 0.98 0.15 1.00 0.98 1.23 1.00 0.94 7.10 0.97 0.98 0.13 1.00 
MSL 1.00 -0.01 1.00 1.00 0.02 1.00 1.00 0.04 1.00 1.03 -0.31 1.00 
CAP 1.00 -0.06 1.00 1.01 -1.60 1.00 1.02 -1.98 1.00 0.92 9.90 0.94 

Abbreviations: Same as Table 3. 
Units: Same as Table 3. 
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one of us (JMN). Note that at a sampling rate of 250 Hz, 10 msec is rounded to 12 msec 
because of the 4 msec sampling interval. 

When aortic and pulmonary artery pressures are not measured (which we assume), 
dPldt,,,,, is generally used as a marker for determining begin-ejection [15, 181. 
Researchers specify anywhere from 0 to 20 msec following dP/dt,,,,, as begin-ejection. 
We chose 10msec after dPldt,,, as a compromise default value. Again, at 250 Hz, 
10 msec is rounded to 12 msec. 

Researchers, in lieu of an atria1 pressure signal, usually mark begin-filling on the 
negative, relaxation slope of LVP at the point which equals LVEDP [19-211. Locating 
the beginning of filling is important, since it marks the end-point for the calculation of T. 
Some laboratories [22,23] have used a point 5 mmHg above LVEDP to terminate 
isovolumic relaxation, so an option of specifying a number of mmHg above or below 
LVEDP has been included. 

Results 

The results from 10 set data segments from 8 dogs which were analysed using hand 
measurement and the two computer methods were listed in Table 2. Least-squares linear 
regressions comparing each of the methods with another were reported in Tables 3 
through 5. Overall, Tables 3,4 and 5 showed excellent correlations and least-square lines 
were close to the line of identity. Therefore, Tables 3 and 4 indicate that the computer 
algorithms are indeed accurate. Table 5 indicates that a single averged beat for each 
channel may be used for cardiac cycle analysis to accurately replace computer beat-by- 
beat feature averaging. Table 5 also implies the greater precision of computer methods 
over manual analysis. 

Tables 3 and 4, which compare each of the computer methods to manual analysis, have 
relatively low correlations for LVP end-diastole and begin-filling. These values are 
probably due to the low amplitudes at end-diastole and begin-filling which cause 
problems for manual measurement which lacks the precision of the computer methods. 
Correlations between the computer methods of LVP at ED and BF were both 1.00 
indicating that the error was most likely in the by-hand measurement. 

The two other low correlations in Table 3, LVP at begin-ejection and carotid arterial 
pressure at begin-filling, appear to be due to two outliers in the averaged beat 
calculations. The averaged beat, begin-ejection amplitude of LVP for experiment 4 
(Table 2) of 100.17 mmHg differs markedly from the other two methods. This one 
difference lowers the LVP begin-ejection correlation to its value of 0.93. This dis- 
crepancy appears to be due to amplitude and position variability in dP/dt,,, in this data 
segment. Because of the steep, positive slope at begin-ejection, user movement of the 
average beat begin-ejection marker back only 8 msec lowers the LVP to 92.88 mmHg at 
this point, a value very close to the beat-by-beat mean of 92.69 mmHg. 

Also, the averaged beat, begin-filling amplitude of arterial pressure for experiment 1 
(Table 2) of 87.45 mmHg differs substantially from the other two values. This lowers the 
arterial pressure begin-filling correlation to 0.93. The difference in results is due to the 
placement of the begin-filling marker approximately 40 msec following its typical beat- 
by-beat location. It simply took the average beat LVP waveform that much longer to 
reach a value which was less than or equal to LVEDP. This occurred because end- 
diastolic LVP was close to minimum pressure and the period of ventricular filling was 
rather constant in amplitude. Since carotid pressure is rapidly changing during this 
period, its resulting averaged beat amplitude was approximately 17 mmHg lower than 
the other 2 methods. Some investigators [22,23] have set the begin-filling position at 
LVEDP + 5 mmHg which would help alleviate this problem. Comparisons between the 2 
computer algorithms (Table 5) indicate that the 2 discrepancies in correlation are indeed 
due to these averaged beat outliers since: (1) the only correlations below 1.00 are for 
LVP begin-ejection (R = 0.97) and carotid pressure begin-filling (R = 0.94); and (2) the 
only amplitudes in these 2 comparisons deviating by more than 3% are these values from 
experiments 1 and 4 which differ by 17% and 8%, respectively. 
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Signal averaging of cardiac cycles before placement of cardiac cycle markers would be 
a valuable, efficient method of analysis for a cardiovascular laboratory. The alternative 
method of computer analysis, involving beat-by-beat placement of fiducial markers, 
requires user validation and possible movement of numerous markers by the investigator 
to their correct positions. This usually involves checking 8-30 beats in a 10 set data 
segment. Although, the computer package presented here allows this type of analysis, 
the preferred method for the investigator would be the validation and possible correction 
of cardiac cycle markers on a single averaged beat. The analysis presented here, 
comparing averaged beat and beat-by-beat average cycle parameters, demonstrates that 
signal averaging gives results which are nearly identical to individual beat feature 
averaging for LVP, segment length, and carotid pressure. This is demonstrated in Table 
5 by the very high R values and the close correspondence of the line equations to the iine 
of identity. Any trigger jitter [9] present in beat-to-beat QRS position did not appear to 
be a problem affecting the averaging and resultant cardiac cycle amplitudes. Indeed, 
whenever appreciable noise is present in the signal, beat averaging should be the 
preferred method, since it will reduce the degree of random noise present. 

Tables 3 and 4 demonstrate that the computer methods compare well to hand analysis 
and we therefore infer, due to the blinded nature of the analysis, that the computer 
algorithms are accurate in their determination of the cardiac cycle markers, signal 
calibration, and amplitude calculation. The manual analysis is, of course, much less 
precise than the computer analyses, but provides an overall indication of the computer 
algorithms’ accuracy by comparison to an independent method. Myocardial segment 
length shows especially high correlations and without exception (R>0.98). This is 
probably due to the low frequency content of the signal which causes the reporting of 
similar results even if the cycle marker positions differ by an appreciable number of 
msec. 

Comparison to other systems 

Many current laboratory systems which purport to be automatic are, in general, data 
loggers with simple signal acquisition and data base capabilities. Other physiologic 
analysis software may require extensive user programming to obtain the desired 
calculated parameters. 

The system described here was compared with 4 similar cardiovascular analysis 
packages. Three of these systems are commercially available: The Digital Acquisition, 
Analysis and Archiving System (Po-Ne-Mah, Inc., Storrs, CT), The Blood Pressure 
Analysis System (Gould, Inc., Cleveland, OH), and The Hemodynamics Analysis 
System (Buxco, Inc., Sharon, CT). The fourth computer analysis system is one by Farrell 
and Bruce [24] described in the literature. These 4 systems provide the investigator with 
detailed cardiovascular signal information and, therefore, serve as a fair comparison to 
the system described here. 

The Po-Ne-Mah system, although based on the IBM-PC/AT, requires an expensive 
coprocessor, more extensive secondary storage, and more elaborate graphics peripherals 
than our system. The data acquisition is continuous and data are reported in real-time at 
specified time intervals. (With our program, data are acquired when requested and 
analysed post-acquisition.) The Po-Ne-Mah system calculated derived parameters which 
are not calculated by the system described here and because of the high quality graphics 
hardware, many plots may be specified on the same screen. Although these are valuable 
features, our program analyses the same signals and reports all parameters which are 
most common and of most importance to the researcher using less expensive hardware. 
In addition, our software has several significant advantages. Namely, the system we 
describe: 

(1) Automatically discards premature, escape, and aberrant beats in averaged beat 
analysis. 

(2) Filters and differentiates after signal digitization. 
(3) Allows the operator to correct the position of misaligned beat markers. 
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(4) Displays an averaged beat X-Y plot and calculates the average plot area (e.g. 
pressure-volume loop area). 

The first 3 advantages listed here are, at times, crucial to measurement accuracy and 
the fourth is a valuable analysis tool. The Po-Ne-Mah system does not detect or discard 
premature, escape or aberrant beats. It only filters and differentiates signals as they are 
digitized which does not allow data to be manipulated after it has been stored. This is a 
serious limitation for retrospective data analysis. Signal averaged beats are not computed 
and beat marker positions may not be manually corrected if found to be in error. 

The Gould Blood Pressure Analysis software is also designed for the IBM-PC/AT. 
This system is more limited than either the system described here or that of Po-Ne-Mah. 
It is designed primarily for measuring aortic pressures, left ventricular pressures, and 
heart rate. There are no provisions for measuring wall or volume dimensions or blood 
flow, and only a limited number of parameters are calculated. Also, there is no capability 
for X-Y data plotting. Averaged beat results are not reported and all advantages of our 
system over the Po-Ne-Mah system apply to the Gould analysis package as well. 

The Buxco Hemodynamics Analysis System is a hardware plus software package 
which accepts as input: arterial blood pressure, central venous pressure, pulmonary 
arterial pressure, ECG, left ventricular pressure, and blood flow. All commonly required 
parameters, such as systolic, diastolic, and mean amplitudes, and heart rate are 
calculated, however, begin-ejection and begin-filling are not identified. Since this system 
is dependent upon its own hardware configuration, equipment and computer application 
flexibility is compromised. Several other features of our system are not found in the 
Buxco analysis package. There is no analysis for wall or volume dimensions, no 
premature or aberrant beat rejection, no post digitization differentiation or filtering, no 
operator validation or correction of beat markers, and no X-Y plotting available. 

The Farrell and Bruce cardiovascular analysis software is designed to run on an 
APPLE II + or IIe (with 64 Kbytes RAM) and compatible A/D board. This system 
samples and analyses a maximum of four channels, which may consist of pulsatile flow, 
pulsatile pressure, drop counter, and linear flow or pressure. Appropriate parameters 
are analysed; however, the selection of signals and number of channels are limited, 
analysis is performed only on a beat-by-beat basis, consists only of numerical results (no 
graphics), and user validation of correct end-diastolic and end-systolic markers is not 
possible. Also, end-diastole and end-systole are determined directly from pulsatile 
pressure (dPldt is not used) resulting in less accurate results. Only an approximate 
calibration is done manually by the investigator after the signals have been digitized. In 
addition, user reprogramming is required to change input parameters, such as, sampling 
rate and sampling duration. The Farrell and Bruce cardiovascular system is considerably 
limited in comparison to our system which contains only slightly more expensive 
hardware with much more flexibility, many additional features, and greater applicability 
to the majority of cardiovascular laboratories. 

SUMMARY 

A comprehensive system of data acquisition and analysis of multiple cardiovascular 
signals has been described. The software features beat-by-beat and averaged beat 
analysis. Signal processing functions on the analog inputs include filtering, differentia- 
tion, event detection, and digital analysis. Automated measurements are produced (at 
end-diastole, end-systole, begin-ejection, begin-filling, positive peak, and negative peak) 
and derived measurements are tabulated, including the relaxation time constant. Any 
combination of the ten channels (eight analog inputs plus two computer derived 
channels) may be plotted vs time or as X-Y plots. 

The system is completely software driven and controlled with minimal operator 
intervention. It has been shown to be a reliable, multipurpose tool for use in a 
cardiovascular laboratory and has advantages over four physiologic analysis systems. Its 
implementation on an inexpensive general purpose personal computer, allowing a choice 
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of inexpensive peripherals, should make this cardiovascular signal analysis system 
valuable in a variety of laboratory settings. 
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