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1. Introduction

The purpose of this paper is to present a theory for the hedging of American
Contingent Claims (ACCs), under constraints on portfolio-choice which include

(i) prohibition of (or constraints on) borrowing,
(ii) prohibition of (or constraints on) short-selling of stocks,
(iii) prohibition of investment in some particular stocks (i.e., incomplete markets),

as well as in the presence of a higher interest rate for borrowing than for saving.
“American” Contingent Claims, such as American call- or put-options, differ
from their “European” counterparts in that they can be exercised by their holder
at any time 0≤ t ≤ T during a given horizon [0,T], where T is the so-
called “maturity” of the claim; in contrast, “European” contingent claims can be
exercised only at maturity (t = T). It is this extra feature that makes the valuation
problem for the ACCs more interesting and, of course, more challenging.

The hedging problem for European Contingent Claims (ECCs), in a complete
market andwithout constraintson portfolio choice, is by now well-understood;
its theory begins with the seminal papers of Black and Scholes (1973) and Merton
(1973), and “matures” with the work of Ross (1976), Harrison and Kreps (1979),
Harrison and Pliska (1981, 1983) through which the connections with arbitrage
and with the equivalent martingale measure are made explicit. The pricing of
ECCsunder constraintson portfolio choice (which include incomplete markets as
a special case) was developed by Cvitanić and Karatzas (1993) and by Karatzas
and Kou (1996) through a mixture of probabilistic and analytical techniques.
Related work by Ansel and Stricker (1992), Bergman (1995), El Karoui and
Quenez (1991, 1995), Jouini and Kallal (1993), Korn (1992), Naik and Uppal
(1994), F̈ollmer and Kramkov (1995), Kramkov (1996) treated particular aspects
of similar problems, in various degrees of generality.

On the other hand, the valuation theory for American Contingent Claims
with unconstrained portfoliosgoes back to Samuelson (1965), to McKean (1965)
who treated formally the valuation problem for the American call-option on a
dividend-paying stock as a question in optimal stopping and solved the associated
free-boundary problem, and to Merton (1973); see our Theorem 7.2, and Smith
(1976), for a survey of this early work. This formal theory was given “financial”
justification by Bensoussan (1984) and Karatzas (1988), based on hedging argu-
ments and using explicitly the equivalent martingale measure methodologies of
Harrison and Pliska (1981); see the survey paper by Myneni (1992), as well as
Karatzas (1997, Sect. 1.4).

We review this theory in Sects. 2 and 3; even within the “classical” setup we
present a novel approach because we distinguish clearly the roles of the seller
and the buyer, which are quite asymmetric in the context of ACCs. This asym-
metry reflects itself in the definitions of the upper- and lower-hedging prices in
(3.3) and (3.5), respectively. The main result is that, in a complete market and
without constraints on portfolio choice, the upper- and lower-hedging prices are
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equal, and are given by the maximal expected rewardu(0), under the equiva-
lent martingale measure, in an optimal stopping problem involving the claim’s
discounted value (Theorem 3.3); and this common value also gives the unique
arbitrage-free price for the ACC. We present in Sect. 3 some of the standard
examples on the American call- and put-options that can be solved explicitly,
both for completeness of exposition and for later usage.

In Sect. 4 we formulate the hedging problem for the ACC under general
portfolio constraints. The upper- and lower-hedging prices,hup(K ) andhlow(K ),
respectively, are extended to this new context (Definitions (4.4) and (4.5)), the
notion of “arbitrage opportunity” is introduced (Definition 4.2), and it is shown
that the interval

(1.1)
[
hlow(K ),hup(K )

]
is the largest one can obtain based on arbitrage considerations alone: no price
inside this interval leads to an arbitrage opportunity, while every price outside the
interval does (Theorem 4.3). Equivalently, the effect of constraints is to “enlarge”
the set of arbitrage-free prices, from the singleton{u(0)} of the unconstrained
case, to the interval (1.1) which containsu(0) (Lemma 3.1 and (4.6)). Similar
results for European Contingent Claims were originated by Karatzas and Kou
(1996).

Section 5 contains the main results of the paper. We specialize there to convex
constraints on portfolio and show, in that context, how to compute the upper-
and lower-hedging prices of (1.1). As in Cvitanić and Karatzas (1992, 1993) and
Karatzas and Kou (1996), we introduce an auxiliary familyMν , ν ∈ D of
unconstrained markets (random environments) – each with its own equivalent
martingale measurePν , discount factorγν(·), and hedging price

(1.2) uν(0) = sup
τ∈S

E
ν [γν(τ )B(τ )], ν ∈ D

for the ACCB(·) with unconstrained portfolios, whereS is the class of stopping
timesτ with values in the interval [0,T]. Our original market-model is a member
of this family, and this latter is designed so as to reflect the convex portfolio
constraints. It turns out that the upper- and lower-hedging prices are given by
the supremum and the infimum, respectively, of the quanities in (1.2), over the
family of all these auxiliary random environments:

hup(K ) = sup
ν∈D

uν(0) = sup
ν∈D

sup
τ∈S

E
ν [γν(τ )B(τ )],(1.3)

hlow(K ) = inf
ν∈D

uν(0) = inf
ν∈D

sup
τ∈S

E
ν [γν(τ )B(τ )].(1.4)

The justification of the representations (1.3), (1.4) is carried out in the Appendices
A and B, respectively; it turns out to be quite demanding, as it involves not only
optimal stopping, but also novel problems in stochastic control and stochastic
games. “Simultaneous Doob-Meyer decompositions,” valid under a whole family
of probability measures, also play an important role in the analysis, as they did in
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El Karoui and Quenez (1991, 1995), Cvitanić and Karatzas (1993), and Karatzas
and Kou (1996); see also Föllmer and Kramkov (1995), Kramkov (1996).

Sections 6 and 7 use the representations (1.3), (1.4) tocomputethe hedging
prices in a variety of examples, involving the American call-option. Section 8
treats briefly the case of different interest rates for borrowing and saving.

2. The model

We shall deal in this paper with the following standard model for a financial
marketM with d + 1 assets, which can be traded continuously. One of these
assets, called thebond (or “bank account”), has priceS0(·) governed by

(2.1) dS0(t) = S0(t)r (t)dt, S0(0) = 1.

The remainingd assets are subject to systematic risk; we shall refer to them as
stocks, and assume that the price-per-shareSi (·) of the i th stock is modelled by
the equation

(2.2) dSi (t) = Si (t)

[
bi (t)dt +

d∑
j =1

σij (t)dWj (t)

]
, Si (0) = si ∈ (0,∞)

for every i = 1, . . . ,d.
In this modelM, the components of thed-dimensionalBrownian motion

W(t) = (W1(t), . . . ,Wd(t))∗, 0 ≤ t ≤ T, model the independent sources of
systematic risk, andσij (t) is the intensity with which thej th source of uncertainty
influences the price of thei th stock at timet ∈ [0,T]. Here T > 0 is the
time-horizonof the model; unless explicitly stated otherwise, it will be assumed
finite. The Brownian motionW(·) is defined on the complete probability space
(Ω,F ,P); the augmentation of its natural filtrationF W(t) = σ(W(s), 0 ≤ s ≤
t), 0 ≤ t ≤ T will be denoted throughout byF = {F (t)}0≤t≤T . The processes
r (t), 0 ≤ t ≤ T (the interest rate), b(t) = (b1(t), . . . ,bd(t))∗, 0 ≤ t ≤ T (the
vector of stock appreciation rates) and σ(t) = (σij (t))1≤i ,j ≤d, 0 ≤ t ≤ T (the
volatility matrix) are the “coefficients” of this model. They will be assumed
throughout to beF-progressively measurable, and bounded uniformly in (t , w) ∈
[0,T] ×Ω; in addition,σ(t , w) will be assumed to be invertible, withσ−1(t , w)
bounded uniformly in (t , w) ∈ [0,T] ×Ω.

Under these assumptions, therelative riskprocess ofM, namely

(2.3) θ(t)
∆
= σ−1(t)[b(t) − r (t)1], 0 ≤ t ≤ T,

is bounded andF-progressively measurable; thus

(2.4) Z0(t)
∆
= exp

[
−
∫ t

0
θ∗(s)dW(s) − 1

2

∫ t

0
‖θ(s)‖2ds

]
, 0 ≤ t ≤ T

is a martingale, and
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(2.5) W (0)(t)
∆
= W(t) +

∫ t

0
θ(s)ds, 0 ≤ t ≤ T

is a Brownian motion under the probability measure

(2.6) P
0(A)

∆
= E[Z0(T)1A], A ∈ F (T),

by the Girsanov theorem (e.g. Karatzas and Shreve (1991), Sect. 3.5).

2.1 Remark: The probability measureP0 of (2.6) is calledrisk-neutral equivalent
martingale measure; it is equivalent toP, and it is clear from (2.3), (2.5) that we
may rewrite (2.2) in the form

(2.7) dSi (t) = Si (t)

[
r (t)dt +

d∑
j =1

σij (t)dW(0)
j (t)

]
, Si (0) = si ∈ (0,∞)

or equivalentlyd(γ0(t)Si (t)) = (γ0(t)Si (t)) ·∑d
j =1σij (t)dW(0)

j , where we have set

(2.8) γ0(t)
∆
=

1
S0(t)

= exp

(
−
∫ t

0
r (s)ds

)
, 0 ≤ t ≤ T.

In other words, underP0 the discounted stock pricesγ0(·)Sj (·), i = 1, . . . ,d are
martingales.

2.2 Definition: (i) An F-progressively measurable processπ : [0,T] ×Ω → Rd

with
∫ T

0 ‖π(t)‖2dt < ∞ a.s., is calledportfolio process.
(ii) An F-adapted process C: [0,T] × Ω → [0,∞) with increasing, right-

continuous paths and C(0) = 0, C(T) < ∞ a.s., is calledcumulative consump-
tion process.

2.3 Definition: For any given portfolio/cumulative consumption process pair
(π,C), and x ∈ R, the solution X(·) ≡ Xx,π,C (·) of the linear stochastic equa-
tion

dX(t) =
d∑

i =1

πi (t) · dSi (t)
Si (t)

+

(
X(t) −

d∑
i =1

πi (t)

)
· dS0(t)

S0(t)
− dC(t)

=
d∑

i =1

πi (t)

[
bi (t)dt +

d∑
j =1

σij (t)dWj (t)

]

+

(
X(t) −

d∑
i =1

πi (t)

)
r (t)dt − dC(t)

= r (t)X(t)dt + π∗(t)σ(t)dW(0)(t) − dC(t), X(0) = x,(2.9)

is called thewealth processcorresponding to initial capital x , portfolio ruleπ(·),
and cumulative consumption rule C(·).

The interpretation of these quantities should be clear:πi (t) represents the
amount of the agent’s wealth that is invested in thei th stock at timet , and this
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amount may be positive or negative, which means that short-selling of stocks is
permitted. The amountX(t) −∑d

i =1πi (t) not invested in stocks is put into the
bank-account, and it too is allowed to take negative values (corresponding to
borrowing rather than saving, at the interest rater (t)). In particular, the vector
processesp(t) = (p1(t), . . . ,pd(t))∗, andϕ(t) = (ϕ0(t), ϕ1(t), . . . , ϕd(t))∗, 0 ≤
t ≤ T, with entries

pi (t)
∆
=

{
πi (t)/X(t) ; X(t) /= 0
0 ; X(t) = 0

}
, i = 1, . . . ,d,

ϕi (t)
∆
=

{
πi (t)/Si (t) = (X(t)pi (t))/Si (t) ; i = 1, . . . ,d
X(t)−

∑d

j =1
πj (t)

S0(t) =
X(t)[1−

∑d

j =1
pj (t)]

S0(t) ; i = 0

}
(2.10)

provide, respectively, theproportions of wealthand thenumber-of-sharesheld
in each of the assets at timet , and we obtain

(2.11) X(t) =
d∑

i =0

ϕi (t)Si (t), ∀ 0 ≤ t ≤ T.

On the other hand,C(t + h) − C(t) represents the amount withdrawn (for “con-
sumption”) during the interval (t , t + h), h > 0. Finally, let us notice that the
solution of (2.9) is given by

γ0(t)X(t) +
∫

(0,t ]
γ0(s)dC(s)

= x +
∫ t

0
γ0(s)π∗(s)σ(s)dW(0)(s),

= x +
∫ t

0
γ0(s)X(s)p∗(s)σ(s)dW(0)(s), 0 ≤ t ≤ T.(2.12)

2.4 Definition: We say that a portfolio/consumption process pair(π,C) as in
Definitions 2.2 and 2.3, isadmissible in M for the initial wealth x, if there
exists a nonnegative random variableΛ with E

0(Λp) < ∞ for some p> 1, such
that the wealth process X(·) ≡ Xx,π,C (·) of (2.9), (2.12) satisfies almost surely:

(2.13) Xx,π,C (t) ≥ −Λ, ∀ 0 ≤ t ≤ T.

We shall denote byA0(x) the class of all such pairs.

The requirement of admissibility is imposed, in order to rule out “doubling
strategies” (cf. Harrison and Pliska (1981), Karatzas and Shreve (1998)); these
achieve arbitrarily large levels of wealth, but violate the condition of Definition
2.4. In particular, ifX(·) is a.s. bounded from below on [0,T] as in (2.13), then
the process of (2.12) is aP0-local martingale and bounded from below, thus a
supermartingale underP0, and the optional sampling theorem gives
(2.14)

E
0

[
γ0(τ )X(τ ) +

∫
(0,τ ]

γ0(t)dC(t)

]
≤ x; ∀ τ ∈ S , ∀ (π,C) ∈ A0(x, τ ).
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Here and in the sequel, we are denoting bySs,t the class ofF-stopping times
τ : Ω → [s, t ], for 0 ≤ s ≤ t ≤ T, and letS ≡ S0,T .

2.5 Remark on notation: For any givenτ ∈ S we denote, in (2.14) and in the
sequel, byA0(x, τ ) the class of portfolio/consumption process pairs (π,C) for
which thestopped process Xx,π,C (· ∧ τ ) satisfies the requirement (2.13). Clearly,
A0(x) = A0(x,T) ⊆ A0(x, τ ), ∀τ ∈ S .

3. American contingent claims in an unconstrained market

Let us consider now the following situation: two agents enter at timet = 0
into an agreement. One of them (the “seller”) agrees to provide to the second
agent (the “buyer”) a random amountB(τ (ω), ω) ≥ 0 at time t = τ (ω), where
τ : Ω → [0,T] is a stopping time ofF andat the disposal of the buyer. We shall
assume throughout thatB : [0,T] × Ω → [0,∞) is an F-adapted process with
continuous paths and

(3.1) E

[
sup

0≤t≤T
(γ0(t)B(t))1+ε

]
< ∞, for someε > 0.

In return for this commitment, the buyer agrees to pay an amountx ≥ 0 to the
seller at timet = 0. What should this amount be?In other words, what is the “fair
price” to pay att = 0 to the seller, for his obligation — to deliver the amount
B(τ ) ≥ 0 to the buyer at a stopping timeτ ∈ S of the buyer’s choice?

A processB(·) with the properties stated above is called anAmerican Con-
tingent Claim (ACC); and the question we just posed, is thepricing problem
for this American Contingent Claim. The “classical” examples are the American
call-option B(t) = (Si (t) − q)+ and the Americanput-option B(t) = (q − Si (t))+,
0 ≤ t ≤ T on thei th stock, with exercise price 0≤ q < ∞. As we shall see in
this section, the pricing problem admits a complete solution in the framework of
the modelM of (2.1), (2.2).

To tackle the pricing problem, one has to look at the situation of each agent
separately. Theseller’s objectiveis, starting with the amountx ≥ 0 that he
receives from the buyer att = 0, to find a portfolio/consumption process pair
(π̂, Ĉ) that makes it possible for him to fulfil his obligationwithout risk(i.e., with
probability one) andwhenever the buyer should choose to ask for the payment:

(3.2) Xx,π̂,Ĉ (τ ) ≥ B(τ ) a.s., ∀ τ ∈ S .

The smallest value of initial capitalx ≥ 0 that allows the seller to do this, is
calledupper hedging pricefor the ACC:

(3.3) hup
∆
= inf {x ≥ 0/∃(π̂, Ĉ) ∈ A0(x) s.t. (3.2) holds}.

Consider now thebuyer’s objective:he starts out with the amount−x (as he
paysx ≥ 0 to the seller) at timet = 0, and looks for a stopping time ˇτ ∈ S , and
a portfolio/consumption strategy ( ˇπ, Č) ∈ A0(−x, τ̌ ), such that, by exercising
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his option at timet = τ̌ (w), the payment that he receives allows him to recover
the debt he incurred att = 0 by purchasing the ACC:

(3.4) X−x,π̌,Č (τ̌ ) + B(τ̌ ) ≥ 0, a.s.

The largest amountx ≥ 0 that enables the buyer to do this, is calledlower
hedging pricefor the ACC:

(3.5) hlow
∆
= sup{x ≥ 0/∃τ̌ ∈ S , (π̌, Č) ∈ A0(−x, τ̌ ) s.t. (3.4) holds}.

The reader should not fail to notice theasymmetryin the definitions of the
upper and lower hedging prices in (3.3), (3.5), respectively. This asymmetry
reflects the fundamental asymmetry in the situations of the seller and the buyer:
the former needs to hedge againstany stopping timeτ ∈ S in (3.2), whereas
the latter need only hedge as in (3.4) forsomestopping time ˇτ ∈ S .

The following inequality (3.7) justifies the terminology “upper” and “lower”
hedging price.

3.1 Lemma: Consider the decreasing function

(3.6) u(t)
∆
= sup

τ∈St,T

E
0[γ0(τ )B(τ )], 0 ≤ t ≤ T.

We have

(3.7) 0 ≤ B(0) ≤ hlow ≤ u(0) ≤ hup ≤ ∞.

Proof: If the set of (3.3) is empty, thenhup = ∞ andhup ≥ u(0) holds trivially;
if not, let x be an arbitrary element of this set, and observe from (2.14), (3.2)
that we have:

x ≥ E
0

[
γ0(τ )Xx,π̂,Ĉ (τ ) +

∫
(0,τ ]

γ0(t)dČ(t)

]
≥ E

0[γ0(τ )B(τ )]; ∀ τ ∈ S .

Thusx ≥ u(0), andhup ≥ u(0) follows from the arbitrariness ofx. On the other
hand, the numberB(0) clearly belongs to the set of (3.5) (just takex = B(0) ≥
0, τ̌ = 0, π̌(·) ≡ 0, Č(·) ≡ 0 in (3.4)); for an arbitrary elementx ≥ 0 of this
set, (2.14) and (3.4) give

−x ≥ E
0

[
γ0(τ̌ )X−x,π̌,Č (τ̌ ) +

∫
(0,τ̌ ]

γ0(t)dČ(t)

]
≥ −E

0[γ0(τ̌ )B(τ̌ )] ≥ −u(0),

whencehlow ≤ u(0) from the arbitrariness ofx.

3.2 Remark: From condition (3.1), and the boundedness of the processθ(·) in
(2.3), we obtain
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E
0

[
sup

0≤t≤T
(γ0(t)B(t))

]
= E

[
Z0(T) · sup

0≤t≤T
(γ0(t)B(t))

]

≤ (E(Z0(T))q
)1/q ·

(
E sup

0≤t≤T
(γ0(t)B(t))p

)1/p

< ∞

with p = 1 + ε > 1, 1
p + 1

q = 1. In particular,u(0)< ∞ in (3.6).
Here is the main theoretical result of this section.

3.3 Theorem.The infimum of (3.3) and the supremum of (3.5) are both attained,
and are equal:

(3.8) hup = hlow = u(0)
∆
= sup

τ∈S

E
0[γ0(τ )B(τ )] < ∞.

Furthermore, there exists a pair(π̂, Ĉ) ∈ A0(u(0)) such that, with

X̂0(t)
∆
=

1
γ0(t)

ess supτ∈St,T
E

0[γ0(τ )B(τ )|F (t)], 0 ≤ t ≤ T,(3.9)

τ̌
∆
= inf{t ∈ [0,T)/X̂0(t) = B(t)} ∧ T,(3.10)

and π̌(·) ≡ −π̂(·), we have almost surely:

Xu(0),π̂,Ĉ (t) = X̂0(t) ≥ B(t), ∀ 0 ≤ t ≤ T,(3.11)

Xu(0),π̂,Ĉ (t) = −X−u(0),π̌,0(t) > B(t), ∀ 0 ≤ t < τ̌,(3.12)

Ĉ(τ̌ ) = 0, Xu(0),π̂,Ĉ (τ̌ ) = −X−u(0),π̌,0(τ̌ ) = B(τ̌ ).(3.13)

The portfolioπ̂(·) (respectively, ˇπ(·)) is theoptimal hedging portfoliofor the
seller (respectively, the buyer). The stopping time of ˇτ of (3.10) is theoptimal
exercise timefor the buyer; and the procesŝX0(·) of (3.9) is called theprice-
process of the ACCin [0,T].

We shall refer the reader to Karatzas and Shreve (1998, Sect. 2.7) for the
proof of Theorem 3.3; see also the survey by Myneni (1992), and Jacka (1991).

Although closed form solutions are typically not available for pricing Amer-
ican options on finite-horizons, an extensive literature exists on their numerical
computation. We shall make here no attempt to survey all the existing literature;
rather, interested readers are referred to several survey papers and books such as
Broadie and Detemple (1994), Boyle et al. (1996), Carverhill and Webber (1990),
Hull (1993), Wilmott et al. (1993) for a partial list of fairly recent numerical work
on American options and comparisons of efficiency.
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4. Constraints on portfolio choice

Let us introduce nowconstraintson the portfolios available to agents. Suppose
that two Borel subsetsK+, K− of Rd are given,each of which contains the
origin, and we restrict attention to portfolio/consumption rules (π,C) that satisfy

p(t) ∈ K+, as long asXx,π,C (t) > 0

p(t) ∈ K−, as long asXx,π,C (t) < 0,

wherep(·) is the portfolio-proportion process of (2.10). In other words, our class
of admissible portfolio/consumption process pairs becomes now

A(x)
∆
= {(π,C) ∈ A0(x)/ p(t) ∈ K+ on {Xx,π,C (t) ≥ 0}, and

p(t) ∈ K− on {Xx,π,C (t) ≤ 0}, ∀0 ≤ t ≤ T}.(4.1)

We shall consider also the subclasses

A+(x)
∆
= {(π,C) ∈ A(x)/p(t) ∈ K+ andXx,π,C (t) ≥ 0, ∀0 ≤ t ≤ T, a.s.}

for x ≥ 0,(4.2)

A−(x)
∆
= {(π,C) ∈ A(x)/p(t) ∈ K− andXx,π,C (t) ≤ 0, ∀0 ≤ t ≤ T, a.s.}

for x ≤ 0,(4.3)

and defineA(x, τ ), A±(x, τ ) for any givenτ ∈ S , just as in Remark 2.5.

4.1 Remark on notation: We shall denote byM(K ) the marketM of (2.1), (2.2),
(2.9), constrainedby the requirement that portfolio/consumption rules (π,C)
should belong to the classA(x) of (4.1).

Consider now, in this constrained marketM(K ), an American Contingent
Claim (ACC) B(·) = {B(t), 0 ≤ t ≤ T} as in the beginning of Sect. 3. By
analogy with (3.3), (3.5) and the discussion preceding them, we can introduce
the upper-hedging price

(4.4) hup(K )
∆
= inf{x ≥ 0/∃(π̂, Ĉ) ∈ A+(x) s.t. (3.2) holds}

and thelower-hedging price

(4.5) hlow(K )
∆
= sup{x ≥ 0/∃τ̌ ∈ S , ∃(π̌, Č) ∈ A−(−x, τ̌ ) s.t. (3.4) holds}

of B(·) with constrained portfolios. And just as in Lemma 3.1, we have here as
well

(4.6) 0 ≤ B(0) ≤ hlow(K ) ≤ u(0) ≤ hup(K ) ≤ ∞.

The numberu(0)
∆
= supτ∈S E

0[γ0(τ )B(τ )] is the same as in (3.8); however, unlike
the double equalityhup = hlow = u(0) of the unconstrained case, here we have
typically hlow(K ) < hup(K ). How does then one characterize, or even compute,
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these upper- and lower-hedging prices in the general, constrained case?We shall
try to address this question in the next sections. For the remainder of the present
section, let us take up the important issue ofarbitrage.

4.2 Definition: Suppose that u> 0 is the price of the American Contingent Claim
B(·) in the marketM(K ), at time t = 0. We say that the triple (M(K ),u,B(·))
admits an arbitrage opportunity , if there exists either

(i) a pair (π̂, Ĉ) ∈ A+(x) that satisfies

(4.7) Xx,π̂,Ĉ (τ ) ≥ B(τ ) a.s., ∀ τ ∈ S

for some0< x < u; or
(ii) a stopping timeτ̌ ∈ S and a pair(π̌, Č) ∈ A−(−x, τ̌ ), such that

(4.8) X−x,π̌,Č (τ̌ ) + B(τ̌ ) ≥ 0, a.s.

holds for some x> u.

The economic meaningof this definition should be clear. In the first case, an
agent cansell the contingent claim at timet = 0 for u > x (i.e., for more than is
required to hedge it without risk throughout the interval [0,T], in the sense of
(4.7)). In the second case, an agent canbuy the contingent claim foru < x (that
is, for less than the amount which allows him to recover his initial debt without
risk, as in (4.8), by exercising his option to the claim at some stopping time ˇτ
in S ). In either case, there exists an opportunity for creating wealth without
risk, i.e., for arbitrage. Clearly,any price u> 0 that leads to such an arbitrage
opportunity should be excluded.

4.3 Theorem. Every u > 0 outside the interval[hlow(K ),hup(K )] leads to an
arbitrage opportunity in(M(K ),u,B), while no u> 0 in this interval does. For
this reason, we call[hlow(K ),hup(K )] the arbitrage-free interval.

Proof of Theorem 4.3: One checks easily, that the setsU ,L of (4.4), (4.5),
respectively, are intervals: (x ∈ L , 0 ≤ y ≤ x) ⇒ y ∈ L , and (x ∈ U , y ≥
x) ⇒ y ∈ U . Now, if u > hup(K ), for anyx in the interval (hup(K ),u) we have
x ∈ U , that is (4.7) for some pair ( ˆπ, Ĉ) ∈ A+(x); similarly, if u < hlow(K ),
for any x in the interval (u,hlow(K )) we havex ∈ L , that is (4.8), for some
stopping time ˇτ ∈ S and some pair ( ˇπ, Č) ∈ A−(−x, τ̌ ).

Now supposehlow(K ) ≤ u ≤ hup(K ) and that the conditions of (i) are sat-
isfied; from the definition (4.4) ofhup(K ), we obtain thenhup(K ) ≤ x < u, a
contradiction. We argue similarly, if the conditions of (ii) are satisfied.

In the unconstrained setup of Sect. 3, one can show similarly that any price
u /= u(0) leads to an arbitrage opportunity in (M,u,B).
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5. Convex constraints

Let us concentrate henceforth on the important case ofclosed, convexsubsets
K+,K− of Rd. We shall assume, as before, thatK+ ∩ K− contains the origin,
but we shall impose also the additional condition

(5.1) λp+ + (1−λ)p− ∈
{

K+, if λ ≥ 1
K−, if λ ≤ 0

}
, for every p+ ∈ K+, p− ∈ K−.

The function

(5.2) δ(x)
∆
= sup

π∈K +
(−p∗x) : Rd → [0,∞]

and itseffective domain

K̃
∆
= {x ∈ Rd/∃β ∈ R s.t. − p∗x ≤ β, ∀ p ∈ K+}
= {x ∈ Rd/δ(x) < ∞}(5.3)

will play an important role for our subsequent analysis. In the terminology of
Convex Analysis (e.g. Rockafellar 1970),δ(·) is the support functionof the
convex set−K+, and K̃ is a convex cone, called “barrier cone” of the convex
set −K+. Condition (5.1) guarantees that the sets−K+ and K− have the same
barrier coneK̃ , on which their support functions add up to zero: in other words,

(5.4) K̃ = {x ∈ Rd/∃β ∈ R s.t. p∗x ≤ β, ∀p ∈ K−}
and

(5.5) sup
p∈K−

(p∗x) =

{
−δ(x), x ∈ K̃
∞, x 6∈ K̃

}
.

5.1 Remark: The reader should consult Karatzas and Kou (1996), Proposition 7.2,
for justification of the claims in the last sentence. It is also shown in that paper
(Proposition 7.1) that the condition (5.1) guarantees the following “superposition
property”: for arbitrary but fixedx1, x2 in R, and any (πi ,Ci ) ∈ A(xi ) (i = 1,2),
there exists a pair (π,C) ∈ A(x1 + x2) such that

(5.6) Xx1+x2,π,C (t) = Xx1,π1,C1(t) + Xx2,π2,C2(t), ∀ 0 ≤ t ≤ T.

Finally, we shall assume throughout that

(5.7) the functionδ(·) of (5.2) is continuous oñK ;

a sufficient condition for this, is that the barrier coneK̃ of (5.3) be locally
simplicial (cf. Rockafellar (1970), Theorem 10.2 on p. 84).

Here are some examples of convex constraint sets that satisfy all the as-
sumptions of this section. In discussing these, it will be useful to recall the
number-of-shares processesϕi (·), i = 0,1, . . . ,d of (2.10).
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5.2 Example: Unconstrained case(ϕ ∈ Rd+1). In other words,K+ = K− = Rd;
then K̃ = {0}, δ(·) = 0 on K̃ .

5.3 Example: Prohibition of short-selling of stocks(ϕi ≥ 0, 1 ≤ i ≤ d). In other
words,K+ = [0,∞)d, K− = (−∞,0]d; hereK̃ = [0,∞)d, andδ(·) ≡ 0 on K̃ .

5.4 Example: Incomplete market(ϕi = 0, m+1 ≤ i ≤ d). Suppose now that only
the firstm stocks, 1≤ m ≤ d−1, can be traded. ThenK+ = K− = {p ∈ Rd/pi =
0, ∀i = m + 1, . . . ,d} and we obtainK̃ = {x ∈ Rd/xi = 0, ∀i = 1, . . . ,m},
δ(·) ≡ 0 on K̃ .

5.5 Example: Both K+ and K− = −K+ are closed convex cones inRd. Then
K̃ = {x ∈ Rd/p∗x ≥ 0, ∀p ∈ K+}, and δ(·) ≡ 0 on K̃ . Clearly, this is a
generalization of Examples 5.2-5.4.

5.6 Example: Prohibition of borrowing(ϕ0 ≥ 0). In other words,K+ = {p ∈
Rd/

∑d
i =1 pi ≤ 1}, K− = {p ∈ Rd/

∑d
i =1 pi ≥ 1}. Then K̃ = {x ∈ Rd/x1 =

· · · = xd ≤ 0}, andδ(x) = −x1 on K̃ .

5.7 Example: Constraints on borrowing.A generalization of the previous ex-
ample isK+ = {p ∈ Rd/

∑d
i =1 pi ≤ k} for somek > 1, and K− = {p ∈

Rd/
∑d

i =1 pi ≥ k}. Then K̃ = {x ∈ Rd/x1 = · · · = xd ≤ 0}, andδ(x) = −kx1,
for x ∈ K̃ .

5.8 Example: Constraints on the short-selling of stocks.A generalization of Ex-
ample 5.3 isK+ = [−k,∞)d for some k > 0, and K− = (−∞,−k]d; then
K̃ = [0,∞)d andδ(x) = k

∑d
i =1 xi on K̃ .

In the context of European contingent claims, the techniques for handling
such convex constraints on portfolio choice were introduced by Cvitanić and
Karatzas (1993) and were further extended by Karatzas and Kou (1996). The
basic idea is to introduce anauxiliary family{Mν}ν∈D of random environments,
parametrized by processesν(·) in a suitable familyD which contains the market
model M of Sect. 2:M = M0, for the choiceν ≡ 0 in D . Within each
memberMν of this family, the pricing problem for the American Contingent
Claim B(·) is then solved exactly as in Sect. 3; and by analogy with Theorem
3.3, one obtains

(5.8) uν(0)
∆
= sup

τ∈S

E[γν(τ )B(τ )], ν ∈ D

as both the upper- and lower-hedging prices of B(·) with unconstrained portfolios,
in the auxiliary random environmentMν . Then, the task is to show that the
upper- and lower-hedging prices ofB(·), in the constrained marketM(K ) of
Sect. 4, are given by

(5.9) hup(K ) = sup
ν∈D

uν(0) = sup
ν∈D

sup
τ∈S

E
ν [γν(τ )B(τ )] =: V ,

(5.10) hlow(K ) = inf
ν∈D

uν(0) = inf
ν∈D

sup
τ∈S

E
ν [γν(τ )B(τ )] =: v,
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respectively (provided, for (5.10), thatV < ∞ or v = 0).

In order to introduce in detail this family{Mν}ν∈D of random envi-
ronments, letH be the space ofF-progressively measurable processesν :
[0,T] ×Ω → K̃ which satisfy

(5.11) E

∫ T

0
(‖ν(t)‖2 + δ(ν(t)))dt < ∞.

For everyν ∈ H , consider now the market modelMν as in (2.1), (2.2), but with

r (·),b(·) replaced byr (ν)(t)
∆
= r (·) + δ(ν(·)) andb(ν)(t)

∆
= b(·) + ν(·) + δ(ν(·)) 1d,

respectively:

(5.12) dS(ν)
0 (t) = S(ν)

0 (t)(r (t) + δ(ν(t)))dt, S(ν)
0 (0) = 1,

dS(ν)
i (t) = S(ν)

i (t)

[(
bi (t) + νi (t) + δ(ν(t))

)
dt +

d∑
j =1

σij (t)dWj (t)

]
,(5.13)

with S(ν)
i (0) = si ∈ (0,∞), i = 1, . . . ,d. In this new market model, the analogues

of the processes in (2.8) and (2.3)-(2.5) are given as

γν(t)
∆
=

1

S(ν)
0 (t)

= exp

[
−
∫ t

0
(r (s) + δ(ν(s)))ds

]
,(5.14)

θν(t)
∆
= σ−1(t)[b(ν)(t) − r (ν)(t)1d] = θ(t) + σ−1(t)ν(t),(5.15)

Zν(t)
∆
= exp

[
−
∫ t

0
θ∗

ν(s)dW(s) − 1
2

∫ t

0
‖θν(s)‖2ds

]
,(5.16)

W (ν)(t)
∆
= W(t) +

∫ t

0
θν(s)ds

= W (0)(t) +
∫ t

0
σ−1(s)ν(s)ds, 0 ≤ t ≤ T,(5.17)

respectively. For everyν(·) in the subclass

(5.18) D
∆
=

{
ν ∈ H

/
sup

(t,ω)∈[0,T]×Ω
‖ν(t , ω)‖ < ∞

}

of boundedprocesses inH , the exponential processZν(·) of (5.16) is a martin-
gale, and the processW (ν)(·) of (5.17) is a Brownian motion under theprobability
measure

(5.19) P
ν(A)

∆
= E[Zν(T)1A], A ∈ F (T),

by Girsanov’s theorem (Karatzas and Shreve (1991), Sect. 3.5).

5.9 Remark: The equations of (2.2) for the stock-price processes can be written
in the form
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(5.20) dSi (t) = Si (t)

[
(r (t) − νi (t))dt +

d∑
j =1

σij (t)dW(ν)
j

]
, i = 1, . . . ,d

in terms of the processW (ν)(·) of (5.17). In the special case of an Incomplete
Market (Example 5.4), it develops from this equation thatthe discounted stock
pricesγ0(·)Si (·), i = 1, . . . ,m are martingales under each probability measure
in the family{P

ν}ν∈D . For this reason, everyPν (ν ∈ D ) is called “equivalent
martingale measure” for the modelM of (2.1)-(2.2), withi = 1, . . . ,m.

5.10 Remark: Notice that, in conjunction with (5.14) and (5.17), we can rewrite
the equation (2.12) forX(·) ≡ Xx,π,C (·) equivalently as

γν(t)Xx,π,C (t) +
∫

(0,t ]
γν(s)dC(s)

+
∫ t

0
γν(s)Xx,π,C (s)[δ(ν(s)) + ν∗(s)p(s)]ds

= x +
∫ t

0
γν(s)Xx,π,C (s)p∗(s)σ(s)dW(ν)(s), 0 ≤ t ≤ T(5.21)

for everyν ∈ D ; here againp(·) is the portfolio-proportion process of (2.10).

5.11 Remark: It should be clear now, from the notation of (5.12)-(5.19) and
Theorem 3.3, that the quantityuν(0) of (5.8) is indeed the (upper-, and lower-)
hedging price of the American Contingent ClaimB(·) with unconstrained port-
folios in Mν , ∀ ν ∈ D ; on the other hand, the arguments of Remark 3.2 (in
conjunction with the boundedness ofν(·)) show uν(0) < ∞, ∀ ν ∈ D . Let us
consider also, for everyν ∈ D , the analogue

(5.22) X̂ν(t)
∆
=

1
γν(t)

ess supτ∈St,T
E

ν [γν(τ )B(τ )|F (t)], 0 ≤ t ≤ T,

of (3.9). This is the price-process inMν of the American Contingent Claim
B(·); clearly, X̂ν(0) = uν(0) and X̂ν(T) = B(T), a.s. Finally, we introduce the
processes

(5.23) X̄(t)
∆
= ess supν∈D X̂ν(t), X(t)

∆
= ess infν∈D X̂ν(t); 0 ≤ t ≤ T.

These satisfyX̄(0) = V , X(0) = v in the notation of (5.9), (5.10), as well as
X̄(T) = X(T) = B(T), a.s.

Here are the two main results of this paper, which justify the claims of (5.9)
and (5.10).

5.12 Theorem:The upper-hedging price hup(K ) of (4.4) is given by

(5.9) hup(K ) = V
∆
= sup

ν∈D

uν(0) = sup
ν∈D

sup
τ∈S

E
ν [γν(τ )B(τ )].

Furthermore, if V< ∞, there exists a pair(π̂, Ĉ) ∈ A+(V ) such that
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(5.24) XV ,π̂,Ĉ (τ ) = X̄(τ ) ≥ B(τ ), ∀ τ ∈ S

holds, almost surely.

Proof: The inequalityV ≤ hup(K ) is obvious, ifhup(K ) = ∞; if not, the set of
(4.4) is nonempty. Withx ≥ 0 an arbitrary element of this set, and ( ˆπ, Ĉ) ∈
A+(x) any portfolio/consumption process pair that satisfies (3.2), the process of
(5.21) is then a nonnegative local martingale, thus also a supermartingale, under
P

ν . Consequently, from (3.2), (4.2), (5.2) and the Optional Sampling Theorem,
we obtain

x ≥ E
ν

[
γν(τ )Xx,π̂,Ĉ (τ ) +

∫
(0,τ ]

γν(t)dĈ(t)

+
∫ τ

0
γν(s)Xx,π̂,Ĉ (s){δ(ν(s)) + ν∗(s)p̂(s)}ds

]
≥ E

ν [γν(τ )B(τ )], for everyτ ∈ S andν ∈ D ,

in the notation of (2.10) for the portfolio-proportion process ˆp(·) = (p̂1(·), . . .
. . . , p̂d(·))∗, namely,

p̂i (t)
∆
=

{
π̂i (t)

Xx,π̂,Ĉ (t)
, if Xx,π̂,Ĉ (t) > 0

0 , if Xx,π̂,Ĉ (t) = 0

}
, i = 1, . . . ,d.

Therefore,x ≥ supν∈D supτ∈S E
ν [γν(τ )B(τ )] = V , and hup(K ) ≥ V follows

from the arbitrariness ofx in the set of (4.4).
Similarly, the inequalityhup(K ) ≤ V is trivial, if V = ∞. In Appendix A we

establish this inequality, as well as the remaining claims of the Theorem, for the
caseV < ∞.

5.13 Theorem:The lower-hedging price hlow(K ) of (4.5) satisfies

(5.10)′ hlow(K ) ≤ v
∆
= inf

ν∈D
uν(0) = inf

ν∈D
sup
τ∈S

E
ν [γν(τ )B(τ )],

with equality if V < ∞ or if v = 0. In the case V< ∞, there exists a pair
(π̌, Č) ∈ A−(−v) such that

(5.25) −X−v,π̌,Č (· ∧ ρ0) = X(· ∧ ρ0) ≥ B(·) and − X−v,π̌,Č (ρ0) = B(ρ0)

hold almost surely, with

(5.26) ρt
∆
= inf{u ∈ [t ,T)/X(u) = B(u)} ∧ T, 0 ≤ t ≤ T,

provided thatv > 0.

Proof: The inequalityv ≥ hlow(K ) is obvious, ifhlow(K ) = 0. If not, the set of
(4.5) is nonempty; take anarbitrary x ≥ 0 in this set, as well as any ˇτ ∈ S

and (π̌, Č) ∈ A−(−x, τ̌ ) for which (3.4) holds. From (5.21), the process
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γν(t)X−x,π̌,Č (t) +
∫

(0,t ]
γν(s)dČ(s)

+
∫ t

0
γν(s)X−x,π̌,Č (s)[δ(ν(s)) + ν∗(s)p̌(s)]ds, 0 ≤ t ≤ T(5.27)

is then aP
ν-local martingale, for everyν ∈ D . Here again, we have employed

the notation

p̌i (t)
∆
=




π̌i (t)

X−x,π̌,Č (t)
, if X−x,π̌,Č (t) > 0

0 , if X−x,π̌,Č (t) = 0


 , i = 1, . . . ,d.

of (2.10) for the portfolio-proportion process ˇp(·) = (p̌1(·), . . . , p̌d(·))∗. The sec-
ond and third terms in this expression are nonnegative (recall here (4.3) and (5.5)),
whereas the first term dominates the random variable−Λ·max0≤t≤T γν(t), which
is P

ν-integrable. To see this, take into account the boundedness ofr (·), ν(·) and
σ−1(·), observe

(5.28)
Zν(t)
Z0(t)

= exp

[
−
∫ t

0
(σ−1(s)ν(s))∗dW(0)(s) − 1

2

∫ t

0
‖σ−1(s)ν(s)‖2ds

]

from (5.16), and argue as in Remark 3.2 that

(5.29) E
ν(Λ) = E

0

[
Zν(T)
Z0(T)

· Λ
]

≤ (E0(Λp))1/p ·
(

E0

(
Zν(T)
Z0(T)

)q)1/q

< ∞

with p > 1 as in Definition 2.4 and1p + 1
q = 1.

It develops that the local martingale of (5.27) is bounded from below by
a P

ν-integrable random variable and is thus a supermartingale, underP
ν . We

obtain, from (3.4) and the optional sampling theorem:

−x ≥ E
ν

[
γν(τ̌ )X−x,π̌,Č (τ̌ ) +

∫
(0,τ̌ ]

γν(t)dČ(t)

+
∫ τ̌

0
γν(t)X−x,π̌,Č (t)[δ(ν(t)) + ν∗(t)p̌(t)]dt

]
≥ −E

ν [γν(τ̌ )B(τ̌ )] ≥ −uν(0), ∀ ν ∈ D

whencev = infν∈D uν(0) ≥ x, and thusv ≥ hlow(K ) from the arbitrariness of
x ≥ 0 in the set of (4.5).

Similarly, the inequalityv ≤ hlow(K ) is obvious, ifv = 0; in Appendix B we
establish this inequality, as well as the remaining claims of the theorem, for the
case (v > 0, V < ∞).

Let us consider, in addition to those of (5.26), the stopping times

(5.30) ρ̌t (ν)
∆
= inf{u ∈ [t ,T)/X̂ν(u) = B(u)} ∧ T, 0 ≤ t ≤ T

for everyν ∈ D , and notice that
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(5.31) ρt ≤ ρ̌t (ν), 0 ≤ t ≤ T (∀ ν ∈ D ).

In terms of these stopping times we have the following, somewhat simpler,
representations forhup(K ) andhlow(K ). These are also proved in Appendix B.

5.14 Proposition: Suppose that V< ∞. Then the processes of (5.23) admit the
representations

X̄(t) = ess supν∈D E
ν

[
γν(ρt )
γν(t)

X̄(ρt )

∣∣∣∣F (t)

]
,(5.32)

X(t) = ess infν∈D E
ν

[
γν(ρt )
γν(t)

B(ρt )

∣∣∣∣F (t)

]
, 0 ≤ t ≤ T.(5.33)

In particular, the operations of “infimum” and “supremum” in the definition of
X(·) can be interchanged:

X(t) = ess infν∈D ess supτ∈St,T
E

ν

[
γν(τ )
γν(t)

B(τ )

∣∣∣∣F (t)

]

= ess supτ∈St,T
ess infν∈D E

ν

[
γν(τ )
γν(t)

B(τ )

∣∣∣∣F (t)

]
, 0 ≤ t ≤ T(5.34)

and we have

hlow(K ) = inf
ν∈D

E
ν [γν(ρ0)B(ρ0)] = sup

τ∈S

inf
ν∈D

E
ν [γν(τ )B(τ )],(5.35)

hup(K ) = sup
ν∈D

E
ν [γν(ρ0)X̄(ρ0)] = sup

τ∈S

sup
ν∈D

E
ν [γν(τ )B(τ )].(5.36)

5.15 Remark: In the case of anAmerican put-option B(t) = (q − Si (t))+ with
r (·) ≥ 0, we have clearlyV ≤ q < ∞. For anAmerican call-option B(t) =
(Si (t) − q)+ we haveV < ∞ if and only if

(5.37) x 7→ δ(x) + xi is bounded from below oñK .

This can be shown in exactly the same way as in Remarks 6.8-6.10 of Cvitanić
and Karatzas (1993); the condition (5.37) is satisfied, in particular, if{

K+ contains both the origin and thei th

unit vector ei = (0, . . .0,1,0, . . . ,0).

}
(5.37)

5.16 Remarks: The reader should not fail to notice that the maximizations in (5.9),
(5.23) for X̄(·), involve amixed optimal stopping/stochastic control problem, in
which the controller maximizes over both the stopping timeτ ∈ S and the
control processν ∈ D .

Similarly, the optimization problem in (5.10), (5.23) forX(·), involves a
stochastic gamebetween two players: one of them, the “maximizer”, chooses
the stopping timeτ ∈ S , whereas the second player, the “minimizer”, gets to
choose the processν ∈ D . The order in which these operations are carried out
is irrelevant, as (5.34) shows, and thus the game has “value” processX(·).
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The reduction of the representation (5.10) to (5.35), which involves only the
stopping timeρ0 instead of the entire familyS , should not be surprising: it
reflects the fact that the buyer has to select justone stopping time, which turns
out to beρ0.

5.17 Remark: In the absence of condition (5.1), the property (5.5) ceases, in
general, to be valid; however the representation (5.10) still stands, if one replaces
there the class of processesD by the classD̃ of Theorem 6.1 in Karatzas and
Kou (1996), and (5.9) still holds without any modification.

We should like to point out that there are examples of constraint sets with
clear economic meaning, which violate the assumption (5.1). We present two
such examples below.

5.18 Example: Constraints on short-selling of stocks. A generalization of Example
5.3 is to takeK+ = [−k, ∞)d, K− = (−∞, l ]d, wherek ≥ 0 and l ≥ 0. Using
(2.10), this constraint can be easily translated as

ϕi (t)Si (t) = X(t)pi (t) ≥
{−kX(t) ; if X(t) > 0

lX (t) ; if X(t) < 0

}
, i = 1, . . . ,d.

In other words, the economic meaning is that the amount of short-selling should
be not more thank times the total amount of the wealth, if the wealth is positive,
and not more thanl times the absolute value of the wealth, if the wealth is
negative. Certainly, an interesting special case isk = l . Notice that the constraint
setsK+ and K− increase toRd as k and l go to infinity. Intuitively, such a
property should lead to the conclusion that the arbitrage-free interval will shrink
then to{u(0)}; the details will be given in the next section.

5.19 Example: Constraints on borrowing. A generalization of Example 5.6 is to
take K+ = {p ∈ Rd/

∑d
i =1 pi ≤ k + 1}, K− = {p ∈ Rd/

∑d
i =1 pi ≥ 1 − l },

wherek ≥ 0 andl ≥ 0. Again using (2.10), it can be translated as

ϕ0(t)S0(t) = X(t)(1 −
d∑

j =1

pj (t)) ≥
{−kX(t) ; if X(t) > 0

lX (t) ; if X(t) < 0

}
.

In other words, the amount borrowed is limited to not more thank times total
wealth, if the wealth is positive, and tol times the absolute value of wealth,
if the wealth is negative. Notice again that the constraints become weaker and
weaker ask and l increase.

We shall treat these two examples separately in the next section. Their coun-
terparts for European contingent claims are studied in Karatzas and Kou (1996).

We shall close this section with a couple of results about theAmerican call-
option B(·) = (Si (·) − q)+ on thei th stock.

5.20 Proposition: Suppose that we have r(·) ≥ 0, and that for some0 ≤ ` < ∞,

(5.38) −` ≤ δ(x) + xi ≤ 0, ∀ x ∈ K̃ .
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Then the upper- and lower-hedging prices of (4.4), (4.5) for the American call-
option B(·) = (Si (·) − q)+, are given by their counterparts for the corresponding
European call-option
(5.39)
hup(K ) = sup

ν∈D

E
ν [γν(T)(Si (T) − q)+], hlow(K ) = inf

ν∈D
E

ν [γν(T)(Si (T) − q)+],

respectively.

Proof: From (5.20) and (5.17), (5.14), we have

(5.40) d(γν(t)Si (t)) = (γν(t)Si (t))

[
− (δ(ν(t)) + νi (t))dt +

d∑
j =1

σij (t)dW(ν)
j (t)

]
,

or equivalently

γν(t)Si (t) = Si (0) exp

{
−
∫ t

0
(δ(ν(s)) + νi (s))ds

}
Mν(t)

Mν(t)
∆
= exp

{∫ t

0
σi (s)dW(ν)(s) − 1

2

∫ t

0
‖σi (s)‖2ds

}
, 0 ≤ t ≤ T.(5.41)

This shows that, under (5.38), the process of (5.41) is aP
ν-submartingale, for

every ν ∈ D (we have introduced the row-vectorσi (·) = (σi 1(·), . . . , σid (·))).
Consequently, from the decrease ofγν(t) = exp{− ∫ t

0 [r +δ(ν(s))]ds} and Jensen’s
inequality,γν(·)(Si (·)−q)+ = (γν(·)Si (·)−qγν(·))+ is also aPν-submartingale. By
analogy with Example 3.6, it develops now again thatuν(0) = E

ν [γν(T)(Si (T) −
q)+] in (5.8) (∀ ν ∈ D ), and (5.39) follows from Theorems 5.12, 5.13 and
Remark 5.15.

5.21 Proposition: Suppose that the interest-rate process r(·) satisfies r(·) ≤ r for
some real constant r≥ 0, and that the function

(5.42) x 7→ δ(x) + xi is both nonnegative, and unbounded from above, onK̃ .

Then the upper- and lower-hedging prices of (4.4), (4.5) for the American call-
option B(·) = (Si (·) − q)+ satisfy

(5.43) hup(K ) ≤ Si (0), hlow(K ) = B(0) = (Si (0) − q)+.

Proof: The condition (5.42) implies that the process

(5.44) γν(·)Si (·) of (5.40) is aP
ν−supermartingale (∀ν ∈ D ),

and thusuν(0) ≤ γν(0)Si (0) = Si (0) by the optional sampling theorem; this
leads directly to the first claim of (5.43). For the second, observe that given any
0< ε < T, τ ∈ S and any element in the spaceDd of bounded, deterministic
(nonrandom) functionsν : [0,T] 7→ K̃ , we have
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E
ν [γν(τ )(Si (τ ) − q)+] ≤ E

ν [γν(τ )Si (τ )1{τ>ε}]

+E
ν [(γν(τ )Si (τ ) − qe−

∫ τ

0
(r (s)+δ(ν(s)))ds)+ · 1{τ≤ε}]

≤ E
ν [γν(ε)Si (ε)] + E

ν [(Si (0)Mν(τ ) − q(ε))+ · 1{τ≤ε}]

≤ Si (0)e−
∫ ε

0
(δ(ν(s))+νi (s))ds · E

ν [Mν(ε)] + E
ν(Si (0)Mν(ε) − q(ε))+

= Si (0)e−
∫ ε

0
(δ(ν(s))+νi (s))ds + Aν(ε),(5.45)

where q(ε)
∆
= q exp

( − ∫ ε

0 (r + δ(ν(s)))ds
)
, Mν(t)

∆
= exp{∫ t

0 σi (s)dW(ν)(s)

− 1
2

∫ t
0 ‖σi (s)‖2ds} is the P

ν-martingale that appears in (5.41), andAν(ε)
∆
= E

ν(Si (0)Mν(ε) − q(ε))+. In deriving (5.45) we have used the property (5.44),
the nonnegativity ofx 7→ δ(x) + xi on K̃ , and Jensen’s inequality (to argue that
(Si (0)Mν(·) − q(ε))+ is a P

ν-submartingale). Now (5.45), (5.42) and Theorem
5.13 give

hlow(K ) ≤ inf
ν∈Dd

sup
τ∈S

E
ν [γν(τ )(Si (τ ) − q)+]

≤ A0(ε) + Si (0) · inf
ν∈Dd

e−
∫ ε

0
(δ(ν(s))+νi (s))ds = A0(ε)

for every 0< ε < T. But the family of random variables{M0(ε)}0<ε<T is uni-
formly integrable underP0, as is checked by observing that sup0<ε<T E

0(M0(ε))2

≤ exp(kT) holds, wherek is an upper bound on‖σi (·)‖2. Thus, we have
hlow(K ) ≤ limε↓0A0(ε) = (Si (0) − q)+ = B(0). The reverse inequality is already
in (4.6).

6. Market with constant coefficients

Let us consider now the case of a market withconstant coefficients

(6.1) r (·) ≡ r ≥ 0, σ (·) ≡ σ,

whereσ is a given, invertible, (d × d) matrix, and a payoff process of the form

(6.2) B (t) = ϕ (S1 (t) , ...,Sd (t)) , 0 ≤ t ≤ T.

Hereϕ : (0,∞)d → [0,∞) is a continuous function, and we assume that the
condition (3.1) is satisfied.

With given constraint setsK+ and K−, as in the beginning of Sect. 5, we
define the functions

ϕ̄ (x)
∆
= sup

ν∈K̃

[
e−δ(ν)ϕ

(
x1e−ν1, ..., xde−νd

)]
, x ∈ (0,∞)d(6.3)

ϕ (x)
∆
= inf

ν∈K̃

[
e−δ(ν)ϕ

(
x1e−ν1, ..., xde−νd

)]
, x ∈ (0,∞)d .(6.4)

Our next result shows that, under the conditions (6.1) and (6.2), the mixed
optimal-stopping/stochastic-control problem of (5.9) can be reduced to apure
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optimal stopping problem. This reduction is along the lines of a similar result
for European contingent claims, due to Broadie et al. (1996).

6.1 Theorem: The quantity of Theorem 5.12, namely

(5.9) V
∆
= sup

ν∈D

sup
τ∈S

E
ν

[
e−r τ−

∫ τ

0
δ(ν(s))ds · ϕ (S1 (τ ) , ...,Sd (τ ))

]
= hup (K ) ,

is given by

(6.5) V = sup
τ∈S

E
0
[
e−r τ · ϕ̄ (S1 (τ ) , ...,Sd (τ ))

]
under the conditions (6.1), (6.2) and in the notation of (6.3).

A slightly weaker result holds for the lower hedging price.

6.2 Theorem.The quantity of Theorem 5.13, namely

(5.10)′ v
∆
= inf

ν∈D
sup
τ∈S

E
ν

[
e−r τ−

∫ τ

0
δ(ν(s))ds · ϕ (S1 (τ ) , ...,Sd (τ ))

]
≥ hlow (K ) ,

satisfies

(6.6) v ≥ sup
τ∈S

E
0
[
e−r τ · ϕ (S1 (τ ) , ...,Sd (τ ))

]
under the conditions (6.1), (6.2) and in the notation of (6.4).

Recall from Theorem 5.13 that (5.10)′ holds as equality, ifv = 0 or if V < ∞.
Clearly (6.6) also holds as equality ifv = 0; as we show in (6.13) below, the
inequality (6.6) may be strict ifv > 0, even whenV < ∞ holds.

Both Theorems 6.1 and 6.2 will be proved in Appendix C. For the reminder
of this section, let us discuss the case of anAmerican call-option

(6.7) B (t) = (Si (t) − q)+ , 0 ≤ t ≤ T

on the i th stock, with exercise priceq ≥ 0, as in Example 3.6, but now under
various constraints on portfolio choice. We place ourselves under condition (6.1),
except in the discussion of Examples 5.18 and 5.19.

6.3 Remark: Under the assumption (5.42), we have now from Theorem 6.1 the
representation

(6.8) hup (K ) = sup
τ∈S

E
0
[
e−r τ · ϕ̄ (Si (τ ))

]
for the upper-hedging-price in (5.43), where

(6.9) ϕ̄ (x) = sup
ν∈K̃

[
e−δ(ν)

(
xe−νi − q

)+
]
, x ∈ (0,∞)
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is the function of (6.3).

5.6 Example: Prohibition of borrowing(continued). In this case we haveδ(x) +
xi = 0 (∀x ∈ K̃ ) and the quantities of (5.39) are given by

(6.10) hup(K ) = S1(0), and hlow(K ) = u(0) = E
0[e−rT (Si (T) − q)+]

as in (3.27)-(3.30), respectively; see Example 7.2 in Cvitanić and Karatzas (1993),
as well as Example 8.1 and Remark 8.1 in Karatzas and Kou (1996).

5.4 Example: Incomplete market, 1 ≤ i ≤ m (continued). Here, too, we have
δ(x) + xi = 0 (∀x ∈ K̃ ), and (6.2) gives

hup(K ) = hlow(K ) = u(0) = E
0[e−rT (Si (T) − q)+];

recall Example 8.5 (a) in Karatzas and Kou (1996).

5.3 Example: Prohibition of short-selling of stocks(continued). In this caseδ(x)+
xi = xi is both nonnegative and unbounded onK̃ = [0,∞)d and we have

(6.11) hlow(K ) = (S1(0)−q)+ = v, hup(K ) = E
0[e−rT (Si (T)−q)+] = V = u(0)

as in Examples 1.4.7, 1.3.2 in Karatzas (1997). Indeed, the first of these claims
follows from (5.43) of Proposition 5.21. For the second claim, recall from these
Examples (loc. cit.) that the portfolio-proportion process ˆp(·) takes values in
K+ = [0,∞)d and thatu(0) belongs to the set of (4.4), sinceX̂0(t) = Xu(0),π̂,0(t) =
E

0[e−r (T−t)(Si (T) − q)+|F (t)] ≥ (Si (t) − q)+ = B(t), 0 ≤ t ≤ T holds almost
surely; this giveshup(K ) ≤ u(0), whereas the reverse inequality comes from
(4.6).

Notice that in this case, and withd = 1 for simplicity, the function of (6.4)
is given by

(6.12) ϕ (x) = inf
ν≥0

(
xe−ν − q

)+
= 0, 0< x < ∞

and thus, forS1 (0)> q, the inequality of (6.6) is strict:

(6.13) v = S1 (0) − q > 0 = sup
τ∈S

E
0
[
e−r τ · ϕ (S1 (τ ))

]
.

5.8 Example: Constraints on the short-selling of stocks(continued). Here again,
δ(x) + xi = (1 + k)xi + k

∑
j /=i xj is nonnegative and unbounded onK̃ = [0,∞)d;

the same argument as before leads again to the formulae of (6.11).

5.7 Example: Constraints on borrowing(continued). In this caseδ(x) + xi =
(1 − k)xi is nonnegative and unbounded onK̃ = {x ∈ Rd/x1 = · · · = xd ≤ 0},
sincek > 1; therefore, the lower hedging price is

(6.14) hlow(K ) = (Si (0) − q)+ = B(0),

from Proposition 5.21. On the other hand, we have
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(6.15)

u(0) ≤ hup(K ) ≤ ak
∆
=

k − 1
k

E
0

[
e−rT

(
Si (T) − kq

k − 1

)+]
+

Si (0)
k

≤ Si (0)

for the upper hedging price. To see this, recall from Karatzas and Kou (1996)
(Example 8.1, proof of (8.2)) that there exists a portfolio ˜π(·) with corresponding
wealth-process given by

X̃(t)
∆
= Xak ,π̃,0(t) = E

0

[
e−r (T−t)

(
k − 1

k
Si (T)−q

)+∣∣∣∣F (t)

]
+

Si (t)
k

, 0 ≤ t ≤ T

and with portfolio-proportion process ˜pi (·) ∆
= π̃(·)/X̃(·) satisfying p̃i (·) ≤ k and

p̃j (·) = 0, ∀ j /= i (i.e. p̃(·) ∈ K ). Using the fact thate−rt Si (t) is a P
0-martingale,

and thuse−rt (Si (t) − q)+ a P
0-submartingale, we deduce

X̃(t) = E
0

[
e−r (T−t)

{(
k − 1

k
Si (T) − q

)+

+
Si (T)

k

}∣∣∣∣F (t)

]
≥ E

0[e−r (T−t)(Si (T) − q)+|F (t)] ≥ (Si (t) − q)+ = B(t), ∀ 0 ≤ t ≤ T

almost surely. In other words,ak belongs to the set of (4.4), thushup(K ) ≤ ak .
Notice that, ask increases, the bounds of (6.15) become tighter, andak ↘ u(0)
ask → ∞.

Note that, in this case, the function of (6.9) becomes

(6.16) ϕ̄ (x) =

{
(c − q)

(
x/c
)k

; 0< x ≤ c
x − q ; x > c

}
, c =

kq
k − 1

,

and thus the upper hedging pricehup (K ) is given as the optimal expected payoff
of the optimal stopping problem (6.8) for this reward function. We have not been
able to solve this optimal problem explicitly; see, however, (7.22)-(7.24) below
for the solution of this problem on aninfinite time-horizon.

5.4 Example: Incomplete market, m+ 1 ≤ i ≤ d (continued). In this case the
stock, on which the American call-optionB(·) = (Si (·)−q)+ is written, cannot be
traded. We have thatδ(x) + xi = xi is unbounded oñK = {x ∈ Rd/xj = 0, ∀ j =

1, . . . ,m}, both from above and from below; thusV
∆
= supν∈D uν(0) = ∞ from

Remark 5.15, and

(6.17) hup(K ) = ∞
from Theorem 5.12. On the other hand, arguments similar to those in the proof
of Proposition 6.2 give

v
∆
= inf

ν∈D
uν(0) ≤ (Si (0) − q)+ = B(0).

Indeed, we have for anyτ ∈ S , 0 < ε < T, ν ∈ Dd, in the notation of (5.41)
and (5.45), that
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E
ν [γν(τ )(Si (τ ) − q)+]

≤ E
ν [
(
Si (0) exp{

∫ T

0
ν−

i (s)ds−
∫ ε

0
ν+

i (s)ds} · Mν(τ ) − qe−rT
)+

1{τ>ε}]

+E
ν [(Si (0) exp{

∫ ε

0
ν−

i (s)ds} · Mν(τ ) − qe−r ε)+1{τ≤ε}]

≤ Si (0)e
∫ T

0
ν−

i (s)ds−
∫ ε

0
ν+

i (s)ds + Aν(ε),

where

Aν(ε)
∆
=
∫

R

(
Si (0) exp

{∫ ε

0
ν−

i (s)ds

+‖σi ‖z
√
ε− 1

2
‖σi ‖2ε

}
− qe−r ε

)+

· e−z2/2

√
2π

dz,

and we have denoted‖σi ‖ ∆
=
√∑d

j =1σ
2
ij . Taking the infimum overν ∈ Dd, we

obtain

v ≤ inf
ν∈Dd

sup
τ∈S

E
ν [γν(τ )(Si (τ ) − q)+] ≤ A0(ε), ∀ 0< ε < T,

and thusv ≤ limε↓0A0(ε) = (Si (0)−q)+. This way we deducehlow(K ) ≤ (Si (0)−
q)+ = B(0). The reverse inequality is also valid, thanks to (4.6), and gives

(6.18) hlow(K ) = (Si (0) − q)+ = B(0).

5.18 Example: Constraints on the short-selling of stocks(continued). Arguing as
in Example 5.3, we have directly

hup(K ) = E
0[e−rT (Si (T) − q)+] = u(0)

by (3.27)-(3.29). Furthermore, the price of an American option must be higher
than that of its European counterpart, and thus we get from Example 8.2 and
Remark 8.3 in Karatzas and Kou (1996) that

u(0) ≥ hlow(K ) ≥ ρl > 0,

for l > 1; hereρl
∆
= E

0[e−rT (S1(T)−q)+1{S1(T)≥ ql
l −1 }] can be computed explicitly

as in Remark 8.3 or Sect. 10 of Karatzas and Kou (1996), andρl ↗ u(0) as
l → ∞.

5.19 Example: Constraints on borrowing(continued). From (3.27)-(3.30), the
portfolio-proportion process ˆp(·) takes values inK− andu(0) belongs to the set
of (4.5). Thus,hlow(K ) = u(0), and the previous analysis of Example 5.7 yields
u(0) ≤ hup(K ) ≤ ak .
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7. American call-option on infinite-horizon and with dividends

We shall consider in this section theAmerican call-option B(t) = (S(t) − q)+,
0 ≤ t < ∞ on an infinite horizonin a market model with constant coefficients
r > 0, σ = σ11 > 0, q > 0, and one stock (d = 1,S(·) = S1(·)) which pays
dividendsat a certain fixed rateβ ∈ (0, r ).

This constant dividend rate makes itself felt in the wealth-equation (2.9),
where one should replaceb1(·) by b1(·) + β; equivalently, this means that the
relative-risk process of (2.3) becomes

(7.1) θ(t)
∆
=

1
σ

(b1(t) + β − r ), 0 ≤ t < ∞,

and (2.4)-(2.6) are to be understood now with the new definition (7.1) ofθ(·).
7.1 Remark: The fact that we are working now on the infinite time-horizon [0,∞),
rather than on a finite time-interval [0,T], necessitates certain changes in the
measure-theoretic setup of the model, particularly concerning the measurability
requirements on the processesb1(·), π(·), C(·), ν(·) and the construction of the
probability measuresP0, P

ν (ν ∈ D ). These can be taken care of as in Sect. 1.7
of Karatzas and Shreve (1998), where we refer the reader for details.

Denoting byx = S(0) ∈ (0,∞) the initial stock-price, we have now from
(2.2), (7.1), and (2.5):
(7.2)

S(t) = x · exp[σW (0)(t) + (r − β− σ2

2
)t ] = x · exp[σ(W (0)(t) − ρt)] 0 ≤ t < ∞

whereρ
∆
= β−r

σ + σ
2 . From this, it is not hard to verify the properties

(7.3) E
0

[
sup

0≤t≤∞
(Y(t))1+ε

]
< ∞, for 0< ε <

2β
σ2

as well as limt→∞ Y(t) = 0 (a.s.P0) for the discounted process

Y(t)
∆
=

{
e−rt (S(t) − q)+; 0 ≤ t < ∞
0; t = 0

}
.

In particular, the condition (3.1) is satisfied.
Let us deal first with theunconstrained case; this is a well-known problem,

going back to McKean’s (1965) classic paper, but we shall sketch here the main
lines of the argument for completeness and future reference; all the details can
be found in Sect. 2.6 of Karatzas and Shreve (1998). Our main effort will go into
computing theoptimal reward function

(7.4) G(x)
∆
= sup

τ∈S0,∞
E

0[e−r τ (S(τ ) − q)+], 0< x < ∞

for a givenq ∈ (0,∞), because then theprice-processof (3.9) becomes



American contingent claims 241

X̂0(t) = ess supτ∈St,∞E
0[e−r (τ−t)(S(τ ) − q)+]

= G(S(t)) ≥ (S(t) − q)+ = B(t), 0 ≤ t < ∞,(7.5)

and It̂o’s rule gives theoptimal hedging portfoliôπ(·) of Theorem 3.3 as

π̂(t) = S(t) G′(S(t)),

p̂(t) =
π̂(t)

X̂0(t)
=

S(t) G′(S(t))
G(S(t))

, 0 ≤ t < ∞.(7.6)

In order to compute the optimal reward function of (7.4), we look first at stopping
times of the form

τa
∆
= inf{t ≥ 0/S(t) ≥ a}
= inf

{
t ≥ 0

/
W(0)(t) − ρt ≥ 1

σ
log

(
a
x

)}
, a ∈ (q,∞).(7.7)

We shall find in this class a stopping timeτb that maximizes the expected dis-
counted rewardE0[e−r τ (S(τ )−q)+], and then argue thatτb is optimal amongall
stopping times. Standard theory (e.g. Karatzas and Shreve (1991), p.176) gives
the Laplace transform of the distribution of the stopping timeτa in (7.7), as

(7.8) E
0(e−r τa ) =

(
x
a

)γ

, where γ
∆
=

√
ρ2 + 2r + ρ

σ
∈
(

1,
r

r − β

)

is the positive root of the equationσ2 ξ
2 − ρξ − r

σ = 0. Thus,

(7.9) ga(x)
∆
= E0[e−r τa (S(τa) − q)+] =

{
(a − q)( x

a )γ ; 0< x < a
x − q; a ≤ x < ∞

}

for everya > q, and

(7.10) g(x)
∆
= sup

a>q
ga(x) = gb(x), 0< x < ∞, whereb

∆
=

γq
γ − 1

.

It follows from (7.9), (7.10) that the functionga(·) is convex increasing with

(7.11) 0≤ g′
a(·) ≤ 1

and of classC1((0,∞)\{a}), for everya ∈ (q,∞); it is of classC1(0,∞), i.e.
we have the“smooth-fit” condition

(7.12) g′
a(a−) = 1 = g′

a(a+), if and only if a = b.

In fact, the functiong(·) = gb(·) of (7.10) is of classC1(0,∞)∩C2((0,∞)\{b}),
and solves thevariational inequality

σ2

2 x2g′′(x) + (r − β)xg′(x) − r g(x) = 0;
= −(βx − rq) < 0;

g(x) > (x − q)+;
g(x) = x − q;

0 < x < b
x > b
0 < x < b
x ≥ b.

(7.13)
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7.2 Theorem: McKean (1965).The optimal reward function G(·) of (7.4) is given
by

(7.14) G(x) = g(x) = gb(x) =

{
(b − q)( x

b )γ ; 0< x < b
x − q; b ≤ x < ∞

}
, b =

γq
γ − 1

as in (7.8)-(7.10). In terms of it, the price-processX̂0(·) of (3.9), the optimal
hedging portfolio-proportion procesŝp(·), the optimal exercise timěτ of (3.10)
and the cash-flow procesŝC(·) of Theorem 3.3, are given by (7.5),

p̂(t) =

{
γ ; 0< S(t) < b

S(t)
S(t)−q ; b ≤ S(t) < ∞

}
∈ (1, γ], 0 ≤ t < ∞(7.15)

(7.16) τ̌ = τb
∆
= inf{t ≥ 0/S(t) ≥ b}, and

(7.17) Ĉ(t) =
∫ t

0
(βS(u) − rq)1{S(u)>b}du, 0 ≤ t < ∞

respectively. In particular,

u(0) = X̂(0) = G(S(0)),

X̂0(t) = Xu(0),π̂,Ĉ (t) = G(S(t)) ≥ (S(t) − q)+ = B(t), 0 ≤ t < ∞,

Ĉ(τ̌ ) = 0, Xu(0),π̂,Ĉ (τ̌ ) = B(τ̌ ).(7.18)

Let us deal now withconvex constraintson portfolio, as in Sect. 5. We have
the analogues of (5.20) and (5.41)

dS(t) = S(t)[(r − β − ν(t))dt + σdW(ν)(t)],

γν(t)S(t) = S(0) exp

[
−
∫ t

0
(β + δ(ν(u)) + ν(u))du + σW (ν)(t)− σ2

2
t

]
,

(7.19)

for 0 ≤ t < ∞, and it is relatively easy to check thatProposition 5.21 remains
valid in this infinite-horizon case as well.

5.3 Example: Prohibition of short-selling of stock(continued). HereK+ = [0,∞),
K− = (−∞,0] andδ(x) + x = x is both nonnegative and unbounded from above
on K̃ = [0,∞), which leads to

(7.20) hlow(K ) = B(0) = (S(0) − q)+, hup(K ) = u(0) = G(S(0)).

Indeed, the first claim follows from Proposition 6.2, whereashup(K ) ≤ u(0) =
G(S(0)) is a consequence of (7.15) (which implies ˆp(·) ∈ K+) and of (7.5), (7.18)
(which imply then thatu(0) belongs to the set of (4.4)); the reverse inequality is
a consequence of (4.6).
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5.8 Example: Constraints on the short-selling of stock(continued). In this case
K+ = [−k,∞), K− = (−∞,−k] for somek > 0, and againδ(x) + x = (1 + k)x
is nonnegative and unbounded from above onK̃ = [0,∞); arguments similar to
those of the previous case lead to the same computations as in (7.20).

5.7 Example: Constraints on borrowing(continued). For somek > 1, consider
K+ = (−∞, k], K− = [k,∞) and thusδ(x) + x = (1 − k)x ≥ 0 on K̃ = (−∞,0].
From Proposition 6.2, we conclude

(7.21) hlow(K ) = B(0) = (S(0) − q)+,

and from Theorem 7.2:

(7.22) hup(K ) = u(0) = G(S(0)), if k ≥ γ.

We claim that

(7.23) hup(K ) = Gk(S(0)) for 1< k < γ,

where

(7.24) Gk(x)
∆
=

{
(c − q)( x

c )k ; 0< x < c
x − q ; c ≤ x < ∞

}
and c

∆
=

kq
k − 1

> b.

Notice that thisGk(·) is a convex increasing function, of classC1(0,∞) (“smooth-
fit”) and C2((0,∞)\{c}). We shall denote byG′′

k (·) the right-hand second deriva-
tive of this function on (0,∞).

Proof of (7.23): hup(K ) ≤ Gk(S(0)). To prove this inequality it suffices to show
that Gk(S(0)) belongs to the set of (4.4); that is, to construct a portfolio ˆπk(·)
and a cumulative consumption processĈk(·), such that

(7.25) X̂(t)
∆
= XGk (S(0)),π̂k ,Ĉk (·) ≥ B(·) = (S(·) − q)+, p̂(·) =

π̂(·)
X̂(·) ∈ K a.s.

In order to do this, we apply the change-of-variable formula to the process

Yk(t)
∆
= e−rt Gk(S(t)), 0 ≤ t < ∞, and obtain

dYk(t) = e−rt

(
σ2

2
x2G′′

k (x) + (r − β)xG′
k(x) − rGk(x)

)∣∣∣∣
x=S(t)

dt

+σYk(t)
xG′

k(x)
Gk(x)

∣∣∣∣
x=S(t)

dW(0)(t)(7.26)

in conjunction with (7.2). The observations

xG′
k(x)

Gk(x)
=

{
k; 0< x < c

x
x−q ; x ≥ c

}
≤ k,

and
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−
[
σ2

2
x2G′′

k (x) + (r − β)xG′
k(x) − rGk(x)

]

=



βx − rq ≥ βc − rq ≥ βb − rq > 0; x ≥ c

−σ
(

σ
2 k2 − ρk − r

σ

)
Gk(x) > 0; 0< x < c




show that ˆpk(t)
∆
= xG′

k (x)
Gk (x)

∣∣∣∣
x=S(t)

is a portfolio process with values inK+, and that

Ĉk(t)
∆
= −

∫ t

0

(
σ2

2
x2G′′

k (x) + (r − β)xG′
k(x) − rGk(x)

)∣∣∣∣
x=S(u)

du

is an (increasing) cumulative consumption process. Back into (7.26), we conclude

X̂(t) = XGk (S(0)),π̂k ,Ĉk (t) = Gk(S(t)) ≥ (S(t) − q)+, 0 ≤ t < ∞,

and (7.25) follows.

Proof of (7.23): hup(K ) ≥ Gk(S(0)). For any constantν ∈ K̃ = (−∞,0] we have
from (5.9) that

(7.27) hup(K ) ≥ sup
τ∈S0,∞

E
ν [e−(r −kν)τ (S(τ ) − q)+] =: G(ν)

k (S(0)).

The optimal stopping problem of (7.27) can be solved explicitly, and exactly as
in Theorem 7.2; its optimal expected reward function is given by the analogue

(7.28) G(ν)
k (x) =

{
(cν − q)( x

cν
)γν ; 0< x < cν

x − q; cν ≤ x < ∞
}

of (7.14), with
(7.29)

γν
∆
=

√
ρ2

ν + 2(r − kν) + ρν

σ
, ρν

∆
=
β + ν − r

σ
+
σ

2
and cν

∆
=

qγν

γν − 1
.

Clearly, γν is the positive root of the equationσ2 ξ
2 − ρνξ − r −kν

σ = 0, and we
have the analoguek < γν < ( r −kν

r −β−ν ) ∧ γ of (7.8). Becauseν ∈ (−∞,0], we

can letν → −∞, and observeγν ↘ k, cν → c, G(ν)
k (·) → Gk(·), which leads to

hup(K ) ≥ Gk(S(0)).

5.6 Example: Prohibition of borrowing(continued). HereK+ = (−∞,1], K− =
[1,∞) andδ(x) + x = 0 on K̃ = (−∞,0].

We claim that

(7.30) hup(K ) = S(0).

The inequalityhup(K ) ≤ S(0) is obvious; for the reverse inequality, we have

hup(K ) ≥ sup
τ∈S0,∞

E
ν [e−(r −ν)τ (S(τ ) − q)+] =: G(ν)(S(0))
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for every fixedν ∈ K̃ . By analogy with (7.28) and (7.29), the optimal expected
reward in this new stopping problem is given as

G(ν)(x) =

{
(c′

ν − q)( x
c′
ν

)γ
′
ν ; 0< x < c′

ν

x − q; c′
ν ≤ x < ∞

}

where nowγ′
ν

∆
= 1

σ (
√
ρ2

ν + 2(r − ν) + ρν), c′
ν

∆
= qγ′

ν

γ′
ν−1. Letting ν ↓ −∞, we

obtain nowγ′
ν ↘ 1, c′

ν → ∞, G(ν)(x) ↗ x and thus the desired inequality
hup(K ) ≥ S(0).

We recall now the notation of (7.14)-(7.18) and claim thatu(0) = G(S(0))
belongs to the set of (4.5); indeed, with ˇτ ≡ τb as in (7.16),Č ≡ 0, and
p̌(·) ≡ p̂(·) ∈ (1, γ] ⊆ [1,∞) = K− as in (7.15), we have−X−u(0),π̌,Č (·) = X̂0(·)
on [[0, τ̌ ]], as well as ( ˇπ, Č) ∈ A−(−u(0), τ̌ ) and (3.4) (sinceX−u(0),π̌,Č (τ̌ ) +
B(τ̌ ) = −X̂0(τb) + (S(τb) − q)+ = 0, a.s). Thus,hlow(K ) ≥ u(0), whereas the
reverse inequality also holds, thanks to (4.6); we conclude that

(7.31) hlow(K ) = u(0) = G(S(0)).

8. A higher interest rate for borrowing

We have studied so far the hedging problem for American contingent claims
in a financial market with the same interest rate for borrowing as for saving.
However, the techniques developed in the previous sections can be adapted to a
marketM∗ with interest rateR(·) for borrowing higher than the bond rater (·)
(saving rate).

We consider in this section anunconstrainedmarketM∗ with two different
(bounded,F-progressively measurable) interest rate processesR(·) ≥ r (·) for
borrowing and saving, respectively. In this marketM∗, it is not reasonable to
borrow money and to invest money in the bond, at the same time. Therefore, the
relative amount borrowed at timet is equal to (1−∑d

i =1 pi (t))−. As shown in
Cvitaníc and Karatzas (1992), the wealth processX(·) = Xx,π,C (·) corresponding
to initial wealth x and a portfolio/consumption pair (π,C) as in Definition 2.3,
satisfies now the analogue

dX(t) = r (t)X(t)dt − dC(t) + X(t)

×
[

p∗(t)σ(t)dW(0)(t) − (R(t) − r (t))

(
1 −

d∑
i =1

pi (t)

)−
dt

]
,

of the wealth equation (2.9), whence

N (t)
∆
= γ0(t)X(t) +

∫ t

0
γ0(t)dC(t)

+
∫ t

0
γ0(t)X(t)[R(t) − r (t)]

(
1 −

d∑
i =1

pi (t)

)−
dt, 0 ≤ t ≤ T

is a P
0-local martingale.
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The theory of Sect. 5 goes through with only very minor changes; namely, one
setsδ(ν(t)) = −ν1(t) for ν ∈ D , whereD is now the class ofF-progressively
measurable processesν : [0,T] ×Ω → Rd with

r (·) − R(·) ≤ ν1(·) = ν2(·) = · · · = νd(·) ≤ 0

a.e. on [0,T]×Ω. With this notation, the statements of our main results, Theorems
5.12 and 5.13, continue to hold for the upper (h∗

up)- and lower (h∗
low)-hedging

prices of the ACCB(·) in this marketM∗ with higher interest rate for borrowing:

(8.1) h∗
up = sup

ν∈D

uν(0), h∗
low = inf

ν∈D
uν(0).

Here

(8.2) uν(0)
∆
= sup

τ∈S

E
ν [γν(τ )B(τ )]

is the unconstrained hedging price of Theorem 3.3 for the ACCB(·), in the
marketMν with asset-prices governed by the equations


dS(ν)

0 (t) = S(ν)
0 (t)(r (t) − ν1(t))dt,

dSi (t) = Si (t)

[
bi (t)dt +

∑d
j =1σij (t)dWj (t)

]
, i = 1, . . . ,d




(that is, exactly as in (2.1), (2.2) but with interest-rater (·)−ν1(·) instead ofr (·)).
In particular, takingν1 ≡ (0, . . . ,0)∗ andν2 ≡ (r −R, . . . , r −R)∗ and setting

(8.3) U (r )
∆
= uν1(0) = sup

τ∈S

E
ν1[γν1(τ )B(τ )],

(8.4) U (R)
∆
= uν2(0) = sup

τ∈S

E
ν2[γν2(τ )B(τ )]

we obtain

(8.5) h∗
low ≤ U (r ) ∧ U (R) ≤ U (r ) ∨ U (R) ≤ h∗

up.

Clearly,U (r ) andU (R) are the arbitrage-free prices of (3.8), with unconstrained
portfolios, corresponding to interest rate processesr (·) andR(·), respectively.

In the special case of anAmerican call-option B(t) = (S1(t)−q)+ and constant
R(·) ≡ R> r ≡ r (·), we know from Examples 1.4.7, 1.3.2 in Karatzas (1997) that
the optimal unconstrained hedging portfolio ˆp(·) for the buyer always borrows
(at the interest rateR, since p̂1(·) > 1), whereas the optimal hedging portfolio
π̌(·) = −π̂(·) for the seller always saves (at the interest rater ). Consequently,
U (R) ≥ h∗

up, U (r ) ≤ h∗
low, and in conjunction with (8.4):

(8.6) h∗
up = U (R), h∗

low = U (r ).

In other words, the upper (respectively, lower) hedging priceh∗
up (respectively,

h∗
low) of the American call-optionB(·) = (S(·) − q)+ in the marketM∗, is given
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by the Black-Scholes formula (e.g. p. 19 in Karatzas (1997)), evaluated at the
higher interest-rateR (respectively, at the lower interest-rater ).

Appendix A: Proof of Theorem 5.12

We shall assume throughout this section that the quantityV of (5.9) is finite, and
show that

(A.1) there exists a pair ( ˆπ, Ĉ) ∈ A+(V ) which satisfies (5.24), a.s.

This will imply hup(K ) ≤ V , and complete the proof of Theorem 5.12.
Let us start by introducing the family of random variables

(A.2) X̃(τ )
∆
= ess supν∈D ess supρ∈Sτ,T

1
γν(τ )

Eν [γν(ρ)B(ρ)|F (τ )], τ ∈ S

with X̃(0) = V , X̃(T) = B(T) a.s.; hereSτ,ρ denotes the class of stopping
times ξ with τ ≤ ξ ≤ ρ a.s., for any two stopping timesτ, ρ such thatP[τ ≤
ρ] = 1. For every fixedt ∈ [0,T] we haveP[X̃(t) = X̄(t)] = 1 from (5.23)
and (A.2). Note also that̃X(·) is the value of adouble (optimal stopping over
ρ ∈ S /stochastic control overν ∈ D ) stochastic maximization problem. For
notational convenience, we shall introduce also the random variable

(A.3) I (τ |ρ, ν)
∆
=

1
γν(τ )

E
ν [γν(ρ)B(ρ)|F (τ )] = E[Zν(τ, ρ)γν(τ, ρ)B(ρ)|F (τ )]

for every τ ∈ S , ρ ∈ Sτ,T , ν ∈ D , whereZν(τ, ρ)
∆
= Zν(ρ)/Zν(τ ), γν(τ, ρ)

∆
=

γν(ρ)/γν(τ ). Clearly, the random variable of (A.3) depends only on the restriction
of the processν(·) ∈ D to the stochastic interval

(A.4) [[τ, ρ]]
∆
={(t , w) ∈ [0,T]/τ (w) ≤ t ≤ ρ(w)}.

We shall denote byDτ,ρ the restriction ofD to this stochastic interval.
We know from a fundamental property of the essential supremum (e.g. Neveu

(1975), p.121) that

(A.5) X̃(τ ) = lim
k→∞

I (τ |ρk , νk), a.s.

for some sequence{(ρk , νk)}k∈N, whereρk ∈ Sτ,T , νk ∈ Dτ,ρk , ∀ k ∈ N.

A.1 Lemma: For every fixedν(·) ∈ D , and stopping timesτ ≤ ρ in S , we have

(A.6) γν(τ )X̃(τ ) ≥ E
ν [γν(ρ)X̃(ρ)|F (τ )], a.s.

Proof: Let Nτ,ρ be the class of processesµ(·) in D , which agree withν(·) on the
stochastic interval [[τ, ρ]] of (A.4). For every processµ(·) in Nτ,ρ, andξ ∈ Sρ,T ,
we have then

I (τ |ξ, µ) = E[Zµ(τ, ξ)γµ(τ, ξ)B(ξ)|F (τ )]
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= E[Zν(τ, ρ)γν(τ, ρ).E{Zµ(ρ, ξ)γµ(ρ, ξ)B(ξ)|F (ρ)}|F (τ )]

= E[Zν(τ, ρ)γν(τ, ρ) I (ρ|ξ, µ)|F (τ )]

=
1

γν(τ )
E

ν [γν(ρ)I (ρ|ξ, µ)|F (τ )](A.7)

almost surely. Now from (A.5), there exists a sequence{(ξk , µk)}k∈N with ξk ∈
Sρ,T and µk ∈ Dρ,ξk (∀k ∈ N), such thatX̃(ρ) = limk I (ρ|ξk , µk) a.s. Thus,
without loss of generality, we may take{µk}k∈N ⊆ Nτ,ρ and obtain with the
help of Fatou’s lemma

X̃(τ ) ≥ ess supµ∈Nτ,ρ
ess supξ∈Sρ,T

I (τ |ξ, µ)

≥ limk→∞I (τ |ξk , µk)

≥ 1
γν(τ )

E
ν [γν(ρ). lim

k→∞
I (ρ|ξk , µk)|F (τ )]

=
1

γν(τ )
E

ν [γν(ρ)X̃(ρ)|F (τ )], a.s.

A.2 Lemma: TheF-adapted process̄X(·) of (5.23) can be considered in its RCLL
modification, andγν(·)X̄(·) is a P

ν-supermartingale for everyν ∈ D . With X̄(·)
in this RCLL modification we havẽX(τ ) = X̄(τ ) a.s, for everyτ ∈ S .

Proof: The supermartingale property follows directly from (A.6) with determin-
istic τ = t , ρ = s (0 ≤ t ≤ s ≤ T), since X̃(t) = X̄(t) and X̃(s) = X̄(s) a.s.
The RCLL regularity is proved as in El Karoui and Quenez (1995); finally, the
last assertion follows as in Karatzas and Shreve (1998), Appendix D or Remark
5.6.7.

Proof of (A.1) (adapted from Cvitanić and Karatzas (1993)): From the Doob-
Meyer decomposition, and the martingale representation property of the Brow-
nian filtrationF, we can represent the supermartingaleγν(·)X̄(·) of Lemma A.2
as
(A.8)

γν(t)X̄(t) = V + Mν(t) − Aν(t) = V +
∫ t

0
ψ∗

ν(s)dW(ν)(s) − Aν(t), 0 ≤ t ≤ T

for every ν ∈ D . Hereψν : [0,T] × Ω → Rd is F-progressively measurable
with

∫ T
0 ‖ψν(t)‖2dt < ∞ a.s., andAν : [0,T]×Ω → [0,∞) is F-adapted, natural

increasing, with right-continuous paths andAν(0) = 0. We interpret (A.8) as a
simultaneous Doob-Meyer decomposition, valid for everyν ∈ D .

Consider now an arbitraryµ ∈ D and observe, thanks toγµ(t)/γν(t) =

exp

(∫ t
0 (δ(ν(s)) − δ(µ(s)))ds

)
anddW(ν)(t) = dW(µ)(t) + σ−1(t)(ν(t) − µ(t))dt

(from (5.14), (5.17) respectively), that (A.8) gives

γµ(t)X̄(t) = V +
∫ t

0

γµ(s)
γν(s)

ψ∗
ν(s)dW(µ)(s) −

∫
(0,t ]

γµ(s)
γν(s)

dAν(s)

−
∫ t

0

γµ(s)
γν(s)

[
ψ∗

ν(s)σ−1(s)(µ(s) − ν(s)) + γν(s)X̄(s)(δ(µ(s)) − δ(ν(s)))
]
ds.(A.9)
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Comparing this expression with the analogue of (A.8)

γν(t)X̄(t) = V +
∫ t

0
ψ∗

µ(s)dW(µ)(s) − Aµ(t), 0 ≤ t ≤ T

for µ(·), we obtain thatthe processes

(A.10)
ψµ(t)
γµ(t)

=
ψν(t)
γν(t)

=: h(t), 0 ≤ t ≤ T

∫
(0,t ]

dAµ(s)
γµ(s)

−
∫ t

0
[X̄(s)δ(µ(s)) + h∗(s)σ−1(s)µ(s)]ds

=
∫

(0,t ]

dAν(s)
γν(s)

−
∫ t

0
[X̄(s)δ(ν(s))

+h∗(s)σ−1(s)ν(s)]ds =: Ĉ(t), 0 ≤ t ≤ T(A.11)

do not depend onν ∈ D . In particular,Ĉ(t) ≡ ∫
(0,t ]

dA0(s)
γ0(s) , 0 ≤ t ≤ T has

increasing, right-continuous paths. We also have

(A.12)
∫ T

0
1{X̄(t)=0}‖h(t)‖2dt =

∫ T

0
γ−2

ν (t)1{X̄(t)=0}d <Mν> (t) = 0, a.s.

from equations (12.1), (12.3), p. 365 in Meyer (1976); see also Karatzas and
Shreve (1991), p.225, Exercise 7.10. It develops then that the portfolio process
π̂ : [0,T] ×Ω → Rd and the portfolio-proportion process ˆp : [0,T] ×Ω → Rd

(A.13) π̂(t)
∆
=(σ∗(t))−1h(t), p̂i (t)

∆
=
π̂i (t)
X̄(t)

1{X̄(t)>0}, i = 1, . . . ,d, 0 ≤ t ≤ T

areF-progressively measurable and satisfy
∫ T

0 ‖π̂∗(t)‖2dt < ∞ and

(A.14) h∗(t) = ψ∗
ν(t)/γν(t) = X̄(t)p̂∗(t)σ(t), 0 ≤ t ≤ T

almost surely. The same arguments as on p.664 of Cvitanić and Karatzas (1993),
based on the fact thatAν(t) =

∫
(0,t ] γν(s)dĈ(s)+

∫ t
0 X̄(s)[δ(ν(s))+ν∗(s)p̂(s)]ds of

(A.11), (A.13) is an increasing process, yieldδ(ν(·))+ν∗(·)p̂(·) ≥ 0, a.e. for every
ν ∈ D . On the other hand, the proof on pp.782-783 of Cvitanić and Karatzas
(1992), along with the continuity condition (5.7), the fact thatK+ is closed, and
Theorem 13.1, p.112 in Rockafellar (1970), show that

(A.15) p̂(t) ∈ K+, ∀ 0 ≤ t ≤ T

holds a.s. Finally, substitution of (A.14) back into (A.11), (A.8) leads to

γν(t)X̄(t) +
∫

(0,t ]
γν(s)dĈ(s) +

∫ t

0
γν(s)X̄(s)(δ(ν(s)) + ν∗(s)p̂(s))ds

= V +
∫ t

0
γν(s)X̄(s)p̂∗(s)σ(s)dW(ν)(s), 0 ≤ t ≤ T(A.16)
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for everyν ∈ D .
A comparison of (A.16) with (5.21) shows thatXV ,π̂,Ĉ (·) ≡ X̄(·); since

X̄(·) ≥ B(·) ≥ 0 and (A.15) hold, we conclude that the portfolio/consumption
process pair ( ˆπ, Ĉ) in (A.11), (A.13) belongs to the classA+(V ) of (4.2).

Appendix B: Proof of Theorem 5.13

Let us start by introducing the family of random variables

X(τ )
∆
= ess infν∈D X̂ν(τ ),

X̂ν(τ ) = ess supρ∈Sτ,T
E

ν

[
γν(ρ)
γν(τ )

B(ρ)

∣∣∣∣F (τ )

]
, τ ∈ S(B.1)

with X(0) = v, X(T) = B(T) a.s. Note thatX(·) is the upper-value of astochastic
game, in which one player (the “maximizer”) selects the stopping timeρ, and
the other player (the “minimizer”) gets to choose the stochastic processν ∈ D .
Arguing as in Remark 3.2, and using (3.1), we obtain for 1< p < 1 + ε:

E
ν

[
sup
τ∈S

(γν(τ )X(τ ))p

]
≤ E

ν

[
sup
τ∈S

(γν(τ )X̂ν(τ ))p

]
< ∞, ∀ ν ∈ D .(B.2)

Prooof of (B.2): For everyν ∈ D , τ ∈ S and with

Yν(t)
∆
= E

ν [Y |F (t)], 0 ≤ t ≤ T, Y
∆
= sup

0≤t≤T
(γ0(t)B(t)),

we haveE(Y1+ε) < ∞ from (3.1) and

γν(τ )X̂ν(τ ) ≤ E
ν

[
sup

0≤t≤T
(γν(t)B(t))

∣∣∣∣F (τ )

]
≤ c · E

ν [Y |F (τ )] = cYν(τ ), a.s.

Thus, from the Doob maximal martingale inequality and the Hölder inequality,

E
ν

[
sup
τ∈S

(γν(τ )X̂ν(τ ))p

]
≤ c · E

ν

[
sup

0≤t≤T
(Yν(t))p

]
≤ c · E

ν(Yp)

= c · E[Zν(T)Yp] ≤ c · (E(Y1+ε))1/r (E(Zν(T))s)1/s ≤ c < ∞
with r = 1+ε

p ,
1
r + 1

s = 1. In the above,c = cν is a real constant which depends
on ν ∈ D and is allowed to vary from line to line.

B.1 Lemma: Suppose V< ∞. For any stopping timesτ ≤ ρ ≤ ρ0, with ρ0 as
in (5.26), we have

(B.3) γν(τ )X(τ ) ≤ E
ν [γν(ρ)X(ρ)|F (τ )], a.s. (∀ ν ∈ D )

(B.4) X(τ ) = ess infν∈D

1
γν(τ )

E[γν(ρ0)B(ρ0)|F (τ )], a.s.

In particular, for everyν ∈ D , theF-adapted process
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(B.5) Qν(t)
∆
= γν(t ∧ ρ0)X(t ∧ ρ0), 0 ≤ t ≤ T is aP

ν-submartingale

and can be considered, along with X(· ∧ ρ0), in its RCLL modification.

Proof: Fix a processν(·) ∈ D and consider a sequence of processes{νk(·)}k∈N ⊆
Dρ,T ∩ Nτ,ρ, which agree withν(·) on [[τ, ρ]] (notation of (A.4) and of Proof,
Lemma A.1) and are such thatX(ρ) = limk X̂νk (ρ), a.s.

The sequence{γνk (τ, ρ)X̂νk (ρ)}k∈N is dominated by the random variable
γν(τ, ρ)X̄(ρ) which is P

ν-integrable since, from (A.6),

E
ν [γν(τ, ρ)X̄(ρ)] ≤ c · E

ν [γν(ρ)X̄(ρ)] ≤ c · γν(0)X̄(0) = c · V < ∞.

Therefore, the Dominated Convergence Theorem gives

1
γν(τ )

E
ν [γν(ρ)X(ρ)|F (τ )] = E

ν

[
γν(τ, ρ) lim

k
X̂νk (ρ)

∣∣∣∣F (τ )

]

= E
ν

[
lim

k
(γνk (τ, ρ)X̂νk (ρ))

∣∣∣∣F (τ )

]
= lim

k
E

ν [γνk (τ, ρ)X̂νk (ρ)|F (τ )]

= lim
k

1
γνk (τ )

E
νk [γνk (ρ)X̂νk (ρ)|F (τ )]

≥ ess infµ∈D

1
γµ(τ )

E
µ[γµ(ρ)X̂µ(ρ)|F (τ )]

= ess infµ∈D X̂µ(τ ) = X(τ ), a.s.

The next-to-last equality follows from the fact that for everyµ ∈ D ,

(B.5)′ γµ(· ∧ ρ0)X̂µ(· ∧ ρ0) is a P
µ−martingale

(recall Property (ii) in Theorem 1.4.4 of Karatzas (1997), the notation of (5.30)),
andρ0 ≤ ρ̌0(µ) a.s.). This proves (B.3).

To prove (B.4), observe that the a.s. inequality

X(τ ) ≥ ess infν∈D E

[
γν(ρ0)
γν(τ )

B(ρ0)

∣∣∣∣F (τ )

]

follows directly from (B.1); to prove the reverse inequality, one has to show

X(τ ) ≤ 1
γν(τ )

E
ν [γν(ρ0)B(ρ0)|F (τ )] a.s. (∀ ν ∈ D ),

but this follows directly from (B.3) andB(ρ0) = X(ρ0) a.s. The almost sure
representation

(5.33) X(t) = ess infν∈D

1
γν(t)

E[γν(ρt )B(ρt )|F (t)], 0 ≤ t ≤ T

is then proved in exactly the same way as (B.4). And (B.5) is a direct consequence
of (B.3).

Now arguing exactly as in Lemma A.2, we conclude that the processes
Qν(t+) = γν(t)X(t+), 0 ≤ t < T and Qν(t−) = γν(t)X(t−), 0 < t ≤ T
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are well-defined, and arePν-submartingales for everyν ∈ D . Therefore, from
(B.5), (B.2) and Fatou’s lemma we have, on the event{t < ρ0}:

X(t) ≤ 1
γ0(t)

limnE
0

[
γ0

(
t +

1
n

)
X

(
t +

1
n

)∣∣∣∣F (t)

]

=
1

γ0(t)
limnE

0

[
Q0

(
t +

1
n

)∣∣∣∣F (t)

]

≤ 1
γ0(t)

E
0

[
limnQ0

(
t +

1
n

)∣∣∣∣F (t)

]
=

1
γ0(t)

Q0(t+) = X(t+),

a.s. On this same event{t < ρ0} we have alsoρt = ρ0 and

Qν(t+) ≤ E
ν [Qν(ρ0+)|F (t)] = E

ν [γν(ρ0)B(ρ0)|F (t)] = E
ν [γν(ρt )B(ρt )|F (t)]

almost surely, whenceX(t+) ≤ ess supν∈D
1

γν (t) E
ν [γν(ρt )B(ρt )|F (t)] = X(t),

a.s. from (5.33). This shows thatX(· ∧ ρ0) can be considered in its RCLL mod-
ification.

Proof of Theorem 5.13 (continued): In order to complete the proof of Theorem
5.13, it remains to show the inequality

(B.6) v ≤ hlow(K ), wheneverv > 0 andV < ∞.

Thus, let us assume from now on that bothv > 0, V < ∞ hold, and observe that
for eachν ∈ D , theP

ν-submartingaleQν(·) of (B.5) has RCLL paths and is of
classD [0,T] under P

ν (recall Lemma B.1 and (B.2)). From the Doob-Meyer
decomposition (Karatzas and Shreve (1991), Sect. 3.5) we can write this process
in the form

(B.7) Qν(t) = v + Mν(t) + Aν(t), 0 ≤ t ≤ T

whereMν(t) =
∫ t

0 ψ
∗
ν(s)dW(ν)(s), 0 ≤ t ≤ T is a P

ν-martingale,ψν : [0,T] ×
Ω → Rd is an F-progressively measurable process with

∫ T
0 ‖ψν(t)‖2dt < ∞

a.s., andAν(·) is an F-adapted natural increasing process with right-continuous
paths andAν(0) = 0,EνAν(T) < ∞. Again, (B.7) is anothersimultaneous Doob-
Meyer decomposition, valid for all ν ∈ D . Clearly, we may take

(B.8) ψν(·) ≡ 0 a.e. on [[ρ0,T]] , andAν(ρ0) = Aν(T) a.s.

Proceeding exactly as in the proof of (A.1) in Appendix A, we see here again
that

(B.9) h(t)
∆
=
ψν(t)
γν(t)

, 0 ≤ t ≤ T

(B.10) Č(t)
∆
=
∫

(0,t ]

dAν(s)
γν(s)

+
∫ t

0
(X(s)δ(ν(s))+h∗(s)σ−1(s)ν(s))ds, 0 ≤ t ≤ T
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do not depend onν ∈ D by analogy with (A.10) and (A.11); in particular,
Č(·) =

∫
(0,·]

dA0(s)
γ0(s) has increasing and right-continuous paths. We also have the

analogue

(B.11)
∫ T

0
1{X(t)=0}‖h(t)‖2dt = 0, a.s.

of (A.12). Thus, if we define anF-progressively measurable process ˇπ : [0,T] ×
Ω → Rd and p̌ : [0,T] ×Ω → Rd via
(B.12)

π̌(t)
∆
=(σ∗(t))−1h(t), p̌i (t)

∆
=

1
X(t)

π̌i (t)1{X(t)>0}, i = 1, . . . ,d, 0 ≤ t ≤ T ,

we have
∫ T

0 ‖π̌∗(t)‖2dt < ∞ a.s.,h(·) ≡ 0 a.e. on [[ρ0,T]], Č(ρ0) = Č(T) a.s.,

(B.13) h∗(·) =
ψ∗

ν(·)
γν(·) = X(·)(p̌(·))∗σ(·) a.e. on [0,T]

as well as
(B.14)

Aν(t) =
∫

(0,t ]
γν(s)dČ(s) −

∫ t

0
γν(s)X(s)[δ(ν(s)) + (p̌(s))∗ν(s)]ds, 0 ≤ t ≤ T

a.e. The same arguments as on p.664 of Cvitanić and Karatzas (1993) now yield
δ(ν(·)) + (p̌(·))∗ν(·) ≤ 0 a.e., for everyν ∈ D ; and the proof on pp. 782-783 of
Cvitaníc and Karatzas (1992), along with (5.5), (5.7), the fact thatK− is closed,
and Theorem 13.1 on p.112 of Rockafellar (1970), show that

(B.15) p̌(·) ∈ K−, a.e.

Now let us substitute (B.12)-(B.14) back into (B.7) and setν(·) ≡ 0, to
obtain

γ0(t ∧ ρ0)(−X(t ∧ ρ0)) = (−v) −
∫

(0,t ]
γ0(s)dČ(s)

+
∫ t

0
γ0(s)(−X(s))(p̌(s))∗dW(0)(s), 0 ≤ t ≤ T.(B.16)

In other words,

(B.17) −X−v,π̌,Č (t) ≡
{

X(t) ; 0 ≤ t < ρ0

X(ρ0) · γ0(ρ0)
γ0(t) ; ρ0 ≤ t ≤ T

}

almost surely; and we conclude from (B.15) that the pair ( ˇπ, Č) belongs to the
classA−(−v) of (4.3). On the other hand,−X−v,π̌,Č (ρ0) = X(ρ0) = B(ρ0), a.s.,
so that the condition (3.4) holds with ˇτ = ρ0. It develops thatv belongs to the
set of (4.5), and thus (B.6) follows.

Proof of Proposition 5.14: We have already proved (5.33), and this leads directly
to (5.35) and (5.34). For (5.32), observe



254 I. Karatzas, S.G. Kou

(B.18)

X̂ν(t) = E
ν

[
γν(ρt )
γν(t)

X̂ν(ρt )

∣∣∣∣F (t)

]
≤ E

ν

[
γν(ρt )
γν(t)

X̄(ρt )

∣∣∣∣F (t)

]
≤ X̄(t), a.s.

for everyν ∈ D , thanks to (B.5)′ and Lemma A.1; now (5.32) follows by taking
essential suprema in (B.18) overν ∈ D , in conjunction with Lemma A.2, and
leads to (5.36).

Appendix C: Proof of Theorems 6.1 and 6.2

In this section we provide proofs of Theorems 6.1 and 6.2, following Broadie et
al. (1996); see also Karatzas and Shreve (1998), Sects. 5.7 and 5.10. In order to
simplify notation a little, we shall only deal with the one-dimensional cased = 1
(the general case requires only more complicated notation), and we shall write

S (t) = xe−
∫ t

0
ν(s)ds

Γν (t) , Γν (t)
∆
= exp

[
σWν (t) +

(
r − σ2/2

)
t
]

; 0 ≤ t ≤ T

for every processν (·) ∈ D , and withx = S (0)> 0 the initial stock price.

C.1 Lemma: For everyν (·) ∈ D , τ ∈ S , we have, almost surely,

(C .1) δ

(∫ τ

0
ν (s) ds

)
=
∫ τ

0
δ (ν (s)) ds.

Proof: From the definition (5.2) of the support functionδ (·) , we have for every
ν (·) ∈ D , τ ∈ S ,

δ

(∫ τ

0
ν (s) ds

)
= sup

p∈K+

(
−
∫ τ

0
pν (s) ds

)

≤
∫ τ

0
sup
p∈K+

(−pν (s)) ds ≤
∫ τ

0
δ (ν (s)) ds

almost surely; on the other hand, from (5.5) we obtain

δ

(∫ τ

0
ν (s) ds

)
= inf

p∈K−

(∫ τ

0
−pν (s) ds

)

≥
∫ τ

0
inf

p∈K−
(−pν (s)) ds =

∫ τ

0
δ (ν (s)) ds.

Another crucial observation here is that

(C .2)

{
the law of Γν (t) , 0 ≤ t ≤ T underPν , is the same as the law

of Γ0 (t) ,0 ≤ t ≤ T underP0, for any ν (·) ∈ D .

}

Proof of Theorem 6.1: From (C.1) and (C.2) we obtain
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E
ν

[
exp

{
−r τ −

∫ τ

0
δ (ν (s)) ds

}
ϕ (S (τ ))

]

= E
ν

[
exp

{
−r τ − δ

(∫ τ

0
ν (s) ds

)}
ϕ

(
xe−

∫ τ

0
ν(s)ds

Γν (τ )

)]
≤ E

ν
[
e−r τ ϕ̄ (xΓν (τ ))

]
≤ sup

τ∈S

E
ν
[
e−r τ ϕ̄ (xΓν (τ ))

]
= sup

τ∈S

E
0
[
e−r τ ϕ̄ (xΓ0 (τ ))

]
.(C .3)

Taking the supremum of the left-hand-side of (C.3) overν (·) ∈ D andτ ∈ S ,
we deduce

V ≤ sup
τ∈S

E
0
[
e−r τ ϕ̄ (S(τ ))

]
,

sinceS(·) = xΓ0(·). Thus, in order to prove (6.6) and the Theorem, it remains to
show the reverse inequality

(C .4) V ≥ sup
τ∈S

E
0
[
e−r τ ϕ̄ (S(τ ))

]
.

Now (C.4) is clearly satisfied ifV = ∞, so let us concentrate on the case
V < ∞. It suffices to prove, for every 0≤ t < T, that

(C .5) X̄ (t) ≥ ϕ̄ (S (t)) holds a.s.

for the processX̄ (·) of (5.23); because then the right-continuity of̄X (·) and
Lemmas A.1 and A.2 imply

V = X̄ (0) ≥ sup
τ∈S

E
0
[
e−r τ X̄ (τ )

] ≥ sup
τ∈S

E
0
[
e−r τ ϕ̄ (S (τ ))

]
,

namely (C.4).
To prove (C.5), let us start by observing that, for every 0≤ t < T, the

inequalities

(C .6) X̄ (t) ≥ sup
t<θ≤T

ū (t , θ; S (t)) ≥ limθ↓t ū (t , θ; S (t)) hold a.s.,

where

ū (t , θ; x)
∆
= e−r (θ−t)esssup

ν(·)∈Dt,θ

E
ν

[
exp

{
−δ
(∫ θ

t
ν (s) ds

)}

ϕ

(
xe−

∫ θ

t
ν(s)ds

Γν (t ; θ)

)]

Γν (t ; θ)
∆
= exp

[
σ (Wν (θ) − Wν (t)) +

(
r − σ2/2

)
(θ − t)

]
.

For any givenx ∈ (0,∞), let {νk} ⊆ K̃ be a maximizing sequence in (6.3), i.e.

(C .7) ϕ̄ (x) = lim
k

↑ [e−δ(νk )ϕ
(
xe−νk

)]
.

Fix k ∈ N , and defineµ (·) ∈ Dt,θ, by settingµ (s) ≡ νk
θ−t for t ≤ s ≤ θ, and

µ (s) ≡ 0 otherwise; then we have



256 I. Karatzas, S.G. Kou

E
µ

[
exp

{
−δ
(∫ θ

t
µ (s) ds

)}
ϕ

(
xe−

∫ θ

t
µ(s)ds

Γµ (t ; θ)

)]

= E
µ
[
e−δ(νk )ϕ

(
xe−νkΓµ (t ; θ)

)]
= E

0
[
e−δ(νk )ϕ

(
xe−νkΓ0 (t ; θ)

)]
from (C.2), and

limθ↓tE
µ

[
exp

{
−δ
(∫ θ

t
µ (s) ds

)}
ϕ

(
xe−

∫ θ

t
µ(s)ds

Γµ (t ; θ)

)]

= limθ↓tE
0
[
e−δ(νk )ϕ

(
xe−νkΓ0 (t ; θ)

)] ≥ e−δ(νk )ϕ
(
xe−νk

)
(C .8)

from Fatou’s lemma. Taking the supremum of the expression on the right-hand-
side of (C.8) with respect tok, we obtain

limθ↓t ū (t , θ; x) ≥ ϕ̄ (x) , ∀ x ∈ (0,∞) ,

in conjunction with (C.7), and (C.5) follows now from this and from (C.6).

Proof of Theorem 6.2: Equation (C.1) yields

E
ν

[
exp

{
−r τ −

∫ τ

0
δ (ν (s)) ds

}
ϕ (S (τ ))

]

≥ E
ν

[
exp

{
−r τ − δ

(∫ τ

0
ν (s) ds

)}
ϕ

(
xe−

∫ τ

0
ν(s)ds

Γν (τ )

)]
≥ E

ν
[
e−r τϕ (xΓν (τ ))

]
.(C .9)

It follows from (C.9) and (C.2) that

sup
τ∈S

E
ν

[
exp

{
−r τ −

∫ τ

0
δ (ν (s)) ds

}
ϕ (S (τ ))

]
≥ sup

τ∈S

E
ν
[
e−r τϕ (xΓν (τ ))

]
= sup

τ∈S

E
0
[
e−r τϕ (xΓ0 (τ ))

]
= sup

τ∈S

E
0
[
e−r τϕ (S (τ ))

]
(C .10)

holds for everyν (·) ∈ D ; taking the infimum on the left-hand-side of (C.10)
over this class, we obtain (6.7).
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