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Rupture Process of Large Earthquakes 
in the Northern Mexico Subduction Zone 

LARRY J. R U F F  l and ANGUS D.  MILLER 1'2 

Abstract--The Cocos plate subducts beneath North America at the Mexico trench. The northern- 
most segment of this trench, between the Orozco and Rivera fracture zones, has ruptured in a sequence 
of five large earthquakes from 1973 to 1985: the Jan. 30, 1973 Colima event (M, 7.5) at the northern end 
of the segment near Rivera fracture zone; the Mar. 14, 1979 Petatlan event (M s 7.6) at the southern end 
of the segment on the Orozco fracture zone; the Oct. 25, 1981 Playa Azul event (M, 7.3) in the middle 
of the Michoacan "gap"; the Sept. 19, 1985 Michoacan mainshock (M, 8.1); and the Sept. 21, 1985 
Michoacan aftershock (M s 7.6) that reruptured part of the Petatlan zone. Body wave inversion for the 
rupture process of these earthquakes finds the best: earthquake depth; focal mechanism; overall source 
time function; and seismic moment, for each earthquake. In addition, we have determined spatial 
concentrations of seismic moment release for the Colima earthquake, and the Michoacan mainshock and 
aftershock. These spatial concentrations of slip are interpreted as asperities; and the i'esultant asperity 
distribution for Mexico is compared to other subduction zones. The body wave inversion technique also 
determines the Moment Tensor Rate Functions; but there is no evidence for statistically significant 
changes in the moment tensor during rupture for any of the five earthquakes. An appendix describes the 
Moment Tensor Rate Functions methodology in detail. 

The systematic bias between global and regional determinations of epicentral locations in Mexico 
must be resolved to enable plotting of asperities with aftershocks and geographic features. We have 
spatially "shifted" all of our results to regional determinations of epicenters. The best point source 
depths for the five earthquakes are all above 30 km, consistent with the idea that the down-dip edge of 
the seismogenic plate interface in Mexico is shallow compared to other subduction zones. Consideration 
of uncertainties in the focal mechanisms allows us to state that all five earthquakes occurred on fault 
planes with the same strike (N65~ to N70~ and dip (15 • 3~ except for the smaller Playa Azul 
event at the down-dip edge which has a steeper dip angle of 20 to 25 ~ However, the Petatlan earthquake 
does "prefer" a fault plane that is rotated to a more east-west orientation--one explanation may be that 
this earthquake is located near the crest of the subducting Orozco fracture zone. The slip vectors of all 
five earthquakes are similar and generally consistent with the NUVEL-predicted Cocos-North America 
convergence direction of N33~ for this segment. The most important deviation is the more northerly 
slip direction for the Petatlan earthquake. Also, the slip vectors from the Harvard CMT solutions for 
large and small events in this segment prefer an overall convergence direction of about N20~ to N25~ 

All five earthquakes share a common feature in the rupture process: each earthquake has a small 
initial precursory arrival followed by a large pulse of moment release with a distinct onset. The delay 
time varies from 4 s for the Playa Azul event to 8 s for the Colima event. While there is some evidence 
of spatial concentration of moment release for each event, our overall asperity distribution for the 
northern Mexico segment consists of one clear asperity, in the epicentral region of the 1973 Colima 
earthquake, and then a scattering of diffuse and overlapping regions of high moment release for the 
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remainder of the segment. This character is directly displayed in the overlapping of rupture zones 
between the 1979 Petatlan event and the 1985 Michoacan aftershock. This character of the asperity 
distribution is in contrast to the widely spaced distinct asperities in the northern Japan-Kuriles Islands 
subduction zone, but is somewhat similar to the asperity distributions found in the central Peru and 
Santa Cruz Islands subduction zones. Subduction of the Orozco fracture zone may strongly affect the 
seismogenic character as the overlapping rupture zones are located on the crest of the subducted fracture 
zone. There is also a distinct change in the physiography of the upper plate that coincides with the 
subducting fracture zone, and the Guerrero seismic gap to the south of the Petatlan earthquake is in the 
"wake" of the Orozco fracture zone. At the northern end, the Rivera fracture zone in the subducting 
plate and the Colima graben in the upper plate coincide with the northernmost extent of the Colima 
rupture zone. 

Key words: Earthquake rupture process, asperities, moment tensor rate functions, 

1. Introduction 

I. I Large Earthquakes and Tectonics along the Mexico Subduetion Zone 

The Cocos plate subducts beneath North America at the Mexico subduction 

zone. While this subduction zone has most of  the features expected for subduction 

beneath a continent, it also has several unusual characteristics. There is a high level 

of shallow seismicity along the entire 1,000 km length of the zone, but a deep 

Wadati-Benioff zone is not present as the subducted plate apparently underplates 

the Mexico lithosphere. The associated volcanic arc is somewhat unusual as the 

trench-volcano distance varies from 200 km at the northern end of the subduction 

zone to more than 300 km toward the southern end of the Cocos-North America 

subduction zone. Subduction is characterized by the occurrence of large to great 

underthrusting earthquakes (Ms of 7 to 8), with a relatively short recurrence time of 

30 years (RIKITAKE, 1976; MCNALLY and MINSTER, 1981). On a global basis, the 

characteristic largest earthquakes in Mexico of about magnitude 8 are smaller than 

"expected" (see RUFF and KANAMORI, 1983a). Compared to other subduction 

zones that subduct young lithosphere with a fast convergence rate, the plate contact 

interface in Mexico is apparently segmented into shorter rupture lengths. RUFF 

(1989a) speculated that a trench environment relatively devoid of  sediments, such as 

the Mexico trench, might result in shorter along-trench seismic segments. BYRNE et  

al. (1988) emphasize the role of sediments in determining the up-dip edge of the 
seismogenic plate interface. Perhaps the lack of sediments in Mexico may allow the 

coupled zone to extend close to the trench axis. TICHELAAR and RUFF (1993) 

recently completed a global survey of the depth of  the down-dip edge of the 
seismogenic plate interface in subduction zones. They show that the Mexico 
subduction zone is anomalous: while the depth of coupling in most subduction 

zones is about 40_+ 5 km, the down-dip edge of coupling in Mexico is just 

25 _+ 5 km. Although TICHELAAR and RUFF (1993) note that the shallow coupling 



Vol. 142, 1994 Rupture Process of Large Earthquakes 103 

depth may be related to the "small" size of Mexico earthquakes, there is no clear 
reason why depth extent of  coupled interface would determine the along-trench 

seismic segmentation. 
Although the Mexican earthquakes may be smaller than "expected," earth- 

quakes such as the recent Michoacan earthquake of Sept. 19, 1985 (M~ 8.1) still 
represent terrible natural catastrophes. The Michoacan earthquake has undergone 

many studies, including detailed modern rupture process studies. In contrast, many 
of the earlier Mexico events have not undergone modern rupture studies. Figure 1 
shows the northern segment of the Mexico subduction zone between the Cocos- 
North  America-Rivera plates triple junction to the north, and the Orozco Fracture 
Zone and the Guerrero seismic gap to the south (see SINGH and MORTERA, 1991). 
Five large earthquakes have ruptured this subduction zone segment since 1973. All 
five earthquakes have focal mechanisms determined from long-period surface 
waves. CHAEL and STEWART (1982) determined a time function of the 1979 event 
by forward modeling of body waves. SINGH and MORTERA (1991) show time 
functions for all five events as part of their study to examine the older pre-1963 
events. Harvard CMTs (see DZIEWONSKI and WOODHOUSE, 1983) are available for 
four of the five events. As mentioned above, the 1985 mainshock received several 
rupture process studies (e.g., see EKSTRON, 1989; MENDOZA and HARTZELL, 1989; 
MENDEZ and ANDERSON, 1991; YOMOGIDA, 1988). However, the large aftershock 
of the Michoacan event, on Sept. 21, 1985 has not received as much attention 
(MENDOZA, 1993). One curious feature is that the 1985 aftershock is similar in size 
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Figure 1 
Base map of the northern Mexico subduction zone segment. Aftershock areas of the five large 
earthquakes (from UNAM, 1986), are shown with years of occurrence. Cocos plate subducts to the 
northeast beneath North America; the trench axis is plotted to the southwest of the rupture zones. The 
Mexico coastline is also shown. These basic features are plotted for reference in the following maps. 
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to the 1979 Petatlan event, but is apparently located up-dip of the 1979 event. Similar 
to other large events along the Mexico subduction zone, the 1979 event had an 
extensive foreshock sequence (GETTRtJST et al., 1981). VALDES et al. (1982) show 
the detailed aftershock distribution of  the 1979 event. REYES et al. (1979) conducted 
a special study of the 1973 Colima earthquake and associated seismicity. Given the 
basic interpretation that the Colima event is a subduction event, it is odd that the 
fault plane of  their focal mechanism has a very steep dip of  30 ~ and the strike is 
330 ~ more northerly than the trench strike. Even more strange is the fact that CHAEL 
and STEWART (1982) used the surface wave data from REYES et al. (1979), but they 
found a fault plane with an EW strike of  266 ~ Since the 1973 Colima earthquake 
is the northernmost large earthquake of the Cocos-North America plate interaction, 
an EW fault plane would have had major tectonic implications. Thus, it is important 
to reexamine the focal mechanism for the 1973 Colima earthquake. Of the five large 
events that we will consider, the 1981 Playa Azul earthquake has the smallest magni- 
tude (M~ 7.3) and aftershock area (HASg:OV et al., 1983). However, it is an interesting 
event because it occurred in the middle of the Michoacan gap four years before the 
1985 event. Most rupture process studies of the 1985 mainshock conclude that the 
1981 event ruptured the zone between two dominant asperities of the 1985 mainshock. 

Earthquake slip vectors in subduction zones are used to determine relative plate 
motions. The NUVEL model (DEMETS et al., 1990) is the most recent global plate 
tectonic model, and the NUVEL data set includes many slip vectors from Harvard 
CMT solutions (see DZIEWONSKI and WOODHOUSE, 1983, for a description of the 
method, and the ISC bulletins for specific solutions). Overall, the Harvard CMTs 
are quite reliable; thus it is a curious observation that the Harvard CMT slip 

vectors for large earthquakes in northern Mexico seem to be systematically biased 
with respect to the NUVEL-predicted convergence direction. This observation 
motivates a reexamination of the moment tensors and focal mechanisms of the 
large events in Mexico. 

The Orozco fracture zone subducts within the northern Mexico segment. The 
rupture zone of the 1985 Michoacan mainshock appears to straddle the down-dip 
extension of this fracture zone. Thus, another motivation to study these earthquakes 
is to see the effects of fracture zone subduction. The overall strike of the northern 
Mexico trench axis is about 295 ~ (N65~ but there is a subtle change from 290 ~ 
to the south of the Orozco fracture zone to about 300 ~ to the north. We will look 
for variations in the fault geometry that may be associated with the Orozco fracture 
zone. 

1.2 Asperity Distributions 

Rupture process studies of large and great earthquakes have either speculated or 
concluded that the "asperity distribution" along the plate interface controls the size 
of  earthquakes (e.g., LAY et al., 1982: RUFF and KANAMORI, 1983b; SCHWARTZ 
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and RUFF, 1987; RUFF, 1989a; BECK and RUFF, 1989; BECK and CHRISTENSEN, 
1991; RUFF, 1992a). Many other rupture process studies of individual earthquakes 
have also referred to subregions of higher moment release as asperities. In the 
observational perspective of the above work, "asperities" are subregions of the 
rupture area that slip more than. the average slip of the largest earthquake to break 
the plate boundary. In some rare cases, some arguments can be made that the 
"asperities" remained locked since the previous large earthquake (see BECK and 
RUFF, 1985). In a theoretical study, MADARIAGA (1977) showed that the simple 
mechanical interpretation of asperities as locked zones surrounded by freely slipping 
zones could result in coseismic moment release similar to some of the above 
observational results. KANAMORI (1981) provided a simple mechanical definition of 
asperities as regions of higher failure strength that he related to some aspects of 
seismicity during the seismic cycle. The above "asperity model" has evolved to 
become the asperity/barrier model (see BECK and RUFF, 1985; RUFF 1989a) where 
allowance is made for "geometric barriers" in the plane interface that can signifi- 
cantly affect the details of seismic wave radiation (see discussions of barrier model 
in DAs and AKI, 1977; AK~, 1979). The asperity/barrier model is most commonly 
described as the asperities having a higher failure stress level than the surrounding 
weaker regions, and it also assumed that there is an associated slip deficit at the 
asperities before the large earthquake (e.g., RUFF, 1989a). Since most subduction 
zones must have some fraction of aseismic slip in the plate interface, perhaps the most 
precise statement that can be made about the "weaker" regions is that aseismic slip 
is concentrated there over the seismic cycle. Unfortunately, various descriptions of 
the asperity model have not been completely self-consistent, nor have they been 
completely precise on the mechanical behavior of the plate interface. SCHOLZ (1990) 
offers a connection between the "asperity model" and theoretical concepts of the 
mechanical behavior of the plate interface. To return to the practical perspective of 
rupture process studies, we still define "asperities" as those subregions with larger 
coseismic slip in the largest earthquake. Many tests of the asperity model require 
determination of adjacent asperities along the subduction zone, i.e. the asperity 
distribution (e.g. RUFF, 1992a). To find the asperities, several large adjacent 
earthquakes must occur in the recent few decades to allow rupture process studies. 
The sequence of recent large earthquakes in the northern segment of the Mexico 
subduction zone (Fig. 1) provides the opportunity to add one more example to the 
global "catalog" of asperity distributions along subduction zone segments. 

The scientific goals for this study can be s~ummarized as follows: a systematic 
study of the rupture processes of the earthquakes; a detailed comparison of the slip 
vectors of these large Mexican earthquakes and the predicted slip directions from 
the NUVEL model (DEMETS et al., 1990); a teleseismic "view" of moment release 
and asperity distribution along the Mexico subduction zone; is there anything 
unusual about the 1981 event to indicate that it was an intra-asperity precursor; 
and, a seismotectonic comparison of the asperity distribution. 
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2. Body-wave Inversion for Earthquake Source Process 

Progress in our understanding of earthquakes follows from the systematic 
determination of source parameters. While everyone acknowledges the complexity 
of earthquakes, only certain integral properties of the earthquake source can be 
reliably determined. The progression in source parameter determination has re- 
cently included the moment tensor (e.g., DZIEWONSKI and WOODHOUSE, 1983; 
SIPKIN, 1986a). The moment tensor gives the overall integral measure of earth- 
quake size and faulting geometry. Moment tensors for earthquakes larger than 
magnitude 5 or so are now routinely listed in the NEIC and ISC global catalogs. 

To return to the issue of earthquake complexity, rupture process studies seek to 
determine some spatial-temporal features of the moment release on the fault plane. 
Rupture process studies require special effort because resolution of spatial varia- 
tions in moment release is quite difficult. For most earthquakes that occur in the 
world, the most detailed study of the source process can only determine the various 
"point source" parameters. Use of point source parameters does not mean that the 
earthquake is a point source, it means that we are describing the earthquake by 
integrals over the spatial variations in moment release. An example of a point 
source parameter is the moment tensor. Another example is the overall source time 
function, i.e., moment rate function, which can be deconvolved from body wave 
seismograms if the moment tensor is known. 

Moment Tensor Rate Functions (MTRFs) are the most general description of 
a seismic source with no explicit spatial variations in moment release. The MTRFs 
include the moment tensor and source time function as specializations. The MTRF 
description of an earthquake allows the moment tensor to vary arbitrarily as a 
function of time. This variability could represent changes in faulting geometry 
during the rupture process. Alternatively, it could represent the simultaneous 
rupture of two or more different faulting geometries. Since there is a linear 
connection between seismograms and the MTRFs, the determination of the 
MTRFs is a linear inverse problem. Several investigators have taken advantage of 
this desirable characteristic (e.g., STUMP and JOHNSON, 1977; SIPKIN, 1986b; 
VASCO, 1989; RUFF and TICHELAAR, 1990). The primary problem with MTRFs is 
what to do with them after finding them. Most seismologists, while acknowledging 
the complexity of each earthquake, take the reasonable scientific approach that we 
should seek to determine the fewest number of earthquake parameters that will still 
provide an adequate explanation o? the data. Thus, we should try to represent an 
earthquake by just one moment tensor and one time function, if possible. The full 
MTRF description should be kept only if the data "demand" a time-varying focal 
mechanism. The quantitative implementation of the above idea is tricky because 
extraction of a moment tensor and time function from the MTRFs is perceived to 
be a nonlinear inverse problem. Furthermore, due to errors and incompatibilities in 
the observed seismograms, inversion for the MTRFs always produces a time-vary- 
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ing moment tensor, thus some statistical test must be applied to the results to 

determine if the focal mechanism variations are significant. Thus, given the 

MTRFs,  there are two questions to be answered: (1) how to extract the "best" 
moment tensor and time function from the MTRFs,  and (2) how to assess whether 
a single moment tensor and time function are a statistically adequate representation 
of the earthquake? This paper answers the above two questions with a technique 
that may be systematically applied to earthquakes with magnitudes from 6 to 7.5 or 
so. The details are given in the appendix, here we only need to consider a single 

statistical parameter, ~ or the " M T R F  parameter," that tells us if the MTRFs  can 

be replaced by a single moment tensor and time function. If ~ is close to or less than 

1, then the earthquake can be represented by a single moment tensor during the 
rupture process. Applications shown in this paper are for important and interesting 

earthquakes in the Mexico subduction zone. 

The following sections give a brief overview of the body-wave inversion tech- 
niques that we use to find: the MTRFs  (Moment  Tensor Rate Functions); the best 
focal mechanism and time function; an image of the rupture process; calculation of 
radiated wave energy; and relative location of epicenters and rupture process 
features. Most of the details can be found in other papers, with the exception of the 
M T R F  inversion and subsequent extraction of the best moment tensor and time 
function. These details are given in the Appendix. 

2. I Overview 

Seismic source theory and elastodynamics provide a complete description of any 

internal source that generates seismic waves (see AKI and RICHARDS, 1980). The 
displacement along the ith direction observed at some location, denoted by ~, is a 
convolution of the Green's functions with the source functions, over all components 
of the moment tensor, and integrated over the entire source volume: 

ui(t, ~) = f((Gij.k(t, ~, V) * mj~(t, V) dV (1) 
V 

where G~ are the Green's functions that depend on time (t), receiver location (~), 

and position within the source volume (V); * denotes convolution with respect to 
time; and the seismic source is described by mjk(t, V), the moment tensor density 
functions that vary in time and space across the source volume. A key property of 

seismic source theory is that there is a linear connection between the source 
description and the observed wave displacements, hence the inverse is linear. 
Equation (1) is the most general description--several reductions must be made 
before we have an expression useful for applications. Also, seismologists have 
discovered that the Green's functions for certain parts of the seismograms can be 
reliably constructed. For  example, teleseismic body waves have fairly simple 
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Green's functions that offer minimal distortion of the source time history. Let us 
make the first specialization of Eq. (1) by assuming that ui (t, f~) will be a teleseismic 
P- or S-wave seismogram, now denoted by si(t, f]), 

si(t, ~) = fffgo.,k(t, n, V) * rhjk(t, V) dV (2) 

V 

where g~ are modified versions of G,y that now include the seismographic instrument 
response and attenuation effects, plus reflected phases for shallow earthquakes; and 
rhjk(t, V) are now the moment tensor rate density functions. A completely general 
source description is retained in Eq. (2). However, unless the source region is quite 
large, the observed seismograms will be unable to resolve any spatial variation in 
the moment release. As discussed by many previous investigators (e.g, AKI and 
RICHARDS, 1980; RUFF, 1987), resolution of spatial variations in moment release 
depends on the combination of good distribution of stations about the source and 
precise temporal resolution of coherent features across the stations. An approxi- 
mate measure of horizontal spatial resolution is T/p, where p is the ray parameter 
in s/km for P or S waves, and T is the shortest period of temporal coherence across 
seismograms. Optimistic values of p and T would be p = 0.10 s/km and T = 1 s, 

while pessimistic values might be p = 0.05 s/km and t = 3 s. Consequently, for 
earthquakes with fault zones that are smaller than 10 to 60 km, teleseismic waves 

can only resolve fault-averaged source properties. The above fault dimensions 
translate into earthquake magnitudes as large as 7 to 7.5 for underthrusting 
subduction events. Thus for certain circumstances, even large subduction earth- 
quakes may be "seen" as a point source by teleseismic waves. It may sometimes be 
desirable to treat an earthquake as a point source even if spatial resolution is 
available in the recorded seismograms. This is easily accomplished by filtering the 
seismograms to remove the higher frequencies. When the seismograms consist of  
wave periods substantially longer than the directivity time shifts, then the earth- 
quake can be modeled as a point source. 

Directivity time shifts appear in the seismograms due to the travel-time shifts in 
gu across the fault zone (see AI~I and RICUARDS, 1980; or RUFF, 1983). When these 
directivity time shifts cannot be resolved in the recorded seismograms, then the 
Green's functions can be taken outside the integral over the source region. Thus, we 
rewrite go(t, ~, V) as g~j(t, ~, Vo), where V0 implies that we evaluate g~j at a 
specified fixed location within the source region. Two reasonable choices are the 
hypocenter or centroid locations. To retain a completely linear formulation, the 
hypocentral location is used. Thus, Eq. (2) becomes 

n )  = g~At, ~, Vo) �9 fflrhjk(t, V) aV. (3) s i ( l ~  

v 

We now see that the seismograms can only see the spatial integration of rhjk. Define 
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the Moment Tensor Rate Functions (MTRFs)  as this integral 

~ljk(t ) = I I f  rhjk(t, V) dV. (4) 

V 

Equation (3) then becomes 

si(t, ~) = go,k(t, f~, Vo) * ~lj~(t). (5) 

The basic units of 3~/jk are moment rate, each function gives the time history of 
moment rate of a particular moment tensor component. The above development 
shows that the MTRFs  represent the spatial integration of moment release through- 
out the source volume, which could even contain a network of faults. Since the only 

restriction to go from Eq. (2) to Eq. (5) is the lack of resolution of spatial variations, 
the MTRFs  are the most general "point source" description of an earthquake. They 
allow the source to display arbitrary changes in the moment tensor as a function of 
time. Of course, there is still a direct linear connection between the seismograms and 
the MTRFs,  thus the inverse problem allows full use of  linear inverse methodology, 
including calculation of the model covariance matrix. 

2.2 A priori Reduction to Moment Tensor and Time Function 

Most seismological investigators have further reduced Eq. (5). Recall that the 
MTRFs  contain both faulting geometry and time history information, hence the 
reductions typically emphasize one source aspect or the other. If we use wave 
periods that are longer than the source duration, then we cannot distinguish the 
time history of the source. For this case, we can characterize the time history of all 
MTRFs by a single source time function, f(t), and the MTRFs  are reduced to 

3)ljk(t) ~ Mjkf(t) (6) 

where f( t)  has units of 1/time, such that Sf(t) dt = 1. The simplest a priori choice 
for f( t)  is the delta function, though one could use a more complicated time 
function, if desired. Substitute (6) into (5) to find: 

si(t, f~) = [gq, k(t, ~, Vo) *f(t)]Mjk (7) 

where the functions in the bracket are specified a priori. We see from Eq. (7) that 
when the coherent wave periods are longer than the total source duration, the 
moment tensor is the remaining source characteristic. 

Suppose that we have a good estimate of Mj~ from long-period surface waves; 
then we can estimate f(t) from body waves. In this case, Eq. (7) becomes 

si(t, f~) = [gij,k(t, ~ ,  Vo)Mjk ] * f(t)  (8) 

where the function in the bracket is specified a priori. Based on Eq. (8), we can 
deconvolve the source time function from a single seismogram, or simultaneously 
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from several seismograms. In some cases, seismologists wish to determine both the 
moment tensor and the source time function from Eq. (7). Unfortunately, the 
reparameterization of  the source description from /~/js to (Mjkf(t)) now makes 
the simultaneous estimation of  Mjk and f ( t )  a nonlinear inverse problem. One can 
assume an initial simple f ( t )  and then linearly invert for Mjk. Then one can seek 
changes to f ( t )  and Mjk that reduce the error between observed and synthetic 
seismograms (e.g., BARKER and LANGSTON, 1981; NABELEK, 1984). Recall that the 
source description is fundamentally a linear inverse problem; the above nonlinear 
problems result from the reparameterization of  the source description to reduce the 
five functions of MTRFs  to the product of five numbers and one function. The 
number of unknowns is less, but the inverse problem is more burdensome, and 
formal error estimates are not possible. The methodology that we follow employs 
linear inversion to obtain the MTRFs,  and then tests whether or not the MTRFs  
can be reduced to a single moment tensor and time function (see Appendix). 

2.3 Inversion for  Spatial Variations in Moment  Release 

If we think that we can resolve information about the spatial distribution of  
moment release from our collection of seismograms, then we must return to Eq. (2). 
If one is willing to invert an underdetermined linear system, then the integral of Eq. 
(2) can be discretized, and various methods will give some results for the space and 
time variable moment tensor rate density functions. On the other hand, any a priori 
information that we can incorporate into the problem would allow us to reduce the 
number of unknowns and solve a better posed inverse problem. One of  the most 
useful reductions is to assume that we know the focal mechanism of the earthquake. 
While there are many examples of changes in focal mechanism during earthquakes, 
it is typically assumed that large subduction earthquakes rupture with a nearly 
constant focal mechanism. With this assumption, we need not invert for the five 
components of the moment tensor at each space-time grid point, we only need to 
invert for the displacement rate. Thus, Eq. (2) becomes 

s~(t, f~) = I I I  [MjkgU,k(t, f~, V)] * rh(t, V) dV. (9) 
V 

The next most useful simplification is to realize that the waveshape of Green's 
functions for teleseismic waves does not vary significantly in the horizontal direc- 
tion across the fault plane, except for the relative travel time (T(V)  - To). Since 
underthrusting earthquakes are characterized by fault planes with small dips, the 
change in hypocentral depth across the rupture area is small for many earthquakes. 
Thus, under these conditions (see AKI and RICHARDS, 1980; RUVV, 1983, 1987; for 
details) we can rewrite Eq. (9) as 

si(t, f~) = [Mjkgij.k(t -- To, f2, Vo)] * I t l r h ( t  -- (T (V)  -- To), V) dV. (10) 

V 



VoI. 142, 1994 Rupture Process of Large Earthquakes 111 

If we further assume that the moment release is concentrated along one direction, 
say the x direction with its directivity parameter F, then Eq. (10) can be reduced to 

fx 
: m a x  

se(t,f~) =[Mjkgo,k(t-- To, fL Xo)] * r h ( t - F x ,  x) dx. (11) 
r a i n  

The above approximation is quite useful for strike-slip earthquakes, and can be used 
for large underthrusting events that have an elongated rupture area. To invert Eq. 
(11) for the moment release, we use the iterative "tomographic imaging" technique 
as discussed in RUFF (1987) and applied in SCHELL and RUFF (1989) and BECK and 
RUFF (1989). For  underthrusting events, we can determine the best overall rupture 
directions by pointing the x axis in all possible directions. Also, to further reduce 
the effective number of unknown parameters, we use the a priori notion that most 
of the moment release occurs close to a rupture front. Thus, we can try all possible 
rupture azimuths and rupture velocities and choose the "best" model from one that 
best fits the data. The iterative solution to the tomographic imaging problem uses 
a variant of the conjugate gradients technique. This method guarantees convergence, 
and in practice only a smalt number of iterations, typically less than 10, is required 
to achieve convergence. The tomographic imaging technique used here parallels that 

used by SCHELL and RUFF (1989), except for the "preprocessing" of the input time 
functions. SCHELL and RUFF (1989) studied the 1972 Sitka (Mw 7.6) strike-slip 
earthquake, and there was an abundance of on-scale P-wave seismograms before the 
shadow zone. In the case of large underthrusting events, we typically will use some 
seismograms from the shadow zone, thus their absolute amplitudes are diminished. 
We found that the best method for preprocessing the resultant time functions was: 
(1) first normalize the time functions to zero moment by subtraction of  half-sine 
function of the duration of the time function; and (2) rescale the peak amplitudes 
of  all the time functions to the peak amplitudes from the nondiffracted stations. We 

invert these rescaled time functions to find the best rupture direction and velocity. 
To produce a final estimate of the moment release along this rupture direction, we 
add a third step to the above scheme: (3) the seismic moment is added to the time 
functions with a half-sine function of  the same duration as the time functions. Also, 
in contrast to SCHELL and RUFF (1989), we find a single best time function for a 
group of stations in the same azimuthal sector by multistation inversion for the time 
function with an assumed focal mechanism (method of RUFF, 1989b). Thus, there 
are fewer time functions that are used in the tomographic imaging, but each time 
function is less "noisyi" and there is a better balance between different azimuths than 
in the original azimuthal distribution of stations. 

2.4 Radiated Wave Energy 

Earthquake energy is a fundamental characteristic of earthquakes, but it is quite 
difficult to reliably measure. Most estimates of earthquake energy use empirical 
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formulas that relate magnitude to energy (i.e., GUTENBERG and R I C H T E R ,  1956; 

KANAMORI, 1977). The formula from KANAMORI (1977) can be written as the ratio 
of energy to moment is a constant, that is, E/Mo = 5 x 10 -5. It is possible to 
determine the radiated wave energy, a lower bound on total earthquake energy, by 
two methods: (1) directly summing the wave energy in many seismograms that 
completely sample the focal sphere; or (2) determine the rupture process as the 
space-time history of moment release, and then use the computer to "radiate" the 
P and S waves in all directions and integrate the wave energy. For  large earth- 
quakes, teleseismic rupture process studies should image all of  the significant wave 
energy. KIKUCHI and FUKAO (1988) applied method 4~2 to several great and large 
earthquakes, and they found that the "observed" wave energy is about one-tenth 
the amount expected from the Kanamori energy-moment formula. 

The energy calculation is fairly straightforward and is based on established 
procedures. The basic relation for radiated wave energy from HASKELL (1964) is 

1 IfIR2e[2~(t, O, qS)] 2 dt sin 0 dO d49 
Ee = 16n2p~ 5 

d d d  
(12) 

f;f Es - 167z2p/~ 5 [R2• + R2sv][if:l(t, 0, qS)] 2 dt sin 0 d49 dO 

where Ee and Es are the P-  and S-wave energies; p, ~, and /~ are the density, P 
wave and S wave velocities; R~, RsH, and Rsv, are the radiation pattern factors for 
P, SH, and SV  waves; 0 and q~ are the spherical coordinates; and M is the second 
derivative, with respect to time, of the moment accumulation as seen from all 
directions around the focal sphere. Henceforth, we will just explicitly write the 
S-wave energy equation. Our tomographic imaging method idealizes the moment 
release to occur just along one direction, i.e., a line source. Thus, the moment rate 
function, 2f/, depends only on time and the directivity parameter, F s = cos(0)//~, as 

follows 

x Cmax 
3;/(t, Fs)  = rh(t - Fsx, x) dx (13) 

rain 

where rh is the moment rate density function, and the faulting extends from Xmin to 
Xmax along the x direction, 0 = 0 ~ Note that ~;/(t, Fs)  does not depend on qS. 
Substitute the above specialization of a;/ into the basic energy equation (12), 
integrate over qS, and change the integration variable to )~ = cos(0) to find the 

radiated S-wave energy 

l{f  
Es - 160]75 

where R(X ) = (4)~ 4 - 3)~ 2 + 1) for fault slip parallel to the x direction, and 
R()~) = (1 - ~ 4 )  for slip perpendicular to the x direction. Given our tomographic 
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inversion for rh(t, x), the above double integral is numerically evaluated by generat- 

ing ~r(t, Fs )  for the full range of )~, i.e., the entire focal sphere. Unfortunately, we 
have discovered that the energy estimate is sensitive to various parameters of the 
source imaging that are poorly determined; in particular, the assumed rupture 
velocity can exert a strong influence on the energy estimate. Thus, we will show a 

range of energy estimates that correspond to rupture velocities from the lower 
bound up to the S-wave velocity. 

2.5 Epicentral Relocations and "Hand-p icked"  Directivity Analysis 

We have tested various epicentral locations by using linearized relative epicen- 
tral relocation. This simple technique is well-known and has been used by many 
seismologists; we briefly describe it here for the sake of  completeness. Suppose we 
want to locate event " A "  with respect to event "o "  based on the observed time 
delays, At, at various stations. From the observational perspective, the time delay 

at the ith station is: Ati = tai - -  t o i ,  where tm and to~ are the arrival times of events 
"A"  and "o" .  The event-to-station azimuth (counterclockwise from East) and ray 
parameter of the wave from event "o"  to the ith station are qS~ and Pi. We place an 

( x , y )  coordinate system at the fixed epicentral location of  event "o" ,  with + x  
pointed East and + y  pointed North. For the teleseismic case, any hypocentral 
depth difference between events "o"  and "A"  is absorbed into the origin time shift, 
TA. The linearized expansion of the travel-time function then produces the theoret- 
ical connection between the origin time shift and epicental perturbations (TA, xA, 
and y~) of event "A"  with respect to event "o"  and the observed travel-time delays 
as follows 

At~ = T~ - (Pi cos 4)i)xA - (Pi sin ~b~)y A . (15) 

With a total number of observed travel-time delays of N, we seek the least-squares 
solution of the N equations for the three unknowns: TA, xA, and Ya. Error 

estimates are important for relocation assessment, thus we use the resultant rms 

misfit between observed and best-fit time delays, together with the model covariance 
matrix, to calculate the (x, y) error ellipse about xa and YA. Note that this 
relocation procedure gives only the relative location of event "A "  with respect to 
event " o " - - w e  must assume the absolute location of  event "o" .  Also, this 
procedure uses only the common stat ions--this  restriction makes the procedure 
quite simple and yet it implicitly corrects for any station effects. We have used this 
relocation procedure to test the mainshock locations with respect to the ISC catalog 
locations, and also to relocate mainshocks with respect to each other. 

The above procedure is also used to study the rupture process of  large 
earthquakes. From an observational perspective, we "pick" the arrival times at each 
station of an easily identified feature in the source time functions. This feature, 
event "A" ,  is relocated with respect to event " o "  which is typically the point of 
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rupture initiation, i.e., the epicenter. Thus, this "hand-picked" directivity analysis is 
simply a relative epicentral location problem, and possesses the advantage over 
other techniques of rupture imaging in that we obtain statistical estimates of the 
reliability of the feature location. It is desirable to use this "hand-picked" directivity 
whenever possible, and it is especially useful for multiple-event rupture processes 
where we can clearly pick the beginning of each subevent (e.g., BECK and RUFF, 
1987). This simple and reliable method can be used for any coherent feature in the 
time functions. The usefulness of the solution depends on whether: (1) the origin of 
the observed feature is spatially concentrated within the rupture zone, and (2) the 
seismologist can "pick" the same feature in all seismograms. Fortunately, any 
departure from ideal circumstances should be seen in the calculation of the error 
ellipse. 

3. Results of Seismological Analysis 

Teleseismic rupture process studies can locate moment release with respect to a 
reference point, typically the epicenter. To compare results from adjacent earth- 
quakes, the relative epicentral locations must be correct. To compare moment 
release to tectonic features, then the absolute locations should also be reliable. 
Seismicity in Mexico presents some special problems. Given the lack of numerous 
large aftershocks, the rupture zones of large earthquakes are mostly based on the 
small aftershocks located by local and regional networks. Thus epicentral locations 
must be consistent with the local aftershock locations. SINGH and LERMO (1985) 
document a strong systematic bias in the ISC and PDE/NEIC epicenters with 
respect to the local epicenters. We shall use epicentral locations determined by 
various local networks, and thus the teleseismic rupture process studies will be 
referenced to these locations. While the epicentral locations based on local networks 
are the best estimates, the depths and origin times from the local network may not 
be compatible with the global data set. Teleseismic waveform modeling can find the 
"best" depth for the overall moment release, for an average velocity between the 
surface and hypocenter. Given this "best" depth, we can recalculate the origin time 
such that the teleseismic arrival times are well-predicted. Since the spatial location 
of moment release is sensitive to the start times of the body waves, these start times 
will be listed for all body-wave phases used in the inversions for all events. In 
addition, we shall also list the seismogram scale factors that result from the 
omnilinear inversion of the seismograms. An additional special problem exists for 
the 1985 Michoacan mainshock since local acceleragrams have been used to 
determine the rupture process--these records do contain information on the 
absolute location of the moment release. Hence, we must use a compatible epicenter 
to mix teleseismic and local records in rupture process studies. 
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3. I The 1973 Colima Earthquake 

3. I. 1 Epicenter and aftershock area 

REYES et al. (1979) presented a detailed study of  the 1973 Colima earthquake 

and its aftershocks. They deployed a temporary seismic network within days after 

the mainshock, and thus recorded the large Feb. 10, 1973 (M 6.2) aftershock. The 
epicenter for this aftershock is probably the most reliable absolute location in the .  

Colima region of an event large enough to be teleseismically recorded. This large 

aftershock is near the northwestern end of  the aftershock zone of REYES et al. 

(1979). The main cluster of  aftershocks is located at the southeastern end of  the 

aftershock zone, about 55 km to the southeast of  the Feb. 10 event. REYES et al. 

(1979) also show a location for the 1973 mainshock that is displaced about  30 km 

to the southwest from the ISC and PDE epicenters. This systematic shift is 
documented for other large Mexico earthquakes in SINGH and LERMO (1985). 

Thus, the REYES et al. (1979) mainshock location is more reliable than the ISC or 

PDE location, but their epicenter is still down-dip of the main aftershock cluster. 

We locate the mainshock epicenter with respect to the Feb. 10 aftershock by 

using the P-wave arrivals at 18 common stations that range in epicentral distance 

from 13.9 ~ to 48.9 ~ . The azimuthal range of the stations covers only the eastern 

sector from 322 ~ around to 149 ~ The relocation places the mainshock epicenter 

80 km along an azimuth of 117 ~ from the Feb. 10 event, with an error estimate of  

about  11 km. This azimuth of 117 ~ coincides with the local trend of the coastline 

and also points towards the southeastern aftershock cluster, but the 80 km distance 

places the mainshock epicenter beyond the southeastern aftershock cluster. I f  the 

mainshock epicenter of  REYES et al. (1979) is shifted by 15 km further to the 

southwest, then it falls on the 117 ~ azimuth from the Feb. 10 event, and also is at 
the center of  the aftershock cluster. We use this mainshock epicenter as our 

compromise location; the geographic coordinates are: 18.20~ 103.18~ 

3.1.2 M T R F  inversion for focal mechanism and depth 

As noted by CHAEL and STEWART (1982), the P waves for the Colima 

earthquake show a "complication" of  an emergent arrival. While CHAEL and 
STEWART (1982) were unable to find a time function with their forward modeling 

technique, there is no difficulty with a deconvolution or inverse method. On the 
other hand, finding the proper start time of the P waves can be difficult for an 
emergent arrival for seismograms at large epicentral distance. After careful com- 
parison of  seismograms, we have used the arrival times listed in Table 1. We have 
used the naturally rotated S H  wave at A K U  in the M T R F  inversion. Usually, it is 
not possible to use SH at a distance of  72 ~ for a large earthquake because the SeS 
arrival interferes with S. However, we noticed that both the S and ScS are 

essentially nodal on the A K U  SH record- - th i s  special case allows the use of  this 
record. 
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Table 1 

Station data and some results for the 1973 Colima earthquake 

Sta Net Comp 

Epicentral Start 
params time obs- a direct. At, s 

Phase A, ~ Az, ~ 21 hrs+ pre factor peak duration 
Mo 

KBS W Z P 76.9 I0 13:1.3 -2 .2  0.93] 
KTG W Z P 70.0 21 12:20.4 -2 .9  1.27| 
NUR W Z P 91.1 23 14:ii.9 -3 .4  1.54 / 13 31 0.9 
AKU W Z P 71.6 26 12:30.7 - 1.7 1.27.] 

ESK W Z P 80.8 35 13:22.0 -2 .4  1.00] 
STU W Z P 90.4 38 14:9.6 -2 .4  1.62 / 
VAL W E P 77.7 39 13:4.9 -2 .8  0.94 / 15 32 0.8 
TOL W Z P 85.3 50 13:46.2 - 1.4 1.24J 

NAT W Z P 71.0 102 12:26.4 -3 .0  0.98 15 35 0.6 

ARE W Z P 46.5 136 9:37,8 - 0,6 0.91] 
SOM W Z P 76.6 160 13:2.0 +0.5 0.13] 17 31 0.6 

WEL W Z P 96.0 229 14:42.1 + 4.2 1.65*] 
RAR W Z P 67.9 237 12:13.3 +3.4 1.88 | 13 27 0.5 
AFI W Z P 74.8 250 12:52.7 + 1.4 1.24 .] 

KIP W Z P 51,5 283 10:17.8 +0.8 0.24 13 26 

MAT W Z P 100.5 314 I4:57.I - 1.0 2.I7" i3 31 

AKI W N SH 71.6 26 21:41.2 - 8.0 1.01 
back az. (273) 

"Net" code: W, WWSSN. "Comp": Z, vertical; N, north; E, east. "Phase": P wave. "Epicentral 
params": distance and azimuth. "Start time": onset of observed waves, 21 hours plus the listed 
minutes:seconds. "obs-pre": arrival time residual. "a factor": the seismogram scale factors from 
omnilinear analysis, based on MTRF inversion with AKU SH and at the best depth of 25 kin, * 
diffracted P waves. "direct. At": times of features in source time functions, in s, "peak" is the first peak 
in moment release of the time functions, "duration" is duration of the pulse. "M0": seismic moment of 
the source time functions, in 102o Nm. 

F o r  the  in i t ia l  b o d y  w a v e  invers ions ,  the  s e i s m o g r a m s  a r e  f i l tered such  tha t  the  

M T R F  inve r s ion  can  be used  to  f ind the  ove ra l l  bes t  d e p t h  a n d  foca l  m e c h a n i s m .  

W e  use a " z e r o - p h a s e  y e t - c a u s a l "  t ime  d o m a i n  s y m m e t r i c  t r i ang le  fi l ter w i th  10 s 

d u r a t i o n .  U s i n g  d i f ferent  c o m b i n a t i o n s  o f  s ta t ions ,  a l l owing  a va r i ab l e  o r  f ixed 

foca l  m e c h a n i s m ,  a n d  w i t h  d i f ferent  d a m p i n g  values ,  the  overa l l  best  p o i n t  source  

d e p t h  is 20 to  25 km.  T o  s h o w  a p a r t i c u l a r  example ,  us ing  17 P waves  a n d  the  

A K U  S H  wave ,  w i th  70 s d u r a t i o n ,  we inve r t  fo r  M T R F s  o f  60 s d u r a t i o n  wi th  a 

4 s s ampl ing ,  a d a m p i n g  o f  0.10, a n d  a t  a d e p t h  o f  25 k m  ( F i g u r e  2). T h e  M T R F s  

a re  p lo t t ed  in the  lef t  c o l u m n ,  a n d  the  o b s e r v e d  ( so l id)  a n d  syn the t ic  ( d a s h e d )  

s e i s m o g r a m s  are  p lo t t ed  in the  r igh t  c o l u m n .  T w o  o f  the  P - w a v e  phases  a re  

d i f f rac ted ,  so the  final  va lue  o f  se ismic  m o m e n t  uses on ly  the  n o n d i f f r a c t e d  s t a t i on  

ampl i tudes .  In  F i g u r e  2, the  t ime  func t ions  f r o m  the  r e d u c t i o n  to the  m a j o r  d o u b l e  
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Figure 2 
Inversion of seismograms for MTRFs for the 1973 Colima earthquake. The five MTRFs are shown on 
the left, while the observed (solid) and synthetic (dashed) seismograms are shown to the right. The 
inversion is for a source depth of 25 km. Each MTRF is identified by its equivalent double-couple focal 
mechanism. The dashed traces show the _ uncertainty of the individual MTRFs obtained by omnilinear 
inversion. A single source time function and double-couple focal mechanism are extracted from the 
MTRFs (see Appendix for details). The solid traces are the source time function rescaled by the moment 
tensor components corresponding to the double-couple mechanism shown below. The focal mechanism 
parameters are listed as: strike of 120% dip of 77 ~ and rake angle of 86 ~ The seismic moment is 1.1, in 
units of 102o Nm, The second double couple is 5% of the size of the major double couple. The synthetic 
seismograms are calculated for the final model of one time function and one double couple. Station 
distribution is plotted on the focal sphere, and the time scale is the same for both the MTRFs and 

seismograms. 

couple  are  p lo t ted  with the e r ror  bounds  a b o u t  the or iginal  M T R F s .  Visual 

inspect ion  o f  F igure  2 shows that  the indiv idual  M T R F s  are consis tent  with a single 

m o m e n t  tensor  and  double  couple ,  but  the M T R F  p a r a m e t e r  is the best  overal l  

quan t i t a t ive  measure  o f  the adequacy  o f  reduct ion.  The  left side o f  F igure  3 shows 

the fit between the synthet ic  and  observed se i smograms as a funct ion o f  assumed 

po in t - source  depth.  We find the best  po in t - source  dep th  to be 25 kin, but  wi th  low 

resolut ion,  expected for  a large event  (see TICHELAAR et al., 1992). The  m i n i m u m  

in the  M T R F  p a r a m e t e r  gives an ind ica t ion  o f  the " b e s t "  solut ion.  F igure  3 also 

shows the stat is t ical  pa rame te r s  for  M T R F  inversion wi thout  the S H  se ismogram;  

the best  fit for  a doub le  couple  and  t ime funct ion is now at a dep th  o f  15 kin. F o r  

the invers ion with the S H  wave, the M T R F  p a r a m e t e r  ob ta ins  a m i n i m u m  value o f  

less than  1 at  25 km. This  means  that  the M T R F s  can be replaced by a single t ime 

funct ion and  m o m e n t  tensor.  We  select the invers ion run with S H  and  a dep th  o f  

25 k m  as the overal l  best  solut ion,  p lo t t ed  in F igure  2. As  seen i n  F igures  2 and  3, 

the best  doub le -coup le  focal mechan i sm has  a fault  s t r ike o f  317 ~ fault  d ip  o f  14 ~ 

and a slip vector  angle o f  30 ~ (N30~ tha t  is near ly  pure  thrust .  This  faul t  s tr ike 



118 Larry J. Ruff and Angus D. Miller PAGEOPH, 

- -e - -Cor re l  Coeff - - e . -MTRFpa ram �9 %2rid DC �9 Fault strike 
�9 . o .  Correl Coeff (w/o SH) . .  e,, MTRF param (w/o SH) ' "  o ,  % 2nd DC (w/o SH) . .  ~ .  Fault strike (w/o SH) 

0.94 r ~ . .  .1 0.44 18 350  

 001 0.92 ~, r 16 ~ O " "  340 ~- 

~o .:. ~- 14 
8 380 o 0.9 : ~ ~ 12 | 

"~ o = 10 320 r 
0 8 8  8 

r 310 
0.86 o~ 6 r 

4 300  
0.84 r 

5 10 15 20  25  30  35  40  2 290 
Depth, km 5 10 15 20  25  30  35  40  

Depth, km 

Figure 3 
Various MTRF inversion and earthquake parameters as a function of assumed depth for the 1973 
Colima earthquake. The match between observed seismograms and the synthetics for one time function 
and double couple is measured by the correlation coefficient (plotted in the left graph). The MTRF 
parameter (~ in the Appendix) is also plotted in the left graph. For the Colima event, we show the curves 
for inversion runs with and without the SH wave. We choose 25 km as the overall best point-source 
depth, shown as the arrow. The graph at right shows the fault strike of the major double couple and the 
percent size of the second double couple for all depths. We use this figure to estimate the allowed range 

in fault plane strike. 

is close to the estimate o f  REYES et al. (1979), but  our  dip o f  14 ~ is shallower than 

their preferred values. Recall that  the fault plane strike o f  CHAEL and STEWART 

(1982) is 266 ~ On the other hand, the auxiliary plane f rom CHAEL and STEWART 

has a strike o f  122 ~ and a dip angle o f  76~ our  auxiliary plane has a strike o f  120 ~ 

and a dip o f  77 ~ Thus, the auxiliary plane agrees with CHAEL and STEWART, but  

their fault plane is rotated to an east-west orientation. In the right side o f  Figure 3, 

we plot the fault strike o f  the major  double couple extracted at each depth. We see 

that  if we choose a depth less than 25 km, or if we use the P wave-only inversion 

results, the fault strike is rotated to a more  east-west orientation; but  is never less 

than 290 ~ Thus,  the body  waves prefer a fault strike between 290 ~ and 320 ~ more  

or less parallel with the local trench orientation; the fault strike o f  CHAEL and 

STEWART is not  consistent with this result. The auxiliary plane strike is quite stable 

at the various depths. For  the M T R F  inversion with SH, the auxiliary plane strike 

is between 120 ~ and 123 ~ over the entire 5 to 40 km depth range. For  the M T R F  
inversion without  the SH phase, the auxiliary plane strike only varies f rom 130 ~ to 

133 ~ for a depth range o f  10 to 25 km. This basic character o f  a stable auxiliary 
plane strike hence slip vector strike, is seen for all the Mexico earthquakes.  

3.1.3 Directivity and rupture 
The basic history o f  momen t  release is a single pulse o f  about  30 s durat ion,  

with a small precursor  4 to 8 s before the main pulse. To test for directivity, we 

invert for time functions o f  the station groups indicated in Table 1. We use a depth 
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of  20 km, seismogram durat ion o f  80 s, time function durat ion o f  60 s with 2 s 

sampling, triangle filter dura t ion  o f  3 s. We do a "hand-p icked"  directivity analysis 

o f  two features: (i) the first peak o f  momen t  release, and (ii) the terminat ion o f  

momen t  release, i.e., the zero-crossing o f  the time functions. An  example o f  these 

features in the time functions for the N o r t h  Atlantic stations is shown in Figure 4. 

We relocate these features with respect to the epicenter, as shown in Figure 5. The 

peak in momen t  release is located 32 km to the northwest  along an azimuth o f  315 ~ 

with a time delay o f  14 s; the apparent  rupture velocity is 2.2 km/s. The error ellipse 
for this location is + 1 ] kin, along a strike o f  345 ~ and + 8 km along a direction o f  

75 ~ The time function zero-crossing is located at a distance o f  64 km along an 

azimuth o f  257 ~ f rom the epicenter, with a delay time of  30 s; this gives an apparent  

rupture velocity o f  2.1 km/s. One interpretat ion o f  the azimuthal  difference between 

the peak and termination of  momen t  release is that  a rupture front  propagated  

f rom the southeastern corner  o f  the aftershock both  up-dip and along strike to the 

northwest.  

As an addit ional  test, we use the one-dimensional  tomographic  imaging tech- 

nique to find the overall average azimuth o f  rupture propagat ion  and momen t  

Jan. 30, 1973 

z=20 km 
No. Atl .  stations KBS 
Mom. rate func. , ,  

f i rs t  
peak pulse KTG - 

.~ .~ end 

Mo(pulse+)=2 

Figure 4 
Inversion for the source time function as seen by the "'North Atlantic" station group. With a depth of 
20 km and the focal mechanism from Figure 2, the four seismograms are inverted for the time function 
shown to the left. The dashed traces are the resultant synthetic seismograms. The arrows show the two 
features that are used i~: the "hand-picked" directivity analysis. Two different values of seismic moment 

are shown, the larger value of 2 x 102o Nm adds a baseline correction to the main pulse. 
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Figure 5 
Mexico base map with the rupture process features of the 1973 Colima earthquake. Solid dot in the 
southeast corner of the 1973 aftershock zone shows our best estimate of the mainshock rupture initiation 
epicenter. The aftershock epicenter is from REYES et al. (1979). The arrows and error ellipses show the 
results from the directivity analysis, which is corroborated by tomographic imaging of the moment 

release. The hachured region is presumed to be the main pulse asperity. 

release. We find that irrespective of rupture velocity, the best average rupture 
direction is 280 ~ which is intermediate to the above two directions. The seismic 
moment contained in this first pulse is about 1.3 • 102o Nm (Fig. 4). If  we assume 

that the inversion "damps out" a longer period component that would make the 
first 30 s entirely positive, then we can boost the seismic moment in Figure 4 to 
about 2 x 102o Nm. The long-period surface wave estimates of REYES et al. (1979) 
and CHAEL and STEWART (1982)  are about 3 x 1020 Nm, where REYES et al. (1979) 

also estimate the uncertainty as 3 _+ 2 x 102o Nm. Thus, we can conclude that about 

half to most of the seismic moment was released in the southeast corner of  the 
aftershock area. Following the interpretations of  BECK and RUFF (1985) and 
SCHWARTZ and RUFF (1987), this southeast corner is identified as the dominant 
asperity of the 1973 Colima earthquake. If  we take the asperity area to be a 
quarter-circle of radius 50 km, then the average displacement will be 3.4 m. There 
is only about 1.6 m of tectonic displacement accumulation between the 1973 Colima 
earthquake and the previous large earthquake in 1941 (see NISHENKO, 1991). Thus, 
the asperity of the 1973 earthquake certainly qualifies as an "official" asperity in the 
context of the asperity model, where the coseismic slip should equal the total 
accumulated tectonic displacement. This asperity occupies only about half the 
aftershock area. While the aftershock cluster at the southeastern corner is in the 
asperity region, the large Feb. 10 aftershock is located just beyond the asperity 
edge. See MENDOZA and HARTZELL (1988) for other examples of the relationship 
between an asperity and aftershocks. 
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3.2 The 1979 Petatlan Earthquake 

3.2.1 Epicenter and aftershock area 

Due to fortunate circumstances, a temporary local network recorded the fore- 
shocks, mainshock, and aftershocks of the 1979 Petatlan earthquake (GETTRUST et 
al., 1981; VALDES et al., 1982). While the foreshock sequence is interesting and 
important, we are mostly concerned with the aftershock area and mainshock 
hypocenter. We use the mainshock epicenter reported by the above two papers: 
17.46~ 101.46~ They also report a hypocentral depth of 15 km and an origin 
time of 11 hr 7 min 11.2 s. The above mainshock epicenter is displaced by about 
40 km southwest of the PDE epicenter, similar to the bias seen from the 1973 
Colima earthquake. VALDES et al. (1982) show the distribution of 22 aftershocks 
that occur up to 2.5 days after the mainshock, all with magnitude less than 4. With 
the exception of one event, these aftershocks define a narrow zone that is 27 km 
wide in the down-dip direction, and extends 60 km along the coastline. The 
mainshock epicenter is more or less at the center of this aftershock region. The one 
exception is an aftershock that is 15 km further inland than the down-dip edge of 
the narrow zone; inclusion of this one aftershock greatly increases the aftershock 
area. As documented in VALDES et al. (1982), the aftershock area expands with 
time, primarily in the inland, or down-dip, direction. In contrast to most other large 
subduction earthquakes, it seems that the 1979 rupture initiated in the center of the 
rupture area, rather than at the down-dip edge. The detailed relocations of Hsu  et 
al. (1985) indicate a fault plane dip angle of about 14~ they also further discuss a 
possible foreshock migration pattern that they claim is consistent with the model of 
DMOWSKA and LI (1982). The slip front in the DMOWSKA and LI (1982) model 
progresses upward from the down-dip edge; thus the conclusion of Hsu  et al. 
(1985) implies that the entire sequence started at the down-dip edge, though the 
mainshock epicenter is displaced up-dip. 

3.2.2 Body-wave inversion for MTRFs,  depth, and rupture process 
CHAEL and STEWART (1982) modeled the P and surface waves of the Petatlan 

event, and a Harvard CMT solution is also available. We use a total of 14 WWSSN 
long-period P waves as listed in Table 2. We first perform the MTRF inversion for 
seismogram duration of 60 s, filtered with a 10 s duration triangle, MTRF duration 
of 60 s with 4 s sampling, and damping of 0.1. The MTRF inversion fits the P 
waves quite well for a point-source depth anywhere between 10 and 25 km (Fig. 6); 
again, this lack of depth resolution is expected, given the smooth source time 
function duration of 20 s. Recall that our depths are determined for a local P-wave 
velocity of 6.7 km/s, hence our depth would be less than the above values if we used 
the slightly slower velocity above a depth of 25 km in the velocity model of VALDES 
et al. (1982). The MTRF parameter is considerably less than 1 (Fig. 6), thus the 
MTRFs can be replaced by a single moment tensor and time function, as will be the 
case for all the Mexico earthquakes. 
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Table 2 

Station data and some results for the 1979 Petatlan earthquake 

Sta Net Comp 

Epicentral Start 
params time o b s -  a 

Phase A, ~ Az, ~ 11 hrs + pre factor 
direct. At, s Mo 

peak duration 

D A G  W E P 71.4 14 18:30.8 - 2 . 2  0.94 
N U R  W E P 91.I 24 20:15.3 - 1 . 3  1.18 
A K U  W Z P 71.5 26 18:31.5 - 1.9 0.80 
ESK W E P 80.4 35 19:22.6 - 1.2 0.70 
IST W Z P 105.9 37 21:21.3 - 2 . 1  4.70* 
STU W Z P 89.9 38 20 :9 .4  - 1.9 0.98 
VAL W E P 77.2 39 19:4 .2  - 2 . 0  0.58 
TRI  W E P 94.1 40 20:28.9 - 1.7 1.28 

SJG W E P 33.6 83 13:50.8 - 2 . 2  0.86 

LPB W N P 47.1 134 15:43.1 - 1 . 6  0 .79]  
/ 

A R E  W Z P 44.8 137 15:25.8 - 0 . 6  0.52 | 
LPA W Z P 66.5 142 0.58 .J 

R A R  W Z P 68.9 238 18:16.7 - 0 . 6  0.70 

MAT W Z P 102.2 315 21 :5 .9  - l . 0  3.29* 

15 21 0.8 

16 25 1.4 

15 22 0.7 

13 18 1.4 

18 22 0.3 

"Net"  code: W, WWSSN. "Comp":  Z, vertical; N, north; E, east. "Phase":  P wave. "Epicentral 
params":  distance and az imuth . . "S ta r t  time": onset o f  observed waves, 11 hours  plus the listed 
minutes:seconds. "obs -p re" :  arrival time residual. "a  factor": the seismogram scale factors from 
omnilinear analysis, based on M T R F  inversion at best depth, * diffracted P waves. "direct. At": times 
of  features in source time functions, in s, "peak" is the peak moment  release just before truncation of 
pulse, "durat ion"  is duration as measured by baseline-crossing time. "M0": seismic moment  of  the 
source time functions, in 102o Nm. 
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Depth, km Depth, krn 

Figure 6 
Various M T R F  inversion and earthquake parameters as a function of depth for the 1979 Petatlan 
earthquake. Same as Figure 3. Arrow shows the best point-source depth of 20 km. The M T R F  
parameter is less than 1, thus a single source time function and single moment  tensor is a statistically 

valid representation o f  the MTRFs .  Fault  strike is stable for depths between 10 and 25 kin. 
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The focal mechanisms that result f rom the M T R F  inversion are quite similar for 

depths between I0 and 25 km: the fault plane strike varies from 278 ~ to 267 ~ and 

fault dip varies from 15 ~ to 16~ the auxiliary plane strike varies from 99 ~ to 107 ~ . 
At the best depth of  20 k m - - b e s t  in the sense of the final fit to the d a t a - - t h e  
corresponding double couple (Fig. 7) from the M T R F  inversion is: strike 104 ~ dip 

74 ~ slip rake angle of 93 ~ which gives a fault plane strike and dip of  272 ~ and 16 ~ 

While the Harvard  C M T  yields a similar auxiliary plane strike of  106 ~ the C M T  

fault plane strike is 306 ~ CHAEL and STEWART (1982) have a fault plane strike of 

293 ~ and an auxiliary plane strike of  116 ~ 
To strive for better depth resolution, we fix the focal mechanism, and then 

invert for the source time function at different depths: the seismograms are filtered 

with a 3 s triangle, time function is sampled at 2 s, and the damping is 0.01. The 
best point-source depth is anywhere between 15 to 20 km. 

We then invert for individual time functions for the station groups shown in 

Table 2. An interesting feature of  the time functions is that the earthquake starts 
with a small precursor, followed 6 s later by a single large pulse that peaks at about  

15 s and ends at about  20 to 25 s (see M T R F s  in Fig. 7). This basic time history is 

similar to that of  the 1973 Colima earthquake. However, for the 1979 Petatlan 
earthquake, we could not distinguish any coherent directivity in the "hand-picked" 

features of  the time functions. There is no resolvable directivity for the initiation of 
the main pulse at about  6 s; it is difficult to reliably pick the main pulse initiation 

March 14, 1979 
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Figure 7 
Inversion of seismograms for MTRFs for the 1979 Petatlan earthquake. Same as Figure 2. The inversion 
is for the best depth of 20 km. Note that for the first moment tensor component at top, the reconstructed 
MTRF from the time function and double couple (solid trace) falls outside the error bounds of the 
original MTRF for this component; yet Figure 6 shows that in fact this reconstructed MTRF is 
statistically acceptable. The MTRF parameter accounts for the full covariance matrix of the MTRFs, 

while a visual inspection of the above agreement/disagreement does not. 
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in the observed seismograms due to interference from the depth phases from the 
precursor. The overall duration varies from 18 s at RAR, which is the only station 
to the south and west, to a range of 21 to 25 s at all other azimuths. Unfortunately, 
this difference does not appear to be significant. The lack of  apparent directivity is 
consistent with a rupture front that spreads out in all directions to fill the elliptical 
aftershock area. The peak in moment release can then be interpreted as the rupture 
front reaching the edges of the high moment release region. Furthermore, if we 
associate the moment release peak with a distance of _ 3 0  km, then we have an 
apparent rupture velocity of about 2 km/s, but this is all based on assumptions. 
CHAEL and STEWART (1982) used a simple trapezoid-shaped time function of 17 s 
duration in their forward modeling of the P waves; but they note that there is "... 
greater complexity" in the onset of this earthquake. 

Our overall estimate for the moment in the main pulse from MTRF  inversion 
is about 1 x 102o Nm (Fig. 7). If  we use the maximum value for the first pulse from 
the individual time functions, then the moment is 1.4 x 10 2~ Nm. From the seismic 
moment resolved by the body waves, the displacement in the assumed elliptical area 
around the epicenter is approximately 2.9 m. Since the Harvard CMT moment 
estimate is 1.7 x 102o Nm and CI~AEL and STEWART (1982) found 2.7 x 102o Nm in 

their surface wave analysis, it is likely that additional moment release occurred in 
the region around the epicentral asperity over a longer time scale. Since the 
previous large Petalan earthquake occurred in 1943 (NISHENKO, 1991), the accu- 
mulated tectonic displacement is only about 2 m; hence we can consider the 
epicentral elliptical area to be an asperity. 

3.3 The 1981 Playa Azul Earthquake 

3.3.1 Epicenter and aftershock area 
HASKOV et al. (1983) located the mainshock and aftershocks up to 6 days after 

the mainshock with local and regional stations. Just as for the other events, their 
mainshock epicenter is about 35 km to the southwest of the PDE location. The 
aftershocks fall into two clusters at the far ends of a 40 km long region that is 
oriented nearly east-west. The north-south width is about 20 kin, with the main- 
shock epicenter at the extreme up-dip, i.e. southwestern, edge of the aftershock 
area. Again, it is unusual to see the epicenter at the up-dip edge of the aftershocks 
for a large subduction event, though the Playa Azul is a relatively small event. 

3.3.2 Body wave inversion for MTRFs, depth, and rupture process 
A Harvard CMT mechanism is available for this event, and the focal mecha- 

nism is nearly pure underthrusting. The fault plane strikes at 287 ~ with a dip of  20 ~ 
the auxiliary plane strike is 115 ~ with a dip of  70 ~ and the moment is 0.7 x 10 2~ Nm 
at a centroid depth of 32 kin. In a later study ASTIZ et al. (1987) find a solution 
very similar to the Harvard CMT, except that their fault dip is just 11 ~ TICHELAAR 
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Table 3 

Station data and some results from the Oct. 25, 1981 Playa Azul earthquake 

125 

Epicentral Start 
params time obs- a main direct. At, s 

Sta Net Comp Phase A, ~ Az, ~ 3 hrs+ pre factor pre top durat. 
mo 

NUR W Z P 91.1 23 35:17.1 -0.7 1.16 4.3 7 
AKU W Z P 71.6 26 33:33.6 - 1.2 0.88 4.3 J 15 19 0.6 

STU W Z P 90.2 38 35:14.3 +0.9 0.99 4.87 
VAL W Z P 77.4 39 34:7.5 - 1.2 0.54 5.5J 13 15 0.7 
PTO W E P 81.2 50 34:28.3 -0.7 0.58 5.5 

SJG W N SH 34.3 84 34:22.6 -3.1 0.27 16 20 3.6 

CAR W Z P 35.0 97 29:5.9 +0.1 1.16 5.6 15 18 0.8 

ARE W Z P 45.5 137 30:36.9 -0.9 1.79 6.0-] 
NNA W N P 38.8 138 29:41.5 +3.7 2.94 ] 13 20 0.8 
LPA W Z P 67.2 142 33:9.7 + 1.9 1.38 5.6 

PAR W Z P 68.4 238 33:20.6 +5.3 0.91 6.0 7 
AFI W Z P 75.4 250 34:1.7 +4.3 1.56 6.8 J 14 16 0.4 

"Net" code: W, WWSSN. "Comp": Z, vertical; N, north; E, east. "Phase": P or Ski wave. "Epicentral 
params": distance and azimuth. "Start time": onset of observed waves, 3 hours plus the listed 
minutes:seconds. "obs-pre': arrival time residual. "a factor": the seismogram scale factors from 
omnilinear analysis, based on inversion at best depth and focal mechanism. "main-pre": time difference, 
in s, between start and main pulse onset as measured on the seismograms. "direct. At": times of features 
in source functions, in s, "top" is peak moment release, "durat." is duration as measured by 
baseline-crossing time. "Mo": seismic moment of the source time functions, in 10 2o Nm. 

and  RUFF (1993) used the Playa Azul ear thquake in their global study of earth- 

quakes at the down-dip  edge of the seismogenic zone; they concluded that  the best 

estimate of point-source depth is 18 kin, but  that the boots t rap  uncer ta in ty  allowed 

the depth to be between 16 to 32 km. SlNGH and MORTERA (1991) find a precursor  

in the source time funct ion derived from single-station deconvolut ion.  MENDOZA 

(1993) performed a detailed rupture  process study of the Playa Azul event, he also 

notes a precursor  to the ma in  rupture  process, and  concludes that  most  of the 

m o m e n t  release is concentra ted just  down-dip  of the epicenter. 

We invert  40 s of  12 body waves phases, 11 P waves and 1 S H  waves at SJG, 

for the M T R F s  with 30 s dura t ion  and a damping  of 0.10. Given the reduct ion of  

the M T R F s  to the best double  couple and  time function,  we find that  the resul tant  

match  between synthetic and  observed seismograms allows the depth to be any- 

where between 20 and  30 to 35 km. On the other hand,  the M T R F  parameter  shows 

a fairly sharp m i n i m u m  at 20 km depth, consistent  with the depth estimate of 

TICHELAAR and  RUFF (1993). Since a depth of  20 km was acceptable in all tests, 

we use this depth for rupture  process inversions. F r o m  the right side of Figure 8, 

we see that  the fault plane strike changes rapidly from 276 ~ at 20 km depth to 296 ~ 
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Various M T R F  inversion and earthquake parameters as a function of depth for the 1981 Playa Azul 
earthquake. Same as Figure 3. 

at 25 km. We must conclude that the fault plane strike can be anywhere in this 
range. The auxiliary plane strike has a smaller range of  120 ~ to 125 ~ and the dip 
is between 6 7  ~ t o  7 2  ~ . 

The basic character of the source time function in Figure 9 is a weak initiation, 
followed 4 to 6 s later by the single main pulse of  moment release that peaks at 
about 12 to 15 s and then has a fairly sharp truncation of  moment release centered 
at 15 to 18 s. Thus, once again we see a time history similar to the 1973 Colima and 
1979 Petatlan earthquakes, except that the main pulse is slightly shorter in duration 
with less seismic moment. As for the 1979 Petatlan event, the time shifts of  the 
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Figure 9 
Inversion of seismograms for MTRFs  for the 1981 Playa Azul earthquake, at a depth of 20 km. Same 

as Figure 2. 
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"hand-picked" features in the time history show no coherent directivity effects. In 

fact, the times of the truncation of moment release range over just one sampling 
interval. Thus, this lack of directivity implies that: (1) the termination of moment 
release was quite close to epicenter, within about 30 km; and/or (2) the rupture 
termination occurred close to the same time over several parts of  the rupture area. 
If we assume a rupture velocity of about 2 km/s, then the pulse duration of about 
16 s allows the rupture front to cover all of  the aftershock region of  HASKOV et al. 

(1983). Since we cannot resolve any spatial details, we simply assume that the 
moment was released uniformly over the aftershock zone. This assumed moment 
distribution is consistent with the shape and duration of  the time history, and is 

also quite similar to the model presented in MENDOZA (1993). 
There is no distinct additional pulse of  moment release after this main pulse, 

which has a seismic moment of  0.6 • 102o Nm (Fig. 9), essentially the same as the 
overall moment release. The average displacement in the 20 • 40 km 2 rupture area 
is then about 2.9 m. The pulse of moment release returns to the baseline at times 
that range from 15 to 20 s. Thus, the total duration of moment release appears to 
be no longer than 20 s. If we suppose that the rupture went down-dip for 30 km 
(see above), then the depth range of moment release would be 10 km for a 20 ~ fault 
dip (Harvard CMT), or 13 km for 25 ~ fault dip (the M T R F  results in Fig. 9). This 
latter number seems consistent with the bootstrap error estimates for depth. Thus, 
we do not see anything highly unusual in the rupture process of the Playa Azul 

event; except that it initiated at the up-dip edge of the aftershock area, the fault dip 
is somewhat steeper, and the time function duration is somewhat long for the 

earthquake size. 

3.4 The 1985 Michoacan Aftershock 

We discuss the Sept. 21, 1985 aftershock before the Sept. 19, 1985 mainshock. 
Although this is a departure from the chronological order, we need to use the 
epicenter of the Sept. 21 event to relocate the Sept. 19 mainshock. 

3.4. I Epicenter and aftershocks 
The Sept. 21, 1985 event was recorded by a local temporary network that was 

installed soon after the Sept. 19 mainshock (UNAM, 1986). The Sept. 21 epicentral 
location should be reliable. Furthermore, since UNAM (1986) used the same 
crustal structure as VALDES et al. (1982) used for the Petatlan aftershocks, the 
relative locations of the aftershocks between these two sequences should also be 
reliable. The UNAM (1986) location of  the Sept. 21 event is: 17.62~ 101.82~ 
this location is about 30 km southwest of  the ISC location. 

Seismicity that occurred after the Sept. 21 earthquake fills a region that is 
southeast of the presumed rupture zone of  the Sept. 19 mainshock. U N A M (1986) 
considers the Sept. 21 earthquake as a separate "mainshock" in the sense that it 
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extended the rupture zone beyond the limit of the Sept. 19 earthquake. As a caveat 
to this interpretation, there is one aftershock that occurred Sept. 20 within the 
UNAM aftershock zone of the Sept. 21 event. 

The aftershock regions of UNAM (1986) show some overlap of the Sept. 21 and 
1979 Petatlan regions. In detail, the Sept. 21 aftershocks occur in two main clusters, 
and the down-dip cluster does overlap with the inner aftershock zone of  VALDES et 
al. (1982). STOLTE et al. (1986) show aftershocks that occurred from Sept. 22 to 
Oct. 5; their epicentral maps also show some overlap of the Sept. 21 region with the 
1979 Petatlan aftershock zone. 

We have picked the P-wave arrivals on a total of 33 analog and digital records. 
The P-wave arrival has an emergent character with an initial ramp before the main 
pulse. Although difficult for some records, we consistently picked the time of the 
initial ramp. If  we use the travel-time residuals between our observed arrivals and 
the predicted times from the UNAM location, then the globally-derived epicenter is 
40 to 50 km northwest of the UNAM epicenter-- the typical bias seen for other 
Mexico events. We use the UNAM epicenter as the best location for the Sept. 21 

event. 

3.4.2 Body-wave inversion for MTRFs, depth, and rupture process 
The Harvard CMT for the Sept. 21 event has a moment of  2.5 • 1020 Nm at a 

centroid depth of 21 kin, and the CMT yields an underthrusting focal mechanism 
on a fault plane with a strike and a dip of 296 ~ and 17 ~ The auxiliary plane strikes 
at 121 ~ with a dip of 73 ~ P-wave first motions at some stations require a steeper 
dip of the auxiliary plane, perhaps a dip of 78 ~ We inverted different combinations 
of stations with several different trial focal mechanisms to find the best point-source 
depth. The main conclusion is that depth is poorly resolved, and the best point- 
source depth is between 10 and 25 km. The M T R F  inversion uses a damping of  0.1, 
60 s of  seismogram, filtered with a 10 s duration triangle, and the MTRFs  are 
sampled at 4 s. WWSSN and digital seismograms are inverted together, the normal- 
ization is discussed in the Appendix. The M T R F  inversion also produces a good fit 
to the seismograms over a broad depth range (Fig. 10); note that the M T R F  
parameter is less than 0.2 for depths between 15 to 35 km. As seen in Figure 10, the 
fault strike is fairly constant for depths between 10 and 30 km, it varies between 
303 ~ and 294 ~ The auxiliary plane is even more stable, with a strike of 111 ~ to 114 ~ 
The overall best M T R F  inversion, as reduced to a double couple, is for a depth of  
25 km, and is shown in Figure 11. The resultant focal mechanism has a fault plane 
strike and dip of  299 ~ and 12 ~ and the auxiliary plane strikes at 114 ~ with a dip of  
78 ~ Note that the simple time history fits both the WWSSN long period and 
GDSN intermediate period seismograms in Figure 11. The seismic moment is about 
1.1 • 1020 Nm, based on the nondiffracted P waves. 

Source time functions are determined for the station groups depicted in Table 4. 
MENDOZA (1993) reports that a short-period precursor is observed 4 to 5 s before 
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Various MTRF inversion and earthquake parameters as a function of depth for the Sept. 21, 1985 
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Figure 11 
Inversion of seismograms for MTRFs for the Sept. 21, 1985 Michoacan aftershock, at a depth of 25 km. 

Same as Figure 3. 

the ma in  pulse. Indeed,  this p recursor  is responsible  for the emergent  P - w a v e  

arr ival  on long-per iod  records ,  and  it is expressed as an init ial  r a m p  in the t ime 

funct ions with a dis t inct  increase in m o m e n t  release at  4 s after  in i t ia t ion.  This  basic  

charac te r  is i l lus t ra ted in F igure  12 with the t ime funct ions  f rom the E u r o p e a n  and  

the combined  J a p a n - N o r t h  Amer i ca  s ta t ion groups.  The  se i smograms  are smoo thed  

with a 3 s t r iangle,  t ime funct ions  are sampled  at  2 s, with a d a m p i n g  o f  0.10. The 

impac t  o f  add ing  a digi ta l  " b r o a d - b a n d "  s ta t ion  is to sharpen  the features  o f  the 

t ime funct ion,  t hough  the basic  features  are the same as when inver t ing jus t  the 

W W S S N  seismograms.  The  m o m e n t  release peaks  at  a b o u t  10 s, and  ends at  
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Table 4 

Station data and some results for the Sept. 21 Michoacan earthquake 

Epicentral Start 
params time obs- a direct. At, s 

Sta Net Comp Phase A, ~ Az, ~ I hr + pre factor duration 
M0 

KEV W N P 85.8 16 49:50.7 -0.3 0.42-] 
GDH G IZ P 59.5 18 47:13.2 -3.1 0.44| 15.6 1.1 
AKU W Z P 71.5 26 48:32.3 - 1.1 0.60_] 

ESK W Z P 80.5 35 0.51 7 
IST W Z P 105.9 37 51:22.7 -0.9 3.38* / 
ATU W E P 104.7 42 51:17.4 -0.6 1.50" / 17.4 0.4 
PTO W E P 81.0 50 49:25.3 -1.4 0.31 J 

LPA W Z P 66~8 142 48:6.6 +2.1 0.78] 
BDF G IZ P 62.6 119 47:36.2 -0.9 0.54J 16.2 1.8 

AFI W Z P 75.8 250 48:49.5 -8.8 1.18 ] 
AFI G IZ P 75.8 250 1.79 ] 17.7 0.4 
CTA W Z P 115.9 256 52:13.8 +5.2 6.89" j 

HON W Z P 52.9 284 46:30.7 +2.0 0.78 16.4 

MAT W Z P 101.8 315 51:5.4 +0.2 2.11"-] 
SHK W Z P 106.7 315 51:34.0 +6.9 3.07"J 17.6 0.3 

COL W E P 56.3 338 46:52.0 - 1.7 0.43 7 
LON G IZ P 33.4 335 0.85 J 16.9 1.1 

"Net" code: W, WWSSN. G, GDSN. "Comp": Z, vertical; N, north; E, east; IZ, intermediate-period 
vertical. "Phase": P wave. "Epicentral params": distance and azimuth. "Start time": onset of observed 
waves, 1 hour plus the listed minutes:seconds. "obs-pre": arrival time residual. "a factor": the 
seismogram scale factors from omnilinear analysis, based on MTRF inversion at best depth, * diffracted 
P waves. "direct. At": times of features in source time functions, in s, "duration" is duration as 
measured by baseline-crossing time. "Mo": seismic moment of the source time functions, in 1020 Nm. 

a round  20 s. This basic time history is quite similar to that  observed for all four 

ear thquakes  discussed above. Clearly, rupture  ini t ia t ion a long the Mexico subduc- 

t ion zone is characterized by a low level of  m o m e n t  release for 4 to 6 s, followed by 

a single simple pulse of  m o m e n t  release. The m a x i m u m  m o m e n t  resolved by the 

body wave inversion is about  1.5 x 1020 Nm.  

Our  directivity study includes "hand-p icked"  times for the te rmina t ion  of 

m o m e n t  release as measured by the baseline-crossing time. This time was distinctly 

less at the nor thern  European  stations. The relocation places this feature only 8 km 

to the northeast ,  but  the error ellipse includes the reference epicenter. Thus,  there 

is no resolvable directivity in the "hand-p icked"  times. Next, we try tomographic  

imaging to test if there is some overall preferred rupture  direction. We tested for all 

azimuths between 80 ~ and  240 ~ and  found  that a rupture  direction of  100 ~ provides 

the best fit to the time funct ions ( shown in Fig. 13). The rupture  velocity is poorly 
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Figure 12 
Inversion for source time functions for two different station groups, at a depth of 25 km. Time functions 
are at top, observed (solid) and synthetic (dashed) seismograms are shown below each time function. 
Note the distinct precursor before the main pulse. Position of stations on the focal sphere is shown at 

bottom. 
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Figure 13 
Base map with summary of location information for the Michoacan aftershock. Different epicenters are 

plotted, as is our best estimate of the region of concentrated moment release (hachured area). 



132 Larry J. Ruff and Angus D. Miller PAGEOPH, 

resolved. Nonetheless, the overall rupture direction of  100 ~ offers some corrobora- 
tion of  the detailed rupture model of MENDOZA (1993), where he places most of the 
moment release to the southeast of  the epicenter. If  we use a seismic moment of  
2.5 • 10 2~ Nm and a rupture area of 30 • 60 km 2 from UNAM (1986), then the 
average displacement is about 4.5 m; distinctly larger than any of  the previous 
earthquakes. One implication is that the major moment release of the Sept. 21 event 
does overlap the inner aftershock region of  the 1979 Petatlan event. 

3.5 Sept. 19, 1985 Michoacan Mainshoek 

3.5. I Epicenter and aftershocks 
Determination of  the Sept. 19 Michoacan mainshock epicenter is a difficult 

problem for two reasons: (1) the typical bias for teleseismically-determined epicen- 

ters along Mexico; and (2) due to the emergent nature of rupture initiation, it is 
possible that the arrival data are not all measuring the same feature. The ISC 
epicenter is clearly too far inland, but it is curious that the PDE epicenter is 
displaced to the southwest from the ISC location. The most reliable location is from 
UNAM (1986). They fix the depth at 16 kin, and used four arrivals from triggered 
strong-ground motion stations, including P and S waves from the station CAL 
that is only about l0 km from their epicenter. Most recent rupture process studies 
have used the UNAM (1986) epicenter as the reference point (e.g., EKSTROM, 
1989). 

We examine all possible P-wave records from the WWSSN and global digital 
networks to "pick" the arrival times. We soon discovered that the P wave arrives 
at different times for the short-period and long-period channels at the same station. 
There is a relatively small precursor about 5 s before the sharp onset of  major 
moment release. From our experience with the above-described Mexico earth- 
quakes, we are not surprised to see some type of emergent rupture initiation. Local 
stations and most teleseismic short-period records see the presursor as the first 
arrival, but other stations might pick the main pulse onset as the first arrival. 
Indeed, when we compare our arrival times to those reported in the ISC bulletin, 
there are many "picks" that are the precursor, a few that are the main pulse onset, 
and several that are somewhere in between. Thus, we speculate that the poor 
epicenter estimate from ISC is due to a data set with mixed arrivals. Many 
WWSSN long-period vertical records are off-scale for the Sept. 19 event, but these 
records offer reliable identification of both the precursor and main pulse onset 
arrivals. The overall time difference between the precursor and main onset is about 
5 s, the times vary from 4 to 6 s (Table 5). There was no significant directivity in 
our measured times, hence the relative location of the precursor and main onset 
could be the same or differ by up to 20 km, given the scatter in our times. In 
contrast to our choice of start times for all the above earthquakes, the inversion of 
the Sept. 19 seismograms will use the main pulse onset as the start time. 
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Table 5 

Time delay between precursor and main pulse onset for the Sept. 
19, 1985 Michoacan event 

Epicentral Delay 
params time, s 

Sta Net A, ~ Az, ~ 

JAS G 25.0 324 4.2 
COL W 553 338 5.1 

G 553 338 3.3 
RSNT T 44.7 352 4.3 
RSON T 33,0 10 4, 5 
KEV W 85.0 16 5.5 
SSB Geo 88.8 42 6.0 
SJG W 34.3 85 4.9 
TRN W 40.3 95 5.7 
BDF G 63.4 119 5.5 
LPB W 48.5 134 5.7 

"Net" code: W, WWSSN; G, GDSN; T, regional test network; 
Geo, GEOSCOPE. "Epicentral params": distance and az- 
imuth. "Delay time", in s, 

We do not know if the U N A M  (1986) epicenter is the location of  the precursor 

or main pulse onset, but we speculate that it is probably the precursor location. 
Recall that the U N A M  (1986) epicenter for the Sept. 21 event is well determined. 
Thus, we use our time-picks of  the Sept. 19 and Sept. 21 events at common stations 

to locate the main pulse onset of  the Sept. 19 event relative to the Sept. 21 

epicenter. The relocation is fairly stable with respect to the use of  times f rom either 

analog or digital stations. The results from the digital readings (Table 6) place the 

Sept, 19 main pulse onset 124 km to the northwest of  the Sept, 21 event along an 

azimuth of  288 ~ (alternatively, 118 km to the west and 39 km to the north). The 
error ellipse is essentially circular with a radius of  10 k m  Times read from analog 

records place the epicenter 103 km to the northwest along an azimuth of  290 ~ The 
main pulse onset epicenter is 24 km southwest of  the U N A M  (1986) epicenter, or 
just 12 km on the oceanward side of  station CAL. 

Aftershocks of  the Sept. 19 event are small and infrequent ( U N A M ,  1986). The 
rupture area of  the Sept. 19 event is mostly defined by events after Sept. 21. At the 

northwestern end, the aftershocks abut  the presumed epicenter for the 1973 Colima 
earthquake. There is a cluster of  aftershocks just a few km northwest of  the main 
pulse onset location. Most of  the aftershocks in the southeastern end are in the Sept, 
21 aftershock zone of U N A M  (1986). There are a few scattered aftershocks that are 
down-dip of the 1981 Playa Azul earthquake. The southeastern down-dip corner of  
the U N A M  (1986) aftersbock area is defined by several aftershocks, including one 
of  magnitude greater than 4 that occurred within one day after the Sept. 21 event. 
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Table 6 

Main pulse P arrival times at broad-band digital stations, used to relocate the Sept. 19, 
1985 main pulse onset with respect to the Sept. 2I, 1985 epicenter 

Epicentral 
params 

Sta NET A, ~ Az, ~ 

Sept. 19 Sept. 21 
arrival time arrival time 

13 hrs + 1 hr + 

RSON T 33.0 10 24:29.1 43:57.2 
KEV G 85.0 16 30:26.4 49:54.9 
GDH G 58.8 18 27:50.7 47:18.6 
RSNY T 34.8 36 24:45.2 44:9.6 
RSCP T 22.5 38 22:55.3 42:19.1 
SCP G 30.5 38 24:6.1 43:30.8 
SSB Geo 88.8 42 30:43.6 50:8.0 
NE l 7 Nar 84.4 50 30:27.0 49:50.3 
BDF G 63.4 119 28:19.9 47:37.5 
AFI G 75.7 250 29:36.1 49:9.8 
LON G 32.4 335 24:23.8 43:56.3 
COL G 55.3 338 27:26.0 46:57.2 
RSNT T 44.7 352 26:7.4 45:37.2 
RSSD T 25.5 357 23:25.3 42:55.2 

"Net" code: W, WWSSN; G, GDSN; T, regional Test network; Geo, GEOSCOPE; 
Nar, NARS. "Epicentral params": distance and azimuth. "Sept. 19 arrival time", 13 
hours plus the listed minutes:seconds. "Sept. 21 arrival time", 1 hour plus the listed 
minutes:seconds. 

EKSTROM (1989) modeled two magnitude 5 aftershocks that are located near 
the down-dip edge in the Sept. 19 epicentral region. The depth of  these two events 

is 15 to 16 km, for a crustal structure modified from VALDES et al. (1982). These 
depths place the down-dip edge of the Sept. 19 mainshock within the depth range 
of TICHELAAR and RUFF (1993). For  some final comments on the 1985 after- 
shocks, the largest "aftershock" with Ms of  7.0 occurred April 30, 1986, and is 
located at the northwestern end of the aftershock zone; and an event occurred at 
the southeastern end on Sept. 28, 1985 with a centroid depth of  41 km and a 
strike-slip mechanism. 

UNAM (1986) estimates the aftershock area to be 170 • 50 km 2. With a seismic 
moment of 11 • 1020Nm (EKSTR6M, 1989), and a crustal rigidity, the average 
displacement across the aftershock area is 4.3 m. The previous rupture in the central 
part of the Michoacan zone was in 1911, hence the accumulated tectonic displace- 
ment is less than 4 m. Therefore, any concentration of  moment release within the 
aftershock area would qualify as an "official" asperity. The estimates of coseismic 
displacement can be decreased if we assume a mantle rigidity; but this change is 
difficult to justify given the shallow depth of  the Mexico earthquakes. The conver- 
gence rates of 49 to 55 mm/year are from NUVEL; global constraints make it 
difficult to change these numbers by a factor of  two or so. Overall, it would seem 
that the coseismic displacement of the recent sequence of  earthquakes is greater 
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than required to keep up with plate motions. A simple mechanical model of a 
subduction zone segment with interacting asperities can produce "synthetic earth- 
quake" sequences where the coseismic displacements are greater than tectonic 
motions for several events, but there must be an occasional "unusual" event that 
resets the sequence (RUFF, 1992a). 

3.5.2 Body-wave inversion and rupture process 
Due to the large rupture length and strong directivity effects in the body waves, 

long-period surface waves provide the most reliable average moment tensor and 
focal mechanism for this event. We found that the focal mechanism of EISSLER et 
al. (1986), with the fault dip changed to 17 ~ can provide a good match of the body 
waves. While the fault strike of EISSLt~R et al. (1986) is 288 ~ the Harvard CMT has 
a fault strike of 301 ~ As expected, the best equivalent point-source depth is poorly 
resolved and can be chosen anywhere between 10 to 27 km. The stations are 
separated into azimuthal groups as indicated in Table 7, and the source time 

Table 7 

Station used for P-wave inversion and some directivity results for the 1985 Michoacan mainshock 

Epicentral 
params. 

Sta Net Comp A, ~ Az, ~ 

Start Directivity At, s 
time 1st pulse 2nd pulse 

13 hrs + end peak end 

KEV G IZ 85.0 16 30:28.0 
GDH G IZ 58.8 18 
AKU W E 70.9 26 29:12.9 
IST W Z 105.5 36 32:6.4 
SCP G IZ 30.5 38 24:36.3 
ATU W E 104.3 41 32:0.0 
TOL G IZ 84.4 50 30:19.8 

WIN W Z 123.5 105 33:26.4 
BDF G IZ 63.4 119 28:20.7 
LPA W Z 67.8 142 28:48.3 

AFI W Z 75.7 250 29:37.2 
AFI G IZ 75.7 250 29:36.5 
CTA W Z 115.7 256 32:47.3 
HNR W E 100.2 263 31:38.2 
PMG W Z 112.3 267 32:34.0 

GUA W Z 106.5 291 32:5.1 7 
/ 

ANP W Z 119.1 314 33:6.5 / 
/ 

MAT W E 100.9 314 31:43.0/ 
SHK W Z 105.7 315 32:8.2 / 

/ 

HKC W Z 126.0 317 33:35.7 / 
/ 

LON G IZ 32.4 335 24:23.4 | 
/ 

COL G IZ 55.3 338 27:25.4.] 

19.6 31.0 41.0 

20.4 30.7 39.3 

25.0 37.1 48.6 

25.5 38.7 50.5 

23.2 35.5 47.1 

"Net" code: W, WWSSN; G, GDSN. "Comp": Z, vertical; N, north; E, east; IZ intermediate-period 
vertical. "Epicentral params": distance and azimuth. "Start time": onset of observed waves, 13 hours 
plus the listed minutes:seconds. "directivity At": times of features in source time functions, in s. 
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functions are determined. As described by many previous investigators, the basic 
time history is a double event with strong directivity placing the second event to the 
southeast (see Fig. 14). For example, the "hand-picked" peak of the second pulse 
of moment release follows the main pulse onset by 31 s to the southeast azimuth, 
and by 37 to 39 s for western azimuths. We could consistently identify three features 
for the "hand-picked" directivity analysis: end of the first pulse of moment release; 
peak of the second pulse; and end of the second pulse. Examples of our "hand- 
picked" times for the ends of the first and second pulses are shown in Figure 14. 
The locations of these features are shown in Figure 15, all relative to our epicenter 
for main pulse onset ("LP rupture initiation"). The peak of moment release of the 
second pulse is always located half-way between the truncations of the two pulses. 
All three features are located at the extreme down-dip edge in the eastern part of 
the aftershock area. Tomographic imaging of the source time functions finds the 
overall best rupture direction to be 100 ~ with a preferred rupture velocity of 
2.0 km/s. The "hand-picked" directivity of the end of the second pulse gives a 
rupture direction that is the same as the tomographic imaging, but with an apparent 
rupture velocity of 2.9 km/s. EKSTROM (1989; also see EKSTROM and DZIZWONSK[, 
1986) also obtains an overall rupture velocity direction and velocity for his body- 

�9 Sept.  19,  1 9 8 5  

0 100 s 

SCP BB 

To, """ 

KEY BB ~ PMG 

G D H B B ~  z=27krn 

@ @ 
Figure 14 

Inversion for source time functions for two different station groups, al a depth of 27 km, for the 
Michoacan mainshock. Same as Figure 12. The double event nature is clearly seen, and the arrows show 

our directivity time picks. 
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Figure 15 
Map of Mexico that summarizes directivity results for the Michoacan mainshock and epicentral bias for 
all earthquakes. We use the epicenters labeled "LP rupture initiation" for the 1973 Colima and 1985 
mainshock events, and we use the regional determinations of epicenter for the other events (solid dots, 
labeled as "UNAM & others"). The ISC and NEIC epicenters generally agree with each other, but are 
systematically biased with respect to the regional epicenters. There is an additional problem for the 1985 
mainshock (see text). The arrows and error ellipses for features #1 and #2 show our directivity results 
for the 1985 mainshock; we place the moment release of the second event along the down-dip edge of 
the aftershock zone between #1 and #2. MENDOZA and HARTZELL (1989) found an "extra" asperity; 
if we moved our epicenter down-dip to the NEIC epicenter, then we would move the second event 
down-dip close to the "extra" asperity. Conversely, perhaps the "extra" asperity can be moved up-dip 

to our location of the second event. 

wave inversion;  he finds a rup ture  d i rec t ion  o f  97 ~ and  rup ture  velocity o f  2.4 km/s.  

Thus,  a l though  the detai ls  o f  the techniques used by EKSTR~3M (1989) and  ourselves 

are  qui te  different,  and  we used a to ta l  o f  22 ana log  and  digi ta l  s ta t ions  while 

EKSTR(3M (1989) used 12 " b r o a d - b a n d "  digi ta l  records,  the two teleseismic body-  

wave studies give essential ly the same result  for  m o m e n t  release pro jec ted  on to  a 

one-d imens iona l  " r u p t u r e  ray ."  As conc luded  by near ly  all the previous  teleseismic 

studies,  the t empora l  gap  in m o m e n t  release between the double  events co r re sponds  

spat ia l ly  to the 1981 P laya  Azul  event,  and  m o m e n t  release is concen t ra t ed  in the 

sou theas te rn  corner  of  the U N A M  af te rshock  region.  Our  results do  not  make  a 

clear  s ta tement  as to whether  there was no significant m o m e n t  release in the 1981 

P laya  Azul  zone, but  we do  locate the m o m e n t  release o f  the second event  in the 

southeas te rn  corner .  We  see no evidence to cont inue  the rup ture  process  beyond  the 

southeas te rn  l imit  o f  the U N A M  (1986) a f te rshock  zone. F igure  15 also shows a 

s u m m a r y  o f  the epicentra l  loca t ion  bias for  all ea r thquakes .  W e  show the epicenters  

used in our  analysis ,  and  re la ted in fo rma t ion  is listed in Table  8. 

The  remain ing  key aspect  o f  the rup ture  process  o f  the Sept.  19 event  is the 

add i t iona l  " e x t r a "  asper i ty  (Fig .  15) o f  MENDOZA and  HARTZELL (1989; also see 

HOUSTON and KANAMORI, 1986 for  a somewha t  different  in te rpre ta t ion) .  The 
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Table 8 

Summary of  origin times, epicenters, and depths for the five earthquakes. These parameters are used to 
calculate the theoretical arrival times in the previous tables 

Origin Time Epicenter Depth 
Earthquake Date M s hr:min:sec Lat. Lon. km 

Colima Jan. 30, 1973 7.5 21:01:13.8 18.20 -103.18 20 
Petatlan Mar 14, 1979 7.6 11:07:11.2 17.46 -101.46 15 
Playa Azul Oct. 25, 1981 7.3 03:22:13.0 17.75 -102.25 20 
Michoacan Sept. 19, 1985 8.1 13:17:53.7 17.97 -102.85 27 
Michoacan Sept. 21, 1985 7.5 01:37:12.7 17.62 -101.82 25 

All hypocentral parameters for the Petatlan event are from GETTRUST et al. (1981). All hypocentral 
parameters for the Playa Azul events are from HASKOV et al. (1983). Michoacan aftershock epicenter is 
from UNAM (1986). Other parameters are described in text. 

MENDOZA and HARTZELL study used the local strong-ground motion records with 
a few SRO-type long-period records to invert for the two-dimensional spatial 
distribution of slip across a specified fault plane. They argue that the deep extra 
asperity is resolved by the data. The local records presumably provide the resolu- 
tion to split the second event into two separate locations along the dip direction. 
Our tomographic imaging method woud find the average location between their 
shallow and deep high-slip regions. We wish to point out that MENDOZA and 
HARTZELL used the PDE epicenter as the reference point to start the rupture front 
in their model (see Fig. 15). Although one might suppose that the local records 
could constrain the absolute location of moment  release, we offer the possibility 
that their spatial locations may depend on the choice of  a reference point. Now 
note that if we were to shift our reference epicenter down-dip to the U N A M  or 
PDE location in Figure 15, our spatial location of  the second pulse would be about  
20 km down-dip of the aftershock zone edge, and approximately halfway between 
the separate high-slip zones of  MENDOZA and HARTZELL (1989). Hence, we would 
have to conclude that our teleseismic results were compatible with the model of  
MENDOZA and HARTZELL (1989). I f  we are allowed to shift their pattern toward 
the trench by about  30 km, then the center of  their down-dip extra asperity is at the 
down-dip edge of the U N A M  (1986) aftershock region. We speculate that this 
trenchward shift of their slip pattern would reconcile their high-slip regions with all 
the other indications that seismic coupling goes no further down-dip than the 
U N A M  (1986) aftershock zone. 

4. D i scus s ion  o f  R e s u l t s  

Our discussion starts with some detailed seismological aspects of  these earth- 
quakes, and we end with some seismological and tectonic generalizations. 
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4. I Radiated Wave Energy 

Recall from the earlier discussion the question of whether radiated wave energy 
estimates are systematically less than expected from the energy-moment formula of 
KANAMORI (1977). Since we have determined some aspects of the space-time 
history of moment release for three earthquakes, we can also determine the radiated 
wave energy of the 1973 Colima event, and the 1985 Michoacan mainshock and 
aftershock. The source time function duration for these earthquakes is at least 20 s, 
thus the teleseismic body waves with periods of a few seconds and greater should 
contain most of the radiated wave energy (see KIKUCHI and FUKAO, 1988, for 
more discussion of this point). As KIKUCHI and FUKAO (1988) give an energy 

estimate for the 1985 Michoacan mainshock, we provide an independent estimate 
based on: a different teleseismic data set; a different inversion procedure; and 

different assumed fault finiteness. In addition, we will add energy estimates for two 
additional earthquakes. The radiated wave energy is presented as the ratio of energy 
to the seismic moment. 

For the 1985 Michoacan mainshock, we can see from Figure 16 that our upper 
bound on radiated wave energy is the same as the KIKUCHI and FUKAO (1988) 
estimate, while our lower bound is a factor of four less. Our independent calculation 
supports the result of KIKUCHI and FUKAO (1988). The wave energy estimates for 
the 1973 Colima and the 1985 Michoacan aftershock are 0.1 to 0.2 x 10 -5, similar 
to the 1985 mainshock. Thus, these earthquakes add two more examples to the list 

in KIKUCHI and FUKAO (1988) of  large subduction earthquakes with a E/Mo ratio 
less than one-tenth the "expected" value of 5 x 10 -5. As discussed in KANAMORI 

(1977) and KIKUCHI and FUKAO (1988), the "expected" energy/moment ratio is 

Energy/Moment Ratio for Mexico EQs 

,////////,////f11///////////i//////////////i1///////////i////////////1// 

"Expected" ratio 
Upper 

x.~ 0 .5  Lower 

0 

0.1 

0.05 
73 Colima 85 Mich. 85 Mich. 

Mainshock Aftershock 

Figure 16 
The energy/seismic moment  ratio for the Colima and Michoacan earthquakes. Given the uncertainty in 
some of  the rupture parameters,  we calculate upper and lower bounds on the radiated wave energy. The 
value of  this ratio calculated by KIKvOt i  and FUKAO (1988) for the Michoacan mainshock is also 
plotted. The "expected" value of  the ratio is 5 • 10 -5. Our calculations show that  the radiated wave 

energy is only about  2% to 10% of the expected value. 
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based on two assumptions: (1) the stress drop is a typical value of  about 30 bars; 
and (2) the seismic efficiency is 100%. Hence, the E/Mo ratio can be lower if the 
stress drop is lower, the seismic efficiency is lower, or a combination of  these two. 
Seismic efficiency is a measure of the frictional properties during the rupture 
process, and an efficiency of 100% results from the dynamic frictional stress equal 
to the final stress on the fault. If the average dynamic frictional stress is greater than 
the final stress, then the efficiency is less than 100%. KIKUCHI and FUKAO (1988) 
and KIKUCHI (1990) argue that the observed values of  the energy/moment ratio are 
explained by a seismic efficiency of only 1% to 10%. Since our estimates of  the 

static stress drop of the 1973 Colima and 1985 Michoacan aftershock are in the 
range of 30 to 40 bars, then we are also compelled to argue that the seismic 
efficiency of  the large Mexico earthquakes is only about 2% to 10%. However, 
other evidence exists that the above conclusions may not be correct. KANAMORI et 
al. (1993) have used the "direct" method, described as method #1 in Section 2.4, 
to estimate energy of California earthquakes, and they find that the observed energy 
agrees with the "expected" value. Even more relevant to our study are the results 
of SINGH and ORDAZ (1993), who apply the "direct" method to Mexico earth- 
quakes, including the 1985 Michoacan earthquakes. They find far more energy in 
the radiated waves than we do - - t he i r  results are roughly compatible with the 
"expected" value. How to reconcile these results? As one possibility, some recent 

numerical experiments that we have performed indicate that inversion for the 
rupture process of large earthquakes may "lose" much of the wave energy (see, e.g., 
RUFF, 1992b). This important question must be resolved in future studies. 

4.2 Fault Geometry, Slip Vectors, and Plate Motions 

Figure 17 shows estimates of  the strike and dip of the fault plane and the slip 
vector direction for the five earthquakes. For  our results, we have indicated the 
acceptable ranges in these parameters by the boxes. Given the scatter in the results, 
it seems that a fault strike of 290 ~ to 295 ~ would be acceptable for all five events. 
If we focus on fault strike determinations by the same investigator, the Harvard 
CMT fault strikes are between 287 ~ and 306 ~ while our preferred M T R F  fault 

strikes range from 272 ~ to 317 ~ The only earthquake for which the range in M T R F  
results do not include the overall value of 290~ ~ is the 1979 Petatlan earth- 
quake, with a preferred strike of 272 ~ However, since two other investigators found 
a fault strike of 290 ~ or greater, we should conclude that all five events allow the 
same fault strike. 

Fault dip angles from the Harvard CMT solution and our study are shown in 
the middle part of Figure 17. The M T R F  results give a fault dip of  12 ~ to 16 ~ 
except for the 1981 Playa Azul event which has a distinctly steeper dip of  25 ~ The 
Harvard CMT solution for the Playa Azul event yields a dip angle of 20 ~ Thus, it 
appears that the Playa Azul event does have a steeper fault plane dip as compared 
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Figure 17 
Summary of different estimates of focal mechanism geometry- t'or the five earthquakes. The legend shows 
the symbols for different investigators: *, our results; HRV CMT, Harvard CMT results; C & S, CHAEL 
and STEWART (1982); P & M, PRIESTLEY and MASTERS (1986); R e t  al,  RIEDESEL et  al. (1986). The 
open bars show the allowed range from our MTRF study. The upper panel shows the fault plane strike, 
the middle panel shows fault plane dip, and the lower panel shows slip vector direction. The hachured 

line through the lower panel is the predicted direction from NUVEL (DEMETS et  al., 1990). 

to the other larger Mexico earthquakes. Since the Playa Azul rupture area is located 
at the down-dip edge of  the coupled zone, this steeper dip could reflect a general 
steepening in fault dip across the seismogenic plate interface. Alternatively, the 
specific plate interface area ruptured by the Playa Azul event is geometrically 
anomalous as compared to the adjacent segments along the down-dip edge. Perhaps 

future detailed studies of microseismicity can discriminate between these two 
possibilities. 

The lower part of Figure 17 shows the slip vector strike for the five events from 
different investigators. As previously discussed, the stip vector strikes from the 
Harvard CMTs are less (i.e., more northerly) than the predicted NUVEL strike of 
33 ~ to 34 ~ across the subduction zone segment (the horizontal bar in Fig. 17), 
However, the results from RIEDESEL et  al. (1986) for the 1985 mainshock and 
aftershock are consistent with the NUVEL direction. Our results for the 1973 
Colima and 1981 Playa Azul events agree quite closely with the NUVEL direction. 
On the other hand, all three values plotted in Figure 17 for the 1979 Petatlan 
earthquake are tess than the NUVEL direction. Either the seismologicaI resuIts are 

biased, or the slip vector for the Petatlan earthquake is rotated to a more northerly 
direction with respect to NUVEL. The Harvard CMTs in northern Mexico for 
smaller events (see compilation in DEMETS et  al.,  1990) show that the overall 
preferred slip vector strike is in the range of 20 ~ to 25 ~ The Harvard CMTs from 
earthquakes further south are consistent with the NUVEL direction. To accommo- 
date this difference of 8 ~ in slip vector direction, between 25 ~ to 33 ~ requires a 
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significant change in the location of the Cocos-North America rotation pole, and 
this change would not be compatible with the global constraints on the location of 
the rotation pole. At this time, the most parsimonious solution is to accept the 
NUVEL rotation pole, and ascribe the slip vector bias to seismological "noise." 

4.3 Time Functions and Rupture Initiation 

One common characteristic of  all earthquakes is the emergent rupture initiation. 
All five earthquakes show a precursor, followed 4 to 8 s later by the main pulse of 
moment release. After identification in the time functions, the precursor timing can 

be seen in the seismograms. Figure 18 shows simplified versions of the basic time 
functions for all five earthquakes. These time functions are all plotted at the same 
amplitude and time scales. In detail, the precursor is seen either as a small ramp, or 
as some "glitches" superimposed on a ramp-- these  details have been simplified in 
Figure 18. The precursor duration varies from 4 to 8 s, while total time function 
duration varies from 20 s to 65 s. The precursor duration is 4 s for the Michoacan 
aftershock and Playa Azul event, which both have a total duration of about 20 s. 
The Petatlan event has a 6 s precursor and a total duration of about 25 s, and the 
precursor duration is 8 s for the Cotima earthquake with a total duration of 30 s. 

The Michoacan mainshock has a precursor duration of 5 s. Although the overall 
duration of  this event is at least 65 s, the duration of  the two individual pulses is 

~ 1973 Col ima 20 

M(body) = 2 x 10 Nm 

1979 Petat lan 

M(body) = 1.4x 10 20 Nm 

1981 Playa Azul  

M(body) = 0.6 x 10 20 Nm 

Sept.  21, 1985 Mich. 

M(body) = 1.5 x 10 20 Nm 

Source Time 
Functions 

30 s 
I I 

A Sept. 19 
~ ' ~  1985 

Figure 18 
Schematic summary  of  the source time functions for each earthquake. The stylized time functions retain 
the duration and amplitude information; amplitude and time scales are at top. The resolved body-wave 
moment  is listed. If additional moment  release is required to match the long-period surface wave 
moment ,  it is added as a later ramp for the Petatlan event and Michoacan aftershoek, and as an overall 
baseline correction for the Michoaean mainshock (also see EKSTRt)M, 1989). An important  feature is the 

small precursor for all earthquakes. 
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about 20-25 s. Thus, it is possible that the precursor duration is linked to the 
duration of the main pulse that follows, though there are too few examples to 
convincingly prove this idea. If we accept some linkage between precursor and main 
pulse duration, then the precursor duration would be related to the size of the 
"asperities" since longer pulse duration is usually related to a larger region of 
higher moment release. At this point, we move into the realm of speculation by 
suggesting that the precursors are an intrinsic part of the rupture process of Mexico 
earthquakes, and that the time delay between precursor and main pulse onset is 
determined by the size of the asperity that is about to break. There are at least two 
theoretical models for rupture initiation that might explain this speculative interpre- 
tation of the precursors. One model is presented in OHNAKA (1992), where the 
rupture process is characterized by a slow precursory growth of the rupture front 
until the crack obtains a critical size, then a typical earthquake rupture occurs. The 
characteristics of this precursory phase depend on the unknown frictional properties 
of fault zones. Another model is that of KOSTROV and DAS (1988), who show the 
results of a theoretical study of how an isolated asperity would fail. They discuss a 
curious geometric effect in which the rupture front initially propagates around the 
edge of the asperity, and then eventually a rupture front can sweep across the entire 
asperity. They use the term: "double encircling pincer," to describe this geometric 
effect. This style of rupture produces a source time function with a precursory 
ramp, followed by a main pulse as the rupture front breaks the interior of the 
asperity. Note that the duration of the precursor should be linked to the overall size 
of the asperity. Thus, the KOSTROV and DAS (1988) model for asperity failure 
appears to offer a good explanation of our interpretation of the Mexico earth- 
quakes rupture process. This explanation has the appealing feature that the linkage 
between the precursor and the main pulse is a purely geometric effect. Precursors 
have been noted by many previous investigators for many subduction zone earth- 
quakes. The results from Mexico certainly stimulate the desire to study these 
precursors in a more systematic fashion. 

4.4 Asperity Distribution and Subduction of the Orozco Fracture Zone 

One goal of this study is to determine the asperity distribution along the 
northern Mexico subduction zone. Our overall conclusion is that the rupture 
process studies do not give us a clear picture of distinct asperities separated by 
extensive "weak" regions. We were able to resolve a distinct subregion of higher 
moment release for the 1973 Colima earthquake, shown by the triangular region in 
Figure 19. Also, there is a concentration of moment release in the epicentral area of 
the 1979 Petatlan earthquake, shown as the oval region in Figure 19. There is also 
a concentration of moment release in the epicentral area of the Sept. 21 Michoacan 
aftershock, but it is poorly defined and is represented in Figure 19 by the open 
triangular area. Our results for the Sept. 19 Michoacan mainshock place bounds on 
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Colima 
Graben 

20ON 

106~ 99ow 

Figure 19 
Detailed map of the northern Mexico subduction zone segment with the results from the rupture process 
studies. Contour interval is 500 m. Land is indicated by the cross-hatching. Oceanic features include the 
East Pacific Rise, the Orozco and Rivera fracture zones, and the Mexico trench. Arrows show the 
convergence direction of the Cocos plate with respect to North America; the convergence rate varies 
from 49 to 55 mm/year from Colima to Petatlan. Triangles are active volcanos, and the Colima graben 
is bordered by bold lines. Dots are large earthquake epicenters. Asperity candidates are shown as regions 
in the seismogenic zone; more confidence is attached to the solid regions. The asperity distribution along 
this segment can be characterized as "indistinct," and it is possible that the asperities overlap each other 
(see text). Most of the moment release is closely associated with the subducting Orozeo Fracture Zone. 

Note the physiographic effects in the upper plate above the Orozco Fracture Zone. 

the a long-s t r ike  loca t ion  o f  the second pulse o f  m o m e n t  release; this " a spe r i t y "  is 

shown as the oval  region down-d ip  o f  the Sept. 21 af tershock.  In  detail ,  the m o m e n t  

release o f  this pulse  could  be d is t r ibu ted  bo th  up-d ip  and down-d ip  f rom the oval  

"aspe r i ty . "  Recal l  the work  o f  MENDOZA and  HARTZELL (1989) who do  spli t  this 

asper i ty  into two dis t inct  regions o f  h igher  slip. Our  s tudy  does  not  place useful 

bounds  on the m o m e n t  release o f  the first pulse o f  the M i c h o a c a n  mainshock;  this 

fact is indica ted  by the do t t ed  region a b o u t  the ma inshock  epicenter  in F igure  19. 

Final ly ,  the m o m e n t  release o f  the 1981 P laya  Azul  event  is p r o b a b l y  con ta ined  

within the open oval  a t t ached  to the epicenter  in F igure  19, bu t  recall  tha t  the 

c o m m o n  in te rp re ta t ion  o f  this region is a " w e a k "  a rea  between the two d o m i n a n t  

asperi t ies  o f  the 1985 M i c h o a c a n  mainshock .  The  1981 P laya  Azul  rup ture  area  

cou ld  be an in tervening " w e a k "  region,  bu t  it  is also poss ible  tha t  significant 

m o m e n t  release occurred  in this a rea  dur ing  the 1985 M i c h o a c a n  mainshock .  The 

col lect ion o f  results  in F igure  19 would  a l low us to pos tu la te  a near ly  con t inuous  
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distribution of "asperities" along the subduction zone segment. This map of 
"asperities" looks quite different from the asperity map for the Kuriles Islands 
(SCHWARTZ and RUFF, 1987) with clear distinct asperities separated by distances of 
50 or more km. Given the relatively smaller size of the Mexico earthquakes, one 
explanation could be that the asperity lengths and separations are so small that our 
teleseismic rupture process techniques may not resolve the distinct asperities. Use of 
acceleragrams, such as in the study of MENDOZA and HARTZELL (1989), might 
provide better spatial resolution. However, since acceleragrams are not available to 
study the adjacent 1973 Colima and 1979 Petatlan earthquakes, we still cannot 
conclude that there are distinct asperities along the subduction segment. To 
summarize, our rupture process studies are consistent with a continuous chain of 
"asperities" from the 1979 Petatlan earthquake to the 1973 Colima asperity. Given 
some evidence from the other studies, we speculate that in fact there is heterogene- 
ity in moment release along the subduction segment. 

Subduction of the Orozco Fracture Zone causes a shallow trench to the 
southwest of the Petatlan, Playa Azul, and Sept. 21, 1985 earthquakes. Although 
the Orozco Fracture Zone is a complex bathymetric feature (see SINOH and 
MORTERA, 1991), its overall trend is clearly rotated to a more easterly azimuth than 
the convergence direction of the Cocos plate with North America (see Fig. 19). The 
southern edge of the Orozco Fracture Zone projected down the seismogenic zone 
would follow a trend similar to the dashed line in Figure 19. The "width" of the 
Orozco Fracture Zone is conveniently determined at the trench axis by shallowing 
of the trench to less than 4500 m. Thus, the 1979 Petatlan earthquake and the 1985 
Michoacan aftershock are located more or less in the middle of the Orozco Fracture 
Zone. Also, the southern part of the Michoacan mainshock is located over the 
Orozco Fracture Zone. On a global basis, the subduction of bathymetric features 
like the Orozco Fracture Zone is usually associated with reduced seismic coupling 
(see MCCANN and HABERMANN, 1989). However, for the case of the Orozco 
Fracture Zone in Mexico, we see earthquakes that are typical in size for Mexico 
occurring on the crest of the subducted feature. It appears that the Playa Azul 
earthquake initiated at the northern edge of the Orozco Fracture Zone. Further- 
more, the slip associated with the second pulse of moment release of the Michoacan 
mainshock is located somewhere along the extension of the Orozco Fracture Zone. 
Thus, a significant portion of the moment release in the northern Mexico subduc- 
tion is associated with the Orozco Fracture Zone. 

It is interesting to note the topographic effects in the North America plate that 
may be associated with the subduction of the Orozco Fracture Zone. The trend of 
the mountain front, i.e., the 500 m contour, north of the Orozco Fracture Zone is 
nearly east-west (Fig. 19). Along the projection of the Orozco Fracture Zone there 
is a sharp embayment with a steep mountain front. The trend of the mountain front 
south of the Orozco Fracture Zone more nearly parallels the trend of the trench 
axis. MCCANN and HABERMANN (1989) present a model in which the subduction 
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of bathymetric features such as the Orozco Fracture Zone has a profound effect on 
the physiography and geology of the upper plate. Two predictions of their model 
are that: (i) there will be coastal uplift and terraces over the subducting features; 
and (ii) the volcanic arc wilt be displaced inland behind the feature (also see Nug 
and BEN-AVRAHAM, 1983). In Mexico, there is clearly a topographic anomaly over 
the ridge, with possible uplift at the southern, i.e., trailing, edge of the fracture 
zone. Also, a simple extension of the Orozco Fracture Zone inland shows that it 
corresponds with a change in the trench-volcano distance, and possibly with a gap 
in the most recent volcanic activity (see Fig. 19). 

Given the difference in azimuths between the Orozco Fracture Zone and the 
Cocos-North America plate motion, the intersection of the Orozco Fracture Zone 
with the Mexico trench migrates north as plate motions proceed. The Guererro 
seismic gap (SINGH and MORTERA, 1991) is in the region just behind the passage 
of the Orozco Fracture Zone, though we note that it takes several million years for 
the Orozco Fracture Zone to traverse the seismic gap region. Would this tectonic 
interaction change the character of the plate interface in the Guererro region for a 
few million years? It is important to know the answer to this question. 

The northern limit of the 1973 Colima earthquake appears to coincide with the 
extensions of the Rivera Fracture Zone and the Colima graben (Fig. 19). This 
northern limit of the seismogenic plate interface could be defined by the subducted 
boundary between the Cocos and Rivera plates, or the fragmentation of the upper 
plate, or both. The small seismic gap between the 1973 Colima and 1932 Jalisco 
earthquake (see NISHENKO, 1991) would appear to coincide with the Colima 
graben, and hence may not be capable of generating a large underthrusting 
earthquake. 

In the spirit of "comparative subductology" (UYEDA and KANAMORI, 1979; 
JARRARD, 1986), we propose that there are seismotectonic similarities between 
northern Mexico and two other subduction zone segments: the Santa Cruz Islands 
segment (see TAJIMA et  al., 1990); and the central Peru segment (BECK and RUFF, 
1989). As fully described in TAJIMA et  al. (1990), the Santa Cruz Islands segment 
is characterized by overlapping aftershock areas of two large earthquakes in 1966 
(Ms 7.9) and 1980 (Ms 7.7). This is similar to the overlapping rupture areas of the 
1979 Petatlan event and 1985 Michoacan aftershock. In the Santa Cruz Islands 
segment, it is also difficult to identify distinct asperities (see Fig. 20). The central 
Peru segment also offers an interesting comparison. As presented in BECK and 
RUFF (1989), the central Peru subduction segment extends for about 500km 
between the Mendana Fracture Zone to the north and the Nazca Ridge to the south 
(segment shown in Fig. 20). This segment was ruptured by three large earthquakes 
in 1940, 1966, and 1974; however it seems that the entire segment was ruptured by 
a single great earthquake in 1746. The 1974 Peru earthquake (Ms 7.8) shares many 
similarities with the 1985 Michoacan mainshock: (1) seismic moment is the same; 
(2) it was a double event; (3) the first event in the northern part displayed some 
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Figure 20 
Schematic map views of asperity distributions determined for several subduction zones from rupture 
process studies of great earthquakes. For each subduction zone segment: asperities are the hachured 
regions; trench axis and down-dip edge of the seismogenic zone are plotted as the bold and dashed lines, 
respectively; north arrow is given for approximate orientation; stars plot the great earthquake epicenters; 
for more than one star, the list corresponds to left-to-right ordering of epicenters. Earthquake list to the 
right of each zone gives the year, e.g., "64" is the March 28, 1964 Alaska earthquake, and magnitude 
is either Mw or or M,. Abbreviations and references are: Alaska, CHRISTENSEr~ and BECK (1994), this 
issue; W Aleut (Western Aleutians), BECK and CHRISTENSEN (1991); Kuril (Kurile Islands), Ec-Col 
(Ecuador-Colombia), and Peru, BECK and RUFF, (1989); S Cruz (Santa Cruz Islands), TAJIMA et  al. 

( 1990); and Mexico, results from this paper. Same scale is used for all plots, 100 km is shown at bottom. 
Asperity size varies from large in the subduction zones plotted at top of figure, to small (yet close 

together) in the zones plotted at bottom. 

c o m p o n e n t  o f  b i la te ra l  rup tu re ;  (4) the  s econd  even t  r u p t u r e d  to  the  s o u t h e r n  edge  

o f  the  segment ,  m o r e  o r  less n e a r  the  crest  o f  the  N a z c a  Ridge ;  (5) there  is a 

p r e c u r s o r y  r u p t u r e  be fo re  the  first m a i n  pulse  onset ;  and ,  (6) there  is even  a s t r ange  

c lus te r  o f  a f t e r shocks  loca t ed  s igni f icant ly  d o w n - d i p  o f  the m a i n  r u p t u r e  a rea  o f  the  

1974 Pe ru  even t  (DEWEY a n d  SPENCE, 1979). W h i l e  the re  are  m a n y  s imilar i t ies  

b e t w e e n  the  r u p t u r e  p rocess  o f  the  1974 P e r u  a n d  1985 M i c h o a c a n  e a r t h q u a k e ,  the  

ove ra l l  a sper i ty  d i s t r i bu t i on  in cen t ra l  P e r u  a p p e a r s  to be  m o r e  d is t inc t  t h a n  
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Mexico. One speculative aspect to consider is whether the entire northern Mexico 
segment could rupture in a single great earthquake, just as central Peru has in 
previous earthquake cycles. The combined moments of  all five earthquakes in 
Mexico would be about twice as large as the 1985 Michoacan mainshock. An event 
of this size is contrary to the known earthquake history along the Mexico 
subduction zone (SINGB et al., 1984). On the other hand, a simple mechanical 

model of asperity interaction can produce synthetic earthquake sequences with a 
long succession of smaller "single" events, punctuated by an occasional larger 

"multiple" event (RUFF, 1992a). We emphasize that it is pure speculation to 
suggest that this type of variable rupture mode, as observed in central Peru, is 
relevant to the northern Mexico subduction segment. The facts of earthquake 
history in Mexico offer a stronger suggestion that "indistinct" asperity distributions 
cause a spatially-overlapping sequence of large earthquakes, as opposed to great 
earthquakes that rupture the entire segment. 

5. Conclusions 

We have studied the focal mechanism and rupture process of five large earth- 
quakes in the northern Mexico subduction zone. The rupture process of all five 
earthquakes shares a common feature: rupture begins with a low-level of  moment 
release for the first 4 to 8 s, followed by the main pulse onset with a duration of 
about 20 s. In the case of the 1985 Michoacan mainshock, the rupture continued 
with a second main pulse of 20 s duration, with a total duration of 70 s or more. 
Rupture directivity and an epicentral region asperity are resolved for the 1973 
Colima earthquake. There are various difficulties in resolving the spatial extent of  
rupture for all other events. As found by previous investigators, there is a strong 
directivity for the second pulse of  the 1985 Michoacan mainshock. Our results for 
the Michoacan mainshock are most similar to those of  EKSTROM (1989); he also 
used a one-dimensional rupture model. Our results are also consistent with the 
MENDOZA and HARTZELL (1989) model where the second pulse is split into a 
shallow asperity and an "extra" deep asper i ty--as  long as we are able to shift their 
entire slip pattern trenchward. One unusual feature is the overlap in rupture areas 
of  the 1979 Petatlan event and the 1985 Michoacan aftershock. Moment release for 
the 1981 Playa Azul earthquake can be contained within the aftershock area. 

Detailed considerations of  the focal mechanisms allow us to choose an accept- 
able overall fault strike of 290 ~ to 295 ~ for all events. The fault dip angle can be 
chosen as 16 ~ for all events, except for the 1981 Playa Azul earthquake which has 
a dip angle of 20 ~ to 25 ~ Given the freedom to combine results from different 
investigators, the slip vector directions of four earthquakes are consistent with the 
NUVEL (DE METS et  al., 1990) direction of 33 ~ for Cocos-North America 
convergence. The slip vectors of the 1979 Petatlan earthquake are more northerly 
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than the NUVEL direction. The Harvard CMT solutions for large and small 
earthquakes in northern Mexico prefer an overall slip vector direction of 20 ~ to 25 ~ . 

The northern boundary of this subduction segment is defined by significant 
features in both the subducting and upper plates. The southern boundary of this 
segment coincides with the southern edge of the subducting Orozco Fracture Zone. 
Most of the seismic moment release in this segment is associated with the Orozco 
Fracture Zone. We speculate that the subducting Orozco Fracture Zone influences 
the physiography and volcanism in the upper plate. The Guererro seismic gap is 
located just to the south of the Orozco Fracture Zone. We cannot speculate as to 
-what effect the geologically recent passage of the Orozco Fracture Zone has had on 
the plate interface in the Guererro region. 

There are several seismotectonic similarities between the northern Mexico 
segment and the subduction zone segments in central Peru and the Santa Cruz 
Islands. The small separation of asperities is a common feature for all three 
segments, with the northern Mexico and Santa Cruz Islands characterized by nearly 
continuous "asperities" and overlapping rupture areas. This asperity distribution 
and earthquake behavior is in contrast to that of Alaska, where the very large and 
distinct epicentral asperity generates "truly great" earthquakes when it breaks (see 
Fig. 20). The 1985 Michoacan mainshock and the 1974 Peru earthquake appear to 
have quite similar rupture processes and tectonic environments. The central Peru 
segment is characterized by a variable rupture mode, where the previous earthquake 
cycle consisted of a single great event that ruptured the entire segment. Significant 
differences between central Peru and northern Mexico include the age of subducting 
lithosphere and the fact that the known earthquake history of Mexico does not 
include the occasional great earthquakes that occur in Peru. 
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Appendix: MTRF Inversion and Extraction of Source Time Function 
and Moment Tensor 

This section presents a thorough and detailed discussion of inversion for the 
MTRFs. The first subsection covers the forward problem and "standard" linear 
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inversion. The second subsection covers omnilinear inversion for MTRFs.  The final 
section addresses the inverse problem for reduction to the best source time function 
and moment tensor together with a statistical measure of  the adequacy of this 
reduction. 

A 1. MTRF Notation and Linear Inversion for MTRFs 

We can write the MTRFs  explicitly as: 

/]~3/l,(t) ..oM~ 12(t) ...M." 13(t)~ 
3~/Jk(t) = / " . . . .  . . .M22( t ) " . .  M23(t )~ (A1) 

\ ,*"" , . . . .  M33(t)/ 

where the moment tensor is required to be symmetric. Mll represents a source 
dipole along the xl direction of  a Cartesian coordinate system; positive Mll 
corresponds to a "dilatational" dipole. The orientation of the Cartesian system used 
here is: +x l  points "East";  +x2 points "North" ;  and +x3 points "Up";  at the 
source location. 

An isotropic seismic source, i.e., an explosion or implosion, is represented by the 
trace of the moment tensor. Since we shall be focused on earthquake studies, the 
isotropic source component will be eliminated by setting the trace to zero. This 
constraint is linear, hence the inverse problem for the five independent moment 
tensor components is linear. There are several different choices that can be made to 
define the five independent moment tensor components from the six components of 
Eq. (A1). Recall that a double-couple source corresponds to a moment tensor for 
which one eigenvalue is zero, and hence the other two are equal and opposite . 
Following the formulation in RUFF and TICHELAAR (1990), the moment tensor is 
constructed from five double-couple sources as follows: 

(!o!) (!o!) (!'i) ~.k(t) = 0 3~/, (t) + 1 3)/2( 0 + 0 ff/3(t) 

0 -- 0 -- 0 

§ o ~t.(O + o M~(t). 
0 1 

(A2) 

For a given seismogram, the Green's functions for each of the above five compo- 
nents are synthetic seismograms calculated for the five pure double couples with a 
delta function time history and unit moment. The MTRFs  are identified by their 
focal mechanisms (e.g., Fig. 2 in main text). Substitution of Eq. (A2) into Eq. (5) 
in the main text then yields 

s i ( t ,  ~'~) = gfml * J~ l ( t )  q" gfm2 * J~r q- ' ' "  +gym5 * ~15(t) (A3) 
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where gfml through gfm5 are the Green's functions for the first through fifth focal 
mechanisms in Eq. (A2) (written in full, they are: gi.imi (t, ~, Vo)). To streamline the 
notation of Eq. (A3), let si(t, f~) simply be the nth seismogram, sn(t); and gfm~, 
becomes gnm, the Green's function for the nth seismogram from the mth focal 
mechanism and MTRF. Then, Eq. (A3) is written as the contraction of a row 
vector with the Green's functions and convolution and a column vector with the 

I'M.', (t) 
, 

g*l gn*2 g*3 gn* g~ /m3( / )  -~Sn(t) (A4) 
" " /M4(t) 

LM~(t) 

where * represents the convolution operation. We cannot expect to determine the 
five unknown functions from one observed seismogram. We now write down in 
symbolic form the simultaneous equations for N seismograms: 

g*l g*2 " ' ' ; 1 5 5 1  ~M. l(t) "] ~- S1 (t) 
g*l g2"2 " " " / / | (A5) 

Lg~, gI= " "  g,1,=J LM,(t)j L=,(,) 
The above system corresponds to the equation in RUFF and TICHELAAR (1990). 

We must now discretize the above system. The unknown MTRFs are stacked 
into the model column vector, and the observed seismograms are stacked into the 
data vector. It is not necessary for the duration or averaging intervals of the 
seismograms and time functions to be the same. The g* operation becomes a 
submatrix (see RUFF and KANAMORI, 1983b for details). 

Our preference is to invert the seismograms as recorded, rather than preprocess 
the seismograms to equalize instrument responses. Digital seismograms are rescaled 
from digitial counts to ground displacement or velocity. Amplitudes are normalized 
by dividing both the Green's functions and seismograms by the average spectral 
level of the instrument response in the pass-band of 10 to 30 s. This procedure 
allows us to simultaneously invert WWSSN seismograms with digital seismograms 
from various instruments and networks. The relative amplitudes as plotted are 
meaningful in the sense that nodal seismograms will have smaller amplitudes, etc. 
The discretized version of Eq. (A5) is then written as 

Am =? d (A6) 

where " = ? "  indicates that Eq. (A6) is a statistical estimation "equation." As in 
RUFF and KANAMORI (1983b) and RUFF and TICHELAAR (1990), we use the 
damped least squares inverse to obtain the model estimate 

rn = (A rA + 6J) IA rd = A *d (A7) 

MTRFs: 



152 Larry J. Ruff and Angus D. Miller PAGEOPH, 

where the A r matrix is the transpose of the A matrix, ~ is the model damping 
parameter, which is specified by the user as a fraction of the average value of the 
diagonal elements of A rA; J is a "sawtooth" diagonal matrix that increases from 
zero to the average diagonal value of A rA for each MTRF (see RUFF and 
KANAMORI, 1983b, for statistical explanation of this choice). A* is commonly 
referred to as the generalized inverse. 

At this point, we can invert seismograms for the MTRFs. However, a problem 
appears due to the scatter in the amplitudes of long-period body waves. This scatter 
introduces unwanted noise into the model results. We now discuss a method that 
eliminates this problem. 

A2. Omnilinear Inversion of  Seismograms for MTRFs  

The underlying reasons, numerical experiments, and some philosophical notions 
of body-wave amplitude scatter and omnilinear inversion are discussed in RUFF 
(1989b) and TICHELAAR and RUFF (1991). Here we shall simply discuss the 
technical details of seismogram scaling factors and omnilinear analysis. The data 
vector in Eq. (A6) contains the N seismograms. An explicit representation of this is 

Am = ? s2 (A8) 

where the horizontal lines within the data vector separate the subvectors for each 
seismogram. We now modify this equation by explicitly including the unknown 
scale factors a ~ , . . . ,  aN, one for each seismogram: 

Am =? s2 a2. (A9) 

aN 

where ai multiplies every component of seismogram st. We want to determine the 
set of scale factors that will make the data vector most compatible with the model 
description. Assemble the a factors into the vector a by placing the seismograms in 

Am =? 

a matrix: 

[ s~-'-a! ] 
sc a~- [ 

SN ] aN .J 

[Sl] 

0 

[s~] 
0 

... 

[sNl [ai 1 a2 = Sa. (A10) 

The S matrix has N columns; the ith column vector contins the ith seismogram 
shifted to the ith position, and all other elements are zero. The above formulation 
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shows that the simultaneous estimation of m and a can be treated as a linear 
problem, but it is a different problem than the simple linear form of Eq. (A8). First, 
notice that Eq. (A10) is now always exactly solved by all a's and all m's equal to 
zero. This trivial solution must be eliminated. As discussed in RUFF (1989b), the 
physical problem provides the constraint equation for a: the product of scale 
factors is one, i.e., [Ii ai = 1. Other constraint equations on a for different physical 
problems could be ~ a~ = N, for example. 

We shall briefly outline the solution of the above described problem. First, 
rewrite Eq. (A10) as: 

e=[A  ' - S ] (  (All)  

where e is the error vector; the difference between the rescaled observed seis- 
mograms, Sa, and the synthetic seismograms, Am. We now minimize the squared 
length of the error vector with respect to both m and a to find the normal equations 

=9 (A12) 

where 0 is a vector with all zeros, and " =  ?" symbolizes the fact that this equation 
might not be exactly solved due to constraints that may be placed on m or a. The 
goal is to find some acceptable nontrivial solution of the above system. Note that 
the upper-half of Eq. (A12) is 

A rAm = A TSa (A13) 

which represents the normal equations to find the least-squares estimate for m, 
while the lower-half of Eq. (A12) are the normal equations to find the least-squares 
estimate for a. One style of solution of the above problem is known as canonical 
correlation analysis, as invented by HOTELLING (1936); however, this solution has 
undesirable properties for the model constraints and the rescaling of the data. The 
new solution adopted by RUFF (1989b) is to solve the upper-half of the system in 
Eq. (A12) exactly (making allowances for the damped least-squares solution, i.e., 
(A TA + ~J) -  ~ replaces (A TA)- 1), and then seek the best solution of the lower-half 
system subject to the constraint equation on a. For the case of no damping, the 
solution for m is then 

m = (A TA) -~A TSa. (A14) 

This solution can be substituted for m in the lower-half system of Eq. (A12) to 
obtain 

{SrS - STA(A VA) -~A rS]a =7 0 (A15) 

which can be rewritten as 

La =? 0. (A16) 
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The L matrix has some interesting properties. First and most important,  L is a 

positive definite matrix, though it can have zero eigenvalues. We now try to find a 

that satisfies the constraint equation and minimizes the squared length of  La, i.e., 

tries to achieve zero length as requested by Eq. (A16). I f  we adopt  the constraint 
equation of a ra = 1, where a r is the transpose of the column vector a, then the 

solution to Eq. (A16) is given by a that is the eigenvector associated with the 

smallest eigenvalue of L. Other constraint equations require slightly more analysis. 
First, define a residual vector as: k = L 1/2a. Then, the scalar residual is p = k rk = 

a rLa; and p is a quadratic surface as a function of a. The gradient vector of  this 

surface is given by v = La; and v is orthogonal to the contours of  constant p. These 

contours are a generalized elliptical shape in higher dimensional spaces. The 

existence of an exact solution corresponds to a singular L matrix and would be 

represented by an ellipse in which one of  the axes extends to infinity. For  this case, 

a solution is the eigenvector associated with the zero eigenvalue. Exact solutions 

are not encountered when inverting real data. We now seek to minimize p given 
various constraints on a. In geometric terms, we seek the inner-most elliptical 

contour that just touches the constraint curve for a, that is, the two surfaces share 

the same tangent direction at this point. In this geometric view, we seek the a vector 
that produces v = La that is orthogonal to the constraint surface. I f  the con- 
straint surface is l i nea r - - fo r  example, cTa = 1 - - t h e n  the vector normal to the 

constraint surface points in the same direction everywhere in the space. Let this 

normal vector be u. Then, the direction of the solution vector is cr where: La = u. 

With L a positive definite nonsingular matrix, ~ = L lu; then a is the rescaled a: 
a = (1/cTa) 0~. 

The constraint surface for I-Iiai = 1 is "nonlinear" in the sense that the normal 

vector points in different directions as a function of  a. For  an a vector that satisfies 
this "nonlinear" constraint, the normal vector to this surface can be written as: 
( l /a l ,  1/a2 . . . . .  1~aN). The solution is then the a vector that minimizes p and also 

produces v = La such that vi = c(1/ai), where c is some constant. Hence, we have a 

nonlinear equation for a 

La = c[ 1/a~ ]. (A 17) 

Although this equation is nonlinear as it cannot be solved in an explicit one-step 
operation, it is easily solved by iteration or geometric manipulation in the linear 

space of the a vector. The key is to notice that the solution vector will lie in the 
sector between the u and a = L - l u  vectors, as previously defined. Thus, provided 
with this good guess of  the solution, we use Eq. (A17) to quickly converge on the 

solution. 
We finish this discussion with a critical review of  the constraint equations that 

might be used for omnilinear analysis. The constraint of  ara  = 1 is perhaps the 
simplest case to analyze because the solution is given by the eigenvector for the 
smallest eigenvalue of L. However, this constraint is difficult to justify from a 
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statistical point of view. Furthermore, if two or more eigenvalues of L share the 
same mimimum value, then there is no unique solution. Even for this situation, 
minimizing p with ~ a; = 1 or 1~ as = 1 will produce a unique solution. Given the 
symmetry of the error surface and the constraint surface of I-I ai = _+ 1, an 
alternative solution to the "correct" a is to multiply all a~'s by - 1 ;  of course this 
would also reverse the sign of m in Eq. (A14). For  the present application, we 
imagine that the polarities of  most seismograms are correct, thus we choose the a 
vector that mostly points toward positive values of the individual components. 
Omnilinear analysis has the capability to find reversed polarity seismograms and 
automatically "flip" them to the correct polarity, but this option should be carefully 
monitored. 

Once the scale factors are determined, the best model is calculated from Eq. 
(A14). We define the a posteriori data variance as: o-2= e Te/N, where e is the error 
vector Sa - Am, and N is the total number of data vector elements. The model 
covariance matrix is then 

[Cov] = A *[o-2I]A , r  (A18) 

where I is the identity matrix, and A* is the generalized inverse. A single value of 

the overall data variance is used to be compatible with the construction of A *. We 
can easily represent the diagonal elements of the model covariance matrix by 
plotting the plus and minus standard deviation about each time function point by 
dashed lines, as in Figure 2 in the main text. A clear graphical representation of the 
full covariance matrix is more diffcult. In the section below, we shall use the 
covariance matrix as part of the numerical calculations to extract the best time 
function and moment tensor. 

A3. Extraction of  Moment Tensor and Time Function from MT RFs  

This lengthy section covers both theoretical and practical aspects of the quasi- 
nonlinear inversion problem to extract the best moment tensor and time function 
from the MTRFs.  The first subsection sets up the forward problem; subsection 
A3.2 develops the inverse equations for the "bouncing" method; A3.3 shows the 
omnilinear formulation; A3.4 shows how to obtain a global solution; A3.5 general- 
izes A3.4 to include a data covariance matrix; A3.6 then returns to the statistical 
question of whether the earthquake can be represented by a single moment tensor 
and time function, or not; and A3.7 finishes with a practical discussion of several 
issues including error propagation to the faulting parameters. 

A3.1 Statement of  the problem 
If an earthquake has a constant moment tensor during rupture, then the 

individual MTRFs  will all have exactly the same shape. If we normalize the 
waveshape to have positive unit area, then the scale factors (ml, m2, �9 - - , ms) that 
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multiply this waveshape to produce the MTRFs  will have units of seismic moment, 

and these scale factors are components of the moment tensor: 

m l f ( t )  = ~Il (t), m z f ( t  ) = ~/2(t) . . . .  , ms f ( t )  = ~:/5(t). (A19) 

Since the MTRFs  are organized into a column vector for the data inversion, the 
above relations can also be written as 

(A20) 

where the horizontal lines within the column vectors separate the MTRFs.  The 
moment tensor is then given by 

( m l m 3 m 4  ) 
Mjk m2 = m 3 m5 . 

m4 m5 --m 1 -- m 2 
(A21) 

The moment tensor can be further analyzed to see whether or not it represents a 
single double couple. Let the eigenvalues of Mjk be 2~, the largest positive one, 22, 
the intermediate one, and 23 the minimum one. Also, designate the eigenvectors 
associated with the 21, 22, and 23 eigenvalues as: t, n, and p. Then, a pure double 
couple is represented by a moment tensor with 22 = 0, and consequently 23 = - 2 1 .  

Then the t, n, and p unit vectors are the tension, nodal, and pressure axes of  the 

focal mechanism. The seismic moment of the earthquake is 2140 = 2~ = -23 .  If  
22 ~ 0, the moment tensor can be separated into either major or minor double 
couples, or a major double couple and a compensated linear vector dipole. The 

geometry of  the major double couple is the same for either choice, only M0 differs 
slightly. We us the former option, where the seismic moment is given by the larger 

of 21 o r  1231. The "size" of  the secondary source is given by the ratio of  f221/Mo, and 
is expressed as "percent second double couple." 

When we invert real data to find the MTRFs,  we do not expect to see the same 
identical shapes for each MTRF.  The shapes will be different due to "noise", i.e., 
inadequate Green's functions, combined with low resolution, or possibly because 
the earthquake actually did rupture with time-varying moment tensor. The scientific 
challenge is: How can we assess if the variations between MTRFs  are significant? 
We must make use of the estimates of data and model variance in answering this 
question. The procedure of RUFF and TICHELAAR (1990) is to first find the "best" 
single time function and moment tensor, and then see if the "synthetic" MTRFs  
obtained from recombining the time function and moment tensor fall within the 
error bounds of the MTRFs.  This basic procedure is graphically displayed in 
several figures in the main text, Figure 2 for example. If the synthetic MTRFs  fall 
within the error bounds of the MTRFs,  then we conclude that the earthquake can 
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be represented by a single time function and moment tensor. RUFF and TICHELAAR 

(1990) prefer to use two standard deviations as the error bounds. We would then 

expect about 95% of the samples of the synthetic MTRFs  to fall within these error 
bounds, and a few points that lie outside are not cause for concern. If  the synthetic 
MTRFs  fall significantly outside the error bounds of the MTRFs,  then we must 

retain some aspects of the more complicated description of  the earthquake rupture 

process. 

A3.2 How to find the best f ( t )  and Mjk 
We must now find the best time function and moment tensor components given 

the MTRFs  and their covariance. This is another problem in statistical estimation. 

This inverse problem requires some discussion because of the apparent nonlinearity 

of our model parameters, i.e., the product of the unknown f ( t )  and m/s. It seems 
intuitively clear that the "best" time function should be some average of  the 
individual MTRFs.  As one example of a quantitative application of  this idea, 
VASCO (1988) assembled the MTRFs  into individual column vectors of a matrix, 

and then used the "principal components" technique to find a single time function 

shape that best represents the MTRFs.  Another example is the technique used by 

RtJvF and TICHELAAR (1990), where a weighted average of the MTRFs  produces 

the overall time function shape, and the weights are based on the average standard 
deviation of  each MTRF,  with positive and negative signs determined by whether 

an individual M T R F  is mostly positive or negative. Here, we shall develop the 

details of the statistical inverse problem that allows for rigorous definition of the 
"best" time function and moment tensor with respect to the best-fit of  the MTRFs;  

and we shall see how this formal development unites the above two ad hoe 
techniques as part of the overall best solution. 

There is a special structure to the nonlinear inverse problem for f ( t )  and m/ 
that allows a global analysis of this problem. Also, it is possible to pose this 

problem as one in omnilinear analysis, albeit an ill-posed problem that is not 

recommended. We first develop the inverse problem with no statistical information 

on the MTRFs,  and then go back to add in the M T R F  covariance matrix. 
We now define the error vector, e, as the difference between the MTRFs  and the 

"synthetic" MTRFs  based on a single time function, f ( t) ,  and moment tensor 
components, m 1 through ms: 

e ~ = d - (mf). (A22) 

The discretized time function vector is f ,  and the five mi's are collected into a vector, 
m. We seek the f and m that minimize the squared length of  the error vector, 
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= ere. More generally, we can explicitly include the M T R F  covariance matrix, 
Cov, by minimizing: e r[Cov-l]e.  

To focus on the synthetic M T R F  vector, note that the m and f vectors can be 

extracted in the following fashion: 

/ m 2 / 
/ . f =  A ~ f  (A23a) ( m y )  = ~ .. ~ 

/ 

/ m 5 o] 
(mf)  = [ f ]  m = Asm (A23b) 

" . .  

[ f ]  

where " I "  is the identity matrix. Thus, we can extract either f o r  m as the unknown 
model parameters, but the resultant A matrices will then depend on m or f ,  
respectively. Keeping f and m together in the (mf)  vector, and with the MTRFs in 

the d vector, the error function is 

= e re = d rd + (mf)  r (mf  ) - 2(mf  ) rd. (A24) 

Regardless of  whether we use Eq. (A23a) or (A23b) for (mr), we find that 

(m f  ) r (mf  ) = (m rm)( f r f  ) (A25) 

that is, the product of  the squared lengths of  the m and f vectors. Define the D 

matrix as below: 

D = [(3~/1 ) (-g/2)(~/3)(h~/4)(~rs)]. (A26) 

If we use Eq. (A23a) to extract the f vector from (mf) ,  then Eq. (A24) becomes 

= drd  + (rn r m ) ( f r f )  - 2 f rDm (A27) 

and a similar development based on Eq. (A23b) results in 

e = dTd + (m r m ) ( f r f )  - 2m ~D r f  (A28) 

Equations (A27) and (A28) are virtually identical because: m r D r f = f r D m .  

The least squares normal equations are obtained by finding the minimum in the 
error surface with respect to the model parameters. If  the error surface is quadratic 
with respect to the model parameters, then setting the equations of  the partial 
derivatives of  e (with respect to each model parameter) equal to zero results in 
linear equations for the model parameters. Equation (A28) represents a quadratic 
surface for m, keeping f fixed, and it is also a quadratic surface for f ,  keeping m 
fixed. However, if we form a model vector that combines both f and m, i.e., 
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h r = ( f r ,  mr),  we encounter the problem that (mrm)( f r f )  term in the above 

equation displays a fourth-order dependence on components of the model vector. 

On the other hand, the last term in the above equations presents no problems. We 
shall return to analyze this nonlinear character, but first let us write down the 

separate normal equations for f and m: 

(m rm)Ijf = Dm (A29a) 

( f r f ) Imm = D rf  (A29b) 

where !r is the identity matrix with dimension that corresponds to the number of 

elements in f ,  and I m is the same for m. The above two systems of equations cannot 
be solved simultaneously as a linear system due to the scalar factors on the LHS. 
However, if we consider (A29a) and (A29b) as two distinct systems, we have as 
solutions for f and m: 

f =  ( 1/m rm)Dm (A30a) 

m = ( 1/frf)D r f  (A30b) 

Thus, Eq. (A30a) gives the best f ,  for a given specified m; while Eq. (A30b) gives 
the best m, for a given specified f This pair of equations can be used to find f and 
m by the "bouncing" method of alternating back and forth with the updated f and 
m vectors. To start this procedure, one must provide some initial estimate for m, or 
f ,  that is nonzero. We need to know whether this procedure converges, and if a 
unique solution exists. 

A3.30mnilinear formulation 
The special structure of this nonlinear inverse problem allows an omnilinear 

formulation of the problem, with certain restrictions. Using Eqs. (A20) and (A23a), 
we can write the statistical estimation problem 

01 / m;//... / /  [ 

0 / ms~ 

I 

? 
f= (A31) 

The purely diagonal matrix of m/s  can be inverted, but ONLY if none of the m/s  

are equal to zero. If we proceed with this assumption, we can extract the (1/m~) 
components as a vector on the RHS as 

o l f = [21)/2] 
%, 

IMp] 

1/ml~ 1/m2[ 
(A32) 
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Thus, we have an omnilinear problem for the estimation of f and (1/ml . . . .  ,1/ms), 
which could be solved for an unconstrained (1/ml . . . . .  1~ms) vector and a f vector 
with the unit area constraint of: ~ ;  f = 1. However, examination of this solution 
shows that the moment tensor components (ml . . . . .  ms) derived from the 
(1/ml . . . . .  l/ms) vector have the undesirable property that the mi are larger for a 
smaller correlation between f and the individual MTRFs.  Thus, the omnilinear 
formulation of this problem is NOT recommended for two reasons: (1) it presumes 
that none of the moment tensor components are zero- - th is  condition is artificially 
restrictive; (2) the resultant solution for m has undesirable statistical properties. 

A3.4 Global solution 
The basic fact that we reparameterize the MTRFs  into the product of  two 

model components forces us to eventually prescribe additional information. The 
reason for this requirement is that: if we find an f and m that equals M, i.e. 
(mf)  = M, we can always multiply all components of m by an arbitrary nonzero 
number c, and divide all components o f f  by that same number, and the resultant 
(mf )  is exactly the same. Thus, the reparameterization of  the model description 

from the MTRFs to f and m must be accompanied by some constraint equation on 
either f or m. Perhaps the most common choice for a constraint equation is to 
assign unit area to f :  i.e. At s ~ f~ = 1, where At s is the sampling interval of  the time 
function. An example of a constraint equation for m is: m Tm = 1. 

Note that we must also assign units to f and m. Their product must have the 
units of  moment rate, but there is no unique choice for dividing the units between 
f a n d  m. A common choice is to split the units such that f h a s  units of (1/time), and 
then m has units of (seismic moment). This choice motivates the above constraint 
equation of  At s ~ f ~  = 1. In other applications, m is chosen to be dimensionless, 
and f carries the units of (moment rate). For the following applications, we let m 

have units of (moment). 
Recalling Eq. (A28), we see that choosing the constraint equation to be either 

(mr  m ) =  1 or ( fT. / . )= 1 is a judicious choice because it removes the nonliner 
coupling between f and m. For example, choose mrm = 1, and then the least 

squares solution for f ,  Eq. (A30a), becomes 

f = Dm. (A33) 

Equation (A30b) is no longer valid because it was derived for an unconstrained m. 
But we can substitute the above solution for f into the error function, Eq. (A28), 
to obtain 

= dTd -- mTDTDm. (A34) 

We can now minimize ~ with respect to m by analysis of the above scalar equation. 
To proceed, first recognize that D TD is a positive definite matrix with dimensions 
of 5 • 5, and the ith diagonal component is the squared length of the ith MTRF.  
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Now notice that drd can be written as: dTd = [hJ/1 [2 + . . . +  [hj/512 " Thus, drd equals 
the trace of the D rD matrix. Now note that the maximum value of the cigenvalues 
of D rD is trace(D rD) = drd, and this maximum value is only obtained if all other 
eigenvalues are zero. With the constraint of m rm = 1, we thus have the upper 
bound on the second term of Eq. (A34): 

mrDrDm < drd. (A35) 

Thus the overall minimum value of ~ is achieved by the maximum value of 
(m TD rDm), which is achieved by choosing m as the eigenvector associated with the 
largest eigenvalue of D rD. Zero error is only achieved when there is only one 
linearly-independent column vector of D, or in other words, when all MTRFs share 
the same shape. 

The above analysis provides a unique solution for m and f with the following 
exceptions: (1) in all situations, all components of f and m can be multiplied by - 1; 
(2) in special pathological circumstances, there may be two or more eigenvalues of 
D rD that have the same maximum value. The ambiguity presented by the first 
exception is easily resolved by choosing the sign of f to make it mostly positive. If 
the second exception is encountered in applications, then it probably means that the 
earthquake cannot be represented by a single f and m. 

The basic idea of analyzing the D matrix to find a solution for m associated 
with the largest eigenvalue was advocated by VASCO (1988). We now see that 
there is a statistical basis for this approach in that it minimizes the least squares 
error between the synthetic and "observed" MTRFs, when combined with Eq. 
(A23) for the determination of f ,  plus the original constraint condition of  m rm = 1. 
Are there other solutions associated with other constraint conditions that further 
minimize 4? Another option that can be easily analyzed would be to choose 
( f r f )  = 1. Then, we have m = D r f  and substitution of this solution for m into Eq. 
(A28) produces 

= dTd _ f r D D  rf  (A36) 

This scalar equation is complementary to Eq. (A34) for m. While the (DD r)  matrix 
has the dimensions of f ,  it is still easily seen that Trace(DD r)  = drd. Therefore, the 
minimum of the error function is the same number as above, and is found by 
choosing f as the eigenvector for the largest eigenvalue of (DDT). Does this 
complementary solution produce the same f and m as above, possibly scaled by a 
constant? We let the readers ponder this question. 

Given the above assurances that a global solution can be found, does the 
"bouncing" method of Eqs. (A30a,b) also find this globally best solution? Let's 
write our initial guess of the m vector as: minit - -= ~//1 + f l ~ 2  q -  - �9 �9 , where #1 is the 
eigenvector associated with the largest eigenvalue of  D rD, 21, and #2 is the eigen- 
vector for the next largest eigenvalue, 22, etc. Then Eq. (A30a) gives: fnit = 

T (1/minitminit)Dminit. Substitution of this expression back into the least squares 
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equation for m, Eq. (A30b), provides the " I th"  estimate for m 

m, = (1/firnitfinit)[•l 0~#1 -'}- )]'2fl#2 q-- ' "  ]" (A37) 

Thus the first iteration for m changes the direction of the minit vector by emphasiz- 
ing the contribution of #1 since each eigenvector contribution is multiplied by its 
eigenvalue. It is easy to generalize the "bouncing" method to show that the Nth 
estimate for m will be 

mN= (1/fru lfU--1)[21N~#1 -t- j~2Nfl#2 i f - . . .  ]. (A38) 

We see that as N obtains a large value, the first eigenvector will dominate the m 
vector, though of course we must renormalize the length of the m vector in the end. 
Thus, as long as there is a distinct maximum eigenvalue of Dr D, then the 
"bouncing" method will converge to the overall globally best solution, unless our 
initial choice for m is exactly orthogonal to #1. If  the only nonzero eigenvalue if 21, 
then the "bouncing" method will find the exact answer in one iteration. In practice, 
if 21 is about one hundred times larger than 22, then we find the solution in one 
iteration or so. 

A3.5 Extraction analysis with covariance 
The error function normalized by the inverse of the MTRF covariance matrix is 

= e T[Cov- l]e. (A39) 

Similar to above, we can derive two systems of equations by separately seeking the 
minimum of ~ with respect to f and m 

f =  [m,mj Sub~]-1[i [ i [ . . .  ] I]J~c~ 

m = [ffrp] - , f i r  d 

with the definitions, 

d =  [Coy-~/2]d 

~/{= ] / m2//. [Coy-~/2] 

and where Sub 0 is a 

(A40a) 

(A40b) 

(A41) 

If ~ 1 ff = [ C o v -  ,/2] [ f ]  

[f] 
submatrix of the [Coy-l],  where [Coy -1] is divided into 
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twenty-five submatrices, the divisions corresponding to the five MTRFs.  The pair of 

equations (A40a,b) allows us to find f and m by the "bouncing" method. Can we 

also perform a global analysis of the error function, similar to above? If we 
substitute the least squares solution for f back into Eq. (A39), we find 

er[Cov i]e=dT[Cov l]d-mTDr[mimjSubiy] 1Dm (A42) 

where 

I l l  . . . i I ) [ C o v  lld. (A43) / ) = ( I I  i i 

To find m from this equation, we must extract an m vector from the middle matrix 

of the second term: 

(mimj Subij) 1. (A44) 

Equation (A44) indicates that we must sum together the 25 submatrices of [Cov-  l], 
each submatrix multiplied by mtmj, and then invert the resultant matrix. If we allow 

[Cov 1] to have nonzero off-diagonal values, then we cannot extract m from the 

above matrix. 
If  the [Cov-i]  matrix is diagonal, then the problem is tractable, and it becomes 

quite straightforward if we assign a single value of covariance to each MTRF.  Then 
all submatrices are zero except for i = j ,  where the five diagonal submatrices are: 
Sub, = (1/sd~)I s. We can then write Eq. (A44) as 

(mimj Subij) ' = (1/(m~/sd~ + m2~/sd~ + . . .  + m~/sd2s))Ir (A45) 

Equations (A42) then becomes 

e r[Cov-1]e = d r 0  - #7 T/~ r/Stg 

[IM, I . (M V(MA 
I-IJ:Sll ~ le~l~]_,~ 7J(i. ,,=4) t,=4) 

--L ~u, ~ + + su~ J " " . . . . . .  IMsI 2 
"'" sd~ 

with the modified m vector, 

,e, l,e21 ,,,e, k ) 

and explicit use of the constraint relation, 

r7 (A46a) 

(A46b) 

We also have the reduced form of the covariance-weighted least squares solution 

f o r f  

f =/%~. (A47) 

r~rt~ = 1. (A46c) 
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The error function in Eq. (A46) has the same structure as the one analyzed in the 
problem with no covariance estimates. As a consequence, we are again guaranteed 

of  finding the overall best solution with the following prescription: 
(1) Normalize the MTRFs by dividing each M T R F  by the average standard 

deviation for that MTRF.  
(2) Assemble the MTRFs  into the /3  matrix. 
(3) Find the eigenvalues and eigenvectors of  the /ST/} matrix. 
(4) The best fi is the eigenvector for the largest eigenvalue, and m is found by 

multiplying ~ by the standard deviations for each MTRF,  i.e., mi = s ~ i .  
(5) The best f i s  found from the relation: f = / } f t .  
(6) Change the scaling f o r f a n d  m such that A(r~i  f = 1, and then the mi's will 

be in units of seismic moment. 
As before, we also know that the "bouncing" method will arrive at the same 

globally best solution. RUFF and TICHELAAR (1990) used the above simplification 
of the covariance matrix and the "bouncing" method to find the best f and m for 
the 1989 Loma Prieta earthquake. The advantage of  using the simplified covariance 
matrix is that we know a global solution exists and that we will find that solution. 
On the other hand, we would like to use the full covariance matrix as there might 
be significant trade-offs between components of the MTRFs.  At this point, we can 
only use the full covariance matrix with the "bouncing" method. In the applications 
in the main text, we will show results for use of the full covariance matrix. 

A3.6 Formal analysis of the adequacy of a single f and m with the full covariance 
matrix 

The above analysis shows that the best f and m exist and can be found under 
certain conditions. We now return to the central scientific question as to whether 

the earthquake is adequately represented by the best f and m. For the case where 
we consider the covariance matrix to be diagonal, we can use the same arguments 
and graphical display as in Figure 2 of  the main text. If  we allow a covariance 
matrix with significant off-diagonal values, then it is possible that the synthetic 
MTRFs  will fall outside the error bounds based on the diagonal elements, but in 
fact the synthetic MTRFs  are within the higher-dimension error ellipsoid of the full 
covariance matrix. While a full graphical picture of  the situation is not practical, it 
is possible to reduce this scientific test to a single number. Recall that the error 
function is given by 

= eT[Cov l]e. (A48) 

We see that the above scalar function is nondimensional. We can attach significance 
to the numerical value of  ~ by considering a diagonal covariance matrix, then let 
each component of  e equal the standard deviation of that component 

= ~ (sd~/sd~)  = N (A49) 
i =  I ,N 
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where N is the total number  o f  componen ts  o f  the e vector. We could choose ~ <- N 

as our  condi t ion for an acceptable error vector, hence acceptance o f  a single f and 
m to represent the earthquake.  Of  course, an error  vector that  has all zeros except 

for one value that  was a factor  o f  N greater than its s tandard deviation would 
produce the same number  for ~; and this would also be considered as acceptable 

with the above criterion. To find the most  suitable choice for the numerical value 
o f  4, write the components  o f  the error vector as the ratio o f  the error to the 

s tandard deviation 

ei = ri s ~ .  (A50) 

Since the covariance matrix can be diagonalized, we can use a diagonal  matrix for 
[Cov-1]  in this discussion without  loss o f  generality. Then for the case o f  a diagonal  

covariance matrix, but  with different diagonal  values, we have 

~ = e r [ C ~  e =  Z r2" (A51) 
i =  I ,N 

I f  the e i are in fact normal ly  distributed, then the expected values o f  r i should follow 

the normal  distribution with zero mean  and unit variance. I f  we assign an 

occurrence frequency to values o f  ri based on the normal  distribution, we find that  

for a sufficient number  o f  components ,  the summat ion  in Eq. (A51) equals N. This 

expectation is well-satisfied for N -- 100 or  more; clearly it may  not  be satisfied for 
small values o f  N less than 10. A typical size for N in our  applications is about  50 

to 100. Thus,  we can characterize the overall consistency o f  a single time function 
and momen t  tensor with the M T R F s  and their covariance by calculating the 
normalized scalar error, ~ (see Fig. A1 for simplified view): 

= ~ / N  = e r [ C o v  - I]e/N. (A52) 

I f  ~ <- 1, then the synthetic M T R F  vector falls within the contour  o f  the multi- 
dimensional error ellipse expected from the covariance matrix and normal  distribu- 

tion o f  errors. In applications, we will show the graphical representation o f  the 

m 2 MTRF reconstructed 
rom moment  tensor 

and time function 

\ 

m 1 

Figure AI 
Pictorial representation of the MTRF parameter, ~. Basic concept is illustrated for MTRFs with only 
two components, rn 1 and m 2. Solid dot shows the MTRF solution, error ellipse is centered on MTRF. 
After finding the best moment tensor and time function, the reconstructed MTRF is shown as open dot. 

If this reconstructed MTRF is within the error ellipse, ~ < 1; if it is outside, then ~ > I. 
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error bounds from the diagonal elements of the covariance matrix, i.e., Figure 2 in 
the main text, in addition to quoting a value of ~, which is referred to as the 
" M T R F  parameter" in the plots (see Fig. 3 in text). 

A3. 7 Error estimates of fbest and mbest and overall match to data 
We are still not finished in our statistical analysis of the M T R F  inverse problem. 

Let us suppose now we have/best and mbest , and we find them to be an adequate 
representation of the earthquake from the above error analysis. We should provide 
error estimates for fbest, and especially for mbest since we must perform further 
analysis of the moment tensor to find Mo and the faulting geometry of the major 
double couple. We use linear error estimation by choosing Eq. (A40b) for the basic 
least squares solution of m given fb~st. Thus, the covariance matrix for mbest is then 

[Cov mb~t] = [prff] -lpT[Cov I]p[FT~] -1. (A53) 

Of course, we can simply quote individual standard deviations of each ms by taking 
the square root of the diagonal elements of the above covariance matrix. This is 
easily accomplished, and previous investigators do give error estimates of  the m;, 
e.g., the Harvard CMT solutions. At this point it is not clear how to use these error 
estimates since the eigenvalue analysis of the moment tensor displays a nonlinear 
dependence on the original components of the moment tensor, and further nonlin- 
ear relationships are introduced when converting the t and p eigenvectors into fault 
strike, dip, and slip rake angles. Fortunately, new computer-intensive methods in 
statistics are now being used that circumvent these analytical difficulties (see 
TICHELAAR and RUFF, 1991). Resampling methods such as bootstrapping and 
jackknifing can find error estimates on final model parameters even if the connec- 
tion is nonlinear and the error distribution is unknown. Our problem is a nonlinear 
mapping from the five components of mi to five other parameters: (1) Mo; (2) % 
second double; (3) fault strike; (4) fault dip; and (5) slip vector rake angle. We use 
a somewhat primitive form of resampling where retest is systematically varied about 
mbest by the standard deviations; the resultant determinations of  the above five 
variables are then analyzed to determine the mean and standard deviation of each 
variable. It is more complicated to display the covariance between the five derived 
parameters. The best way to show covariance between the focal mechanism 
parameters is to simply plot all the focal mechanisms. Another simple approach is 
to plot four of the parameters versus the one parameter that shows the most 
variation. Since the resampling scheme is not exhaustive, we consider these error 
estimates of Mo and faulting geometry to be lower bounds on the true errors. 
Indeed, for the Mexico earthquakes, errors in the focal mechanism geometry due to 
depth uncertainty are greater than the above formal errors. 

The M T R F  inversion method also tests the match between synthetic and 
observed seismograms at every step of the reduction from MTRFs  to a single time 
function and double couple. For any estimate of  the MTRFs  in m, the discretized 
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synthetic seismograms a r e :  d s y  n = A m .  The match between dsyn and d is measured by 
the correlation coefficient 

T cc = (1/Idsy n I ldl)dsynd (154) 

where cc is 1 for a perfect match, and 0 if d~yn is orthogonal to d. The correlation 
coefficient measures the match to data without regard to any slight scaling mis- 
matches that might arise as the MTRFs are reduced to f and a focal mechanism. 
With the standard usage of MTRF inversion, there are three values of cc  that are 
calculated: 

(1) when m consists of the full MTRFs from the initial linear inversion; 
(2) when m is composed of a single f and moment tensor extracted from the 

MTRFs; and 
(3) when m is composed of a single f and the major double couple from the 

moment tensor. 
Our experience with MTRF inversion shows that cc  for above cases 4+2 and #3 

is much more sensitive to variations in the key parameters that are used to 
construct the Green's functions. The one key seismological parameter is earthquake 
depth. For most earthquake studies, the best depth is determined by repeating the 
MTRF inversion at several trial depths, we then choose the depth that produces the 
best overall match to the seismograms, as measured by cc. The peak in cc versus  

depth is typically better defined by cc 4+2 and #3. It seems that omnilinear 
inversion for the MTRFs is quite good at matching seismograms, even if the 
MTRFs are "garbage" that vary widely. These "garbage" MTRFs present a "wild 
story" for the earthquake rupture, and hence the match to the data declines rapidly 
as we reduce the MTRFs to the simplest description of the earthquake with a single 
f and m. Given the sensitivity of body wave Green's functions to depth for shallow 
earthquakes, proper use of MTRF inversion should always include analysis for the 
best depth. 

There is one further option of the MTRF inversion method. This option uses 
fbest, but then determines the moment tensor by reinverting the seismograms for just 
the five components of m. In other words, the seismograms are inverted twice: (1) 
full MTRF inversion, followed by extraction offbcst; and then (2) fbe~t is convolved 
with the Green's functions, and Eq. (7) in the main text is used to invert for the five 
independent components of the moment tensor. The reason for this complicated 
dual-inversion is to avoid the use of damping when inverting for the moment 
tensor. The A matrix for the full MTRF inversion is poorly conditioned and the 
damped least squares inversion must be used, i.e., Eq. (A7). One problem with this 
damped inversion is that it preferentially eliminates the poorly resolved components 
of the model. While this consequence of damping on time functions is well-under- 
stood and acceptable, it potentially has the undesirable effect of reducing the 
contribution of some moment tensor elements. This effect could bias the resultant 
focal mechanism. Thus, the complex dual-inversion performs the second inversion 
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for the moment tensor with zero damping. Use of this special option is reserved for 
final tests of the robustness of the MTRF results. After several tests, we found no 
scientifically significant results from applying the reinversion scheme to large 
Mexico earthquakes, but it might be useful for other earthquakes. 

The technical details of the MTRF inversion methodology have now been 
covered in sufficient detail such that any investigator should be able to reproduce 
the technique and results shown here. In this paper, we have applied this methodol- 
ogy to large Mexican earthquakes. We anticipate many other exciting applications 
in future studies. 
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