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#### Abstract

Summary. Let $A_{+}(k)$ denote the ring $\mathbb{C}[t] / t^{k+1}$ and let $\mathscr{G}$ be a reductive complex Lie algebra with exponents $m_{1}, \ldots, m_{n}$. This paper concerns the Lie algebra cohomology of $\mathscr{G} \otimes A_{+}(k)$ considered as a bigraded algebra (here one of the gradings is homological degree and the other, which we call weight, is inherited from the obvious grading of $\mathscr{G} \otimes A_{+}(k)$ ). We conjecture that this Lie algebra cohomology is an exterior algebra with $k+1$ generators of homological degree $2 m_{s}+1$ for $s=1,2, \ldots, n$. Of these $k+1$ generators of degree $2 m_{s}+1$, one has weight 0 and the others have weights $(k+1) m_{s}+t$ for $t=1,2, \ldots, k$.

It is shown that this conjecture about the Lie algebra cohomology of $\mathscr{G} \otimes A_{+}(k)$ implies the Macdonald root system conjectures. Next we consider the case that $\mathscr{G}$ is a classical Lie algebra with root system $A_{n}, B_{n}, C_{n}$, or $D_{n}$. It is shown that our conjecture holds in the limit on $n$ as $n$ approaches infinity which amounts to the computation of the cyclic and dihedral cohomologies of $A_{+}(k)$. Lastly we discuss the relevance of this limiting case to the case of finite $n$ in this situation.


## Section 1. The Macdonald root system conjectures

Let $\Phi$ be a reduced, finite root system of rank $n$ with basis $\Delta=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$. Let $\Phi^{+}$ be the set of positive roots with respect to $\Delta$. Each $\alpha \in \Phi^{+}$can be written uniquely as a non-negative linear combination, $\alpha=\sum c_{i} \alpha_{i}$, of the $\alpha_{i}$. Define the height of $\alpha$ by

$$
h t \alpha=\sum c_{i} .
$$

Recall that there are $n$ positive integers $m_{1}, \ldots, m_{n}$ associated to $\Phi$ called the exponents of $\Phi$. The simplest description of these numbers is in terms of the height function.

[^0]Definition 1.1. For each positive integer $i$, let $\Phi_{i}^{+}$denote the subset of $\Phi^{+}$ consisting of all roots of height $i$. Define the exponents $m_{1}, \ldots, m_{n}$ of $\Phi$ by saying that the multiplicity of $i$ as an exponent is $\left|\Phi_{i}\right|-\left|\Phi_{i+1}\right|$.

For each $\alpha \in \mathbb{R}^{n}$, let $e^{\alpha}$ be a formal exponential of $\alpha$. In other words, the $e^{\alpha}$ are a set of commuting indeterminates subject only to the relations

$$
\begin{aligned}
e^{\alpha} e^{\beta} & =e^{\alpha+\beta} \\
e^{0} & =1
\end{aligned}
$$

The following conjectures were originally formulated by I. G. Macdonald. For a more thorough background on these conjectures, the reader should consult [19].

Conjecture 1.2 (Macdonald). Let $\Phi$ be a root system with rank $n$ and exponents $m_{1}, \ldots, m_{n}$ and let $k$ be a positive integer. Let $C(\Phi, k)$ be the polynomial

$$
C(\Phi, k)=\prod_{0 \leq i \leq k} \prod_{\alpha \in \Phi^{+}}\left(1-q^{i} e^{\alpha}\right)\left(1-q^{i+1} e^{-\alpha}\right) .
$$

Then the constant term of $C(\Phi, k)$ is

$$
\Pi\left[\begin{array}{c}
(k+1)\left(m_{i}+1\right) \\
k+1
\end{array}\right]_{q}
$$

where $\left[\begin{array}{l}a \\ b\end{array}\right]_{q}$ is the $q$-binomial coefficient

$$
\left[\begin{array}{l}
a \\
b
\end{array}\right]_{q}=\frac{\left(1-q^{a}\right)\left(1-q^{a-1}\right) \ldots\left(1-q^{a-b+1}\right)}{\left(1-q^{b}\right)\left(1-q^{b-1}\right) \ldots(1-q)} .
$$

In the above conjecture "constant term" refers to that part of $C(\Phi, k)$ which is independent of the $e^{\alpha}$.

In the form above, the Macdonald conjectures are known for the following values of $\Phi, k$ and $q$ :

1) $q=1, \Phi=B_{n}, C_{n}, D_{n}$, all $k$ (see [19] or [22])
2) $\Phi=A_{n}$, all $k$, all $q$ (see [2])
3) all $\Phi$, all $q, k=0,1$ (see [19])
4) all $\Phi, k=\infty$, all $q$ (see [7], [20], or [21]).
5) $\Phi=A_{n}, B_{n}, C_{n}, D_{n}$, all $k$, all $q$ as $n \rightarrow \infty$ (see [10]).

In this paper we will start from an equivalent formulation of Conjecture 1.2 also due to Macdonald. A proof of their equivalence can be found in [19].

For this conjecture, let $\mathscr{G}$ be a semisimple complex Lie algebra with root system $\Phi$. We let $\wedge \mathscr{G}$ denote the exterior algebra of $\mathscr{G}$ with $\wedge^{r} \mathscr{G}$ its $r^{\text {th }}$-graded piece. The adjoint action of $\mathscr{G}$ extends naturally to a degree-preserving action of $\mathscr{G}$ on $\wedge \mathscr{G}$. This in turn extends to an action of $\mathscr{G}$ on $\left(\wedge^{r_{1}} \mathscr{G}\right) \otimes \ldots \otimes\left(\wedge^{r_{k} \mathscr{G}}\right)$. Let $\left(\left(\wedge^{r_{1} \mathscr{G}}\right) \otimes \ldots \otimes\left(\wedge^{r_{k} \mathscr{G}}\right)\right)^{g}$ denote the subspace of $\left(\wedge^{r_{1} \mathscr{G}}\right) \otimes \ldots \otimes\left(\wedge^{r_{k} \mathscr{G}}\right)$ annihilated by $\mathscr{G}$.

Conjecture 1.3. Let $\mathscr{G}$ be a semisimple complex Lie algebra of rank n. Let $\Phi$ be the root system of $\mathscr{G}$ and let $m_{1}, \ldots, m_{n}$ be the exponents of $\Phi$. Then for every positive
integer $k$,
where the sum on the left is over all sequences $\mathbf{r}=\left(r_{1}, \ldots, r_{k}\right)$ of non-negative integers.
Note that the left-hand side of Conjecture 1.3 makes sense for $\mathscr{G}=\mathrm{gl}_{n}(\mathbb{C})$ even though $\mathrm{gl}_{n}(\mathbb{C})$ is not semisimple (and so technically does not have exponents). This problem is remedied by defining the exponents of $\mathrm{gl}_{n}(\mathbb{C})$ to be $0,1, \ldots, n-1$. With this convention, everything stated in this paper for semisimple Lie algebras also holds for $\mathrm{gl}_{n}(\mathbb{C})$.

Recall the notion of Lie algebra cohomology (see for example [4] or [15]). Let $\mathscr{L}$ be a complex Lie algebra. Define $\delta_{r-1}:\left(\wedge^{r-1} \mathscr{L}\right)^{*} \rightarrow\left(\wedge^{r} \mathscr{L}\right)^{*}$ by

$$
(\delta f)\left(x_{1} \wedge \ldots \wedge x_{r}\right)=\sum(-1)^{i+j+1} f\left(\left[x_{i}, x_{j}\right] \wedge x_{1} \wedge \ldots \wedge \hat{x}_{i} \wedge \ldots \wedge \hat{x}_{j} \wedge \ldots \wedge x_{r}\right)
$$

The Jacobi identity for $\mathscr{L}$ shows that $\delta_{r} \delta_{r-1}=0$. Define the Lie algebra cohomology of $\mathscr{L}$ (with trivial coefficients) to be the graded ring $H L^{*}(\mathscr{L})$ defined by

$$
H L^{r}(\mathscr{L})=\left(\operatorname{ker} \delta_{r}\right) /\left(\operatorname{im} \delta_{r-1}\right)
$$

One important result which we will need later is the following theorem (see [3], [12], or [15]).
Theorem 1.4. Let $\mathscr{L}$ be a semisimple, complex Lie algebra of rank $n$ with exponents $m_{1}, \ldots, m_{n}$. Then $H L^{*}(\mathscr{L})$ is isomorphic to an exterior algebra with $n$ generators of degrees $\left(2 m_{i}\right)+1, i=1,2, \ldots, n$.

Suppose next that $\mathscr{L}$ is an $\mathbb{N}$-graded Lie algebra, i.e., $\mathscr{L}$ has a vector space decomposition $\mathscr{L}=\oplus \mathscr{L}_{u}$, and $\left[\mathscr{L}_{u}, \mathscr{L}_{v}\right] \subset \mathscr{L}_{u+v}$. This grading of $\mathscr{L}$ gives a grading of $\wedge \mathscr{L}$ which we call weight. The case we will consider is where $\mathscr{L}=\mathscr{G} \otimes\left(\mathbb{C}[t] / t^{k+1}\right)$. We define the $i^{\text {th }}$-graded piece of this Lie algebra to be $\mathscr{L}_{i}=\mathscr{G} \otimes t^{i}$. It is easy to see that this gives a Lie algebra grading. The exterior algebra $\wedge \mathscr{L}$ is also graded by exterior degree. The two gradings together give an $\mathbb{N}$ bigrading of $\wedge \mathscr{L}$ whose $(d, w)$-graded piece is denoted $\wedge^{d, w} \mathscr{L}$. More explicitely,

$$
\wedge^{d, w} \mathscr{L}=\sum\left\{\left(\wedge^{r_{0}} \mathscr{L}_{0}\right) \otimes\left(\wedge^{r_{1}} \mathscr{L}_{1}\right) \otimes\left(\wedge^{r_{2}} \mathscr{L}_{2}\right) \otimes \ldots\right\}
$$

where the sum is over all $\left(r_{0}, r_{1}, r_{2}, \ldots\right)$ with $\sum r_{i}=r$ and $\sum i r_{i}=w$.
We can now state a set of conjectures in terms of relative cohomology of Lie algebras which imply the Macdonald root system conjectures. The idea to restate the conjectures in terms of Lie algebra cohomology did not originate with this author. It was observed by Garland and Lepowsky that Conjecture 1.2 has a stronger homological form which they proved when $k$ is infinity (see [7]). We will state a strengthened version of Conjecture 1.3 which we henceforth refer to as the strong Macdonald conjectures.

Conjecture 1.5. (The strong Macdonald root system conjectures.) Let $\mathscr{G}$ be a semisimple complex Lie algebra of rank $n$ with exponents $m_{1}, \ldots, m_{n}$. Let $k$ be a
positive integer and let $A_{+}(k)$ be the ring $\mathbb{C}[t] /\left(t^{k+1}\right)$. Let $\mathscr{L}$ be the Lie algebra $\mathscr{G} \otimes A_{+}(k)$. Then the cohomology of $\mathscr{L}$ is an exterior algebra with $n(k+1)$ generators. For each $s$, there are $k+1$ generators of degree $\left(2 m_{s}\right)+1$. One of these $k+1$ generators has weight 0 , and the other $k$ have weights $(k+1) m_{s}+t$ for $t=1,2, \ldots, k$.

Before proceeding, we pause to show that the strong Macdonald conjectures imply the previously stated Macdonald conjectures.
Proposition 1.6. Let $\mathscr{G}$ be a semisimple complex Lie algebra. If the strong Macdonald conjectures hold for the Lie algebra $\mathscr{G} \otimes A_{+}(k)$, then Conjectures 1.3 holds for $\mathscr{G}$ and $k$.

Proof. Assume Conjecture 1.5 holds for $\mathscr{L}=\mathscr{G} \otimes \mathbb{C}[t] / t^{k+1}$. Let $\mathscr{G}_{0}$ denote the subalgebra $\mathscr{G} \otimes 1$ of $\mathscr{L}$. By Proposition (v) on page 116 of Guichardet [9], we have the following isomorphism of bigraded algebras:

$$
H^{* *}(\mathscr{L})=H^{* 0}\left(\mathscr{G}_{0}\right) \otimes H^{* *}(\overline{\mathscr{L}})^{\mathscr{g}_{0}}
$$

where $\mathscr{L}$ is the ideal $\mathscr{G} \otimes\left(t \mathbb{C}[t] / t^{k+1}\right)$ in $\mathscr{L}$. Since the strong Macdonald conjectures hold for $\mathscr{L}, H^{* *}(\overline{\mathscr{L}})^{\mathscr{G}_{0}}$ is an exterior algebra with $k$ generators of degree $2 m_{s}+1$ for each $s=1,2, \ldots, n$. Moreover these $k$ generators have weights $(k+1) m_{s}+t$ for $t=1,2, \ldots, k$. Thus

$$
\begin{equation*}
\sum_{r, w} \operatorname{dim}\left(H^{r, w}(\mathscr{L})^{\mathscr{G}_{0}}\right)(-1)^{r} q^{w}=\prod_{s=1}^{n} \prod_{t=1}^{k}\left(1-q^{(k+1) m_{s}+t}\right) . \tag{1.1}
\end{equation*}
$$

By complete reducibility of representations of $\mathscr{G}, H^{*, w}(\overline{\mathscr{L}})^{\mathscr{G}_{0}}$ is the cohomology of the graded complex

$$
\wedge^{0, w}(\overline{\mathscr{L}})^{\mathscr{s}_{0}} \rightarrow \wedge^{1, w}(\overline{\mathscr{L}})^{\mathscr{S}_{0}} \rightarrow \wedge^{2, w}(\overline{\mathscr{L}})^{\mathscr{O}_{0}} \rightarrow \ldots
$$

Computing the Euler characteristic of this complex we get, for each $w$,

$$
\sum_{r} \operatorname{dim}\left(\wedge^{r, w}(\overline{\mathscr{L}})^{\mathscr{G}_{0}}\right)(-1)^{r}=\sum_{r} \operatorname{dim}\left(H^{r, w}(\overline{\mathscr{L}})^{\mathscr{G}_{0}}\right)(-1)^{r}
$$

Substituting in equation (1.1) we obtain,

$$
\begin{equation*}
\sum_{r, w} \operatorname{dim}\left(\wedge^{r, w}(\mathscr{L})^{\mathscr{G}_{0}}\right)(-1)^{r} q^{w}=\prod_{s=1}^{n} \prod_{t=1}^{k}\left(1-q^{(k+1) m_{s}+t}\right) \tag{1.2}
\end{equation*}
$$

Write $\overline{\mathscr{L}}=\mathscr{G}_{1} \oplus \ldots \oplus \mathscr{G}_{k}$ where $\mathscr{G}_{i}=\mathscr{G} \otimes t^{i}$. Then

$$
\wedge^{r, w}(\overline{\mathscr{L}})^{\mathscr{G}_{0}}=\sum\left\{\left(\wedge^{r_{1} \mathscr{G}_{1}}\right) \otimes \ldots \otimes\left(\wedge^{r_{k} \mathscr{G}_{k}}\right)\right\}^{\mathscr{O}_{0}}
$$

where the sum is over all $\left(r_{1}, \ldots, r_{k}\right)$ with $\sum r_{i}=r$ and $\sum i r_{i}=w$. Thus (1.2) is equivalent to

$$
\sum \operatorname{dim}\left(\left(\wedge^{r_{1} \mathscr{G}_{1}}\right) \otimes \ldots \otimes\left(\wedge^{r_{k} \mathscr{G}_{k}}\right)\right)^{\mathscr{G}_{0}}(-1)^{\Sigma r_{i}} q^{\Sigma i r_{i}}=\prod_{s=1}^{n} \prod_{t=1}^{k}\left(1-q^{(k+1) m_{s}+t}\right)
$$

which is exactly Conjecture 1.3.

The rest of this paper is devoted to proving something close to the strong Macdonald conjectures for the classical Lie algebras. In the case of the classical Lie algebras, $\mathscr{G}_{n}=\mathrm{sl}_{n}(\mathbb{C}), \mathrm{o}_{n}(\mathbb{C})$, or $\mathrm{sp}_{2 n}(\mathbb{C})$, the complex $\left(C_{n}^{d, w}, \delta\right)$ for computing the cohomology of $\mathscr{G}_{n} \otimes A_{+}(k)$ approaches a limit as $n$ approaches infinity. That is to say, there is a bigraded complex ( $C^{d, w}, \delta$ ) with the property that $\left(C_{n}^{d, w}, \delta\right)$ is a quotient of $C^{d, w}$ by a $\delta$-invariant subspace $J_{n}{ }^{d, w}$, and $J_{n}^{d, w}$ is zero for $n$ large with respect to $d$. As $C_{n}^{d, w}=C^{d, w} / J_{n}^{d, w}$, there is a natural homomorphism $\pi_{n}: H^{d, w}(C)$ $\rightarrow H^{\mathrm{d}, w}\left(\mathscr{G}_{n} \otimes A_{+}(k)\right)$. Thus part of the cohomology of $\mathscr{G}_{n} \otimes A_{+}(k)$ is projected from the $n$ equals infinity complex.

We will compute this image $\pi_{n}\left(H^{*, *}(C)\right)$ (in Theorems 4.9 and 4.12) and show that it is an exterior algebra with $n(k+1)$ generators of degrees $\left(2 m_{s}\right)+1$ with weights 0 and $\left((k+1) m_{s}\right)+t$, for $s=1,2, \ldots, n$ and $t=1,2, \ldots, k$. The strong Macdonald conjectures are verified for the classical Lie algebras if it is shown that $\pi_{n}$ is onto. Given Theorems 4.9 and 4.12 , there are several weaker conditions that will imply the strong Macdonald conjectures. We summarize these in the following proposition.

Proposition 1.7. Let $\mathscr{G}_{n}$ be a semisimple, complex Lie algebra with root system $A_{n}$, $B_{n}, C_{n}$, or $D_{n}$. Then any of the following three conditions imply the strong Macdonald conjectures for the Lie algebra $\mathscr{G}$ and the positive integer $k$.

C1) The map $\pi_{n}$ is onto.
C2) The cohomology ring $H^{*}\left(\mathscr{G}_{n} \otimes A_{+}(k)\right)$ is an exterior algebra with generators of odd degree.
C3) The cohomology of the Lie algebra $\mathscr{G}_{n} \otimes A_{+}(k)$ has dimension $2^{n(k+1)}$.
Proof. It is obvious that C 1 implies Conjecture 1.5 (given the result mentioned above). Suppose C2 holds. Using Proposition (v) from Guichardet [8, p. 116] we have

$$
\left.\sum \operatorname{dim}\left(H^{d, w} \overline{G_{n}} \otimes A_{+}(\bar{k})\right)^{\mathscr{S}_{n}}\right)(-1)^{d} q^{w}=\left(1-q^{u_{1}}\right)\left(1-q^{u_{2}}\right) \ldots\left(1-q^{u_{N}}\right)
$$

where $N$ is the number of generators of the exterior algebra $H^{*}\left(\overline{\mathscr{G}}_{n} \otimes A_{+}(k)^{\mathscr{g}_{n}}\right)$. If $N$ is less than or equal to $n k$, then we are done by C1. So assume $N>n k$. Reversing the integration argument given by Macdonald (see [19]) we obtain an expression $E(q)$ for the right hand side of Conjecture 1.2 from the product $\Pi\left(1-q^{u_{i}}\right)$. Since $N$ is greater than $n k, E(1)=0$. But this contradicts the weak Macdonald conjectures at $q=1$ which are known to hold for the classical root systems.

Lastly suppose that C3) holds. Since the image of $\pi_{n}$ has dimension $2^{n(k+1)}$ it must be that $\pi_{n}$ is onto which completes the proof.

Condition C3 of Proposition 1.7 leads to an interesting deformation-theoretic interpretation of the strong Macdonald conjectures. For each complex number $z$, let $L_{z}$ be the Lie algebra

$$
L_{z}=\mathscr{G} \otimes\left(\mathbb{C}[t] /\left(t^{(k+1)}-z\right)\right)
$$

It is easy to check that $L_{z}$ is isomorphic to a (Lie algebra) direct sum of $k+1$ copies of $\mathscr{G}$ for $z$ not equal to 0 . So for nonzero $z$, the Lie algebra cohomology of $L_{z}$ is isomorphic to the tensor product of $k+1$ copies of $H^{*}(\mathscr{G})$. The structure of
$L_{0}=\mathscr{G} \otimes A_{+}(k)$ is very different. The strong Macdonald conjectures say that even though the Lie algebra structure of $L_{z}$ changes at $z=0$, the cohomology remains constant.

## Section 2: Cyclic and dihedral homology

Let $A$ be any associative $\mathbb{C}$-algebra and let $M$ be an $A$-bimodule. By definition, $H_{*}(A ; M)$ is the space of derived functors of $(-) \otimes_{A \otimes A} M$ evaluated on $A$. One particular complex for computing $H_{*}(A ; M)$ is $\left(C_{n}, \partial\right)$ where

$$
C_{n}=M \otimes A \otimes A \otimes \ldots \otimes A \quad(n \text { copies of } A)
$$

and

$$
\begin{aligned}
& \partial\left(m \otimes a_{1} \otimes \ldots \otimes a_{n}\right)=\left(m a_{1}\right) \otimes a_{2} \otimes \ldots \otimes a_{n} \\
& \quad+\left\{\sum(-1)^{i} m \otimes a_{1} \otimes \ldots \otimes\left(a_{i} a_{i+1}\right) \otimes \ldots \otimes a_{n}\right\} \\
& \quad+(-1)^{n}\left(a_{n} m\right) \otimes a_{1} \otimes \ldots \otimes a_{n-1} .
\end{aligned}
$$

If $M=\mathbb{C}$ is the trivial $A$-bimodule, then the above complex is the $B a r$ complex for computing $H_{*}(A ; \mathbb{C})$ and if $M=A$ with module structure being the regular representation of $A$ on itself, then the above complex is the Hochschild complex for computing $H_{*}(A ; A)$. We denote the differentials in the Bar complex and the Hochschild complex by $b^{\prime}$ and $b$ respectively.

Consider the case where $M$ is itself a $\mathbb{C}$-algebra, where $A$ is commutative and where the left and right actions of $A$ on $M$ are identical. Define a product $\circ$ : $C_{n} \times C_{p} \rightarrow C_{n+p}$ by

$$
\begin{aligned}
& \left(m \otimes a_{1} \otimes \ldots \otimes a_{n}\right) \circ\left(m^{\prime} \otimes a_{n+1} \otimes \ldots \otimes a_{n+p}\right) \\
& \quad=\sum \operatorname{sgn}(\sigma)\left(m m^{\prime}\right) \otimes a_{\sigma 1} \ldots \otimes a_{\sigma(n+p)}
\end{aligned}
$$

where the sum is over all $\sigma \in S_{n+p}$ with the property that

$$
\sigma 1<\sigma 2<\ldots<\sigma n \quad \text { and } \quad \sigma(n+1)<\ldots<\sigma(n+p)
$$

It is easy to check, for $\alpha \in C_{n}$ and $\beta \in C_{p}$, that

$$
\partial(\alpha \circ \beta)=(\partial \alpha \circ \beta)+(-1)^{n}(\alpha \circ \partial \beta) .
$$

In particular, $\circ$ induces a product $\circ: H_{n}(A ; M) \times H_{p}(A ; M) \rightarrow H_{n+p}(A ; M)$. This product is called the shuffle product.

Recall the $\mathbb{C}$-algebra $A_{+}(k)=\mathbb{C}[t] /\left(t^{k+1}\right)$. We will compute certain shuffle products in the case $A=M=A_{+}(k)$. Although these computations are not strictly necessary for what follows, we do them to simplify the upcoming arguments and to display explicit representatives for certain homology and cohomology classes. In what follows we use the notation $T^{r}(V)$ to denote the $r^{\text {th }}$ tensor power of a vector space $V$.

Definition 2.1. Define $x \in T^{2}\left(A_{+}(k)\right)$ and $y_{(i)} \in T^{3}\left(A_{+}(k)\right)$ by:

$$
\begin{gathered}
x=1 \otimes t \\
y_{(i)}=1 \otimes t^{k} \otimes t+t \otimes t^{k-1} \otimes t+\ldots+t^{i-1} \otimes t^{k-i+1} \otimes t .
\end{gathered}
$$

Lemma 2.2. For $u$ and $v$ integers, define $\alpha_{u}(v)$ to be 1 if $v$ is less than or equal to $u$ and 0 otherwise. Then
A) $\left.t^{s} \circ y_{(k)}{ }^{u}=\sum \alpha_{k}\left(\sum a_{i}\right)+s\right) t^{\left(\sum a_{i}\right)+s} \otimes t^{k-a_{1}} \otimes t \otimes \ldots \otimes t^{k-a_{u}} \otimes t$
and
B) $\quad t^{s} \circ x \circ y_{(k)}{ }^{u}=\sum \alpha_{k}\left(\left(\sum a_{i}\right)+s\right) t^{\left(\sum a_{i}\right)+s} \otimes t \otimes t^{k-a_{1}} \otimes \ldots \otimes t^{k-a_{u}} \otimes t$,
where $t^{u}$ refers to the ordinary $u^{\text {th }}$ power of $t$ and $y_{(k)}{ }^{4}$ refers to the $u^{t \mathrm{th}}$ shuffle power of $y_{(k)}$.
Claim. $y^{u}=\sum t^{\sum a_{i}} \otimes t^{k-a_{1}} \otimes t \otimes \ldots \otimes t^{k-a_{u}} \otimes t$ where the sum is over all $\left(a_{1}, \ldots, a_{u}\right)$ with $\sum a_{i} \leqq k$.

To begin the proof of this claim, write $y^{u}$ out as

$$
y^{u}=\left(\sum t^{a_{1}} \otimes t^{k-a_{1}} \otimes t\right) \circ\left(\sum t^{a_{2}} \otimes t^{k-a_{2}} \otimes t\right) \circ \cdots \circ\left(\sum t^{a_{u}} \otimes t^{k-a_{u}} \otimes t\right) .
$$

Each choice of $\left(a_{1}, \ldots, a_{u}\right)$ gives rise to a number of terms in the shuffle product. Each of these terms begins with $t^{\Sigma a_{i}}$, hence each of these terms is 0 unless $\sum a_{i} \leqq k$.

Choose $\left(a_{1}, \ldots, a_{u}\right)$ with $\Sigma a_{i} \leqq k$. We consider the corresponding term (2.1) in the shuffle power $y^{u}$,

$$
\begin{equation*}
\left(t^{a_{1}} \otimes t^{k-a_{1}} \otimes t\right) \circ\left(t^{a_{2}} \otimes t^{k-a_{2}} \otimes t\right) \circ \cdots \circ\left(t^{a_{u}} \otimes t^{k-a_{u}} \otimes t\right) . \tag{2.1}
\end{equation*}
$$

Let $i$ and $i^{\prime}$ correspond to $t^{k-a_{i}}$ and $t$, i.e., the second and third tensor positions in the $i^{\text {ih }}$ factor of (2.1). The full shuffle product in (2.1) is a sum of terms indexed by the permutations $\sigma$ of $1,1^{\prime}, 2,2^{\prime}, \ldots, u, u^{\prime}$ satisfying $\sigma(i)<\sigma\left(i^{\prime}\right)$ for all $i$. We call such a permutation admissible, and let $\tau_{\sigma}$ denote the term in (2.1) indexed by $\sigma$.

Let $\sigma$ be an admissible permutation. We say $i^{\prime}$ and $j^{\prime}$ are consecutive primed numbers with respect to $\sigma$ if $\sigma\left(i^{\prime}\right)$ immediately precedes $\sigma\left(j^{\prime}\right)$ in the order $1<1^{\prime}<\ldots<u<u^{\prime}$. Note that if $\pi$ is the permutation obtained from $\sigma$ by interchanging $\sigma\left(i^{\prime}\right)$ and $\sigma\left(j^{\prime}\right)$, then $\pi$ is also an admissible permutation. We say that two admissible permutations $\sigma$ and $\pi$ are equivalent if $\pi$ is obtained from $\sigma$ by a series of interchanges of consecutive primed numbers.

Let $\sigma$ be an admissible permutation written out into groups of consecutive nonprimed and primed numbers, with $w_{1}, v_{1}, w_{2}, v_{2}, \ldots, w_{u}, v_{u}$ the sizes of the groups. Then the size of the equivalence class containing $\sigma$ is $v_{1}!v_{2}!\ldots v_{u}!$, there being one admissible permutation equivalent to $\sigma$ for each choice

$$
\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{u}\right) \in \operatorname{Sym}_{v_{1}} \times \operatorname{Sym}_{v_{2}} \times \ldots \times \operatorname{Sym}_{v_{u}}
$$

of a permutation in each group of consecutive primed numbers. Also if $\pi$ is equivalent to $\sigma$ via $\left(\alpha_{1}, \ldots, \alpha_{w}\right)$ then $\operatorname{sgn}(\pi)=\operatorname{sgn}(\sigma)\left(\Pi \operatorname{sgn}\left(\alpha_{i}\right)\right)$.

Thus we have that

$$
\Sigma \operatorname{sgn}(\pi)=\left\{\begin{array}{l}
\operatorname{sgn}(\sigma) \text { if } v_{1}=v_{2}=\ldots=v_{u}=1 \\
0 \text { otherwise } .
\end{array}\right.
$$

Lastly note that if $\sigma$ and $\pi$ are equivalent, admissible, permutations then the terms in the shuffle product (2.1) indexed by $\sigma$ and $\pi$ are equal. So there is no contribution to (2.1) except by equivalence classes of size one. But it is easy to see that the only admissible permutation which is equivalent to no others is the identity and so the shuffle product (2.1) consists of only one term, this being

$$
t^{\Sigma a_{i}} \otimes t^{k-a_{1}} \otimes t \otimes \ldots \otimes t^{k-a_{u}} \otimes t .
$$

This proves the claim.
A similar argument shows that

$$
(1 \otimes t) \circ\left(t^{\Sigma a_{i}} \otimes t^{k-a_{1}} \otimes t \otimes \ldots \otimes t^{k-a_{u}} \otimes t\right)
$$

also consists of only one term, this being

$$
t^{2 a_{i}} \otimes t \otimes t^{k-a_{1}} \otimes t \otimes \ldots \otimes t^{k-a_{u}} \otimes t .
$$

Lemma 2.2 now follows immediately.
Assume now that $M$ is a filtered $A$-bimodule and let $E^{0}(M)$ denote the associated graded object. Then there is a spectral sequence converging to $H_{d}(A ; M)$ with $E_{d, q}^{1}=H_{d}\left(A ; E_{q}^{0}(M)\right)$. Each term $E^{r}$ is bigraded, $E^{r}=\oplus E_{d, q}^{r}$ by homological degree $d$, and filtration degree $q$. The differential $\partial_{r}$ of $E^{r}$ maps $E_{d, q}^{r}$ to $E_{d-r, q+r-1}$.

This situation arises when $A$ is an augmented algebra with augmentation map $\varepsilon: A \rightarrow \mathbb{C}$ and augmentation ideal $A=\mathrm{ker} \varepsilon$. In this case, $M$ can be given the $A$-adic filtration which makes $E^{0}(M)$ into a trivial $A$-module. So the $E^{1}$ term simplifies to $E^{1}{ }_{d, q}=M \otimes H_{d}(A ; \mathbb{C})$. In the more specialized situation where $M=A$ with the obvious bimodule structure, and where $A$ is an $\mathbb{N}$-graded, commutative $\mathbb{C}$-algebra, the grading of $A$ induces a grading of $H_{*}(A ; N)$ for any $N$, which we call weight. The above spectral sequence becomes trigraded, $E_{d, q, w}^{r}$ with $d$ being homological degree, $q$ being filtration degree, and $w$ being weight. The differential $\partial_{r}$ preserves weight and the sequence $E_{d, q, w}^{r}$ converges to $H_{d, w}(A ; A)$. We record these wellknown facts in a lemma for future reference.

Lemma 2.3. Let $A$ be an $\mathbb{N}$-graded, commutative $\mathbb{C}$-algebra. Then there is a trigraded spectral sequence

$$
\left\{E_{d, q, w}^{r}, \partial_{r}\right\} \Rightarrow H_{d, w}(A ; A)
$$

with $E^{1}$ term $E_{d, q, w}^{1}=A_{q} \otimes H_{d, w}(A ; \mathbb{C})$.
Theorem 2.4. Let notation be as above. Then

$$
\operatorname{dim}\left(H_{0, w}\left(A_{+}(k) ; A_{+}(k)\right)\right)= \begin{cases}1 & \text { if } w \leqq k \\ 0 & \text { otherwise } .\end{cases}
$$

For $d>0$,
$\operatorname{dim}\left(H_{d, w}\left(A_{+}(k) ; A_{+}(k)\right)\right)=\left\{\begin{array}{lll}1 & \text { if } d=2 e \text { and }(k+1) e<w<(k+1)(e+1) \\ 1 & \text { if } d=2 e+1 \\ & \text { and }(k+1) e<w<(k+1)(e+1) \\ 0 & \text { otherwise. }\end{array}\right.$
Moreover let $y_{(k)}=\left(t \otimes t^{k} \otimes t\right)+\left(t^{2} \otimes t^{k-1} \otimes t\right)+\ldots+\left(t^{k} \otimes t \otimes t\right)$. Then a set of homology representatives for the nonzero homology groups $H_{d, w}\left(A_{+}(k) ; A_{+}(k)\right)$ are given below:
$(d, w)$
$(0, w) 0 \leqq w \leqq k \quad t^{w}$
$(1, w) 1 \leqq w \leqq k \quad t^{w-1} \otimes t$
$(2 e,(k+1) e+s) 1 \leqq s \leqq k \quad t \circ y \circ y \circ \ldots \circ y$
$(2 e+1,(k+1) e+s) 1 \leqq s \leqq k \quad t^{s-1} \circ(1 \otimes t) \circ y \circ \ldots \circ y$.
Here $u \circ v$ denotes the shuffle product of $u$ and $v$. In each of the last two rows, the representatives end with the $e^{\text {th }}$ shuffle power of $y$.

Proof (Steve Mitchell). Our first step is to compute $H_{*}\left(A_{+}(k) ; \mathbb{C}\right)$. Recall that

$$
H_{*}\left(A_{+}(k) ; \mathbb{C}\right)=\operatorname{Tor}^{A_{+}(k)}(\mathbb{C}, \mathbb{C})
$$

and note that there exists the following free resolution:

$$
\begin{equation*}
\ldots \xrightarrow{f_{k}} A_{+}(k) \xrightarrow{f_{1}} A_{+}(k) \xrightarrow{f_{k}} A_{+}(k) \xrightarrow{f_{1}} A_{+}(k) \xrightarrow{\varepsilon} \mathbb{C} \longrightarrow 0 \tag{2.2}
\end{equation*}
$$

In (2.2), the map $f_{k}$ is multiplication by $t^{k}$, the map $f_{1}$ is multiplication by $t$, and the $\operatorname{map} \varepsilon$ is evaluation at 0 .

Upon applying the functor $\mathbb{C} \otimes A_{+}(k)$ to (2.2) we obtain the complex

$$
\ldots \rightarrow \mathbb{C} \rightarrow \mathbb{C} \rightarrow \mathbb{C} \rightarrow 0
$$

with all maps 0 . Thus $H_{d}\left(A_{+}(k) ; \mathbb{C}\right)$ has dimension 1 for all $d$.
Using the usual bar resolution for computing $H_{*}\left(A_{+}(k) ; \mathbb{C}\right)$ one can show that representatives for $H_{d}\left(A_{+}(k) ; \mathbb{C}\right)$ are given by:

$$
\begin{array}{lll}
t^{k} \otimes t \otimes t^{k} \otimes \ldots \otimes t^{k} \otimes t & \text { for } & d \text { odd } \\
t \otimes t^{k} \otimes t \otimes \ldots \otimes t^{k} \otimes t & \text { for } & d \text { even }
\end{array}
$$

Let $x=t$ and $y=t^{k} \otimes t$ be the representatives given above for $H_{1}\left(A_{+}(k) ; \mathbb{C}\right)$ and $H_{2}\left(A_{+}(k) ; \mathbb{C}\right)$. By an argument similar to the one given earlier to prove Lemma 2.2, one can show that the representative given above is exactly:

$$
\begin{array}{ll}
y \circ y \circ \ldots \circ y & \text { if } d \text { is odd } \\
x \circ y \circ y \circ \ldots \circ y & \text { if } d \text { is even }
\end{array}
$$

Here $\circ$ denotes shuffle product. So the ring structure of $H_{*}\left(A_{+}(k) ; \mathbb{C}\right)$ is given by

$$
\begin{equation*}
H_{*}\left(A_{+}(k) ; \mathbb{C}\right)=\operatorname{Ext}(x) \otimes \operatorname{Sym}(y) \tag{2.3}
\end{equation*}
$$

where Ext and Sym denote exterior and symmetric algebras respectively.
Now to compute $H_{*, *}\left(A_{+}(k) ; A_{+}(k)\right)$ we use the spectral sequence of Lemma 2.3. The $E^{1}$ term is

$$
E^{1}=A_{+}(k) \otimes \operatorname{Ext}(x) \otimes \operatorname{Sym}(y),
$$

and the filtration degree of $t^{r} \otimes \operatorname{Ext}(x) \otimes \operatorname{Sym}(y)$ is $r$. Note that the filtration stops at degree $k$ so the spectral sequence must collapse at $E^{k+1}$. In other words,

$$
E^{k+1}=H_{*, *}\left(A_{+}(k) ; A_{+}(k)\right) .
$$

We claim that

$$
E^{i}=A_{+}(k) \otimes \operatorname{Ext}(x) \otimes \operatorname{Sym}\left(y_{(i)}\right)
$$

for $1 \leqq i \leqq k$. The proof is by induction on $i$.
Recall $y_{(i)}$ which was defined by

$$
y_{(i)}=1 \otimes t^{k} \otimes t+t \otimes t^{k-1} \otimes t+\ldots+t^{i-1} \otimes t^{k-i+1} \otimes t
$$

We have

$$
\begin{aligned}
\partial_{i-1}\left(y_{(i)}\right)= & \left(t^{k} \otimes t+t \otimes t^{k}\right)+\left(t^{k} \otimes t-t \otimes t^{k}+t^{2} \otimes t^{k-1}\right) \\
& +\left(t^{k} \otimes t-t^{2} \otimes t^{k-1}+t^{3} \otimes t^{k-2}\right)+\ldots \\
& +\left(t^{k} \otimes t-t^{i-1} \otimes t^{k-i+2}+t^{i} \otimes t^{k-i+1}\right) \\
= & i\left(t^{k} \otimes t\right)+\left(t^{i} \otimes t^{k-i+1}\right) \\
= & 0 \quad \text { in } \quad E^{i-1} .
\end{aligned}
$$

Also $y_{(i)}=y_{(i-1)}$ in $E^{i-1}$. So $y_{(i)}$ is a lifting of $y_{(i-1)}$ to the kernal of $\partial_{i-1}$. It is clear that $\partial_{i-1} x=0$ and so it follows easily that $A_{+}(k) \otimes \operatorname{Ext}(x) \otimes \operatorname{Sym}\left(y_{(i-1)}\right)$ in $E^{i-1}$ lifts to $A_{+}(k) \otimes \operatorname{Ext}(x) \otimes \operatorname{Sym}\left(y_{(i)}\right)$ in $E^{i}$.

By induction on $i$ we have that $E^{k}=A_{+}(k) \otimes \operatorname{Ext}(x) \otimes \operatorname{Sym}\left(y_{(k)}\right)$. Now consider $\partial_{k}$ acting on $E^{k}$.

First we compute $\partial_{k}\left(t^{j} \circ x \circ y_{(k+1)}{ }^{u}\right)$. Using Lemma 2.2,

$$
\begin{aligned}
\partial_{k}\left(t^{j} \circ x \circ y_{(k+1)}^{u}\right) & =\partial_{k}\left(\sum t^{\left(\Sigma a_{i j}\right)+j} \otimes t \otimes t^{k-a_{1}} \otimes \ldots \otimes t^{k-a_{u}} \otimes t\right) \\
& =\mathscr{A}-\mathscr{B}+\mathscr{C}-\mathscr{D}
\end{aligned}
$$

where $\left.\mathscr{A}=\sum \alpha_{k}\left(\sum a_{i}\right)+j+1\right) t^{\left(\Sigma a_{i}\right)+j+1} \otimes t^{k-a_{1}} \otimes \ldots \otimes t^{k-a_{u}} \otimes t$

$$
\begin{aligned}
& \mathscr{B}=\sum \alpha_{k}\left(k-a_{1}+1\right) t^{\left(\sum a_{i}\right)+j} \otimes t^{k-a_{1}+1} \otimes \ldots \otimes t^{k-a_{u}} \otimes t \\
& \mathscr{C}=\sum \alpha_{k}\left(k-a_{u}+1\right) t^{\left(\Sigma a_{i}\right)+j} \otimes t \otimes t^{k-a_{1}} \otimes \ldots \otimes t \otimes t^{k-a_{u}+1}
\end{aligned}
$$

and

$$
\left.\mathscr{D}=\sum \alpha_{k}\left(\sum a_{i}\right)+j+1\right) t^{\left(\Sigma a_{i}\right)+j+1} \otimes t \otimes \ldots \otimes t \otimes t^{k-a_{u}}
$$

Note that there is an exact cancellation of terms with the $\left(a_{1}, \ldots, a_{u}\right)$ term from $\mathscr{A}$ cancelling the $\left(a_{1}+1, a_{2}, \ldots, a_{u}\right)$ term from $\mathscr{B}$ and the $\left(a_{1}, \ldots, a_{u}\right)$ term from $\mathscr{C}$ cancelling the $\left(a_{1}, \ldots, a_{u}-1\right)$ term from $\mathscr{D}$.

Hence $\partial_{k}$ acts trivially on $A_{+}(k) \otimes x \otimes \operatorname{Sym}\left(y_{(k+1)}\right)$.
Next consider $\partial_{k}$ on $A_{+}(k) \otimes 1 \otimes \operatorname{Sym}\left(y_{(k+1)}\right)$. Again using Lemma 2.2, we have

$$
\begin{aligned}
\partial_{k}\left(t^{j} \circ y_{(k+1)}{ }^{u}\right) & =\partial_{k}\left(\sum t^{\left(\sum a_{i}\right)+j} \otimes t^{k-a_{1}} \otimes t \otimes \ldots \otimes t^{k-a_{u}} \otimes t\right) \\
& =\mathscr{A}+\mathscr{B}-\mathscr{C}
\end{aligned}
$$

where

$$
\begin{aligned}
\mathscr{A} & =\sum \alpha_{k}\left(\left(\sum a_{i}\right)+j+k-a_{1}\right) t^{\left(\left(\Sigma a_{i}\right)+j+k-a_{1}\right)} \otimes t \otimes \ldots \otimes t^{k-a_{u}} \otimes t \\
\mathscr{B} & =\sum \alpha_{k}\left(k-a_{u}+1\right) t^{\left(\Sigma a_{i}+j\right)} \otimes t^{k-a_{1}} \otimes t \otimes \ldots \otimes t \otimes t^{k-a_{u}+1}
\end{aligned}
$$

and

$$
\mathscr{C}=\sum \alpha_{k}\left(\left(\sum a_{i}\right)+j+1\right) t^{\left(\left(\Sigma a_{i}\right)+j+1\right)} \otimes t^{k-a_{1}} \otimes t \otimes \ldots \otimes t \otimes t^{k-a_{u}}
$$

As above, $\mathscr{B}-\mathscr{C}=0$ and so $\partial_{k}\left(t^{j} \circ y_{(k+1)}{ }^{u}\right)=\mathscr{A}$. Note that

$$
\alpha_{k}\left(\left(\sum a_{i}\right)+j+k-a_{1}\right)= \begin{cases}1 & \text { if } j=a_{2}=a_{3}=\ldots=a_{u}=0 \\ 0 & \text { otherwise } .\end{cases}
$$

So,

$$
\partial_{k}\left(t^{j} \circ y_{(k+1)}^{u}\right)= \begin{cases}(k+1)\left(t^{k} \otimes t \otimes t^{k} \otimes \ldots \otimes t^{k} \otimes t\right) & \text { if } j=0 \\ 0 & \text { if } j>0\end{cases}
$$

On the other hand,

$$
\begin{aligned}
t^{k} \circ x \circ y_{(k+1)}^{u-1} & =\sum \alpha_{k}\left(k+\left(\sum a_{i}\right)\right) t^{k+\left(\sum a_{i}\right)} \otimes t \otimes t^{k-a_{1}} \otimes \ldots \otimes t^{k-a_{u}} \otimes t \\
& =t^{k} \otimes t \otimes t^{k} \otimes \ldots \otimes t^{k} \otimes t
\end{aligned}
$$

Thus $\partial_{k}$ is 0 on $A_{+}(k) \otimes 1 \otimes y_{(k+1)}{ }^{u}$ except on the one dimensional space $\left\langle 1 \otimes 1 \otimes y_{(k+1)}{ }^{u}\right\rangle$ which it maps onto $\left\langle t^{k} \otimes x \otimes y_{(k+1)^{u-1}}\right\rangle$.

We've shown that as an $A_{+}(k)$-module, $H_{*, *}\left(A_{+}(k) ; A_{+}(k)\right)$ is cyclic in each dimension with $H_{0, *}\left(A_{+}(k) ; A_{+}(k)\right)=A_{+}(k)$ and $H_{d, *}\left(A_{+}(k) ; A_{+}(k)\right)=A_{+}(k) /\left(t^{k}\right)$ for $d>0$. Moreover, multiplication by $x$ is an isomorphism between $H_{2 s, *}\left(A_{+}(k) ; A_{+}(k)\right)$ and $H_{2 s+1, *}\left(A_{+}(k) ; A_{+}(k)\right)$. Explicit generators are as given in the statement of this theorem.

Let $s_{d}$ be the antisymmetric cyclic shift map on $T^{d}(A)$ defined by

$$
s_{d}\left(a_{1} \otimes \ldots \otimes a_{d}\right)=(-1)^{d-1}\left(a_{d} \otimes a_{1} \otimes \ldots \otimes a_{d-1}\right)
$$

Note that $s_{d}$ preserves both degree and weight.
Also define the map $\sigma_{d}: T^{d}(A) \rightarrow T^{d}(A)$ by

$$
\sigma_{d}\left(a_{1} \otimes a_{2} \otimes \ldots \otimes a_{d}\right)=-(-1)^{(d(d-1)) / 2}\left(a_{1} \otimes a_{d} \otimes a_{d-1} \otimes \ldots \otimes a_{3} \otimes a_{2}\right)
$$

Again note that $\sigma_{d}$ preserves both degree and weight. It is easy to see that the groups of linear transformations of $T^{d}(A)$ generated by $\left\{s_{d}\right\}$ and $\left\{s_{d}, \sigma_{d}\right\}$ are the cyclic group of order $d$ and the dihedral group of order $2 d$, respectively. Let $N_{d}$ and $L_{d}$ be the projections of $T^{d}(A)$ to the invariant subspaces of these two groups. More
explicitely we have

$$
\begin{aligned}
& N_{d}=(1 / d)\left(1+s_{d}+\ldots+s_{d}^{d-1}\right) \\
& L_{d}=(1 / 2 d)\left(1+s_{d}+\ldots+s_{d}^{d-1}+\sigma_{d}+\sigma_{d} s_{d}+\ldots+\sigma_{d} s_{d}^{d-1}\right) .
\end{aligned}
$$

Proposition 2.5. Let $b$ and $b^{\prime}$ be the boundary maps from $T^{d}(A)$ to $T^{d-1}(A)$ in the Hochschild and Bar complexes for computing $H(A ; A)$ and $H(A ; \mathbb{C})$. Then,

$$
N_{d-1} b=b^{\prime} N_{d} \quad \text { and } \quad L_{d-1} b=b^{\prime} L_{d}
$$

Definition 2.6. For each $d, w$ let $C_{d, w}(A)$ and $D_{d, w}(A)$ denote the spaces of invariants in $T^{d, w}(A)$ under the groups $\left\langle s_{d}\right\rangle$ and $\left\langle s_{d}, \sigma_{d}\right\rangle$ respectively. Define $\partial_{C}$ : $C_{d, w}(A) \rightarrow C_{d-1, w}(A)$ and $\partial_{D}: D_{d, w}(A) \rightarrow D_{d-1, w}(A)$ by

$$
\begin{aligned}
& \partial_{C}=N_{d-1} b, \\
& \partial_{D}=L_{d-1} b .
\end{aligned}
$$

Proposition 2.7. The maps $\partial_{C}$ and $\partial_{D}$ both square to 0 (on the spaces $C(A)$ and $D(A)$ ).
Proof. If $v \in C_{d, w}(A)$ then $v=N_{d} v$. So,

$$
\begin{aligned}
\partial_{C}^{2} v & =\left(N_{d-2} b N_{d-1} b N_{d}\right) v \\
& =\left(N_{d-2} b N_{d-1}^{2} b^{\prime}\right) v \\
& =N_{d-2} b N_{d-1} b^{\prime} v \\
& =N_{d-2}\left(b^{\prime}\right)^{2} v \\
& =0 .
\end{aligned}
$$

Similarly, $\partial_{D}{ }^{2}=0$.
Definition 2.8. Define the bigraded cyclic and dihedral homologies of $A$ by (Cyclic homology)

$$
H C_{d-1, w}(A)=\left(\left(\operatorname{ker} \partial_{c}\right) \cap C_{d, w}(A)\right) /\left(\left(\operatorname{im} \partial_{C}\right) \cap C_{d, w}(A)\right)
$$

(Dihedral homology)

$$
H D_{d-1, w}(A)=\left(\left(\operatorname{ker} \partial_{D}\right) \cap D_{d, w}(A)\right) /\left(\left(\operatorname{im} \partial_{D}\right) \cap D_{d, w}(A)\right)
$$

For fixed $w$, the cyclic and dihedral homologies of weight $w$ are defined to be the homologies of the graded complexes,

$$
\begin{aligned}
& \ldots \rightarrow C_{d+1, w}(A) \rightarrow C_{d, w}(A) \rightarrow C_{d-1, w}(A) \rightarrow \ldots \\
& \ldots \rightarrow D_{d+1, w}(A) \rightarrow D_{d, w}(A) \rightarrow D_{d-1, w}(A) \rightarrow \ldots
\end{aligned}
$$

Define the cyclic and dihedral cohomologies of $A$ to be the cohomologies defined by the dual complexes,

$$
\begin{aligned}
& \ldots \rightarrow\left(C_{d-1, w}(A)\right)^{*} \rightarrow\left(C_{d, w}(A)\right)^{*} \rightarrow\left(C_{d+1, w}(A)\right)^{*} \rightarrow \ldots \\
& \ldots \rightarrow\left(D_{d-1, w}(A)\right)^{*} \rightarrow\left(D_{d, w}(A)\right)^{*} \rightarrow\left(D_{d+1, w}(A)\right)^{*} \rightarrow \ldots
\end{aligned}
$$

This notion of cyclic homology was introduced by Connes [5,6] and independently by Tsygan [22]. The definition of cyclic and dihedral homology given here is valid only in characteristic 0 . One can define cyclic and dihedral homology as the homologies of certain double complexes and this definition is the correct one in all characteristics (and of course agrees with the definition given here in characteristic 0 ). For details of this and an excellent exposition of cyclic homology the reader should see Loday and Quillen [16]. For details in the dihedral homology case, one should see Loday [17]. We will need three basic facts concerning cyclic homology, one due to Connes and two due to Loday and Quillen.

Theorem 2.7 (Connes [5]). There is a weight-preserving long exact sequence relating the cyclic homology of $A$ and the Hochschild homology of $A$ :

$$
\ldots \rightarrow H_{d, w}(A ; A) \rightarrow H C_{d, w}(A) \rightarrow H C_{d-2, w}(A) \rightarrow H_{d-1, w}(A ; A) \rightarrow \ldots
$$

Moreover, the map from $H_{d, w}(A ; A)$ to $H C_{d, w}(A)$ is the map $N_{d}$.
The other two maps $S: H C_{d, w}(A) \rightarrow H C_{d-2, w}(A)$ and $B: H C_{d-2, w}(A)$ $\rightarrow H_{d-1, w}(A ; A)$ are described in either Connes [5] or Loday and Quillen [16].

Theorem 2.8 (Loday and Quillen [16]). Let $\operatorname{Prim}\left(H L_{d, w}\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A\right)\right.$ ) denote the primitive elements in the homology of $\mathrm{gl}_{n}(\mathbb{C}) \otimes A$ and let $\operatorname{Prim}\left(H L_{d, w}\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A\right)\right)^{\sin _{n}(\mathbb{C})} \quad$ denote the $\mathrm{gl}_{n}(\mathbb{C}) \quad$ - invariants in $\operatorname{Prim}\left(H L_{d, w}\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A\right)\right)$. Then $\operatorname{dim}\left(\operatorname{Prim}\left(H L_{d, w}\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A\right)^{\mathrm{gln}_{n}(\mathbb{C})}\right)\right)$ approaches the limit $\operatorname{dim}\left(H C_{d, w}(A)\right)$ as $n \rightarrow \infty$.

More succinctly, $\lim \left(H L\left(\mathrm{~g}_{n}(\mathbb{C}) \otimes A\right)^{\lg _{n}(\mathbb{C})}\right)$ is the graded exterior algebra of $H C(A)$.

The last result we need concerns the case where $A$ is an augmented algebra, i.e., $A=(1 \cdot \mathbb{C}) \oplus I$ where $I$ is an ideal and 1 is a unit.

Theorem 2.9 (Loday and Quillen [16]). Let $A=(1 \cdot \mathbb{C}) \oplus I$ be an augmented algebra. Then $H C_{*, *}(A)=H C_{*, *}(\mathbb{C}) \oplus H C_{*, *}(I)$.

We will need similar results for dihedral homology which are due to Loday. It is easy to verify that $b$ commutes with the maps $\sigma_{d}$. So the Hochschild homology of $A$ splits as a direct sum

$$
H(A ; A)=H(A ; A)^{+} \oplus H(A ; A)^{-}
$$

where $\sigma_{d} v=v$ for $v \in H_{d}(A ; A)^{+}$and $\sigma_{d} v=-v$ for $v \in H_{d}(A ; A)^{-}$.
Proposition 2.10. For the ring $A=A_{+}(k)$ we have

$$
H_{d}\left(A_{+}(k) ; A_{+}(k)\right)=\left\{\begin{array}{lll}
H_{d}\left(A_{+}(k) ; A_{+}(k)\right)^{+} & \text {for } & d \equiv 1,2 \bmod 4 \\
H_{d}\left(A_{+}(k) ; A_{+}(k)\right)^{-} & \text {for } & d \equiv 0,3 \bmod 4
\end{array}\right.
$$

Proof. For any $u \in \operatorname{ker} b$, let $[u]$ denote the homology class in $H\left(A_{+}(k) ; A_{+}(k)\right)$ containing $u$. Recall $x$ and $y$ defined earlier by

$$
\begin{aligned}
& x=1 \otimes t \\
& y=\Sigma t^{i} \otimes t^{k-i} \otimes t .
\end{aligned}
$$

Clearly $H_{0}\left(A_{+}(k) ; A_{+}(k)\right)$ is in $H\left(A_{+}(k) ; A_{+}(k)\right)^{-}$and $H_{1}\left(A_{+}(k) ; A_{+}(k)\right)$ is in $H\left(A_{+}(k) ; A_{+}(k)\right)^{+}$. We consider $H_{2}\left(A_{+}(k) ; A_{+}(k)\right)$. We begin with a computation.
Claim. For any $a$ with $0 \leqq a \leqq k$, we have

$$
\left[1 \otimes t^{a}\right]=a t^{a-1} \circ[x] .
$$

Proof. The proof is by induction on $a$. For $a=0$, we have $1 \otimes 1=b(1 \otimes 1 \otimes 1)$ so the result holds. For $a>0$,

$$
b\left(1 \otimes t^{a-1} \otimes t\right)=t^{a-1} \otimes t-1 \otimes t^{a}+t \otimes t^{a-1}
$$

So,

$$
\begin{aligned}
{\left[1 \otimes t^{a}\right] } & =\left[t^{a-1} \otimes t\right]+\left[t \otimes t^{a-1}\right] \\
& =t^{a-1} \circ[x]+t \circ\left((a-1) t^{a-2} \circ[x]\right) \\
& =a t^{a-1} \circ[x], \text { which proves the claim. }
\end{aligned}
$$

Now consider $y-\sigma_{3} y$.

$$
\begin{aligned}
y-\sigma_{3} y & =\sum\left(t^{i} \otimes t^{k-i} \otimes t-t^{i} \otimes t \otimes t^{k-i}\right) \\
& =\sum t^{i} \circ\left(1 \otimes t^{k-i}\right) \circ(1 \otimes t) .
\end{aligned}
$$

So,

$$
\begin{aligned}
{[y]+\sigma_{3}[y] } & =\sum t^{i} \circ\left((k-i) t^{k-i-1}\right) \circ[x] \circ[x] \\
& =0 \text { as } \quad[x] \circ[x]=0 .
\end{aligned}
$$

Next suppose that $A=a_{0} \otimes a_{1} \otimes \ldots \otimes a_{d}$ and $B=b_{0} \otimes a_{d+1} \otimes \ldots \otimes a_{d+e}$ are in $T\left(A_{+}(k)\right)$. Then

$$
\sigma_{d+e+1}(A \circ B)=\sigma_{d+e+1}\left\{\Sigma \operatorname{sgn}(\tau)\left(a_{0} b_{0}\right) \otimes a_{\tau 1} \otimes \ldots \otimes a_{\tau(d+e)}\right\}
$$

where the sum is over all $\tau$ with $\tau 1<\tau 2<\ldots<\tau d$ and $\tau(d+1)<\ldots<\tau(d+e)$. Note that for such $\tau, \operatorname{sgn}(\tau)$ is the number of pairs $\left(a_{d+i}, a_{j}\right)$ with $1 \leqq j \leqq e$ and $1 \leqq i \leqq d$ such that $a_{d+i}$ occurs to the left of $a_{j}$ in $a_{\tau 1} \otimes \ldots \otimes a_{\tau(d+e)}$.

Applying $\sigma_{d+e+1}$ we have

$$
\sigma_{d+e+1}(A \circ B)=-(-1)^{(d+e)(d+e-1) / 2} \sum \operatorname{sgn}(\tau)\left(a_{0} b_{0}\right) \otimes a_{\tau(d+e)} \otimes \ldots \otimes a_{\tau 1}
$$

where this time the sum is over $\tau$ with $\tau d<\ldots<\tau 1$ and $\tau(d+e)<\ldots<\tau(d+1)$, and $\operatorname{sgn}(\tau)$ is the number of pairs $\left(a_{j}, a_{d+i}\right)$ with $a_{j}$ to the left of $a_{d+i}$ in $a_{\tau(d+e)} \otimes \ldots \otimes a_{\tau 1}$. So

$$
\begin{aligned}
& \sigma_{d+e+1}(A \circ B)= \\
& -(-1)^{(d+e)(d+e-1) / 2}\left\{-(-1)^{e(e-1) / 2} \sigma_{e+1}(B)\right\} \circ\left\{-(-1)^{d(d-1) / 2} \sigma_{d+1}(A)\right\} \\
& \\
& =-\sigma_{d+1}(A) \circ \sigma_{e+1}(B)
\end{aligned}
$$

the last equality holding because $(d+e)(d+e-1) / 2=(d(d-1) / 2)+(e(e-1) / 2)$ $+d e$.

Let $[y]^{(r)}$ denote the $r^{\text {th }}$ shuffle power of $[y]$. Since $\sigma_{d+e+1}$ $=-\sigma_{d+1}(A) \circ \sigma_{e+1}(B)$ we have that $t^{i} \circ[y]^{(r)}$ is in $H_{2 r}\left(A_{+}(k) ; A_{+}(k)\right)^{+}$for $r$ odd, and in $H_{2 r}\left(A_{+}(k) ; A_{+}(k)\right)^{-}$for $r$ even. Likewise $t^{i} \circ[y]^{(r)} \circ[x]$ is in
$H_{2 r+1}\left(A_{+}(k) ; A_{+}(k)\right)^{+}$if $r$ is even and in $H_{2 r+1}\left(A_{+}(k) ; A_{+}(k)\right)^{-}$if $r$ is odd. By Theorem 2.7, the result follows.

We will need two results due to Loday. The first is the analogue of Theorem 2.7 for dihedral homology.

Theorem 2.11 (Loday and Procesi [18]). Let A be a graded $\mathbb{C}$-algebra. Then for each $d$ and $w$, the dimensions of $\operatorname{Prim}\left(H L_{d, w}\left(o_{n}(\mathbb{C}) \otimes A\right)^{o_{n}(\mathbb{C}}\right)$ and $\operatorname{Prim}\left(H L_{d, w}\left(\mathrm{sp}_{2 n}(\mathbb{C}) \otimes A\right)^{\mathrm{sp}_{2 n}(\mathbb{C})}\right)$ approach the same limit as $n$ approaches infinity and this limiting dimension is $\operatorname{dim}\left(H D_{d, w}(A)\right)$. In short, the graded exterior algebra of $H D(A)$ equals $\lim H L\left(o_{n}(\mathbb{C}) \otimes A\right)^{o_{n}(\mathbb{C})}=\lim H L\left(\mathrm{sp}_{2 n}(\mathbb{C}) \otimes A\right)^{\mathrm{sp}_{2 n}(\mathbb{C})}$.

In [17], Loday defines dihedral homology as the homology of a certain double complex. A spectral sequence argument shows that his definition agrees with ours in characteristic 0 . The next result concerns certain homology groups $H T_{*, *}(A)$ which are defined to be the homology of a subcomplex of Loday's double complex for computing dihedral homology. For this application, we won't need the exact definition of $H T(A)$, as so we refer the interested reader to [17] for further details.

Proposition 2.12 (Loday [17]). Let A be a graded $\mathbb{C}$-algebra. Then there exist bigraded homology groups $H T_{*, *}(A)$, and a pair of long exact sequences (2.4) and (2.5) which satisfy:

$$
\begin{align*}
\ldots & \rightarrow H_{d-1, w}(A ; A)^{-} \rightarrow H_{d, w}(A ; A)^{+} \rightarrow H T_{d, w}(A) \\
& \rightarrow H_{d-2, w}(A ; A)^{-} \rightarrow H_{d-1, w}(A ; A)^{+} \rightarrow \ldots,  \tag{2.4}\\
\ldots \rightarrow H T_{d, w} & (A) \rightarrow H D_{d, w}(A) \rightarrow H D_{d-4, w}(A) \rightarrow H T_{d-1, w}(A) \rightarrow \ldots, \tag{2.5}
\end{align*}
$$

In the first sequence (2.4), the map from $H_{d-1, w}(A ; A)^{-}$to $H_{d, w}(A ; A)^{+}$is the map $B$ from Theorem 2.7.

This completes Sect. 2. In the next section, we will compute the cyclic and dihedral homologies of the truncated polynomial ring $A_{+}(k)$.

## Section 3. The cyclic and dihedral homologies of $\boldsymbol{A}_{+}(k)$

Let $k$ be a positive integer which is fixed for the remainder of this section. Let $A_{+}(k)$ denote the ring $\mathbb{C}[t] /\left(t^{k+1}\right)$, and let $\overline{A_{+}(k)}$ denote $A_{+}(k)$ modulo $\mathbb{C}$. Note that $A_{+}(k)$ is an $\mathbb{N}$-graded ring with the $i^{\text {th }}$ graded piece given by 0 if $i$ exceeds $k$ and by $\mathbb{C} t^{i}$ if $i$ is less than $k+1$. Our aim in this section is to compute the cyclic and dihedral homologies of $A_{+}(k)$ as a graded algebra. As in previous sections, we use $d$ and $w$ for the respective indices of degree and weight and denote the $(d, w)$ bigraded piece of the cyclic homology of $A_{+}(k)$ by $H C_{d, w}\left(A_{+}(k)\right)$. The following theorem is one of the main results of this section.

Theorem 3.1. As a bigraded vector space, the cyclic homology of $A_{+}(k)$ is given by:

$$
\operatorname{dim}\left(H C_{d, w}\left(A_{+}(k)\right)=\left\{\begin{array}{lll}
1 & \text { if } d=2 r & \text { and } r(k+1)<w \leqq r(k+1)+k \\
1 & \text { if } d=2 r & \text { and } w=0 \\
0 & \text { otherwise } .
\end{array}\right.\right.
$$

We will actually prove the following proposition which states a slightly stronger result.

Proposition 3.2. Recall the long exact sequence of Connes:

$$
\ldots \rightarrow H_{d}\left(A_{+}(k) ; A_{+}(k)\right) \rightarrow H C_{d}\left(A_{+}(k)\right) \rightarrow H C_{d-2}\left(A_{+}(k)\right) \rightarrow \ldots
$$

with maps

$$
\begin{aligned}
& N: H_{d}\left(A_{+}(k) ; A_{+}(k)\right) \rightarrow H C_{d}\left(A_{+}(k)\right) \\
& \quad S: H C_{d}\left(A_{+}(k)\right) \rightarrow H C_{d-2}\left(A_{+}(k)\right) \\
& B: H C_{d-2}\left(A_{+}(k)\right) \rightarrow H_{d-1}\left(A_{+}(k) ; A_{+}(k)\right) .
\end{aligned}
$$

Then,
(1) $S$ is identically zero on $\mathrm{HC}_{* w}\left(A_{+}(k)\right)$ for any nonzero weight $w$.
(2) $S$ is an isomorphism between the 1 -dimensional spaces $\mathrm{HC}_{2 s, 0}\left(A_{+}(k)\right)$ and $H_{2 s-2,0}\left(A_{+}(k)\right)$.
(3) For d even, $N$ is an isomorphism of $H_{d}\left(A_{+}(k) ; A_{+}(k)\right)$ onto $H C_{d}\left(A_{+}(k)\right)$. For $d$ odd, $N$ is identically 0.
(4) For $d$ even, $B$ is an isomorphism of $\mathrm{HC}_{d-2}\left(A_{+}(k)\right)$ onto $H_{d-1}\left(A_{+}(k) ; A_{+}(k)\right)$. For $d$ odd, $B$ is identically 0.
(5) $\operatorname{dim}\left(H C_{d}\left(\overline{A_{+}(k)}\right)\right)=\left\{\begin{array}{llll}k & \text { if } & d \text { is even } \\ 0 & \text { is } & d & \text { is odd } .\end{array}\right.$

Proof. We first prove (1). We will use the following lemma due to Goodwillie ([9], Corollary 11.4.6).

Lemma. Let $D$ be a derivation of $A$ and let $L_{D}$ be the induced homomorphism on cyclic homology. Then $L_{D}{ }^{\circ} S=0$.

We apply this lemma with $A=A_{+}(k)$ and $D$ the derivation $D t^{i}=i t^{i}$. It is easy to see that $L_{D}$ restricted to $H C_{* w}\left(A_{+}(k)\right)$ is just multiplication by $w$. So by the lemma above, $S$ must be identically zero on $H C_{* w}\left(A_{+}(k)\right)$ when $w$ is nonzero. This proves part (1).

We now prove parts (2)-(5) by induction on $d$. Assume that $w$ is nonzero. By (1) we have for each $d$ the short exact sequence

$$
\begin{equation*}
0 \rightarrow H C_{d-1, w}\left(A_{+}(k)\right) \rightarrow H_{d, w}\left(A_{+}(k) ; A_{+}(k)\right) \rightarrow H C_{d, w}\left(A_{+}(k)\right) \rightarrow 0 . \tag{3.1}
\end{equation*}
$$

If $d$ is odd then by induction on $d$, the total dimension of $\mathrm{HC}_{d-1, *}\left(A_{+}(k)\right)$ in nonzero weight is $k$. By Theorem 2.4, the total dimension of $H_{d, *}\left(A_{+}(k) ; A_{+}(k)\right)$ in nonzero weight is $k$. By the short exact sequence (3.1), the map $B$ is one to one and so $H C_{d, w}\left(A_{+}(k)\right)$ must be zero. This proves statements (3)-(5) for odd values of $d$.

If $d$ is even then $H C_{d-1, w}\left(A_{+}(k)\right)$ is zero for $w$ nonzero by our inductive hypothesis. So by the exact sequence (3.1) the map $N$ is onto for nonzero weight $w$. Also by our induction hypothesis and Theorem 2.4 we have that the total dimensions of $H_{d, *}\left(A_{+}(k) ; A_{+}(k)\right)$ and $H C_{d, *}\left(A_{+}(k)\right)$ in nonzero weight are both $k$. This proves (3) (5) for nonzero weight.

It remains to prove statement (2) for weight 0 . This follows easily from the observation that $H C_{d, 0}\left(A_{+}(k)\right)=H C_{d}(\mathbb{C})$. This completes the proof of Proposition 3.2.

Note that Theorem 3.1 follows from Proposition 3.2 and our previous knowledge of the weights of $H_{d, *}\left(A_{+}(k) ; A_{+}(k)\right)$.

We next compute the dihedral homology of $A_{+}(k)$. We first need the following proposition.

Proposition 3.3. Let $H T\left(A_{+}(k)\right)$ be the homology groups referred to in Proposition 2.12. Then

$$
\operatorname{dim}\left(H T_{d, w}\left(A_{+}(k)\right)\right)=\left\{\begin{array}{lll}
\operatorname{dim}\left(H_{d, w}\left(A_{+}(k) ; A_{+}(k)\right)\right) & \text { if } & d \equiv 2 \bmod 4 \\
\operatorname{dim}\left(H_{d-2, w}\left(A_{+}(k) ; A_{+}(k)\right)\right) & \text { if } \quad d \equiv 1 \bmod 4 \\
0 & \text { if } \quad d \equiv 0,3 \bmod 4 .
\end{array}\right.
$$

Proof. We use the long exact sequence (2.4) along with Proposition 2.10. To see how these apply, assume first that $d$ is congruent $2 \bmod 4$. Then we have

$$
H_{d-1}\left(A_{+}(k) ; A_{+}(k)\right)^{-}=H_{d-2}\left(A_{+}(k) ; A_{+}(k)\right)^{+}=0
$$

by Proposition 2.10. So from (2.4) we obtain the exact sequence

$$
\begin{aligned}
& 0 \rightarrow H_{d}\left(A_{+}(k) ; A_{+}(k)\right)^{+} \rightarrow H T_{d}\left(A_{+}(k)\right) \rightarrow H_{d-2}\left(A_{+}(k) ; A_{+}(k)\right)^{-} \\
& \quad \rightarrow H_{d-1}\left(A_{+}(k) ; A_{+}(k)\right)^{+} \rightarrow H T_{d-1}\left(A_{+}(k)\right) \rightarrow H_{d-3}\left(A_{+}(k) ; A_{+}(k)\right)^{-} \rightarrow 0 .
\end{aligned}
$$

Also the map between $H_{d-2}\left(A_{+}(k) ; A_{+}(k)\right)^{-}$and $H_{d-1}\left(A_{+}(k) ; A_{+}(k)\right)^{+}$is the map $B$ which is an isomorphism since $d-2$ is even (by Proposition 3.2 (3)). So we have

$$
H T_{d}\left(A_{+}(k)\right) \cong H_{d}\left(A_{+}(k) ; A_{+}(k)\right)^{+} \cong H_{d}\left(A_{+}(k) ; A_{+}(k)\right)
$$

and

$$
H T_{d-1}\left(A_{+}(k)\right) \cong H_{d-3}\left(A_{+}(k) ; A_{+}(k)\right)^{-} \cong H_{d-3}\left(A_{+}(k) ; A_{+}(k)\right) .
$$

If $d \equiv 0 \bmod 4$ then

$$
H_{d}\left(A_{+}(k) ; A_{+}(k)\right)^{+}=H_{d-2}\left(A_{+}(k) ; A_{+}(k)\right)^{-}=0
$$

and

$$
H_{d-1}\left(A_{+}(k) ; A_{+}(k)\right)^{+}=H_{d-3}\left(A_{+}(k) ; A_{+}(k)\right)^{-}=0 .
$$

So from (2.4) we have the exact sequence

$$
0 \rightarrow H T_{d}\left(A_{+}(k)\right) \rightarrow 0 \rightarrow 0 \rightarrow H_{d-1}\left(A_{+}(k)\right) \rightarrow 0
$$

which completes the proof.
Theorem 3.4. The dihedral homology of $A_{+}(k)$ is given by
$\operatorname{dim}\left(H D_{d, w}\left(A_{+}(k)\right)\right)= \begin{cases}1 & \text { if } d=(4 s)-2 \text { and } w=(2 s-1)(k+1)+t \text { for } 1 \leqq t \leqq k \\ 0 & \text { otherwise } .\end{cases}$
Moreover, for those $d, w$ with $H D_{d, w}\left(A_{+}(k)\right)$ nonzero, the map $L_{d}$ from $H_{d, w}\left(A_{+}(k) ; A_{+}(k)\right)$ into $H D_{d, w}\left(A_{+}(k)\right)$ is an isomorphism.

Proof. The proof is structured very much like the proof of Proposition 3.2. We proceed by induction on $d$ and use the long exact sequence (2.5) which relates dihedral homology to the homology groups $H T\left(A_{+}(k)\right)$.

To begin our induction, we have from (2.5) the exact sequences

$$
0 \rightarrow H T_{i}\left(A_{+}(k)\right) \rightarrow H D_{i}\left(A_{+}(k)\right) \rightarrow 0
$$

for $0 \leqq i \leqq 3$. The map from $H T_{i}\left(A_{+}(k)\right)$ to $H D_{i}\left(A_{+}(k)\right)$ is the inclusion map. By Proposition 3.3 we have

$$
H T_{i, w}\left(A_{+}(k)\right)=\left\{\begin{array}{l}
0 \text { for } i=0,1,3 \\
H_{2}\left(A_{+}(k) ; A_{+}(k)\right) \text { for } i=2
\end{array}\right.
$$

with equality in the case $i=2$ achieved by the inclusion of $H_{2}\left(A_{+}(k) ; A_{+}(k)\right)$ in $H T_{2}\left(A_{+}(k)\right)$.

Assume the result is known for $d<4 s$. By our induction hypotheses,

$$
H D_{4 s-4}\left(A_{+}(k)\right)=H D_{4 s-3}\left(A_{+}(k)\right)=H D_{4 s-1}\left(A_{+}(k)\right)=0
$$

Also by Proposition 3.3 we have

$$
H T_{4 s+3}\left(A_{+}(k)\right)=H T_{4 s}\left(A_{+}(k)\right)=0
$$

Using these facts in the sequence (2.5) we obtain exact sequences,

$$
\begin{gather*}
0 \rightarrow H D_{4 s+3, w}\left(A_{+}(k)\right) \rightarrow 0  \tag{3.2}\\
0 \rightarrow H_{4 s+2, w}\left(A_{+}(k) ; A_{+}(k)\right) \rightarrow H D_{4 s+2, w}\left(A_{+}(k)\right) \\
\rightarrow H D_{4 s-2, w}\left(A_{+}(k)\right) \rightarrow H_{4 s-1, w}\left(A_{+}(k) ; A_{+}(k)\right) \rightarrow H D_{4 s+1, w}\left(A_{+}(k)\right) \rightarrow 0  \tag{3.3}\\
0 \rightarrow H D_{4 s, w}\left(A_{+}(k)\right) \rightarrow 0 . \tag{3.4}
\end{gather*}
$$

The sequences (3.2) and (3.4) immediately imply that

$$
H D_{4 s, *}\left(A_{+}(k)\right)=H D_{4 s+3, *}\left(A_{+}(k)\right)=0 .
$$

In (3.3) the map from $H_{4 s+2, w}\left(A_{+}(k) ; A_{+}(k)\right)$ into $H D_{4 s+2, w}\left(A_{+}(k)\right)$ is inclusion (equivalently the $\operatorname{map} L_{4 s+2}$ ). Also, by our induction hypotheses,

$$
\operatorname{dim}\left(H D_{4 s-2, w}\left(A_{+}(k)\right)\right)=\operatorname{dim}\left(H_{4 s-1, w}\left(A_{+}(k) ; A_{+}(k)\right) .\right.
$$

So to complete our induction step, it remains to show that $H D_{4 s+1, w}\left(A_{+}(k)\right)=0$.
To show that $H D_{4 s+1, w}\left(A_{+}(k)\right)$ is zero, we use the same argument as in the proof of Proposition 3.2. All that is required is a generalization of Goodwillie's Lemma which is applicable in this case. This generalization follows easily from the version stated earlier. We leave the details to the reader.

The next result summarizes the two main results of this section in terms of cyclic and dihedral cohomology. Although these results follow immediately from their homological versions, we state them here because we will actually work with cyclic and dihedral cohomology in later sections.

Corollary 3.5. The cyclic and dihedral cohomologies of $A_{+}(k)$ are given by:
$\operatorname{dim}\left(H C^{d, w}\left(A_{+}(k)\right)\right)=\left\{\begin{array}{ll}1 & \text { if } d=2 s \\ 0 & \text { otherwise },\end{array}\right.$ and $w=((k+1) s)+t$ with $1 \leqq t \leqq k$
$\operatorname{dim}\left(H D^{d, w}\left(A_{+}(k)\right)\right)= \begin{cases}1 & \text { if } d=4 s+2, w=((k+1)(2 s+1))+t \text { with } 1 \leqq t \leqq k \\ 0 & \text { otherwise } .\end{cases}$
To end this section we display explicit representatives for the cyclic cohomology classes of $A_{+}(k)$. First choose a basis for $C\left(A_{+}(k)\right)$ in which each element is of the form $N_{d}\left(t^{u_{1}} \otimes \ldots \otimes t^{u_{d}}\right)$. For $d$ odd, there is a unique such basis and for $d$ even, the basis elements are unique up to sign. Let $\langle$,$\rangle be the bilinear form whose$ matrix with respect to this chosen basis is the identity. Using the nondegenerate bilinear form $\langle$,$\rangle , identify C\left(A_{+}(k)\right)^{*}$ with $C\left(A_{+}(k)\right)$ and thus view $\delta_{C}=\partial_{C}{ }^{t}$ as a map from $C_{d, w}\left(A_{+}(k)\right)$ to $C_{d+1, w}\left(A_{+}(k)\right)$. It is easy to check that with this identification $\delta_{C}$ is given by,

$$
\delta_{C}\left(t^{u_{1}} \ldots t^{u_{d}}\right)=\sum(-1)^{i-1} t^{u_{1}} \ldots t^{u_{i-1}}\left\{\sum t^{j^{u_{i}-j}}\right\} \ldots t^{u_{d}},
$$

where the first sum is on $i$ from 1 to $d$ and the second sum is on $j$ from 1 to $u_{i}-1$. We will use the following piece of notation. For $u$ a positive integer define $d_{k}\left(t^{k+u}\right)$ to be

$$
d_{k}\left(t^{k+u}\right)=\left\{\sum t^{l} \otimes t^{k+u-l}\right\}-\left\{\Sigma\left(t^{l} \otimes t^{k+u-l}\right)+\left(t^{k+u-l} \otimes t^{l}\right)\right\} .
$$

Here the first sum is on $l$ from 1 to $k+u-1$ and the second sum is on $l$ from 1 to $u-1$.

Let $\beta$ be the dual of the boundary map $b^{\prime}$ from the Bar complex for $A_{+}(k+u)$. Then $d_{k}\left(t^{k+u}\right)$ is $\beta\left(t^{k+u}\right)$ minus any terms which involve a higher power of $t$ than $k$. In particular, $d_{k}\left(t^{k+u}\right)$ consists of terms involving only $t, t^{2}, \ldots, t^{k}$. Note also that

$$
\begin{equation*}
\beta\left(d_{k}\left(t^{k+u}\right)\right)=-\sum d_{k}\left(t^{k+l}\right) \otimes t^{u-l}+\sum t^{l} \otimes d_{k}\left(t^{k+u-l}\right) \tag{3.8}
\end{equation*}
$$

Definition 3.6. For $s$ a non-negative integer and $1 \leqq N \leqq k$, define $\Delta_{N, s}$ to be

$$
\Delta_{N, s}=N_{2 s+1}\left\{\sum \sum i t^{i} \otimes d_{k}\left(t^{k+1+u_{1}}\right) \otimes d_{k}\left(t^{k+1+u_{2}}\right) \otimes \ldots \otimes d_{k}\left(t^{k+1+u_{s}}\right)\right\}
$$

where the first sum is on $i$ from 1 to $N$ and the second sum is over all ordered sequences ( $u_{1}, \ldots, u_{s}$ ) of non-negative integers which sum to $N-i$.

Note that $\Delta_{N, s}$ is in $C_{2 s+1,(k+1) s+N}\left(A_{+}(k)\right)$. We will show that $\Delta_{N, s}$ is a cyclic cohomology representative for the nonzero class of degree $2 s+1$ and weight $(k+1) s+N$.

Lemma 3.7. $\delta_{C}\left(\Lambda_{N, s}\right)=0$.
Proof. We separate $\delta_{C}\left(\Delta_{N, s}\right)$ into several parts.

$$
\delta_{C}\left(\Delta_{N, s}\right)=A+B+C+D+E
$$

where

$$
\begin{gathered}
A=\sum \sum \sum i t^{j} t^{i-j} d_{k}\left(t^{k+1+u_{1}}\right) \ldots d_{k}\left(t^{k+1+u_{s}}\right) \\
B=-\sum \sum \sum i t^{i} t^{l} d_{k}\left(t^{k+1+u_{1}-l}\right) d_{k}\left(t^{k+1+u_{2}}\right) \ldots d_{k}\left(t^{k+1+u_{s}}\right) \\
C=\sum \sum \sum \sum i t^{i} d_{k}\left(t^{k+1+u_{1}}\right) \ldots\left(d_{k}\left(t^{k+1+u_{j}-l}\right) t^{l}\right) \ldots d_{k}\left(t^{k+1+u_{s}}\right) \\
D=-\sum \sum \sum \sum i t^{i} d_{k}\left(t^{k+1+u_{1}}\right) \ldots\left(t^{l} d_{k}\left(t^{k+1+u_{j}-l}\right)\right) \ldots d_{k}\left(t^{k+1+u_{s}}\right),
\end{gathered}
$$

and

$$
E=\sum \sum \sum i t^{i} d_{k}\left(t^{k+1+u_{1}}\right) \ldots d_{k}\left(t^{k+1+u_{s}-l}\right) t^{l}
$$

Note that $C+D=0$ as the term in $C$ corresponding to the summation indices $i$, ( $u_{1}, \ldots, u_{s}$ ), $j, l$ can be thought of as cancelling the term in $D$ corresponding to the indices $i,\left(u_{1}, \ldots, u_{j}-l, u_{j+1}+l, \ldots, u_{s}\right), j+1, l$.

Also $A$ can be rewritten as

$$
A=\sum \sum(x+y) t^{x} t^{y} d_{k}\left(t^{k+1+u_{1}}\right) \ldots d_{k}\left(t^{k+1+u_{s}}\right)
$$

where the first sum is over all pairs $x, y$ with $x+y \leqq N$ and the second sum is over all $\left(u_{1}, \ldots, u_{s}\right)$ with $u_{i} \geqq 0$ and $\sum u_{i}=N-(x+y)$. This in turn can be rewritten as $A=A_{1}+A_{2}$ where

$$
A_{1}=\sum \sum x t^{x} t^{y} d_{k}\left(t^{k+1+u_{1}}\right) \ldots d_{k}\left(t^{k+1+u_{s}}\right)
$$

and

$$
A_{2}=-\sum \sum y t^{y} d_{k}\left(t^{k+1+u_{1}}\right) \ldots d_{k}\left(t^{k+1+u_{s}}\right) t^{x}
$$

Clearly $A_{1}=-B$ and $A_{2}=-E$ which proves the lemma.
Proposition 3.8. $\Delta_{N, s}$ is a representative for the nonzero cyclic cohomology class of $A_{+}(k)$ of degree $2 s+1$ and weight $(k+1) s+N$.

Proof. Fix $s$ non-negative and $N$ in the range 1 to $k$. Let $W, V$, and $U$ be the spaces $C_{2 s+i,(k+1) s+N}\left(A_{+}(k)\right)$ for $i=0,1$, and 2. Let $D$ and $E$ be the matrices for $\partial_{C}: U \rightarrow V$ and $\partial_{C}: V \rightarrow W$ respectively. Here the matrices are taken with respect to the bases for $U, V, W$ described earlier. Let $R$ denote the row space of $E$ and let $C$ denote the column space of $D$.

We know that $C \subset R^{\perp}$ and that $\operatorname{dim}\left(R^{\perp} / C\right)=1$. By Proposition 3.2, we also know that

$$
\begin{equation*}
R^{\perp}=C \oplus \mathbb{C} \eta_{N, s} \tag{3.5}
\end{equation*}
$$

A vector $v$ is a cohomology representative if and only is $v \in \operatorname{ker}\left(D^{t}\right)$ and $v \in \operatorname{im}\left(E^{t}\right)$. These latter two conditions are equivalent to $v \in C^{\perp}$ and $v \in R$. The previous lemma shows that $\Delta_{N, s} \in C^{\perp}$. To show that $\Delta_{N, s} \in R$ it suffices (by (3.5)) to show that $\left\langle\Lambda_{N, s}, \eta_{N, s}\right\rangle$ is nonzero. The key observation is that in terms of our chosen basis $\left\{b_{i}\right\}$ for $C_{2 s+1,(k+1) s+N}\left(A_{+}(k)\right)$, both $A_{N, s}$ and $\eta_{N, s}$ have non-negative coefficients. To be precise,

$$
\Delta_{N, s}=\sum p_{i} b_{i} \quad \text { and } \quad \eta_{N, s}=\sum q_{i} b_{i}
$$

where the $p_{i}$ and the $q_{i}$ are non-negative integers. Hence the inner product of $\Delta_{N, s}$ and $\eta_{N, s}$ is nonzero provided there exists an $i$ with $p_{i}$ and $q_{i}$ both nonzero. Such a $b_{i}$ is

$$
b_{i}=N_{d}\left(t^{N} \otimes t^{k} \otimes t \otimes \ldots \otimes t^{k} \otimes t\right) .
$$

This completes the proof of Proposition 3.8.

## Section 4. Projection to finite $\boldsymbol{n}$

Part I - Cyclic cohomology
Let $z_{i, j}$ for $i, j \in\{1,2, \ldots, n\}$ be the matrix with a 1 in the $i, j$ entry and 0 's elsewhere, and let $A$ be an $\mathbb{N}$-graded $\mathbb{C}$-algebra with homogeneous basis $\mathfrak{B}=\left\{b_{u}: u=1,2, \ldots\right\}$. The set $\left\{z_{i, j} \otimes b_{u}\right\}$ is a basis for the Lie algebra $L=\mathrm{gl}_{n}(\mathbb{C}) \otimes A$. Let $\left\{\left(z_{i, j} \otimes b_{u}\right)^{*}\right\}$ denote the dual basis of $L^{*}$.

Recall the boundary map $\partial: \wedge^{r} L \rightarrow \wedge^{r-1} L$ in the Koszul complex for computing $H L_{*}\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A\right)$,

$$
\partial\left(\alpha_{1} \wedge \ldots \wedge \alpha_{r}\right)=\sum(-1)^{i+j}\left[\alpha_{i}, \alpha_{j}\right] \wedge \alpha_{1} \wedge \ldots \wedge \hat{\alpha}_{i} \wedge \ldots \wedge \hat{\alpha}_{j} \wedge \ldots \wedge \alpha_{r} .
$$

We will need an explicit formula for the dual of $\partial$, which we denote by $\delta$. For the purpose of this formula, let $d$ be the map from $A \otimes A$ to $A$ given by

$$
d(a \otimes b)=a b .
$$

Let $d^{*}$ be the dual map from $A^{*}$ to $A^{*} \otimes A^{*}$, written explicitely as

$$
d^{*}\left(b_{u}{ }^{*}\right)=\sum c_{u, v, w} b_{v}{ }^{*} \otimes b_{w}{ }^{*}
$$

(since $A$ is $\mathbb{N}$-graded, hence finite dimensional in each graded piece, the above sum is finite). The next lemma is a simple computation. The proof is left to the reader.
Lemma 4.1. In terms of the natural basis of $\wedge\left(L^{*}\right)$ extending the basis $\left\{\left(z_{i, j} \otimes b_{u}\right)^{*}\right\}$ of $L^{*}$, the map $\delta$ is given by

$$
\begin{aligned}
& \delta\left(\left(z_{i_{1}, j_{1}} \otimes b_{u_{1}}\right)^{*} \wedge\left(z_{i_{2}, j_{2}} \otimes b_{u_{2}}\right)^{*} \wedge \ldots \wedge\left(z_{i_{d}, j_{d}} \otimes b_{u_{d}}\right)^{*}\right) \\
& \quad=\sum\left(z_{i_{1}, j_{1}} \otimes b_{u_{1}}\right)^{*} \wedge \ldots \wedge\left\{(-1)^{s-1} \sum \sum c_{u_{s}, v, w}\left(z_{i_{s, l}, l} \otimes b_{v}\right)^{*} \wedge\left(z_{l, j_{s}} \otimes b_{w}\right)^{*}\right\} \\
& \quad \wedge \ldots \wedge\left(z_{i_{d}, i_{d}} \otimes b_{u_{d}}\right)^{*} .
\end{aligned}
$$

In the case that $A=A_{+}(k)$ with basis $1, t, \ldots, t^{k}$ the result of Lemma 4.1 is formula (4.1) below:
(4.1) For $L=\mathrm{gl}_{n}(\mathbb{C}) \otimes A_{+}(k)$ with basis $\left\{z_{i, j} \otimes t^{u}\right\}$ we have

$$
\begin{aligned}
& \delta\left(\left(z_{i_{1}, j_{1}} \otimes t^{u_{1}}\right)^{*} \wedge \ldots \wedge\left(z_{i_{d}, j_{d}} \otimes t^{u_{d}}\right)^{*}\right) \\
& \quad=\sum\left(z_{i_{1}, j_{1}} \otimes t^{1_{1}}\right)^{*} \wedge \ldots \wedge\left\{(-1)^{s-1} \sum \sum\left(z_{i_{s}, l} \otimes t^{v}\right)^{*} \wedge\left(z_{l, j_{s}} \otimes t^{u_{s}-v}\right)^{*}\right\} \\
& \quad \wedge \ldots \wedge\left(z_{i_{d}, j_{d}} \otimes t^{u_{d}}\right)^{*} .
\end{aligned}
$$

Recall the complex $\left(C^{*, *}(A), \delta_{C}\right)$ for computing the cyclic cohomology of $A$. The vector space $C^{d, *}(A)$ is the dual space of $C_{d, *}(A)$ where $C_{d-1, *}(A)$ is $T^{d}(A)$
modulo the relations

$$
\begin{equation*}
\alpha_{1} \otimes \ldots \otimes \alpha_{d}=(-1)^{d-1} \alpha_{2} \otimes \ldots \otimes \alpha_{d} \otimes \alpha_{1} \tag{4.2}
\end{equation*}
$$

The coboundary $\delta_{C}$ is given explicitely in terms of the basis $\mathfrak{B}$ by

$$
\begin{equation*}
\delta_{c}\left(b_{u_{1}}^{*} \otimes \ldots \otimes b_{u_{d}}^{*}\right)=\sum b_{u_{1}}^{*} \otimes \ldots \otimes\left\{(-1)^{s-1} \sum c_{u_{s}, v, w} b_{v}^{*} \otimes b_{w}^{*}\right\} \otimes \ldots \otimes b_{u_{d}}^{*} \tag{4.3}
\end{equation*}
$$

Define the ring $R C(A)$ by saying that $R C(A)$ is the tensor algebra of $C(A)$ modulo the relations

$$
\begin{equation*}
\alpha \otimes \beta=(-1)^{(r+1)(s+1)} \beta \otimes \alpha \quad \text { for } \quad \alpha \in C^{r, *}(A), \quad \beta \in C^{s, *}(A) \tag{4.4}
\end{equation*}
$$

For $\alpha_{i} \in C^{d_{i}, w_{i}}(A)(i=1,2, \ldots, p)$ let $\alpha_{1} \cdot \alpha_{2} \cdot \ldots \cdot \alpha_{p}$ denote the image of $\alpha_{1} \otimes \ldots \otimes \alpha_{p}$ in $R C(A)$. Define the degree and weight of $\alpha_{1} \cdot \ldots \cdot \alpha_{p}$ by

$$
\begin{aligned}
\operatorname{deg}\left(\alpha_{1} \cdot \ldots \cdot \alpha_{p}\right) & =\left(d_{1}+1\right)+\left(d_{2}+1\right)+\ldots+\left(d_{p}+1\right) \\
w t\left(\alpha_{1} \cdot \ldots \cdot \alpha_{p}\right) & =w_{1}+\ldots+w_{p}
\end{aligned}
$$

Bigrade $R C(A)$ by degree and weight and let $R C^{d, w}(A)$ denote its $(d, w)$-graded piece.

Extend $\delta_{C}$ to an antiderivation on $R C(A)$. Thus

$$
\delta_{C}(\alpha \cdot \beta)=\left(\delta_{C}(\alpha)\right) \cdot \beta+(-1)^{r-1} \alpha \cdot\left(\delta_{C}(\beta)\right)
$$

for $\alpha \in R C^{r, *}(A)$. Define $H R C^{*, *}(A)$ to be the bigraded cohomology of the complex ( $R C(A), \delta_{C}$ ).

The next result is well-known.
Proposition 4.2. Let $A$ be a graded $\mathbb{C}$-algebra. As a ring, $H R C(A)$ is isomorphic to the tensor product of the exterior algebra of the even degree part of $H C(A)$ and the symmetric algebra of the odd degree part of $H C(A)$. In short,

$$
H R C(A)=\wedge\left(H C^{\mathrm{even}}(A)\right) \otimes \operatorname{Sym}\left(H C^{\text {odd }}(A)\right)
$$

Definition 4.3. Define $\Phi_{n}: C(A) \rightarrow \wedge\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A\right)$ by

$$
\Phi_{n}\left(N_{d}\left(a_{1}^{*} \otimes \ldots \otimes a_{d}^{*}\right)\right)=\sum\left(z_{i_{1}, i_{2}} \otimes a_{1}\right)^{*} \otimes\left(z_{i_{2}, i_{3}} \otimes a_{2}\right)^{*} \otimes \ldots \otimes\left(z_{i_{d}, i_{1}} \otimes a_{d}\right)^{*}
$$

where the sum is over all $i_{1}, \ldots, i_{d}$ with $1 \leqq i_{j} \leqq n$.
It is easy to check that the sum on the right is annihilated by $\mathrm{gl}_{n}(\mathbb{C})$ and is mapped to $(-1)^{d-1}$ times itself when the $a_{i}$ are permuted cyclically. Thus $\Phi_{n}$ is a well-defined weight preserving map from $C(A)$ to $\left(\wedge\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A\right)^{\mathrm{gl}_{n}(\mathbb{C})}\right.$ which raises degree by 1 . If $\alpha \in C^{r, *}(A)$ and $\beta \in C^{s, *}(A)$ then

$$
\Phi_{n}(\alpha) \wedge \Phi_{n}(\beta)=(-1)^{(r+1)(s+1)} \Phi_{n}(\beta) \wedge \Phi_{n}(\alpha)
$$

Thus $\Phi_{n}$ extends to a degree and weight preserving homomorphism of the ring $R C(A)$ into the ring $\wedge\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A\right)^{\mathrm{l}_{n}(\mathbb{C})}$.

Comparing Lemma 4.1 with formula (4.3) we have

$$
\delta\left(\Phi_{n}\left(N_{d}\left(a_{1} \otimes \ldots \otimes a_{d}\right)\right)\right)=\Phi_{n}\left(\delta_{c}\left(N_{d}\left(a_{1} \otimes \ldots \otimes a_{d}\right)\right)\right)
$$

for all $a_{1}, \ldots, a_{d} \in A^{*}$. Thus $\Phi_{n}$ gives a ring homomorphism (also called $\Phi_{n}$ ) from $H R C(A)$ to $H L\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A\right)^{\mathrm{gln}(\mathbb{C})}$. The next result is implicit in the work of Quillen and Loday but can also be found in Tsygan [22].
Theorem 4.4. Let A be a graded $\mathbb{C}$-algebra. Then for $d<n$ and for all $w, \Phi_{n}$ is an isomorphism of $H R C^{d, w}(A)$ onto $H L^{d, w}\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A\right)^{\left.\ln ^{\ln (\mathbb{C}}\right)}$.

Our goal in the rest of this section is to obtain more information about the image of map $\Phi_{n}$ in degrees $d>n$. Note that $C(\mathbb{C})$ has dimension 1 at each even degree and dimension 0 at each odd degree. So $H R C(\mathbb{C})$ is an exterior algebra with one generator $R(2 s-1)=1 \otimes 1 \otimes \ldots \otimes 1$ in each odd degree $2 s-1$. The next proposition can either be proved by topological means or can be obtained as a direct consequence of Theorem 5.4 in Kostant [14].

Proposition 4.5. Let $A=\mathbb{C}$ and let $G(n)$ and $F(n)$ be the subalgebras of $H R C(\mathbb{C})$ generated by $\{R(s): s \leqq 2 n\}$ and $\{R(s): s>2 n\}$ respectively. Then $\Phi_{n}(F(n))=0$ and $\Phi_{n}$ restricted to $G(n)$ is an isomorphism of $H R C(\mathbb{C})$ onto $H L\left(\mathrm{gl}_{n}(\mathbb{C})\right)$.

Let $A(k)$ denote the ring $\mathbb{C}[t] /\left(1-t^{k+1}\right)$. The next lemma determines the image of $\Phi_{n}$ in the case $A=A(k)$.
Lemma 4.6. Let $\mathscr{G}$ be a semisimple complex Lie algebra, and let $H L_{*}(\mathscr{G} \otimes A(k))^{\mathscr{G}}$ denote the $\mathscr{G}$-invariants in the Lie algebra homology of $\mathscr{G} \otimes A(k)$. Then $H L_{*}(\mathscr{G} \otimes A(k))^{g}$ is isomorphic to the tensor product of $k+1$ copies of $H L_{*}(\mathscr{G})$. In particular,
$\operatorname{dim}\left(\operatorname{Prim}\left(H L_{d}(\mathscr{G} \otimes A(k))^{\mathscr{S}}\right)\right)= \begin{cases}k+1 & \text { if } d=2 e+1 \quad \text { for } e \text { an exponent of } \mathscr{G} \\ 0 & \text { otherwise } .\end{cases}$
Proof. Let $\omega=e^{2 \pi i /(k+1)}$. For $j \in\{0,1, \ldots, k\}$ and $x \in \mathscr{G}$, let $x_{j}$ be defined by

$$
x_{j}=\sum \omega^{i s}\left(x \otimes t^{s}\right) .
$$

Let $\mathfrak{M}_{j}=\left\{x_{j}: x \in \mathscr{G}\right\}$.
It is easy to check that $\left[x_{j}, y_{m}\right]=\delta_{j, m}[x, y]_{j}$. Thus

$$
\mathscr{G} \otimes A(k)=\mathfrak{M}_{0} \oplus \mathfrak{M}_{1} \oplus \ldots \oplus \mathfrak{M}_{k}
$$

is a Lie algebra direct sum, and so $\mathscr{G} \otimes A(k)$ is isomorphic to a direct sum of $k+1$ copies of $\mathscr{G}$. The result follows.

Recall that $C_{d, w}\left(A_{+}(k)\right)$ denotes the complex for computing the cyclic homology of $A_{+}(k)$. In what follows we use the notation $\beta(z)$ for $z$ an integer to mean $z-(k+1)$ if $z>k$ and 0 otherwise.
Definition 4.7. Define $\partial_{c}{ }^{-}: C_{d, w}\left(A_{+}(k)\right) \rightarrow C_{d-1, w-k-1}\left(A_{+}(k)\right)$ by

$$
\begin{aligned}
& \partial_{C}{ }^{-}\left(N_{d}\left(t^{u_{1}} \otimes \ldots \otimes t^{u_{d}}\right)\right) \\
& \quad=N_{d-1}\left\{\sum(-1)^{i-1} \beta\left(u_{i}+u_{i+1}\right) t^{\mu_{1}} \otimes \ldots \otimes t^{u_{i}+u_{i}+1}-(k+1) \otimes \ldots \otimes t^{u_{d}}\right. \\
& \left.\quad+(-1)^{d-1} \beta\left(u_{d}+u_{1}\right) t^{u_{1}+u_{d}-(k+1)} \otimes t^{u_{2}} \otimes \ldots \otimes t^{u_{d-1}}\right\} .
\end{aligned}
$$

The following facts are easily verified.
(1) $\left(\partial_{c}^{-}\right)^{2}=0$,
(2) $\partial_{c}{ }^{+} \partial_{c}{ }^{-}=-\partial_{c}{ }^{-} \partial_{c}{ }^{+}$,
(3) $\partial_{C}{ }^{-}$lowers degree by 1 and weight by $(k+1)$.

So ( $C_{d, w}\left(A_{+}(k)\right.$ ), $\partial_{c}{ }^{+}, \partial_{c}{ }^{-}$) constitutes a double complex with the slightly unusual bigrading indicated in the picture below:


Let $\operatorname{Tot}\left(C\left(A_{+}(k)\right)\right)$ be the associated total complex and let $H^{\text {tot }}{ }_{\mathrm{d}}\left(A_{+}(k)\right)$ be the homology of this total complex. We will need the following result.
Theorem 4.8. Let $A(k)$ denote the ring $\mathbb{C}[t] /\left(1-t^{k+1}\right)$. Then $H^{\text {tot }}{ }_{*}\left(A_{+}(k)\right)$ $=H C_{*}(A(k))$. Moreover,

$$
\operatorname{dim}\left(H C_{d}(A(k))\right)= \begin{cases}k+1 & \text { if } d \text { is even } \\ 0 & \text { if } \\ d & \text { is odd } .\end{cases}
$$

Proof. Note that as vector spaces $A_{+}(k)$ and $A(k)$ are both isomorphic to $\mathbb{C} \oplus \mathbb{C} t \oplus \mathbb{C} t^{2} \oplus \ldots \oplus \mathbb{C} t^{k}$. Thus the usual complexes $C_{d}\left(A_{+}(k)\right)$ and $C_{d}(A(k))$ for their cyclic homologies are identical as vector spaces.

Let $t^{u_{1}} \otimes t^{u_{2}} \otimes \ldots \otimes t^{u_{d}}$ be a basis vector for $C(A(k))$ and let $\partial_{c}$ be the differential in $C(A(k))$. Then

$$
\begin{aligned}
\partial_{C} & \left(N_{d}\left\{t^{u_{1}} \otimes t^{u_{2}} \otimes \ldots \otimes t^{u_{d}}\right\}\right) \\
= & N_{d-1}\left\{\sum(-1)^{i-1}\left(1-\beta\left(u_{i}+u_{i+1}\right)\right) t^{u_{1}} \otimes \ldots \otimes t^{u_{i}+u_{i+1}} \otimes \ldots \otimes t^{u_{d}}\right. \\
& \left.+\beta\left(u_{i}+u_{i+1}\right) t^{u_{1}} \otimes \ldots \otimes t^{u_{i}+u_{i+1}-(k+1)} \otimes \ldots \otimes t^{u_{d}}\right\} \\
& \quad+(-1)^{d-1} N_{d-1}\left\{\left(1-\beta\left(u_{d}+u_{1}\right)\right) t^{u_{1}+u_{d}} \otimes t^{u_{2}} \otimes \ldots \otimes t^{u_{d-1}}\left\{\left(u_{d}+u_{1}\right) t^{u_{1}+u_{d}-(k+1)} \otimes t \otimes \ldots \otimes t^{u_{d-1}}\right\} .\right.
\end{aligned}
$$

Observe that

$$
\begin{aligned}
& \partial_{C}{ }^{+}\left(t^{u_{1}} \otimes \ldots \otimes t^{u_{d}}\right) \\
& \quad=N_{d-1}\left\{\sum(-1)^{i-1}\left(1-\beta\left(u_{i}+u_{i+1}\right)\right) t^{u_{1}} \otimes \ldots \otimes t^{u_{i}+u_{i}+1} \otimes \ldots \otimes t^{u_{d}}\right. \\
& \left.\quad+(-1)^{d-1}\left(1-\beta\left(u_{1}+u_{d}\right)\right) t^{u_{1}+u_{d}} \otimes t^{u_{2}} \otimes \ldots \otimes t^{u_{d-1}}\right\} .
\end{aligned}
$$

From this it follows that $H^{\text {tot }}{ }_{d}\left(A_{+}(k)\right)=H C_{d}(A(k))$.
By the result of Loday and Quillen, Theorem 2.8, we have

$$
H C_{*}(A(k))=\lim \operatorname{Prim}\left(H_{*}\left(\operatorname{gl}_{n}(\mathbb{C}) \otimes A(k)\right)^{\ln _{n}(\mathbb{C})}\right) .
$$

By Lemma 4.6, the primitive part of $H_{d}\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A(k)\right)^{\mathrm{gl}_{n}(\mathbb{C})}$ has dimension $k+1$ if $d$ is $2 e+1$ for $e$ an exponent of $\mathrm{gl}_{n}(\mathbb{C})$ and 0 otherwise. Since the exponents of $\mathrm{gl}_{n}(\mathbb{C})$ are $0,1,2, \ldots, n-1$. Theorem 4.8 follows.

We are now ready to state, for $\mathrm{gl}_{n}(\mathbb{C})$, one of the results alluded to in Sect. 1.
Theorem 4.9. Let $D(n)$ and $E(n)$ be the exterior algebras generated by the generators of $H R C^{*, *}\left(A_{+}(k)\right)$ of degrees greater than $2 n$ and less than $2 n$ respectively. Then

1) $\Phi_{n}$ maps $E(n)$ isomorphically into $H L\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A_{+}(k)\right)$.
2) If the map $\Phi_{n}: H R C\left(A_{+}(k)\right) \rightarrow H L\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A_{+}(k)\right)$ is onto then $\Phi_{n}\left(H R C\left(A_{+}(k)\right)\right)=\Phi_{n}(E(n))$.

Proof. We first prove 1).
For each $d \in\{1,3, \ldots, 2 n-1\}$ and each $w$ of the form $((k+1)(d-1) / 2)+t$ $(1 \leqq t \leqq k)$, let $x_{d, w}{ }^{(0)}$ denote a representative from the unique cohomology class in $H C^{d-1, w}\left(A_{+}(k)\right)$. It is easy to see that the vectors of highest exterior degree (degree $k n^{2}$ ) in $\wedge\left(\operatorname{gl}_{n}(\mathbb{C}) \otimes A\right.$ ) represent a nonzero Lie algebra cohomology class. Also,

$$
\mathfrak{C}_{n}=\wedge x_{d, w}{ }^{(0)}
$$

has exterior degree $k n^{2}$. So by the usual properties of an exterior algebra, the theorem is proved if we show that $\mathbb{C}_{n}$ is nonzero.

Let $\delta_{C}{ }^{+}$and $\delta_{C}{ }^{-}$be the duals of the maps $\partial_{C}{ }^{+}$and $\partial_{C}{ }^{-}$defined above. Let $\left\{E^{r}, \partial_{r}\right\}$ be the spectral sequence with $E^{2}$ term

$$
E^{2}=H^{*}\left(H C\left(A_{+}(k)\right), \delta_{C}{ }^{-}\right),
$$

which abutts to $H C(A(k))$. This spectral sequence provides a degree-preserving isomorphism between $H C\left(A_{+}(k)\right)$ and $H C(A(k))$, since we have already shown that $H C\left(A_{+}(k)\right)$ and $H C(A(k))$ have the same dimension. Under this isomorphism, $x_{d, w}{ }^{(0)}$ becomes a representative $y_{d, w}$ for a cyclic cohomology class in $H C(A(k))$. We write this representative as

$$
y_{d, w}=x_{d, w}{ }^{(0)}+x_{d, w}{ }^{(1)}+x_{d, w}{ }^{(2)}+\ldots,
$$

where $x_{d, w}{ }^{(i)}$ has degree $d$ and weight $w+(k+1) i$.
By Proposition 4.5 and Lemma 4.6 we have that $\wedge\left(\Phi_{n}\left(y_{d, w}\right)\right)$ is a nonzero element of $\wedge\left(\operatorname{gl}_{n}(\mathbb{C}) \otimes A(k)\right)$. Writing this out in terms of the $x_{d, w}{ }^{(i)}$ we have

$$
0 \neq\left(\wedge \Phi_{n}\left(x_{d, w}{ }^{(0)}\right)\right)+H
$$

where $H$ is a sum of terms each having weight greater than the weight of $\wedge \Phi_{n}\left(x_{d, w}{ }^{(0)}\right)$. Note that

$$
\begin{aligned}
w t\left(\wedge \Phi_{n}\left(x_{d, w}{ }^{(0)}\right)\right. & =\sum \sum((k+1) d+t) \\
& =\{k(k+1)(n(n-1) / 2)\}+\{n k(k+1) / 2\} \\
& =n^{2} k(k+1) / 2
\end{aligned}
$$

But $n^{2} k(k+1) / 2$ is the highest weight occurring in $\wedge\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes\left(A_{+}(k)\right)\right.$ so $H=0$. Thus $\mathfrak{C}_{n}$ is nonzero as desired.

We next prove 2). Assume $\Phi_{n}$ is onto and let $\delta_{n}{ }^{+}$and $\delta_{n}$ be the coboundaries in the Koszul complexes for computing $H L\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A_{+}(k)\right)$ and $H L\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A(k)\right)$ respectively. Let $\delta_{n}{ }^{-}=\delta_{n}-\delta_{n}{ }^{+}$so $\delta_{n}{ }^{-}$increases degree by 1 and decreases weight by $k+1$.

As in the stable $(n=\infty)$ case, there is a spectral sequence $E_{p, q}^{r}$ with $E^{1}$ term $H L\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A_{+}(k)\right)$ which abutts to $H L\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A(k)\right)$. In our proof of statement 1), we showed that $\Phi_{n}(E(n))$ is mapped isomorphically onto $H L\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A(k)\right)$ by this spectral sequence. Let $\Phi_{n}{ }^{r}(E(n))$ be the image of $\Phi_{n}(E(n))$ in $E^{r}$, and let $\delta^{r}$ denote the coboundary in $E^{r}$. Thus,
(A) $\delta^{r}: E_{p, q}^{r} \rightarrow E_{p+r, q-r(k+1)}^{r}$,
(B) $\delta^{r}\left(\Phi_{n}^{r}(E(n))=0\right.$,
(C) $\Phi_{n}^{r}(E(n)) \cap \operatorname{Im}\left(\delta^{r}\right)=0$.

We need to show that $\Phi_{n}(D(n)) \subset \Phi_{n}(E(n))$. Clearly it is enough to show that $\Phi_{n}(X) \in \Phi_{n}(E(n))$ for each generator $X$ of $D(n)$. Assume to the contrary that $\Phi_{n}(X)$ is not in $\Phi_{n}(E(n))$ for some generator. Choose $X$ to be a generator of $D(n)$ of minimal degree for which this happens, and let $q$ denote the weight of $\Phi_{n}(X)$.

By Proposition 4.5, $\Phi_{n}(X)$ vanishes at some point in the spectral sequence. Let $r$ be that point and let $\Phi_{n}{ }^{r}(X)$ be the image of $\Phi_{n}(X)$ in $E^{r}$. Either $\delta^{r}\left(\Phi_{n}^{r}(X)\right)$ is nonzero or $\Phi_{n}^{r}(X)$ is in the image of $\delta^{r}$. In the latter case, $\Phi_{n}^{r}(X)=\delta^{r}(Y)$ for some $Y \in E_{p-r, q+r(k+1)}^{r}$. By the minimality of the degree $p, E_{p-r, q+r(k+1)}^{r} \subset \Phi_{n}^{r}(E(n))$ and so this case is impossible by observation ( $B$ ) above.

So it must be that $\delta^{r}\left(\Phi_{n}^{r}(X)\right)$ is a nonzero element of $E^{r}{ }_{p+r, q-r(k+1)}$.
Claim. $E_{p+r, q-r(k+1)}^{r} C \Phi_{n}^{r}(E(n))$.
Proof. Clearly it is enough to show that

$$
E_{p+r, q-r(k+1)}^{1} \subset \Phi_{n}^{1}(E(n))=\Phi_{n}(E(n))
$$

Suppose that this is false. Then there exists a nonzero $Y$,

$$
Y=\Phi_{n}\left(\Gamma_{1}\right) \wedge \ldots \wedge \Phi_{n}\left(\Gamma_{1}\right)
$$

in $H L^{p+r, q-r(k+1)}\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A_{+}(k)\right)$ with the $\Gamma_{i}$ generators of $H R C\left(A_{+}(k)\right)$ and with $\Phi_{n}\left(\Gamma_{1}\right)$ not in $\Phi_{n}(E(n))$. Let $p_{i}$ and $q_{i}$ be the degrees and weights of the $\Phi_{n}\left(\Gamma_{i}\right)$. We will use the observation that if $\Gamma$ is any generator of $H R C\left(A_{+}(k)\right)$ of degree $p^{\prime}$ and nonzero weight $q^{\prime}$ then

$$
-(k-1) / 2 \leqq\left((k+1) p^{\prime} / 2\right)-q^{\prime} \leqq(k-1) / 2 .
$$

By the minimality of $p$, we have $p_{1} \geqq p$ hence $q_{1}=0$ or $q_{1} \geqq((k+1) p-((k-1) / 2))$. Note that $q_{1}=0$ is impossible by Proposition 4.5 and the bound $p_{1} \geqq p \geqq(2 n+1)$. So,

$$
q_{1} \geqq(1 / 2)((k+1) p-(k-1)) .
$$

Also, $q \leqq(1 / 2)((k+1) p+(k-1))$ so

$$
q-r(k+1) \leqq q-(k+1)<(1 / 2)((k+1) p-(k-1)) \leqq q_{1} .
$$

But $q-r(k+1)=\sum q_{i}$ and this is a contradiction which proves the claim.

Continuing with the proof of Theorem 4.9 we now have that $\Phi_{n}{ }^{\prime}(E(n)) \cap \operatorname{Im}\left(\delta^{r}\right)$ is nonzero which is a contradiction.

The importance of Theorem 4.9 is that it shows that the image under $\phi_{n}$ of the subalgebra $E(n)$ is an exterior algebra with $n k$ generators of exactly the degrees and weights which are conjectured to be the degrees and weights of generators for $\left.H L\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A_{+}(k)\right)^{\ln _{n}(\mathbb{C}}\right)$.

The author believes that statement 2) of Theorem 4.9 is too weak. He conjectures that $\Phi_{n}(D(n))$ is zero with no assumptions about $\Phi_{n}$ being onto. One way to prove this would be to show that $\Phi_{n}(x)$ is in the image of $\delta_{n}{ }^{+}$for the explicit cyclic cohomology representatives $x$ of degree greater that $2 n$ given in Sect. 3. One might hope that for these $x, \Phi_{n}(x)$ would be zero in $\wedge\left(\mathrm{gl}_{n}(\mathbb{C}) \otimes A_{+}(k)\right)$. However, for $n=2$ and $k=2$, the representative $x$ of degree 5 and weight 8 given in Sect. 3 is the only possible cyclic cohomology representative and $\Phi_{2}(x)$ is nonzero in $\wedge\left(\mathrm{gl}_{2}(\mathbb{C}) \otimes A_{+}(2)\right)$ (although $\Phi_{2}(x)$ is zero in $\left.H L\left(\mathrm{gl}_{2}(\mathbb{C}) \otimes A_{+}(2)\right)\right)$.

## Part II - Dihedral cohomology

In this part we prove results analogous to Theorem 4.9 for the symplectic and odd orthogonal Lie algebras. The overall approach is exactly the same as in Part I. First we extend $H D(A)$ to a ring $\operatorname{HRD}(A)$ and define a degree and weightpreserving homomorphism $\Psi_{n}$ from $H R D(A)$ into $H L\left(\mathscr{G}_{n} \otimes A\right)$ (where $\mathscr{G}_{n}=o_{2 n+1}(\mathbb{C})$ or $\mathrm{sp}_{2 n}(\mathbb{C})$. The analogue of Proposition 4.5 is equivalent to a wellknown topological result. It is used to obtain the analogue of Theorem 4.9.

Most of the details will be just as in Part I and will therefore be omitted. Also the exposition is nearly identical for the orthogonal and symplectic cases and so we consider just the case of the symplectic Lie algebras. Recall that $\mathrm{sp}_{2 n}(\mathbb{C})$ is the Lie algebra of $2 n$ by $2 n$ real matrices $x$,

$$
x=\left[\begin{array}{c|c}
m_{1,1} & m_{1,2} \\
\hline m_{2,1} & m_{2,2}
\end{array}\right],
$$

which satisfy $m_{1,2}{ }^{t}=m_{1,2}, m_{2,1}{ }^{t}=m_{2,1}$, and $m_{1,1}{ }^{t}=-m_{2,2}$. In order to define $\Psi_{n}$ we need notation for a basis of $\mathrm{sp}_{2 n}(\mathbb{C})$. This basis, denoted $\left\{t_{i, j}\right\}$ is given in the list below:

| Basis vector | Notation |
| :--- | :---: |
| $\left(\begin{array}{c\|c}z_{i, j} & 0 \\ \hline 0 & -z_{i, j}\end{array}\right)$ | $t_{i,-j}=t_{-j, i}$ |
| $\left(\begin{array}{l\|l}0 & z_{i, j}+z_{j, i} \\ \hline 0 & 0\end{array}\right)$ | $t_{i, j}=t_{j, i}$ |
| $\left(\begin{array}{c\|c}0 & 0 \\ \hline z_{i, j}+z_{j, i} & 0\end{array}\right)$ | $t_{-i,-j}=t_{-j,-i}$. |

Definition 4.10. Define $\Psi_{n}: D\left(A^{*}\right) \rightarrow \wedge\left(\left(\mathrm{sp}_{2 n}(\mathbb{C}) \otimes A\right)^{*}\right)^{\mathrm{sp}_{2 n}(\mathbb{C})}$ by

$$
\Psi_{n}\left(L_{d}\left(a_{1}{ }^{*} \otimes \ldots \otimes a_{d}{ }^{*}\right)\right)=\sum\left(t_{i_{1}, i_{2}} \otimes a_{1}\right)^{*} \wedge \ldots \wedge\left(t_{i_{d}, i_{1}} \otimes a_{d}\right)^{*},
$$

where the sum is over all nonzero $i_{1}, \ldots, i_{d}$ with $-n \leqq i_{j} \leqq n$.
As with $\phi_{n}$, the definition of $\Psi_{n}$ seemingly depends on the order of $a_{1}, \ldots, a_{d}$. However it is easy to check that

1) $\Psi_{n}\left(L_{d}\left(a_{2}{ }^{*} \otimes \ldots \otimes a_{d}{ }^{*} \otimes a_{1}{ }^{*}\right)\right)=(-1)^{d-1} \Psi_{n}\left(L_{d}\left(a_{1}{ }^{*} \otimes \ldots \otimes a_{d}{ }^{*}\right)\right)$
2) $\Psi_{n}\left(L_{d}\left(a_{1}{ }^{*} \otimes a_{d}{ }^{*} \otimes \ldots \otimes a_{2}{ }^{*}\right)\right)=(-1)^{(d-1)(d-2) / 2} \Psi_{n}\left(L_{d}\left(a_{1}{ }^{*} \otimes \ldots \otimes a_{d}{ }^{*}\right)\right)$.

It is also easy to check that $\Psi_{n}\left(L_{d}\left(a_{1}{ }^{*} \otimes \ldots \otimes a_{d}{ }^{*}\right)\right)$ is annihilated by $\mathrm{sp}_{2 n}(\mathbb{C})$ so $\Psi_{n}$ is a well-defined map from $D\left(A^{*}\right)$ into $\wedge\left(\left(\operatorname{sp}_{2 n}(\mathbb{C}) \otimes A\right)^{*}\right)^{\mathrm{sp}_{2 n}(\mathbb{C})}$.

As in Part I we define a bigraded ring $R D\left(A^{*}\right)$ to be $T\left(D\left(A^{*}\right)\right)$ modulo the relations

$$
\alpha \otimes \beta=(-1)^{(r+1)(s+1)} \beta \otimes \alpha,
$$

for $\alpha \in D^{r}\left(A^{*}\right)$ and $\beta \in D^{s}\left(A^{*}\right)$. The bigrading is that inherited from $D\left(A^{*}\right)$ but with degree shifted up by 1 . Extend $\delta_{D}$ to an antidetivation on $R D\left(A^{*}\right)$ and let $H R D\left(A^{*}\right)$ be the bigraded cohomology of the complex ( $\left.R D\left(A^{*}\right), \delta_{D}\right)$. The analogues of Proposition 4.2 and Theorem 4.4 hold with the role of $\mathrm{gl}_{n}(\mathbb{C})$ being played by $\mathrm{sp}_{2 n}(\mathbb{C})$ in Theorem 4.4.

We will need the appropriate analogue of Proposition 4.5. Via deRham cohomology, the following result is equivalent to the well-known topological result that the cohomology of $\operatorname{Sp}(2 n, \mathbb{R})$ projects onto the cohomology of $\mathrm{Sp}(2 n-2, \mathbb{R})$ (see for example [23], p. 341).

Proposition 4.11. For each $s$, let $g(s)$ be the unique non-vanishing dihedral cohomology class in $\mathrm{HD}^{4 s-2}(\mathbb{C})$. Let $G(n)$ and $F(n)$ be the subalgebras of $H R D(\mathbb{C})$ generated by $\{g(s): s \leqq 4 n\}$ and $\{g(s): s>4 n\}$ respectively. Then $\Psi_{n}(F(n))=0$ and $\Psi_{n}$ restricted to $G(n)$ is an isomorphism of $G(n)$ onto $H L\left(\mathrm{sp}_{2 n}(\mathbb{C})\right)$.

From this point on, the proof is identical to the proof given in Part I. We state the analogue of Theorem 4.9 and leave details of the proof to the reader.

Theorem 4.12. Let $A=A_{+}(k)$ and let $E(n)$ be the exterior algebra spanned by the $n k$ generators of $\operatorname{HRD}(A)$ of degree less than $4 n$. Then $\Psi_{n}$ maps $E(n)$ isomorphically into $H L\left(\mathrm{sp}_{2 n}(\mathbb{C}) \otimes A\right)^{\mathrm{sp}_{2 n}(\mathbb{C})}$.

Lastly we need to discuss the case of the even orthogonal groups $o_{2 n}(\mathbb{C})$. In this case, the analysis above shows that the projection from the $n=\infty$ complex is not onto. The image is an exterior algebra with $(k+1)$ generators in each of the degrees $3,7,11, \ldots, 4 n-7$. As usual, one generator of degree $4 s+3$ has weight 0 and the remainder have weight $(k+1)(2 s+1)+t$ for $t=1,2, \ldots, k$. Thus $k+1$ generators of our conjectured cohomology ring are not in the image of the projection from $n=\infty$.

It is possible to write down cohomology representatives for these $k+1$ "missing" cohomology classes and show that they, together with the $(n-1)(k+1)$ generators projected from the $n=\infty$ complex, generate an exterior algebra with
the degrees and weights predicted by the strong Macdonald conjectures. This requires detailed analysis of the centralizer algebra of $\operatorname{SO}(2 n, \mathbb{R})$ in the tensor powers of the defining representation (see [1] or [11]). This will appear in a separate note.
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