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Abstract

We attempt to provide insights into how heterogeneity has been and can be addressed in choice modeling. In

doing so, we deal with three topics: Models of heterogeneity, Methods of estimation and Substantive issues. In

describing models we focus on discrete versus continuous representations of heterogeneity. With respect to

estimation we contrast Markov Chain Monte Carlo methods and (simulated) likelihood methods. The substantive

issues discussed deal with empirical tests of heterogeneity assumptions, the formation of empirical general-

isations, the confounding of heterogeneity with state dependence and consideration sets, and normative

segmentation.
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Introduction

Unobserved heterogeneity has been widely recognized as a critical issue in modeling

choice behavior, both from a theoretical and substantive standpoint (DeSarbo et al., 1997;

Allenby and Rossi 1999; Wedel and Kamakura, 1997). The current state of affairs in both

modeling and estimation present an opportunity to take stock of the basic ideas behind the

methods involved, and to identify important debates and issues. We organize our

discussion in three sections. First, we contrast continuous and discrete representations of

unobserved heterogeneity. Next, we discuss the methods for obtaining individual or

segment-level parameter estimates, followed by a review of the managerial issues related

to consumer heterogeneity. These, in our view, represent the most important issues

regarding modeling of heterogeneity in choice behavior.

1. Models of Heterogeneity: Discrete versus Continuous Distributions

The most important ways of representing heterogeneity in choice models currently in use

are through either a continuous or a discrete mixture distribution of the parameters. To

illustrate this, assume a model with individual-level parameters y for i � 1; . . . ; n

consumers. Consider, for example, the application of a multinomial logit to scanner

data. A consumer i makes a choice among J alternatives in each of Ti purchase occasions,

in response to a vector Xijt of predictors. The choice model is then (McFadden, 1973):

P�yijt � 1jy; Xijt� �
eyXijtPJ

j�1

eyXijt

; �1�

with Yijt � 1 if brand j is chosen by consumer i on occasion t and zero otherwise. For the

purpose of exposition, we adopt a Bayesian framework, so that the parameters are not ®xed

quantities, but random variables. We are interested in the posterior distribution of the

individual-level parameters, given the data. Assume that Y is a set of (hyper) parameters

indexing the distribution of individual-level parameters.

For notational simplicity, we suppress dependence on other parameters of interest. The

posterior distribution of the individual-level parameters can be written as (Allenby and

Rossi, 1999; Lenk and Rao, 1990):

p�y;Yjy� / p�yjy�p�yjY�p�Y�; �2�
where the three terms after the proportionality sign are the likelihood, the mixing

distribution and the prior for Y, respectively. For example, in the MNL the likelihood

for consumer i (assuming independence across purchase occasions) is given by

pi� yjy� �
QT1

t�1

QJ
j�1

P�yijt � 1jy;Xit�yijt ; �3�
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while the mixing distribution could be the multivariate normal: p(y|Y)�MVN(m, S).

Frequentist inference, which does not take prior information on the parameters into

account (i.e. p(Y) is ommited), focuses on obtaining point estimates of the (hyper-)

parameters given the observed data (the likelihood does not involve a probability measure

on the parameters, cf. Lindsey 1996, p. 76). Equation (2) then involves an integration over

the mixing distribution: p�Yjy� � � p� yjy�p�yjY�dy The discussion below focuses on the

form of the mixing distribution, p(y|Y)2.

Aggregate models of choice (e.g. Guadagni and Little, 1983) are the simplest form of

these as they attempt to model choice assuming a homogeneous population. In the

aggregate models the choice parameters y (e.g. price sensitivity) do not vary across the

population and there is no mixing distribution. However, even those models accommodate

heterogeneity because individual preferences are incorporated as independent variables,

which vary across households. Individual-level predictions can be made with those models

and they may even predict well, but on a strict sense, this is not a model of heterogeneity.

Early approaches to heterogeneity treated heterogeneity as a nuisance, and included

individual-level intercept terms into the choice model to eliminate heterogeneity. First, so

called ®xed effects approaches were used where individual-level parameters were included

in the model and could be estimated directly. Later, conditional likelihood approaches were

used, in which the model was formulated conditional upon suf®cient statistics for the

individual-level parameters, which eliminated heterogeneity effects from the model and

greatly simpli®ed the estimation task (Chamberlain, 1980). Subsequently an (unspeci®ed)

distribution was assumed for the intercept term. This assumed continuous distribution was

approximated by a discrete number of support points and probability masses (Heckman

and Singer, 1984; Chintagunta, Jain and Vilcassim, 1991), which involves the mixing

distribution as de®ned in equation 10(2):p(y=Y)� ps; for s � 1; . . . ; S Later, heterogeneity

became of fundamental interest itself and it was noted that heterogeneity pertained

potentially to all the parameters in a model. Thus the support point approach was extended

to capture heterogeneity across all the parameters in a choice model.

Thus, ®nite mixture regression models arose that connected very well to marketing

theories of market segmentation (Wedel and Kamakura, 1997). Such ®nite mixture models

(Kamakura and Russell, 1989; DeSarbo, Ramaswamy and Cohen, 1995) have received

considerable attention by practitioners and academics. Managers seem comfortable with

the idea of market segments, and the models appear to do a good job of identifying useful

groups. However, market segments cannot account fully for heterogeneity in preference if

the underlying distribution of preference is in fact continuous. Many practitioners, such as

direct and database marketers, prefer to work at the level of the individual respondent. The

assumption of within-group homogeneity is often ignored in making predictions, and

individual estimates are obtained as weighted combinations of segment-level estimates,

where the weights are the posterior probabilities of segment membership. This is an

empirical Bayes method of obtaining individual-level estimates.

While a discrete mixing distribution leads to ®nite mixture models, continuous mixing

distributions lead to random coef®cients (e.g. probit or logit) models. Random coef®cient

logit models are also called mixed logit models, and the models have also been called

hierarchical or multi-level models. Such models have received considerable attention in
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marketing and related ®elds (cf. Allenby and Ginter, 1995; Allenby and Lenk, 1994; Rossi,

McCulloch and Allenby, 1996; Train and Brownstone, 1998; Elrod and Keane 1995;

Haaijer, Wedel, Vriens and Wansbeek, 1998; Haaijer, Kamakura and Wedel, 1998).

Typically a multivariate normal distribution is assumed for all regression parameters in

the model, p(y|Y)�MVN (m, S) but other distributions can be assumed. Continuous

distributions have several advantages: they seem to characterise the tails of the hetero-

geneity distribution better and predict individual choice behavior more accurately than

®nite mixture models (Allenby and Rossi, 1999; Allenby, Arora and Ginter, 1998). They

provide ¯exibility with regard to the appropriate (in terms of the parameter space) choice

of the distribution of heterogeneity. This allows model speci®cation to closely follow an

underlying theory of consumer behavior (see for example Allenby, Arora and Ginter,

1998). Moreover, individual level estimates of model parameters are easily obtained. Rossi

and Allenby (1993) offer a ®xed-effect (Bayesian) model, where information other than a

panel members data is used to estimate the parameters, and this information can come

from other panel members (through a mixing distribution) or through a prior that sets

reasonable bounds on the parameters.

Critique levied against the discrete mixture approach to heterogeneity is that its

predictive power in hold-out samples of alternatives is limited because individual-level

estimates are constrained to lie in the convex hull of the class-level estimates. Because of

this, models at the individual-level, or models with continuous heterogeneity distributions

have been found to outperform the mixture model approaches (Vriens, Wedel and Wilms

1995; Lenk, DeSarbo, Green and Young, 1996).

Practical solutions to the convex hull problem have been proposed in the conjoint choice

framework. Johnson (1997) proposed a model that involves individual part worths from

conjoint choice data, named `̀ ICE'' (Individual Choice Estimation), which uses a lower-

rank approximation to the subjects� variables matrix of individual partworths. ICE is

similar to a method proposed by Hagerty (1985), although Hagerty's model dealt with

OLS estimation whereas ICE uses Logit estimation. ICE ®nds estimates of individual

partworths, which lie in that subspace but which are not con®ned to the convex hull of the

segment-level parameters. ICE seems to hold promise from a practitioner point of view,

but currently some unresolved problems of model identi®cation surround it and need

further study.

Some have argued that the underlying assumption of a limited number of segments of

individuals that are perfectly homogeneous within segments in ®nite mixture models is

overly restrictive (cf. Allenby and Rossi, 1998). To those authors, market segmentation in

choice modeling leads to an arti®cial partition of the continuous distribution into

homogeneous segments. If the underlying distribution is continuous, then assuming a

discrete mixing distribution leads to inconsistent parameter estimates. It has been argued

that in many ®elds within marketing, emphasis is now on individual customer contact and

direct marketing approaches, and that individual-level response parameters are required for

optimal implementation of direct and micro marketing strategies.

On the other hand, proponents of the discrete heterogeneity approach have put forward

the proposition that the estimates of models with continuous heterogeneity distributions

may be sensitive to the speci®c distribution assumed for the parameters (i.e. the normal),
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which is de®ned subjectively by the researcher. Further, most models that approximate

heterogeneity through a number of unobserved segments have great managerial appeal:

some companies have started to scale down product assortment to target larger segments

with more limited variety of products. Models including segment-level estimates have an

edge when there are scale advantages in production, distribution, or advertising. In

addition, several approaches have been developed that allow for within-segment hetero-

geneity by compounding the distribution for the dependent variable, for example a

Multinomial distribution for y, with a conjugate heterogeneity distribution, such as the

Dirichlet, giving rise to the Dirichlet-Multinomial, that effectively captures over-dispersion

of the dependent variable within classes (see for example, BoÈckenholt, 1993).

To a large extent, the issue of a continuous versus a discrete distribution of heterogeneity

is an empirical one. A continuous heterogeneity distribution can be approximated closely

by a discrete one by letting the number of support points of the discrete distribution

increase at the cost of a decrease in the reliability of the parameters. For some products and

markets the assumption of a number of homogeneous underlying segments may be tenable

while in other cases a continuous heterogeneity distribution may be more appropriate.

Whether the estimation results are managerially actionable also plays a role in selecting the

appropriate model. For some applications, managers can only address a ®nite number of

relatively homogeneous market segments, while in others (such as direct marketing),

managers might be more interested in individual-level estimates for each of their

customers. We need more simulation studies (e.g., Vriens, Wedel Wilms, 1995) and

more empirical studies (e.g., Lenk et al., 1996) to fully understand the strengths and

weaknesses of the several methods for estimating individual-level parameters. More

recently, combinations of the discrete and continuous heterogeneity approaches have

been developed, that account for both discrete segments and within segment heterogeneity

(Allenby, Arora and Ginter, 1998; Allenby and Rossi, 1998; Lenk and DeSarbo, 1998).

Table 1 summarizes several of the issues discussed above.

2. Methods of Estimation: Markov Chain Monte Carlo

versus Simulated Likelihood

The two most important ways in which choice models with heterogeneity have been

estimated is through maximizing a likelihood function, and with Bayesian approaches.

Both discrete and continuous heterogeneity models can in principle be estimated with

either maximum likelihood or Bayesian methods: in fact all models in Table 1 can be

estimated with both approaches. However, currently many published papers in marketing

that utilize a continuous distribution of heterogeneity have relied upon Bayesian methods.

The advantage of Bayesian methods lies in obtaining posterior distributions of individual-

level parameters, based on the actual distribution of the hyperparameters is used. ML

methods approximate the posterior distribution of hyperparameters by quadratic approx-

imations to the likelihood around the point estimates, and posterior estimates of individual

level parameters can only be obtained by using empirical Bayes estimates, conditioning on

the point estimates of the hyperparameters.

UNOBSERVED HETEROGENEITY IN CHOICE MODELING 223



T
a
b
le

1
.

M
o

d
el

C
o
m

p
ar

is
o

n

M
ix

in
g

D
is

tr
ib

u
ti

o
n

A
g
g
re

g
at

e
D

is
cr

et
e

C
o
n
ti

n
u
o
u
s

C
o
n
ti

n
u
o
u
s

&
D

is
cr

et
e

E
x
am

p
le

re
fe

re
n

ce
G

u
ad

ag
n
i

&
L

it
tl

e
K

am
ak

u
ra

&
R

u
ss

el
l

A
ll

en
b
y

&
L

en
k

(1
9
9
5
)

A
ll

en
b
y,

A
ro

ra
&

G
in

te
r

(1
9
8
3
)

(1
9
8
9
)

(1
9
9
8
)

T
y

p
ic

al
m

o
d

el
n

am
e

M
u
lt

in
o
m

ia
l

L
o
g
it

L
at

en
t

C
la

ss
L

o
g
it

o
r

M
u
lt

in
o
m

ia
l

P
ro

b
it

,
M

ix
tu

re
M

u
lt

in
o
m

ia
l

M
ix

tu
re

L
o
g
it

R
an

d
o
m

C
o
ef

®
ci

en
ts

P
ro

b
it

P
ro

b
it

,
o
r

M
ix

ed
L

o
g
it

M
o

st
u

se
d

E
st

im
at

io
n

M
L

M
L

S
M

L
,

M
C

M
C

,
IS

M
C

M
C

m
et

h
o

d
1

In
d

iv
id

u
al

-l
ev

el
Y

es
,

b
u
t

d
ep

en
d
en

t
Y

es
,

b
u
t

co
n
st

ra
in

ed
Y

es
,

b
u
t

in
¯

u
en

ce
d

b
y

Y
es

,
b
u
t

in
¯

u
en

ce
d

b
y

p
re

d
ic

ti
o

n
s

o
n

in
d
iv

id
u
al

-l
ev

el
in

a
co

nv
ex

h
u
ll

ag
g
re

g
at

e
p
ar

am
et

er
s

co
m

p
o
n
en

t
p
ar

am
et

er
s

p
re

d
ic

to
r

v
ar

ia
b
le

s.

P
re

ci
si

o
n

o
f

in
d

iv
id

u
al

-
N

o
t

ap
p
li

ca
b
le

N
o
t

av
ai

la
b
le

O
b
ta

in
ed

em
p
ir

ic
al

ly
O

b
ta

in
ed

em
p
ir

ic
al

ly

le
v
el

es
ti

m
at

es
fr

o
m

it
er

at
es

o
f

a
fr

o
m

it
er

at
es

o
f

th
e

M
C

M
C

o
r

IS
o

n
ly

M
C

M
C

F
u

n
ct

io
n

s
o

f
m

o
d

el
D

el
ta

m
et

h
o
d

D
el

ta
m

et
h
o
d

M
L

:
D

el
ta

m
et

h
o
d

O
b
ta

in
ed

em
p
ir

ic
al

ly

p
ar

am
et

er
s

ap
p
ro

x
im

at
io

n
ap

p
ro

x
im

at
io

n
ap

p
ro

x
im

at
io

n
,

fo
r

fr
o
m

M
C

M
C

o
r

IS

M
C

M
C

o
r

IS
o

b
ta

in
ed

it
er

at
es

em
p
ir

ic
al

ly
fr

o
m

it
er

at
es

H
et

er
o
g

en
ei

ty
C

o
m

p
o
u
n
d

M
fo

r
y

an
d

A
rb

it
ra

ry
co

n
ti

n
u
o
u
s

M
an

d
ar

b
it

ra
ry

d
is

tr
ib

u
ti

o
n

s
d
is

tr
ib

u
ti

o
n
s

fo
r

y,
co

m
p
o
u
n
d

fo
r

y
e.

g
.

fo
r
y,

e.
g
.

N
,

G
,

T
N

co
n
ti

n
u
o
u
s

fo
r
y

ac
co

m
m

o
d
at

ed
2
,3

e.
g
.

B
B

,
D

M
B

B
,

D
M

N
es

te
d

m
o

d
el

s
±

A
g
g
re

g
at

e
A

g
g
re

g
at

e
A

g
g
re

g
at

e,
D

is
cr

et
e

an
d

C
o
n
ti

n
u
o
u
s

1
M

L
�

M
ax

im
u

m
L

ik
el

ih
o

o
d,

S
M

L
�

S
im

u
la

te
d

M
L

,
M

C
M

C
�

M
ar

k
ov

C
h
ai

n
M

o
n
te

C
ar

lo
,

IS
�

G
ew

ek
e'

s
Im

p
o
rt

an
ce

S
am

p
li

n
g
.

2
B

B
�

B
et

a-
B

in
o

m
ia

l,
G
�

G
am

m
a,

D
M
�

D
ir

ic
h
le

t-
M

u
lt

in
o
m

ia
l,

N
�

N
o
rm

al
,

M
�

M
u
lt

in
o
m

ia
l

T
N
�

T
ru

n
ca

te
d

N
o
rm

al
.

3
y

an
d
y

ar
e

d
e®

n
ed

in
th

e
te

x
t.

224 M. WEDEL ET AL.



Bayesian estimation methods have gained popularity recently because they provide a set

of techniques that allow for the development and analysis of complex models. The widely

used Monte Carlo Markov Chain (MCMC, e.g. Gelman et al., 1995) methods involve

integration over the posterior distribution of the parameters given the data (equation 2) by

drawing samples from that distribution. Starting from equation (2), this would involve

successively drawing samples from the full conditional distributions of the model

parameters (Allenby and Lenk, 1994). Many applications in marketing involve the

Gibbs-sampler as a special case, which can be implemented if expressions for the full

conditional distributions of all parameters can be obtained. If that is not the case, powerful

alternatives such as the Metropolis-Hastings algorithm are available that, based on a

known candidate distribution, involve a rejection-type of sampling method to approximate

those posterior distributions. Sample statistics such as the mean, mode and other

percentiles, are then computed from the draws to characterize the posterior distribution.

Statistical properties of estimates (e.g. precision) and estimates of functions of model

parameters are thus easily obtained empirically. The latter feature is particularly useful in

the evaluation of non-linear functions of model parameters since for non-linear functions

� f �y�;E�F�y�� 6� f �E�y��. As marketing researchers move in the direction of utilizing

heterogeneity models to make decisions, this feature of hierarchical Bayes models

becomes an important advantage. However, there are two concerns with regard to the

use of hierarchical Bayes model. First, the distribution used to characterize heterogeneity

is determined subjectively by the researcher. Second, the simulation-based estimation

procedure such as Gibbs sampling may be more computer intensive than the maximum

likelihood approach. The second problem is becoming less of an issue because of the

availability of faster computers. A pragmatic ®x for the ®rst problem is a sensitivity

analysis with regard to the choice of distribution in order to check model robustness

(for model checking procedures see Allenby and Rossi, 1999). From a more dogmatic

Bayesian point of view, the subjective choice of the distribution characterizes the analysts'

uncertain state of knowledge, which does not need to conform to that of other analysts in

this matter.

Although recent advances in MCMC may provide pragmatic Bayesians with a slight

edge in estimating complex models, non-Bayesian methods, such as EM or the method of

simulated maximum likelihood discussed below, are rapidly closing the performance gap.

Will the rush to adopt Bayesian methods be followed by a bust as these alternatives assert

themselves? The more dogmatic Bayesian think not because of the rich philosophical

foundation of Bayesian inference (cf. Bernardo and Smith, 1994; De Finetti, 1970;

Jeffreys, 1939; and Savage, 1954). What starts as an expedient to obtain a solution

often ends in transforming the user. Berger's experience is not atypical. In the preface to

the ®rst edition of his book (Berger, 1980, page vii), he describes his gradual conversion in

a remarkable moment of candor:

`̀ Speci®c considerations that I found particularly compelling were: (i) The Bayesian

measures of accuracy of a conclusion seem more realistic than the classical measures . . . .

(ii) In most circumstances any reasonable statistical procedure corresponds to a Bayes

procedure . . . . (iii) Principles of rational behavior seem to imply that one must act as if he

had a prior distribution.''
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But there may be reservations about Bayesian philosophy, which parallel those of Berger

(1980) involving sensitivity to the speci®cation of the prior, and the lack of objectivity. The

®rst reservation can be overcome by performing a sensitivity study of the results to the

prior speci®cation. At the very least, Bayesians are explicit about their prior assumptions

for all to judge. The loss of objectivity from the scienti®c method is dif®cult to overcome

because the ideal of `̀ objectivity'' is ingrained into our education as scienti®c researchers.

Despite the veneer of objectivity, researchers make numerous subjective choices in the

selection of problems, the collection of data, the choice of models, and the presentation

and interpretation of results. The debate between the objective and subjective camps

focuses on the rather narrow issue of parameter estimation: should a priori beliefs be

allowed to affect the parameter estimates, or should these estimates be strictly a function of

the data and model?

Subjective Bayesians propose that a model re¯ects a researcher's belief about a

phenomenon and is designed as an aid in directing his or her thinking about various

aspects of that phenomenon. But why publish researchers' subjective ®ndings that express

their internal states of knowledge and ignorance and need not be linked to a `̀ true'' model?

At the extreme, subjectivism seems to re¯ect an `̀ anything goes'' mentality, which is in

opposition to the rigors of scienti®c discipline. A more moderate view is that the informed

opinions of researchers advance science by modifying the beliefs of others. The more

mainstream applied Bayesian believes that the phenomenon has a true, objective model,

which can be revealed through a researcher's investigations. This hybrid approach often

attempts to reconcile Bayesian methods with `̀ objectivity'' by using an objective like-

lihood function and subjective prior distributions. This approach, however, ignores vital

issues such as model uncertainty and model veri®cation (Lenk, 1998). To fully reap the

bene®ts of Bayesian inference, a pragmatic Bayesian needs to jump the abyss from

objectivity to subjectivity. Not to do so ultimately leaves the pragmatic Bayesian in the

unpleasant position of defending what he or she personally believes to be indefensible.

Other estimation methods avoid the stumbling blocks of the objective/subjective

controversy by focusing solely on the likelihood function. The method of maximum

likelihood, the dominant frequentist approach to estimating choice models with hetero-

geneity, has several variants, including the EM and Stochastic EM. The EM algorithm

iterates between two steps: the E-step which involves taking the expectation over the

mixing distribution of the unobserved heterogeneity parameters and the M step which

maximizes the Expected likelihood obtained in the E-step over the remaining parameters.

In the SEM algorithm (Diebolt and Ip, 1996) instead of taking the expectation in the E-

step, a draw from the distribution of the heterogeneity parameters is taken. A third method

for the estimation of choice models with heterogeneity is the method of Simulated

Maximum Likelihood, which has received considerable attention in econometrics (Gour-

ieÂroux and Monfort, 1993; Lee, 1995, 1997; Revelt and Train, 1997) and has some

conceptual similarities with SEM. As compared to MCMC, for which the distribution of

nonlinear functions of the parameters are obtained empirically from the iterates (cf. Table

1), their precision in a maximum likelihood framework can be obtained through the delta

method, involving a quadratic approximation that is approximately valid as the sample size

tends to in®nity (Lindsey, 1996, p. 205).
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Consider again the multinomial logit model. For a continuous mixing distribution

(Revelt and Train, 1997), the log-likelihood for consumer i is given by

`i�yjY� � ln

� QTi

t�1

QJ
j�1

P� yijt � 1jy;Xijt�yijt p�yjY�dy
 !

�4�

The integration is not tractable in most applications. In order to circumvent this problem,

the method of Simulated Maximum Likelihood (SML) requires R draws from the mixing

distribution p(y|Y), and the approximation of the integral by an average computed over

these random draws. The GHK simulator (Geweke-Hajivassiliou-Keane) is a preferred

choice in the SML context for this purpose (e.g., Elrod and Keane, 1995; BoÈrsch-Supan

and Hajivassiliou, 1993; Hajivassiliou, 1993). The simulated log-likelihood is asympto-

tically unbiased, where the bias decreases proportionally to
���
n
p
=r. For samples of n� 400

and R� 50 replications the method has been shown to provide good performance on

synthetic data (see Lee, 1995; Lee, 1997), but that performance may still critically depend

on the dimension of the integration involved. A very appealing aspect of the SML

estimator is that the simulated likelihood is twice differentiable, simplifying its imple-

mentation with gradient search algorithms. It also provides individual-level estimates of

the response coef®cients. Parsimonious accounts of the unobserved heterogeneity can be

attained by imposing a factor structure on the covariance of the random coef®cients (GoÈnuÈl

and Srinivasan, 1993; Haaijer, Wedel, Vriens and Wansbeek, 1998).

Under certain conditions (Lindsey, 1996, p. 336) the ML and Bayesian approach lead to

the same results. For example, for large n the two approaches converge. In that case the

posterior distribution approximates the normal with a covariance matrix which is equal to

the inverse of the Hessian evaluated at the maximum likelihood estimates. So, the

approaches are equivalent for practical purposes if the database is large, thus providing

a pragmatic motivation for continued use of frequentist (ML-based) methods under

conditions that occur for many marketing applications. However, in particular for small

samples and certain parameterizations, the Bayesian approach, involving MCMC estima-

tion, provides much more accurate approximations of the posterior distribution of the

parameters.

Geweke (1989) lays out a procedure for obtaining `̀ pure'' Bayes posteriors from an

empirical Bayes model estimated by maximum likelihood, i.e. starting from the MLE and

the Hessian. The method is an application of importance sampling. The essence is that for

some function g(Y) on the real domain and a known distribution h(Y)

E�g�Y�� �
�

g�Y� p�Yjy�
h�Y� dY �6�

By drawing R simulates from h(Y) one obtains an estimator of E�g�Y��:

E�g�Y�� �
P

r

g�Yr�w�Yr�=rP
r

w�Yr�=R
; �7�
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where w(Yr)� p(Yr |y)/h(Yr) and p(Yr |y) is unknown but proportional to the likelihood.

A distribution such as the Multivariate-t, with it ®st moment equal to the MLE and second

moment proportional to the Hessian may be used as an initial approximation in a weighted

sampling procedure. The distribution used to generate the simulates is updated auto-

matically based upon initial draws. The simulates are used to characterize the posterior

distributions in much the same way as for Markov chain Monte Carlo simulates. In

Geweke's procedure, discrepancies between the distribution used to generate the simulates

and the true distribution are corrected for by the weights. However SML methods need to

be used if the model includes heterogeneity. The procedure explicitly bridges the gap

between MCMC and SML approaches to estimating choice models with heterogeneity.

3. Substantive Issues

In order to model consumer choice behavior, one needs to make several assumptions

regarding heterogeneity, the appropriateness of which is largely an empirical issue.

Therefore, one should empirically assess the relative contribution of potential sources

and formulations of heterogeneity, through nested model tests and investigation of

predictive validity. Examples are provided by Allenby and Lenk (1994), and Allenby,

Arora and Ginter (1997). Such model tests will ultimately allow for empirical general-

ization of heterogeneity ®ndings, which can be used in attempting to answer questions

such as: In which conditions is a continuous type of heterogeneity or a discrete one more

appropriate? In which conditions do what consumer descriptor variables adequately

capture heterogeneity? What is the `̀ optimal'' number of segments in ®nite mixtures? What

distribution should be assumed if heterogeneity is continuous? What is the effect of

allowing for within segment heterogeneity on the number of segments in mixture models?

Such empirical generalizations could help to form theoretical foundations for the

description of heterogeneity.

An important issue for future research is to provide such a theoretical underpinning of

heterogeneity, with the purpose of identifying variables that need to be included in models

and to assist researchers in the appropriate model speci®cation. Future models should be

based on veri®able assumptions about the underlying process that generates heterogeneity.

One of the most challenging aspects of modeling heterogeneity stems from its link to state

dependence, or purchase event feedback (Allenby and Lenk, 1995). Purchase event

feedback refers to the impact of current choices on future choices. Purchase event

feedback is a dynamic concept, whereas heterogeneity is a static, cross-sectional concept.

However, there is an inherent relationship between feedback and heterogeneity because

consumers accumulate different amounts of purchase event feedback over time, and this in

turn gives rise to a revised heterogeneity at any point in time. The challenge is to

disentangle these two effects. An important question is how to include both heterogeneity

and purchase event feedback in a way that captures each phenomenon while allowing for

an unbiased partitioning of dynamic feedback and constant cross-sectional heterogeneity.

Keane (1997) proposes an extensive array of nested models and tests to disentangle those

effects. Chiang, Chib and Narasimhan (1997) focus on the distinction between hetero-
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geneity in the response parameters and heterogeneity in the consideration set. They argue

that it is important to incorporate both forms of heterogeneity in choice models.

Importance lies in the association of a unique set of managerial implications for each

source of heterogeneity. Chiang and co-authors show one way of tackling the complexity

of estimating both components in a choice model. The model is a random coef®cients

model in which choice set heterogeneity is accommodated by considering the power set of

all possible brands. MCMC methods are applied to obtain the posterior distributions of the

parameters in the choice model as well as of the consideration sets. Nested model tests

show the importance of accounting for both heterogeneity and consideration sets. A ®nal

theme for future research is to revisit segmentation from a normative approach. There are

few contributions in marketing to that topic, Mahajan and Jain (1978) being one exception.

Revenues and costs need to be included in the segmentation model. So far, only statistical

`costs' have been incorporated, and that is clearly not satisfactory and leaves us with

unresolved problems like determining the `right' number of segments. Advantages of scale

in production and marketing are crucial, since without such advantages of scale, an

individual approach, as advocated in direct and micro-marketing seems appropriate.

Therefore, segmentation should be viewed as a decision problem rather than a mere

statistical problem, and normative segmentation should be based on a microeconomic

foundation. A practical approach could be to include some elements of the decision

problem into a loss-function to be minimized. Bayesian approaches appear to have merit in

this respect.

4. Conclusion

The advantage of a discrete heterogeneity distribution is that it doesn't rely on a parametric

form that may be inaccurate. Also, the market segments from this model are often very

compelling from a managerial standpoint. Its disadvantage is that it can over-simplify and

that of limited predictive validity. Continuous representations are capable in theory of

capturing the true distribution because the true distribution may often be continuous. In

addition, it does not impose overly restrictive constraints on individual parameters. The

problem with continuous representations is that the well-behaved parametric distributions

we ®nd easy to use may not be ¯exible enough to capture the true distribution. Both the

simulated likelihood and the Markov Chain Monte Carlo methods can be used in principle

to estimate choice models with heterogeneity. Although from a philosophical standpoint

the approaches are distinct, from a pragmatic standpoint the procedures converge, in

particular for non-informative priors and large samples. Geweke's procedure further

bridges the gap between the two classes of methods. However, advantages of the Bayesian

approach accrue in particular when one wants to obtain posterior distributions of

individual-level parameters, and when one takes the stance that a priori beliefs should

be allowed to affect the parameter estimates. More empirical studies are needed to assess

how serious the weaknesses of models and estimation methods are in numerical terms,

how models and estimation procedures compare across a wide range of conditions and to

provide guidelines for which particular substantive problem a particular method is most
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suited. An important consideration is whether one is interested in predicting the future

behavior (such as in direct marketing data for ®nancial products) or in obtaining results

that are representative for the total market or population, based on a sample of individuals

(as household-level scanner data on non-durable goods). Models with continuous

representation of heterogeneity appear to be doing better than those with discrete

heterogeneity in the former case (especially when estimated with Bayesian methods that

allow for individual level estimates to be obtained). However, the latter issue is unresolved

for those methods, since individual level estimates can only be obtained for individuals in

the sample. In addition, there are a number of key substantive issues that are relevant in

modeling heterogeneity, the most important of which include heterogeneity and state

dependence, choice set heterogeneity, better theoretical foundation of the existence of

heterogeneity, and approaches to optimize economic rather than statistical criteria.

Note

1. The density function p(�) is with respect to arbitrary measure so that p(�) can be a discrete mass function by

adopting a counting measure.
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