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SUMMARY 

Two-dimensional solitary waves generated by disturbances moving near the critical speed in shallow water 
are computed by a time-stepping procedure combined with a desingularized boundary integral method for 
irrotational flow. The fully non-linear kinematic and dynamic free-surface boundary conditions and the 
exact rigid body surface condition are employed. Three types of moving disturbances are considered: 
a pressure on the free surface, a change in bottom topography and a submerged cylinder. The results for the 
free surface pressure are compared to the results computed using a lower-dimensional model, i.e. the forced 
Korteweg-de Vries (fKdV) equation. The fully non-linear model predicts the upstream runaway solitons for 
all three types of disturbances moving near the critical speed. The predictions agree with those by the fKdV 
equation for a weak pressure disturbance. For a strong disturbance, the fully non-linear model predicts 
larger solitons than the fKdV equation. The fully non-linear calculations show that a free surface pressure 
generates significantly larger waves than that for a bottom bump with an identical non-dimensional forcing 
function in the fKdV equation. These waves can be very steep and break either upstream or downstream of 
the disturbance. 
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1. INTRODUCTION 

A disturbance moving steadily at a speed near the transcritical speed in shallow water can 
periodically generate a succession of solitary waves advancing upstream of the disturbance. 
A train of weakly non-linear and weakly dispersive waves develops downstream of a region of 
depressed water surface trailing just behind the disturbance. Although the disturbance is steady 
(moving at a constant speed), the flow generated never reaches a steady state. Thews and 
Landweber (cited in Ertekin et a/. ')  were the first to mention this phenomenon. This phenomenon 
was rediscovered numerically by Wu and Wuz using a generalized Boussinesq model for long 
waves generated by a moving-surface pressure distribution or bottom bump. Since then, many 
theoretical studies and objective experiments have been conducted to understand better the 
phenomenon.', 3-7 These studies find that the inclusion of non-linear terms in the free-surface 
boundary conditions is necessary to predict the solitary waves. 
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Most theoretical studies of this phenomenon are based on perturbation methods. The general- 
ized Boussinesq model’ is good for long waves (i.e. E = h o / l  is small, where ho is the mean water 
depth and ;1 is a typical wavelength). For a weak disturbance near the critical speed, a simplified 
forced Korteweg-de Vries (KdV) equation derived from the Boussinesq equation can be used to 
model approximately the A higher-order model has been developed by Dom- 
mermuth and Yue.’ Ertekin et used the Green-Naghdi fluid sheet equations. Studies have 
also been extended to three-dimensional shallow water waves.’*’. lo One common feature of the 
above formulations is that they require small vertical variations of the flow. 

Recently, Protopopov” studied solitons generated by a moving-surface pressure using a two- 
dimensional potential flow model and fully non-linear free-surface boundary conditions. In his 
study, Protopopov employed a transformation which maps the vertical co-ordinate from 
-h(x, t ) l y _ < q ( x ,  t )  to a rectangular column, -1 5 Y<O, where h(x,  t )  is the bottom profile. The 
problem was then solved by a finite differnce method. Choi et al.” studied the generation of 
solitons by a three-dimensional ship moving in a channel using a finite element method based on 
Luke’s variational principle. These numerical methods fully consider the vertical variation of the 
flow. However, because of the co-ordinate transformation, Protopopov’s method cannot handle 
the case in which the disturbance is a submerged body, while the finite element methodI2 requires 
volume integrals and hence is computationally intensive. 

In this paper, we present a simple numerical method to compute the waves generated by 
a disturbance moving near the critical speed using a fully non-linear model (with the complete 
Laplace field equation and fully non-linear free-surface boundary conditions). The problem is 
solved in the time domain using a time-stepping procedure combined with a two-dimensional 
version of the desingularized boundary integral method described in Cao et ~ 1 . ’ ~  The results are 
compared to those obtained using Wu’s fKdV model.’ We show similar results to the fKdV when 
the forcing is small, but significant differences appear for larger forcing. 

2. PROBLEM FORMULATION 

We assume that the flow is two-dimensional, incompressible and irrotational. Then the fluid 
velocity u is given by u(x, t )=V+,  where 4(x, t )  is the velocity potential, x=(x, y )  is the spatial 
location, and t is time. As shown in Figure 1, the co-ordinate system is fixed relative to the 

A#=O 

7 , 1 1 1  J !  1 , 1 1 1 1 , 1 1 1 1 ,  1 1 ,  , , , - , , , I  ,,, 
E = O  
8 2  

Initial Conditions 

Figure 1. The co-ordinate system and problem definition 
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undisturbed fluid far up- or down-stream. The y-axis points upwards starting from the un- 
disturbed free surface. The problem is non-dimensionalized based on the undisturbed water 
depth, the gravitational acceleration and the fluid density. Surface tension is neglected. 

The problem is treated as an initial boundary value problem with the motion of the disturbance 
starting from rest. The fluid domain D is bounded on top by the free surface Sf, internally by the 
body surface s h ,  below by a bottom surface S b  and an enclosing contour S ,  at infinity. 

The continuity equation requires that the potential 4 satisfies the Laplace equation, 

A4=0 (in D). (1) 

Since the free-surface boundary is not known a priori, two boundary conditions are required on 
it. The kinematic condition requires that a fluid particle remains on the free surface, 

DXf ---=V4 (on Sf), 
Dt 

where 

~a - =-+ v+ * v 
Dt at 

is the substantial derivative following a fluid particle and Xf =(xf, yf) is the position vector of 
a free-surface particle. The dynamic condition requires that the pressure on the free surface equals 
the ambient pressure pa(x, y, t )  which is assumed to be given. Applying the Bernoulli equation to 
the free surface gives 

On the body surface S h  and the bottom s b ,  the flow satisfies the non-penetration condition, 

where Vh and Vb are the velocities of body surface and the bottom surface, and nh and nb are the 
outward (from the fluid domain) unit normal vectors of the two surfaces, respectively. Finally, we 
use initial conditions for the flow starting from rest, 

+=O (in L) for r10) (6) 

q=--p0(x) (on Sf for tSO), (7) 

and 

where p o ( x )  is the initial free-surface pressure. The initial rigid body position is also known. 

such as the linearization of the free-surface conditions, are made. 
This formulation is exact under the potential flow assumption. No additional assumptions, 

3. FULLY NON-LINEAR COMPUTATION 

The problem is solved using a mixed Eulerian-Lagrangian time-stepping procedure. l4 At each 
time step, the free surface and body positions are known. The velocity potential on the free surface 
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and the normal velocity on the body surface are also known. Thus, a boundary value problem 
(BVP) can be solved to determine the free-surface velocity as well as the potential on the body. 
Then the free-surface potential and position are explicitly updated by time integration of the 
free-surface kinematic and dynamic boundary conditions (2) and (3), respectively. 

The BVP is solved using a desingularized method,I3 where the fundamental singularities are 
moved away from the boundary surfaces to outside the fluid domain, resulting in a desingularized 
boundary integral equation. The method has many advantages over the conventional singular 
boundary integral equation methods. Desingularization allows panel integration of distributed 
sources to be replaced by a summation of simple sources. It greatly simplifies the logic and allows 
straightforward vectorization, parallel computation and easy extension to fast O(N) methods. 
The desingularization distance is determined based on the local grid size so that the algebraic 
system is still adequately well-conditioned to allow efficient and accurate solutions by iteration. 
The method can easily handle irregular grids. 

In this paper, we use the indirect desingularized method.13 The velocity potential is contructed 
by a source distribution over a surface inside the body and a surface above the free surface. The 
strength of the source distribution is determined by satisfying boundary conditions on the body 
surface and the free surface. Therefore, we write the velocity potential as 

where (x, y) is the field point, Qf is the potential due to the source at point (x;, y5) above the free 
surface and its image reflected about the y=-1 plane, and ah is the potential due to the source at 
point (x:, y:) inside the rigid body surface and its image: 

o‘= log[(x - x;)’ + (y - yf)2] +log [(x - Xf)’ + ( y  - y; + 2)2], 
w =log[ (x - x:)’ + ( y  - y p ]  +log[(x - Xk)’ +( y - y; + 2)q. 

(9) 

(10) 

The function 4(x, y )  automatically satisfies the Laplace equation and the boundary condition 
on a horizontal bottom except in the area of a bottom bump. The Dirichlet condition on the free 
surface and the Neumann condition on other rigid body surfaces remains to be satisfied. The 
source strengths a; and ok are determined by satisfying the boundary conditions at the chosen 
collocation points on the free surface and the rigid body surface. Thus, 

N‘ N h  

C ~ @ ~ ( ~ ~ , j ~ ; x ; ,  y;)+ C o~@h(Xi,Yi;x~,y;)=40(Xi,ji) ( i=1 ,2 , .  . . , N ~ ) ,  (11) 

C a5-@f(il,jl;xf,y!)+ 1 a:-@h(il ,PI;xk,y;)=Vh.n(~l,PI) (1=1,2,. . . , N ~ ) ,  (12) 

where (Xi, Yi) is a collocation point on the free surface (which is also a fluid particle) and (il, j l )  is 
a collocation point on the rigid body surface. A source point is placed at a distance from the 
corresponding collocation point in the normal direction of the surface. The distance between the 
collocation point and the source point L, is chosen as 

j =  1 k = l  

Nf a Nh a 
j=l an k = l  a n  

L d  = Id Sa, (13) 
where s is the local grid size defined as the average of the distances to both adjacent collocation 
points, 1, is the desingularization factor (constant) which reflects how far the boundary integral 
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equation is desingularized, and 01 is a parameter that must be chosen carefully. Equation (13) 
implies that as the grid becomes finer, the singular points become closer to the boundary (for 
CI > 0) In the limit (as the grid size approaches zero), the non-singular integral equation is globally 
consistent with the singular integral equation although the kernels in the non-singular equation 
never become singular. The parameter a reflects how fast the singular points approach the 
boundary as the grid size is refined and will affect the accuracy of the numerical representation of 
the integral equation. Here, we choose ld= 1.0 and 01=0*5 based on the results of previous 
numerical studies.13 

The collocation points on the rigid body surface are uniformly distributed. On the free surface, 
the collocation points correspond to fluid particles and are uniformly distributed at t = 0. As the 
waves move, the space between the collocation points changes. It is known that fluid particles 
tend to group near the wave crests where the surface slope has a rapid spatial gradients. 
Therefore, we have a computational grid which is finer near the crests and coarser near the 
troughs. With the use of equation (13), the desingularization distance is smaller near the crests, i.e. 
the source points are closer to the free surface. This allows the method to capture better the rapid 
change of the flow near the crests. 

The function & in equation (11) is known from the previous time step. The combination of 
equations (11) and (12) yields a system of N=(Nf +Nh) linear algebraic equations. After solving 
the systems (1 l), (12) for o$ and o:, the flow is determined and the flow velocities can be calculated 
from the analytical spatial derivatives of in equation (8). The free-surface position and the flow 
potential can then be updated. The pressure on the body can also be calculated using the 
Bernoulli's equation and integrating the pressure gives the forces on the body. The linear 
algebraic system (1 1), (12) is solved iteratively by a Generalized Minimal Residual Algorithm 
(GMRES).I3 

The fourth-order Runge-Kutta-Fehlberg method is employed in the time stepping. A fixed 
co-ordinate system is used with a shifting computational window similar to that in Lee et aL4 for 
the fKdV equation. The time step At and the shifted distance Ax (usually the grid size upstream of 
the computational domain) are chosen such that 

Ax 
J = -  

FrAt 

is an integer ( J =  1,2,3, . . .), where Fr is the Froude number (non-dimensional speed of the 
disturbance). The window shifts every J time steps. If we view the solution only when the window 
shifts, the position of the disturbance in relation to the window does not change. When the 
window shifts, one computational node is dropped at the downstream side of the window without 
any treatment since no spatial derivative of the free surface is required in this algorithm. This does 
not cause significant non-physical wave reflection from the downstream open boundary. The 
position and potential of the incoming computatinal nodes are required and pre-computed using 
some extra upstream points outside the window. These points are convected by the computed 
source strengths inside the computational window and do not contribute to the discretized 
integral equation. 

The effects of grid size, the error tolerance for the iterative solution of the algebraic system, and 
the error tolerance for the Runge-Kutta-Fehlberg subroutine have been thoroughly tested. 
Adequate resolution (within plotting resolution) is obtained when the GMRES tolerance is less 
than lo-'(" +Nf), the Runge-Kutta-Fehlberg tolerance is less than lop3, and the free-surface 
grid has at least 15 nodes per wave length. 
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4. THE fKdV EQUATION 

The fKdV equation for a free-surface pressure and a bottom bump can be derived from the 
generalized Boussinesq equations7 and has the form 

1 1 1 
4t -( 1 +; 4 )  ‘Ix-; 4 x x x = -  2 (pa+ b) ,=2 P,, 

where pa = pa(x + F r t )  and b = b(x + F r t )  represent a free-surface pressure and a bottom profile 
moving in the x-direction, respectively. Given the forcing and initial conditions, equation (1 5) can 
be solved for the wave elevation q. 

In the fKdV model, the free-surface pressure and the bottom bump disturbance play the same 
forcing role, i.e. the waves generated by a pressure disturbance will be the same as the waves due 
to a bottom-bump disturbance if the two disturbances have the same non-dimensional disturb- 
ance distribution. This implies that in an experiment, a free-surface pressure distribution can be 
replaced by the equivalent bottom bump which is easier to controL4 However, they are not 
interchangeable if the parameter ranges are beyond the fKdV assumptions. In addition, the fKdV 
equation, as well as the Boussinesq equations, cannot accommodate problems with a body 
moving between the bottom and the free surface. 

No closed-form solution to equation (15) has been found and a numerical approach is 
necessary. Numerical instability may occur if the fKdV equation is solved in the form of equation 
(15). It has been found to be preferable to replace the dispersion term qxxx by qxxt based on the 
lowest-order solution. Then equation (1 5) becomes 

1 1 
q t -  1 +- 4 V x - ;  q x x t = -  px. ( :>  2 

This was first pointed out by Benjamin et a l l 5  and used by Wu7 and Lee et aL4 
Following W U , ~  for comparison purposes, we also solve the fKdV equation (16) numerically 

with a time-stepping procedure based on the Euler’s predictor-corrector algorithm to advance 
time without iteration at the correction stage. A second-order central-difference approximation is 
used for the spatial derivatives. Both the prediction and correction stages reduce to the inversion 
of a constant tridiagonal matrix, which is strictly diagonally dominant. 

The moving computational window technique is employed. Again, when the window shifts, 
one-node point is dropped at the downstream side of the window and a new point emerges into 
the window from upstream. Because of the finite computational domain, a treatment for the open 
boundary conditions is necessary to reduce non-physical reflections from the boundaries. Wu and 
Wu2, Wu7 and Lee et aL4 use 

) j l t=+t lx ,  (17) 
where the ‘+’ and ‘-’ are taken for the up- and down-stream conditions, respectively. Although 
this open boundary condition is only appropriate for linear waves with unit phase speed, it has 
been shown to reduce most of the non-physical small amplitude wave reflection from open 
boundaries. The open boundary condition (1 7) is discretized by forward differencing in time. For 
the spatial discretization, backward differencing is used for the upstream point and forward 
differencing for the downstream point. Even though the open boundary condition (17) is used, the 
value of q for the incoming nodes still needs to be provided. It is not clearly stated how the value 
of q for the incoming point is provided in the above mentioned papers. We provide the value by 
quadratic extrapolation using the nearest three points. 
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5. NUMERICAL RESULTS 

5.1.  Solitons due to a free-surface pressure 

is chosen, 
To compare the fKdV and fully non-linear models, a cosine pressure distribution used by Wu' 

bP, (1 + cos [?(x + F r t ) ]  ] I x + Frtl I 4, 
Ix + Frt I 2 2. 0 

P ( x  + Frt ) = p,(x + Frt)  = 

First the results by the fKdV and the fully non-linear computations for a relatively weak forcing 
(Pm=0-02) moving at the critical speed (Fr=l) are compared. Figure 2 shows the waves at  
different times. The results shown in Figure 2 use 301 node points and a time step At =0.2 for both 
computations. No upstream runaway soliton is observed since the disturbance is weak and the 
period for the soliton generation is very large. Good agreement between the two models for the 
upstream wave near the disturbance can be seen although the fully non-linear program predicts 
a steeper front wave. Downstream, the differences between the waves predicted by the two models 
are quite significant especially the phase. The waves computed by the fKdV program travel faster 
downstream away from the disturbance than those by the fully non-linear program. 

Although it is difficult to isolate the causes of the differences in the results between the fKdV 
and the fully non-linear computations, it seems that the differences are mainly due to modelling of 

0 . 4  I 1 

0.3 

0 . 2  

0 . 1  

I 

0.0 ' I t I I I J 
0 10 20 30 40 50 60 

x + F r r  

Figure 2. Waves generated by a moving-surface pressure disturbance. In this and the following figures the wave elevation 
is increased with time artificially for clarity in graphical presentation. The horizontal co-ordinate x + Frt is chosen so the 
disturbance is fixed. The arrow pointing downwards indicates the centroid of the disturbance. (P, = 0-02, Fr = 1.0, Ar =0.2, 

N'=301), (- fully non-linear model; ----- fKdV model) 
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the free-surface non-linearity and the vertical flow variation. During the initial transition, the 
generated waves are small and the bottom effect is negligible and the waves move as if in deep 
water. The fKdV model overpredicts the bottom effect at this early stage by averaging the flow 
quantities vertically over the water layer. Therefore, the dispersion relations of the two models 
result in different wave speeds. In the last time step in Figure 2, both methods start to exhibit 
a small amount of non-physical reflections at the downstream open boundary. The use of a finer 
grid changes the results only marginally for both the fKdV and fully non-linear computations. 

For a stronger forcing, P,=O.l, both models predict upstream runaway solitons as shown in 
Figure 3. The two methods are in qualitative agreement. However, the fully non-linear model 
again predicts steeper waves and a shorter period in generating solitons. The differences become 
more obvious when the forcing gets stronger. Figure 4 shows the results for P,,,=O-15. As can be 
seen, the non-linear model predicts a much steeper front wave which starts to break at t=24.2 
and causes the computation to stop. For P,=0.2, which is used in Wu' and Lee et al.: the waves 
computed by the non-linear program break even sooner (not shown here), while the waves 
computed by the fKdV model do not break, showing that the fKdV model fails at this higher level 
of forcing. The derivation of the fKdV equation assumes the non-dimensional forcing P, must be 
O ( E ~ ) . ~  A typical wavelength can be estimated for the case P, =0.1 from Figure 3 to be around 10 
and E is thus approximately 0.1. Therefore, the forcing P, should be O(10-4); the values for P, 
used in Wu' seem far beyond this limitation. It should also be noted that Lee et a2.4 experi- 
mentally observed wave breaking for P, 20.15. Protopopov" has also concluded from his 
numerical study that the pressure must be small (P,60-1) in order to obtain accurate results with 
the use of the generalized Boussinesq equations from which the fKdV is d e r i ~ e d . ~  

2 . 0  

1 . o  

0 . 0  ' I I I I I 

0 20 40 60 80 100 120 

x + F r t  

Figure 3. Waves generated by a moving surface pressure disturbance (P,,,=O.l, Fr= 1.0, At=0-2, Nf=481), 
(- fully non-linear model; ----- fKdV model) 
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Figure 4. Waves generated by a moving surface pressure disturbance (P,,,=0.15, F r =  1.0, At=0.2, N'= 101), 
(- fully non-linear model; ----- KdV model) 

Figure 5 shows the results for a surface pressure at the supercritical speed (Fr=1 .5 ) .  Both 
models reveal similar wave characteristics. The downstream transient waves travel at slower 
speeds than the disturbance and eventually only a single steady soliton remains travelling at the 
same speed as the forcing. Furthermore, since the flow is not in resonance, the soliton height is 
smaller than those generated by the disturbances moving near the critical speed. 

5.2. Comparison of free-surface pressure and bottom topography 

In the K d V  model, the waves due to a pressure disturbance are the same as the waves due to 
bottom topography if their dimensionless disturbance distributions are identical. This is due to 
the fact that the fKdV model assumes small E and uses the vertical average of the flow velocity 
over the water layer. The differences in the waves generated by the free surface pressure and the 
bottom bump of identical disturbance distribution are now examined using the fully non-linear 
model. 

Figure 6 shows the waves due to a semi-elliptical bottom bump moving at Fr = 1. The major 
axis L and minor axis bo are 2.0 and 02,  respectively. Figure 7 shows the waves generated by the 
same non-dimensional semi-elliptical distribution of free-surface pressure as the bottom bump. 
The waves shown in Figure 6 and 7 are computed using the fully non-linear model. For the fKdV 
equation, the bottom bump and the free-surface pressure would have exactly the same right- 
hand-side forcing function. Thus, the predicted waves using the fKdV equation would be identical 
for the two cases. Comparing Figures 6 and 7 shows the waves generated by the two types of 
disturbances are significantly different. The free-surface pressure behaves as a stronger forcing 
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Figure 6. Waves generated by a moving bottom bump of elliptical cross-section (P,,,=O.S, bo=R, =0.1, L=21,=2.0, 
F r =  1.0, At=02,  N'=251, Nb=20, fully non-linear model) 
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Figure 7. Waves generated by a moving surface pressure with an elliptical distribution (P,,,=O.l, L=2.0, F r =  1.0, At =0.2, 
N'=251, fully non-linear model) 

than the bottom bump. The waves due to the pressure forcing start to break at about t = 55. The 
breaking occurs at the first wave crest downstream of the disturbance. Figure 8 shows the velocity 
vector field for the same case as in Figure 7 for three regions: (a) the region ahead of the 
disturbance (30-0<x+Frt <41.2), (b) the region of the depressed water surface just behind the 
disturbance (41.2 < x + Fr t < 48.9) and (c) the region of the downstream wave trains 
(48.9 < x + Frt -= 59.0). As can be seen, the vertical variation is very significant (especially near the 
wave crests), except that the flow behaves like a uniform current in the region of the depressed 
water surface behind the disturbance and ahead of the first downstream wave crest. The 
free-surface particles (dots on the free surface in Figure 8) tend to group around the crest as 
expected. 

5.3. Solitons due to submerged cylinders 

The fKdV equation cannot be used to compute waves generated by a submerged cylinder, but 
the fully non-linear model easily can. Figure 9 shows the waves due to a circular cylinder with the 
radius R = 0 1 5  moving at Fr= 1.0 and centroid depth of d=0-6 .  The generation of solitons is 
clearly seen. Figure 10 shows the waves generated by a larger circular cylinder with R =0.2 at the 
same speed. The cylinder with larger radius implies a stronger disturbance and therefore produces 
larger waves and the first wave downstream starts to break at about t = 45. Figure 11 shows the 
waves due to a cylinder ( R  = 0-1 5) moving at the supercritical speed (Fr = 1.5). Again only a single 
soliton eventually moves with the disturbance as in the case of surface pressure (Figure 5). Figures 
12 and 13 show the waves due to elliptical cylinders. In the first case, the ratio of the major axis to 
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velocit) scale 

V = l  - ! Region I 

t I 

Region 11 

Region 111 

Figure 8. Velocity vector of the flow fluid (same as in Figure 7) in the three regions: Region I: ahead of the disturbance 
(30 .0cx+Fr t<41 .2 ) .  Region 11: the depressed water surface behind the disturbance (41.2<x+Frti48.9) .  Region 111: the 
downstream wave trains (48.9 <x + Frt < 59.0). (The dots indicate the points at which the velocity is calculated, while the 

arrows indicate the magnitude and direction of the velocity vectors) 

the minor axis is R,/R,=0.075. In the second case, the cylinder has a larger minor axis 
(R,/Rx = 0.1). This stronger disturbance causes breaking of the first downstream wave. 

Our fully non-linear computations (as well as the fKdV computations) stop when wave profiles 
become sharply peaked to suggest wave breaking. Since wave breaking is a very complicated 
process, we do not attempt to model the breaking process or the flow after the breaking and no 
special treatment for breaking waves has been developed. The program stops when the wave 
slope near a crest reaches a value for which the time-stepping procedure can no longer converge 
to a given tolerance. Increasing the spatial and temporal resolution does not significantly change 
the time when the crest forms and the algorithm does not converge. The desingularized method 
has been applied to the sharp edges of Karman-Trefftz airfoil (without a free surface) and found 
to give very good agreement with the analytic solution as long as there is no collocation point at 
the corners.16 The formation of sharp crests cause inaccuracy in the desingularized soution, but 
our experiences show other boundary integral techniques perform just as poorly at the corners. 
The development of techniques to allow computation to continue in the presence of wave 
breaking is the topic of further research. 
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Figure 9. Waves generated by a 
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submerged circular cylinder (R=O.15, d=0.6,  Fr= 1.0, At=0.2, Nr=251, Nb=30, 
non-linear model) 
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Figure 10. Waves generated by a submerged circular cylinder (R=0.2, d=0.6,  Fr=l.O, At=0.2, N'=251, Nb=30, fully 
non-linear model) 
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Figure 1 1 .  Waves generated by a submerged circular cylinder (R=0.15, d=0.6, F r =  1.5, At=0.2, Nf=251, Nb=30, fully 
non-linear model) 
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Figure 12. Waves generated by a submerged elliptical cylinder (R,= 1.0, R,=0075, d = 0 6 ,  Fr= 1-0, At=0.2, Nf=251, 
N b =  35, fully non-linear model) 
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Figure 13. Waves generated by a submerged elliptical cylinder (R,=1.0, R,=0.1, d=0.6, Fr=l.O, At=0.2, Nf=251, 
N b =  35, fully non-linear model) 

6. CONCLUSIONS 

The fully non-linear model predicts upstream runaway solitons for three types of disturbances 
moving near the critical speed. The numerical results from the fully non-linear model agree with 
the fKdV results for a weak surface pressure disturbance. For stronger disturbances, the fully 
non-linear model predicts larger solitons than the fKdV model. These solitons are so steep that 
they break either upstream or downstream. The fully non-linear calculations show significant 
differences in the wave patterns caused by free-surface pressure disturbances and by bottom 
topographical disturbances. In contrast, the fKdV equation predicts no difference in the waves 
generated by the two different types of disturbances. 
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