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Abstract

The long-time asymptotics of two colliding plane waves governed by the fo-

cusing nonlinear Schrödinger equation are analyzed via the inverse scattering

method. We find three asymptotic regions in space-time: a region with the orig-

inal wave modified by a phase perturbation, a residual region with a one-phase

wave, and an intermediate transition region with a modulated two-phase wave.

The leading-order terms for the three regions are computed with error estimates

using the steepest-descent method for Riemann-Hilbert problems. The nonde-

caying initial data requires a new adaptation of this method. A new breaking

mechanism involving a complex conjugate pair of branch points emerging from

the real axis is observed between the residual and transition regions. Also, the

effect of the collision is felt in the plane-wave state well beyond the shock front

at large times. c© 2007 Wiley Periodicals, Inc.
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1 Introduction

We consider the one-dimensional, cubic, focusing, nonlinear Schrödinger equa-

tion (NLS)

(1.1) iqt + 1

2
qxx + |q|2q = 0
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FIGURE 1.1. The three solution regions for the NLS shock problem.

with nondecaying initial data

(1.2) q(x, 0) = Ae−iµ|x |.

Here A and µ are positive real constants. The initial data is interpreted as two plane

waves colliding at the origin at time t = 0.

This choice of initial data was inspired by the Toda shock problem studied by

Venakides, Deift, and Oba [16]. The Toda lattice is an integrable system modeling

an infinite chain of particles with nearest-neighbor interactions. Evenly spaced

particles were taken to impinge on the origin at a constant speed at time t = 0.

Letting n represent particle number, it was found that for large |n/t |, the solution

behaved as in the initial state. Then at a certain value of |n/t | the system entered a

new solution region where the effect of the shock was being felt. Finally, for |n/t |
small enough, the system settled into a quiescent state when the initial speed was

below a critical value or displayed nearest-neighbor oscillations when the speed

was supercritical. The modulation equations for the NLS are elliptic, as opposed to

hyperbolic for the Toda lattice. Still, the overall structure of the solution is similar

for both problems, with three distinct solution regions.

1.1 Main Results

The leading-order term of the long-time limit of q(x, t) behaves differently in

three different regions depending on the magnitude of ξ = x/t : the plane-wave

region (|ξ | ≥ ξ2), the transition region (ξ1 < |ξ | < ξ2), and the residual region

in which the solution has settled to its final form (|ξ | ≤ ξ1). See Figure 1.1. The

variables ξ1 and ξ2 are defined in terms of A and µ by the system (3.29) and by

equation (2.3) . Only nonnegative x are considered since the problem is symmetric.

The solution is given in the three regions by Theorems 1.1, 1.2, and 1.3.

THEOREM 1.1 In the plane-wave region (|ξ | ≥ ξ2, with ξ2 defined by equation
(2.3)), for x ≥ 0 and t → ∞,

q(x, t) = Ae−i[(µ|ξ |+µ2/2−A2)t−2g(∞)] + O(t−1/2),
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where g(∞) is given by equation (2.25) and depends only on ξ and the parameters
A and µ.

THEOREM 1.2 In the residual region (|ξ | ≤ ξ1, with ξ1 defined by the system
(3.29)), for x ≥ 0 and t → ∞,

q(x, t) = 2A
θ(�L

2π
t + ωL

2π
− u(∞) + d)θ(u(∞) + d)

θ(�L
2π

t + ωL
2π

+ u(∞) + d)θ(−u(∞) + d)
ei H(t) + O(t−1/2),

where H(t) depends affinely on t. Specifically,

H(t) =
[

2G(∞) − µ|ξ | − µ2

2
+ A2

]
t + 2g(∞).

Here θ is a standard one-phase theta-function defined by equation (3.43). �L

and ωL ∈ R are given by equations (3.25) and (3.36), respectively. u(∞), d,
G(∞), and g(∞) ∈ C are given by equations (3.47), (3.58), (3.26), and (3.35),
respectively. All of these quantities depend only on ξ and the parameters A and µ.

THEOREM 1.3 In the transition region (ξ1 < |ξ | < ξ2, with ξ1 and ξ2 defined by
the system (3.29) and equation (2.3)), for x ≥ 0 and t → ∞,

q(x, t) = (2A+�(α))
θ( �

2π
t + ω

2π
− u(∞) + d)θ(u(∞) + d)

θ( �
2π

t + ω
2π

+ u(∞) + d)θ(−u(∞) + d)
ei H(t)+O(t−1/2),

where H(t) depends affinely on t. Specifically,

H(t) =
[

2G(∞) − µ|ξ | − µ2

2
+ A2

]
t + 2g(∞).

Here θ is a standard two-phase theta function defined by equation (4.28). � and
ω ∈ R

2 are defined by equations (4.33) and (4.34), respectively. α, G(∞), and
g(∞) ∈ C are given by equations (4.12)–(4.15), (4.16), and (4.20), respectively.
u(∞) and d ∈ C

2 are given by equations (4.32) and (4.40), respectively. All of
these quantities depend only on ξ and the parameters A and µ.

1.2 Discussion of Results

In the long-time limit, the leading-order solution to the NLS (1.1) with shock

initial condition (1.2) exhibits three qualitatively distinct behaviors depending on

ξ = x/t . For large enough ξ , the leading-order solution is a plane wave per-

turbed by a phase shift that decays as |ξ | → ∞. Note that if the initial condition

to (1.1) was given by q(x, 0) = Ae−iµx , then the solution would be q(x, t) =
Ae−i(µξ+µ2/2−A2)t . For x > 0, this is the same as the leading-order result in The-

orem 1.1 without the phase shift g(∞). This shift shows that, at large times, the

solution feels the effect of the shock even beyond the outer caustic lines ξ = ±ξ2,

a result of the nonhyperbolicity of the problem.

Inside the outer caustic lines the solution enters a transition region with two

nonlinear phases. From the Riemann-Hilbert point of view, this change occurs
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when a contour of zero imaginary phase collides with a branch cut off the real axis.

Inside the inner caustic lines at ξ = ±ξ1 the solution enters a residual state with

one nonlinear phase. This change occurs when a contour of zero imaginary phase

collides with the imaginary axis. This breaking mechanism is previously unseen

for the NLS. A genus change when contours of zero imaginary phase collide off

the real axis was seen in [15].

Our main technique is the Deift-Zhou nonlinear steepest-descent method for

Riemann-Hilbert problems (see Section 1.4). The initial condition (1.2) does not

decay for large |x | as |q(x, 0)| = A for all x . This introduces jumps off the real

axis and necessitates a new adaptation of the nonlinear steepest-descent method.

1.3 The Inverse Scattering Method

Our solution uses the inverse scattering method for integrable systems such

as the NLS. Integrable systems have the remarkable attribute that they are the

compatability condition for a system of linear differential or difference equations

known as the Lax pair. The latter was introduced by Lax [13] following the integra-

tion of the Korteweg–de Vries equation by Gardner, Greene, Kruskal, and Miura

[12]. The Lax pair we use for the NLS is

Wx = −i B̂W,(1.3)

Wt = −i ÂW,(1.4)

with

(1.5) B̂ =
[

z q
q −z

]
, Â =

[
z2 − 1

2
|q|2 zq + 1

2
iqx

zq − 1
2
iqx −z2 + 1

2
|q|2

]
,

and was discovered by Zakharov and Shabat [17]. Their method was generalized

by Ablowitz, Kaup, Newell, and Segur [1].

The inverse scattering method in our problem reconstructs the solution q(x, t)
from the associated scattering data r(z, t). The scattering data r(z, 0) at time t = 0

is found using equation (1.3). The key is that the time evolution of the scattering

data can be found directly using equation (1.4) without the knowledge of q(x, t).
Therefore it is possible to find the scattering data r(z, t) associated with the solu-

tion q(x, t) at some later time t without knowing q(x, t). r(z, t) is computed ex-

plicitly in Sections A.2 and A.3. The solution q(x, t) is reconstructed from r(z, t)
by using the inverse scattering transformation. See Figure 1.2.

1.4 Riemann-Hilbert Problems and the Nonlinear

Steepest-Descent Method

The Riemann-Hilbert approach to inverse scattering was first introduced in [14].

A multiplicative Riemann-Hilbert problem, or RHP, for an n × n matrix M(z)
consists of finding M(z) given:

• an oriented contour � such that M(z) is analytic for z /∈ �,
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q(x, 0) r(z, 0)

r(z, t)q(x, t)

Forward scattering

Time
evolution

Inverse scattering

FIGURE 1.2. The inverse scattering method.

• a jump condition M+(z) = M−(z)V (z) for z ∈ �, where M+(z) and

M−(z) are the nontangential limits from the left and right of �, respec-

tively, and the n × n matrix V (z) is called the jump matrix, and

• a normalization, often of the form M(z) ∼ I as z → ∞. This normaliza-

tion is necessary for uniqueness because if M satisfies the first two condi-

tions, then so will E M for any invertible n × n matrix E .

Such a problem P will be represented by

P : {�, V, I as z → ∞} .

In our case, M (0) is a straightforward transformation of a fundamental matrix solu-

tion of equation (1.3) satisfying appropriate conditions as x → ±∞. As a result,

the jump matrix V (0) can be expressed in terms of r(z, t). q(x, t) can be found from

M (0) as shown in Section A.5. Since r(z, t) is known from the forward scattering

procedure, all that remains to find q(x, t) is to solve the RHP for M (0). Solving the

RHP will constitute the bulk of this work.

To analyze the RHP P (0) for M (0) in the long-time limit, we use the nonlinear

steepest-descent method introduced by Deift and Zhou [8, 10] and extended by

Deift, Venakides, and Zhou [6, 7] to treat problems in which the asymptotic wave-

form is fully nonlinear. This method finds asymptotic expansions in terms of small

or large parameters (in this case, large t). The main technique is to factor jump

matrices and deform contours such that the jump decays to the identity for large

time. Then the matrix satisfying the new RHP is approximately analytic across this

contour, which may be disregarded in finding the highest-order solution.

For example, consider M (0)(z) with jump V (0) across �(0). Assume V (0) has a

decomposition

(1.6) V (0) = V1V2V3
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M (1) = M (0)

M (1) = M (0)V −1
3

M (1) = M (0)V1

M (1) = M (0)

FIGURE 1.3. Sample deformation of the contour �(0).

into invertible factors. Along a segment split �(0) into three and deform one con-

tour to the left and one to the right according to the orientation of �. Define a new

matrix M (1)(z) by

(1.7) M (1) =


M (0)V −1

3 inside new contour to the left,

M (0)V1 inside new contour to the right,

M (0) elsewhere,

as shown in Figure 1.3. Across the left contour,

M (1)
+ = M (0)

+

= M (0)
+ V −1

3 V3

= M (1)
− V3.

(1.8)

Therefore M (1) has a jump of V3 across the left contour. Similarly, M (1) has a

jump of V1 across the right contour and a jump of V2 across the center contour.

Therefore, if M (1) can be found that satisfies the RHP with the deformed contour,

the solution M (0) to the original problem can be found from equation (1.7). We say

two RHPs are equivalent if, given the solution to one problem, the solution to the

other can be found by a change of variables.

In this work we start with the RHP P (0) defined in Section 1.5 and perform a

series of transformations P (0) → P (1) → P (2) → · · · to obtain equivalent RHPs.

We peel off successive layers of the RHP, eventually arriving at an exactly solvable

model problem that gives the leading-order term of q(x, t).

1.5 The RHP for the NLS Shock Problem

The fundamental solution M (0) to the Lax pair for the NLS shock problem is

defined in Section A.4. Define

(1.9) λL(z) =
((

z + µ

2

)2

+ A2

)1/2

, λR(z) =
((

z − µ

2

)2

+ A2

)1/2

.
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−

µ

2
+ iA µ

2
+ iA

−
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FIGURE 1.4. The RHP P(0).

The λL branch cut is taken to be the vertical line segment from −µ/2 − i A to

−µ/2 + i A, and the λR branch cut is the vertical line segment from µ/2 − i A
to µ/2 + i A. The sheets are chosen so that λL , λR → z as z → ∞. Further-

more, λL(z) = λL−(z) and λR(z) = λR−(z) on their respective branch cuts. The

subscripts L and R refer to the left and right branch cuts, respectively. Also define

ξ = x

t
,(1.10)

	(z) = λR + (z − µ/2)

A
,(1.11)

D(z) = 2λ2
R − 2(z − µ/2)λR

A2
,(1.12)

f (z, ξ) = 2λRξ + 2

(
z + µ

2

)
λR,(1.13)

ρ(z) = −λR − (z − µ/2)

A

(λR − (z − µ/2) − λL + (z + µ/2))

(λR + (z − µ/2) + λL − (z + µ/2))
.(1.14)

Now M (0)(z; x, t) is the solution to the RHP

P (0) : {�(0) = R ∪ (λL cut) ∪ (λR cut), V (0), I as z → ∞},
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with V (0) given by Figure 1.4 and

(1.15)

V (0)
1 (z) =

[
1 0

1
D (ρ+ − ρ−)ei f t 1

]
, V (0)

2 (z) =
[

1 1
D (−ρ+ + ρ−)e−i f t

0 1

]
,

V (0)
3 (z) =

[−	+ρ+ei f+t D−	−
0 −	−ρ−ei f−t

]
,

V (0)
4 (z) =

[−	−ρ−e−i f−t 0

−D−	− −	+ρ+e−i f+t

]
, V (0)

5 (z) =
[

1+ρ2

D ρe−i f t

ρei f t D

]
.

These jump matrices satisfy the symmetry relation (V (z))TV (z) = I .

1.6 The Controlling Phase Functions f and h

and Overview of the Procedure

The sign structure of �( f ) (which depends on ξ ) controls where in the complex

plane the factored jump matrices will decay or blow up. Assume x > 0. For the

plane-wave region (ξ > ξ2), the jump matrices will, after appropriate factorizations

and deformations, decay everywhere except on a single band along the λR cut. See

Figure 1.5 for an overview of the intermediate tranformations in the plane-wave

region. The model problem that gives the leading-order behavior of q(x, t) consists

of only the λR cut. In the plane-wave region the real point z0 is the stationary point

of f (z).

For ξ < ξ2, this procedure breaks down, and blowup can no longer be avoided

simply by contour deformations. We use the g-function mechanism to remove the

exponential growth. The controlling phase function will now be a function h(z),
and z0 will be the stationary phase point of h(z). Different transformations will

be used in the transition and residual regions. Figure 1.6 shows the evolution of

the final transformed problem as ξ varies. At ξ = ξ2, two contributing bands

are born that lie along the λL branch cut and whose jumps cancel each other. As

ξ decreases, one band stays on the λL cut, and the other moves to the right and

decreases in length. There are three bands in the model problem in the transition

region (ξ1 < ξ < ξ2).

At ξ = ξ1, the center band disappears into the real axis, and the problem enters

the residual region (ξ < ξ1) with two bands in the model problem. The genus of

the Riemann surface associated with the solution changes from 2 to 1 when the

contour of zero imaginary phase collides with the real axis (see Figure 3.3).

Note that we start with the plane-wave region in Section 2, but then proceed

to the residual region in Section 3 and then to the transition region in Section 4

because the problem with two bands is less complicated than the problem with

three bands.
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��

P (0)

−→
��

Initial

deformation

of P (0)

−→
��

P (1)

−→
��

P (2)

FIGURE 1.5. The series of intermediate transformations of P(0) in the

plane-wave region.

The different deformations shown in Figure 1.6 use different factorizations of

the jump matrices V (0). The factorizations we use are[
1 + ab a

b 1

]
=

[
1 0
b

1+ab 1

] [
1 + ab 0

0 1
1+ab

] [
1 a

1+ab
0 1

]
(1.16)

=
[

1 a
0 1

] [
1 0

b 1

]
(ab 
= −1),
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z0

Plane-wave

region

z0

Transition

region

z0

Transition

region

z0

Residual

region

FIGURE 1.6. The final transformed RHP for decreasing values of ξ . The

jump on the thin contours decay in time; the jump on the thick contours

contribute to the leading-order solution. The dashed line in the first pic-

ture is not part of the RHP but indicates the λL cut.[
1 0

a + b 1

]
=

[
1 0

a 1

] [
1 0

b 1

]
,[

a 0

−b a−1

]
=

[
1 −ab−1

0 1

] [
0 b−1

−b 0

] [
1 −a−1b−1

0 1

]
(a, b 
= 0),

and their transposes.
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2 Solution in the Plane-Wave Region

The solution to the shock problem is simplest when the jumps V (0)

1 and V (0)

2 on

the λL branch cut decay to the identity. Then the problem reduces (modulo higher-

order terms) to a single band on the λR branch cut. In this case the leading-order

solution is a plane wave with a perturbation in the phase, and the problem is said

to be in the plane-wave region.

2.1 Overview of the Solution in the Plane-Wave Region

We begin by studying �( f ) in Section 2.2 to find the ξ that comprise the plane-

wave region. We then do a series of transformations of the RHP P (0) to find the

leading-order contribution.

• P (0) → P (1): P (1) is found in Section 2.3 by factoring V (0) and deforming

�(0). V (1) decays uniformly in t to the identity off (−∞, z0) ∪ (λR branch

cut) and outside of a small neighborhood of z0.

• P (1) → P (2): P (2) is defined in Section 2.4 by removing the jump across

(−∞, z0) using δ(z).
• P (2) → P (3): The factor of D(z) in the jump matrices is removed by the

definition of P (3) in Section 2.5.

• P (3) → P (4): The definition of P (2) introduces terms involving δ(z) to

the jump on the λR branch cut. P (4) removes these terms by the use of a

g-function in Section 2.6.

The leading-order term of q(x, t) can now be found by solving the model RHP

P (mod), which disregards all of the contours of �(3) except the λR branch cut. P (mod)

is defined and solved in Section 2.7. However, the nonuniform decay near z0 must

be taken into account for the error estimate. Therefore in Section 2.8, P (3) is split

into an approximate RHP P (app) with jumps on the λR branch cut and near z0, and

an error RHP P (err) with uniformly decaying jumps. The error estimate is proved

in Section 2.9.

2.2 Behavior of �( f )

From equations (1.15), V (0)

1 decays to the identity when �( f ) > 0 everywhere

along the λL branch cut in the upper half-plane. Write z = η + iν where η, ν ∈ R.

For η <
µ

2
and 0 < ν << 1,

(2.1) �( f ) ∼ −2ν
(η − µ

2
)(ξ + η + µ

2
)√

A2 + (η − µ/2)2
− 2ν

√
A2 +

(
η − µ

2

)2

.

Therefore, immediately above the real axis, sgn(�( f )) = 0 when

(2.2) η = η± = µ − ξ ±
√

(ξ + µ)2 − 8A2

4
.
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(a) ξ = 1.5 (outside plane-wave region)
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(b) ξ = ξ2 ≈ 2.17 (borderline between transition and plane-wave regions)
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(c) ξ = 2.4 (plane-wave region)

FIGURE 2.1. Sign structure of �( f ) for A = 1, µ = 1.5. The dashed

line does not participate in the structure but demarcates the λL cut.

As seen in Figure 2.1, �( f ) > 0 everywhere along the λL branch cut in the upper

half-plane when η− < −µ

2
. Therefore the problem is in the plane-wave region
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µ

2
+ iA

−

µ
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− iA

µ
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+ iA
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(1)
5
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(1)
3

V
(1)
4

z0

V
(1)
1

V
(1)
2

V
(1)
6

FIGURE 2.2. The RHP P(1) for the plane-wave region.

when

(2.3) ξ ≥ ξ2 = µ2 + A2

µ
.

The Schwarz symmetry of f guarantees that V (0)

2 will also decay to the identity

for ξ in the plane-wave region.

Two different factorizations of the real axis will be used in all three regions.

The point at which the factorization changes will be called z0. In the plane-wave

region, define

(2.4) z0 = µ − ξ −
√

(ξ + µ)2 − 8A2

4
.

See Figure 2.1(c). The appropriate factorization of V (0) and deformation of �(0)

will now be given for the plane-wave region.

2.3 P (0)
→ P (1): Factorization of V (0) and Deformation of �(0)

The RHP P (1) is given by

P (1) : {�(1) (see Figure 2.2), V (1), I as z → ∞},

where



1362 R. BUCKINGHAM AND S. VENAKIDES

(2.5)

V (1)

1 =
[

1

D1/2

D1/2ρ

1+ρ2 e−i f t

0 D1/2

]
, V (1)

2 =
 1

D1/2 0

D1/2ρ

1+ρ2 ei f t D1/2

 ,

V (1)

3 =
[

1

D1/2 0

ρ

D1/2 ei f t D1/2

]
, V (1)

4 =
[

1

D1/2

ρ

D1/2 e−i f t

0 D1/2

]
,

V (1)

5 =
[

0 1

−1 0

]
, V (1)

6 =
[

1 + ρ2 0

0 1

1+ρ2

]
.

Here the square root is chosen so D1/2 → 1 as z → ∞. Comparing Figures 2.1(c)

and 2.2, one sees that in the plane-wave region, �(1) can be chosen so that V (1)

i ,

i = 1, 2, 3, 4, decay as t → ∞. This new RHP will be useful for analyzing the

asymptotics of q(x, t) for ξ > ξ2.

CLAIM The RHPs P (0) and P (1) are equivalent.

PROOF: Consider first the jump along the λL branch cut in the upper half-plane.

The matrix V (0)

1 is factored as

(2.6) V (0)

1 = (
V (1)

3−
)−1

V (1)

3+ .

Split this contour in two, keeping the new contours attached to the λL branch cut

at −µ/2 and −µ/2 + i A. The right factor is the jump matrix for the contour

being deformed to the left (the plus side) of the original contour, so ρ+ becomes

ρ. Therefore the jump matrix on the left contour is V (1)

3 . Similarly, the left factor

is the jump matrix for the contour being deformed to the right (the minus side) of

the original contour, so the jump matrix on the right contour is (V (1)

3 )−1. The other

matrices are factored as follows:

V (0)

2 = V (1)

4−
(
V (1)

4+
)−1

on the λL cut in lower half-plane,(2.7)

V (0)

3 = (
V (1)

3−
)−1

V (1)

5 V (1)

3+ on the λR cut in upper half-plane,(2.8)

V (0)

4 = V (1)

4− V (1)

5

(
V (1)

4+
)−1

on the λR cut in lower half-plane,(2.9)

V (0)

5 = V (1)

2 V (1)

6 V (1)

1 on (−∞, z0),(2.10)

V (0)

5 = V (1)

4 V (1)

3 on (z0,∞).(2.11)

The contours are split and deformed as shown in Figure 2.3. The jump matrices

V (1)

1 , V (1)

2 , V (1)

3 , and V (1)

4 now decay in time to the identity away from the points

−µ/2, µ/2, µ/2+ i A, and µ/2− i A. Ideally the contour would be deformed away

from these points to achieve uniform decay. However, f and ρ are not analytic at

these points, nor at −µ/2 + i A and −µ/2 − i A. Still, it is possible to lift the

contour away from these points as follows.

Consider the two contours connected to −µ2 + i A and deform them so they

coincide on the vertical line �(z) = −µ/2. Since the jump matrices on the two
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−
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−
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FIGURE 2.3. Initial deformation of P(0).

−

µ

2
+ iA −

µ

2
+ iA −

µ

2
+ iA

V
(1)
3(

V
(1)
3

)
−1

V
(1)
3(

V
(1)
3

)
−1

I

V
(1)
3

FIGURE 2.4. Three stages of the final deformation of P(0) near −µ/2 + i A.

contours are inverses, the resulting jump matrix is the identity where the two co-

incide, and so this part of the contour can be removed. Finally, reorient the right

contour and replace (V (1)

3 )−1 with V (1)

3 . Now there is a single contour oriented

left to right with jump matrix V (1)

3 ; see Figure 2.4. A similar procedure is used

on the contours at −µ/2 − i A, −µ/2, µ/2, µ/2 + i A, and µ/2 − i A. Deform

the loosened contours so that the contours with jumps V (1)

1 and V (1)

4 lie in regions

where �( f ) < 0, and the contours with jumps V (1)

2 and V (1)

3 lie in regions where

�( f ) > 0. This completes the construction of P (1) and establishes the claim. �
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2.4 P (1)
→ P (2): Elimination of the Jump on (−∞, z0)

The jump matrix V (1)

6 on (−∞, z0) is removed by introducing the function δ(z).
Let δ(z) solve the scalar RHP

P (δ) : {�(δ) = (−∞, z0), V (δ) = 1 + ρ2, I as z → ∞}
Explicitly,

(2.12) δ(z) = e
1

2π i

∫ z0−∞
ln(1+[ρ(ζ )]2)

ζ−z dζ
.

Define

(2.13) M (2) = M (1)δ−σ3 .

Now

(2.14) V (2) = δ
σ3
− V (1)δ

−σ3
+ .

Specifically,

(2.15)

2V (2)

1 =
[

1

D1/2

δ2 D1/2ρ

1+ρ2 e−i f t

0 D1/2

]
, V (2)

2 =
 1

D1/2 0

δ−2 D1/2ρ

1+ρ2 ei f t D1/2

 ,

V (2)

3 =
[ 1

D1/2 0

δ−2ρ

D1/2 ei f t D1/2

]
, V (2)

4 =
[

1

D1/2

δ2ρ

D1/2 e−i f t

0 D1/2

]
,

V (2)

5 =
[

0 δ2

−δ−2 0

]
.

Since δ ∼ 1 as z → ∞, the normalization of M (2) at infinity is unchanged from

M (1). M (2) now satisfies the RHP

P (2) : {�(2) = �(1)\�(δ), V (2), I as z → ∞}.
V (2) is defined by Figure 2.5 and equation (2.15).

2.5 P (2)
→ P (3): Removal of D(z)

The factor of D(z) can be removed from the jump matrices by a change of

variables outside of the deformed contours. Define

(2.16) M (3) =


M (2) Dσ3/2 in region I,

M (2) D−σ3/2 in region III,

M (2) in regions II and IV,

where σ3 = [ 1 0
0 −1 ] and regions I through IV are defined in Figure 2.5. M (3) satisfies

the RHP

P (3) : {�(3) = �(2), V (3), I as z → ∞},
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FIGURE 2.5. The RHP P(2) for the plane-wave region. Regions I

through IV are used in the definition of M (3).

with

(2.17)

V (3)
1 =

[
1

δ2ρe−i f t

1+ρ2

0 1

]
, V (3)

2 =
[

1 0
δ−2ρei f t

1+ρ2 1

]
, V (3)

3 =
[

1 0

δ−2ρei f t 1

]
,

V (3)
4 =

[
1 δ2ρe−i f t

0 1

]
, V (3)

5 =
[

0 δ2

−δ−2 0

]
.

2.6 P (3)
→ P (4): Removal of δ(z) from the Jump on the λR Cut

A g-function [7, 10] is introduced to remove the δ terms from V (3)

5 . Define

(2.18) M (4) = M (3)eig(z)σ3 .

Here g(z) is a to-be-determined function that is analytic off the λR branch cut. On

the λR cut, the new jump matrix is given by

V (4)

5 = e−ig−σ3 V (3)
5 eig+σ3

=
[

0 δ2e−i(g++g−)

−δ−2ei(g++g−) 0

]
.

(2.19)

Recalling the explicit formula for δ(z), V (4)

5 will be a constant matrix if

(2.20) g+ + g− + 1

π

∫ z0

−∞

ln(1 + ρ2(ζ ))

ζ − z
dζ = ωR on the λR branch cut

for some real constant ωR . Take ωR = 0. Now equation (2.20) is a scalar RHP

for g. Divide by λR , remembering that λR = λR− = −λR+ on the branch cut:

(2.21)
g+
λR−

+ g−
λR−

= − 1

λR−π

∫ z0

−∞

ln(1 + ρ2(ζ ))

ζ − z
dζ,
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so

(2.22)

(
g

λR

)
+

−
(

g

λR

)
−

= 1

λR−π

∫ z0

−∞

ln(1 + ρ2(ζ ))

ζ − z
dζ.

Therefore, by the Plemelj formula (see Deift [4, sec. 1.1]),

(2.23) g(z) = λR(z)

2π2i

∫
λRcut

1

(η − z)λR−(η)

∫ z0

−∞

ln(1 + ρ2(ζ ))

ζ − η
dζ dη.

As z → ∞, using λR = z + O(1),

g(z) = − λR(z)

2π2i z

∫
λR cut

1

(1 − η/z)λR−(η)

∫ z0

−∞
ln(1 + ρ2(ζ ))

ζ − η
dζ dη

= − λR(z)

2π2i z

∫
λR cut

1

λR−(η)

∫ z0

−∞
ln(1 + ρ2(ζ ))

ζ − η
dζ

(
1 + η

z
+ η2

z2
+ · · ·

)
dη

= − 1

2π2i

∫
λR cut

1

λR−(η)

∫ z0

−∞
ln(1 + ρ2(ζ ))

ζ − η
dζ dη + O(z−1).

(2.24)

Therefore, g(z) ∼ g(∞) as z → ∞, where

(2.25) g(∞) = − 1

2π2i

∫
λRcut

1

λR−(η)

∫ z0

−∞

ln(1 + ρ2(ζ ))

ζ − η
dζ dη

depends on ξ , A, and µ, but is independent of z. Now M (4) is the solution to the

RHP

P (4) : {�(4) = �(3), V (4), eig(∞)σ3 as z → ∞},
where

V (4)

1 =
[

1 δ2ρe−i( f t+2g)

1+ρ2

0 1

]
, V (4)

2 =
 1 0

δ−2ρei( f t+2g)

1+ρ2 1

 ,

V (4)

3 =
[

1 0

δ−2ρei( f t+2g) 1

]
, V (4)

4 =
[

1 δ2ρe−i( f t+2g)

0 1

]
,(2.26)

V (4)

5 =
[

0 1

−1 0

]
.

2.7 Model Problem P (mod)

The jump matrices V (4)

1 , V (4)

2 , V (4)

3 , and V (4)

4 decay exponentially to the identity

away from the point z0 as t → ∞. Disregarding the jump on these contours leaves

the jump V (4)

5 on the λR branch cut. We prove below that this problem, dubbed

the model problem, will produce the leading-order solution. The other contours
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FIGURE 2.6. The RHP P (mod) for the plane-wave region.

provide higher-order corrections. M (mod) (see Figure 2.6) is the solution to the

RHP

P (mod) : {�(mod) = λR cut, V (mod), eig(∞)σ3 as z → ∞},
with

(2.27) V (mod) = V (4)

5 =
[

0 1

−1 0

]
.

For large z, we introduce the factorization M (3) = M (err) M (mod), where the

higher-order contribution from the contours besides the λR branch cut have been

factored out into an error term. We write the Laurent series for a matrix M as

M = M0 + M1

z
+ M2

z2
+ · · · as z → ∞.

Then (M (3)

1 )12 = (M (mod)
1 +M (err)

1 )12, where (M)12 is the 12-entry of M . Therefore,

by equation (A.40),

(2.28) q(x, t) = −2
(
M (mod)

1 + M (err)
1

)
12

e−i[µ|x |+(µ2/2−A2)t−g(∞)].

By representing M (err) as the solution to a RHP, we show in the following sections:

LEMMA 2.1 |M (err)
1 | = O(t−1/2).

Furthermore, the model RHP is solved explicitly by

(2.29) M (mod) =
[

eig(∞) 0

0 e−ig(∞)

][
L+L−1

2
−i L+i L−1

2

i L−i L−1

2
L+L−1

2

]
,

where

(2.30) L(z) =
(

z − µ/2 − i A

z − µ/2 + i A

)1/4

.
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The sheet is chosen so L → 1 as z → ∞. This formula for M (mod) gives

(2.31)
(
M (mod)

1

)
12

= − A

2
eig(∞).

Equations (2.28) and (2.31) along with Lemma 2.1 complete the proof of Theo-

rem 1.1. Note that in the absence of the shock, the wave would have the form

Ae−i(µ|ξ |+µ2/2−A2)t . Therefore the effect of the shock is to impart an O(1) shift

2ig(∞) to the O(t) phase. From equation (2.25), this phase shift is nonzero but

decaying to 0 as ξ → ∞.

2.8 The Error Problem P (err)

It would be expedient to extend the factorization M (3) = M (err) M (mod) to the

entire complex plane. However, the decay on the other contours is not uniform in z
near z0, a condition that is necessary for the error estimate. Therefore the strategy

is to write

(2.32) M (3) = M (err) M (app),

where M (app) includes the jump across the λR branch cut and near z0.

For a given R ∈ R and C ∈ C, let r R
C (DR

C ) be the circle (closed disk) of radius

R centered at z = C . Choose ε sufficiently small so that r ε
z0

does not intersect the

λL branch cut and define

(2.33) M (app) =
{

parametrix of M (3) inside r ε
z0
,

M (mod) outside r ε
z0
.

By a parametrix of M (3) we mean M (app) satisfies the same jump conditions as M (3)

inside r ε
z0

. M (app) will have a jump V (app)
z0 across the circle r ε

z0
. The construction of

the parametrix is deferred until Appendix B. There V (app)
z0

is shown to have the form

I +O(t−1/2), which suffices for the error estimate. r ε
z0

is oriented counterclockwise.

M (app) satisfies the RHP

P (app) : {�(app) (see Figure 2.7), V (app), eig(∞)σ3 as z → ∞}
with

V (app)

i = V (3)

i inside r ε
z0
, i = 1, 2, 3, 4,

V (app)

R = V (mod),(2.34)

V (app)
z0

= I + O(t−1/2) on r ε
z0
.

The definition of M (app) and equation (2.32) constrain M (err) to satisfy the RHP

P (err) : {�(err) (see Figure 2.8), V (err), I as z → ∞},
with �(err) and V (err) defined by Figure 2.8 and

(2.35)
V (err)

i = M (app)V (3)

i (M (app))−1 outside r ε
z0
, i = 1, 2, 3, 4,

V (err)
z0

= M (app)
−

(
V (app)

z0

)−1
(M (app)

− )−1 on r ε
z0
.
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FIGURE 2.7. The RHP P (app) for the plane-wave region. The circle rε
z0

is enlarged to show detail.
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FIGURE 2.8. The RHP P (err) for the plane-wave region.

2.9 Error Bound on M
(err)

1

We now prove Lemma 2.1. Given an oriented contour �, define the Cauchy

transform C� as

(2.36) (C�( f ))(z) = 1

2π i

∫
�

f (ζ )

(ζ − z)
dζ.
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Define C+
�( f ) and C−

�( f ) to be the nontangential limits of C�( f ) approaching �

from the left and right, respectively. Also, given a matrix V defined on �, let

(2.37) C−
V f = C−

�( f (V − I )).

We have the identity

M (err) − I = C�(err) M (err)
− (V (err) − I )

= 1

2π i

∫
�(err)

M (err)
− (ζ )(V (err)(ζ ) − I )

ζ − z
dζ

= − 1

2π i z

∫
�(err)

M (err)
− (ζ )(V (err)(ζ ) − I )dζ + O(z−2).

(2.38)

Therefore, since M (err)
1 = lim

z→∞
z(M (err) − I ),

(2.39) M (err)
1 = − 1

2π i

∫
�(err)

M (err)
− (ζ )(V (err)(ζ ) − I )dζ.

Thus,

(2.40)
∣∣M (err)

1

∣∣ ≤ C1‖M (err)
− − I‖L2‖V (err) − I‖L2 + C2‖V (err) − I‖L1

for positive constants C1 and C2. On �(err) \ r ε
z0

, V (err) decays uniformly in t , so

there exist positive constants C3 and C4 such that

(2.41) ‖V (err) − I‖L p(�(err)\rε
z0

) ≤ C3e−C4t , p = 1, 2.

From equation (B.45) in Appendix B,

(2.42) ‖V (err) − I‖L p(rε
z0

) = O(t−1/2), p = 1, 2.

From equations (2.41) and (2.42),

(2.43) ‖V (err) − I‖L p(�(err)) = O(t−1/2), p = 1, 2.

We also have the identity

(2.44) M (err)
− − I = (I − C−

V (err))
−1C−

V (err) I,

so

‖M (err)
− − I‖L2(�(err)) ≤ ‖(I − C−

V (err))
−1‖ · ‖C−

V (err) I‖L2(�(err))

≤ C‖V (err) − I‖L2(�(err))

= O(t−1/2)

(2.45)

for some constant C , since V (err) is uniformly close to I on �(err) as t → ∞.

Together, (2.40), (2.43), and (2.45) give |M (err)
1 | = O(t−1/2), which completes the

proof of Lemma 2.1 and thus Theorem 1.1.
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3 Solution in the Residual Region

For 0 < ξ < ξ2, �( f ) is negative along part or all of the λL branch cut.

Therefore the method used in the initial region will not work. A new factorization

of the jump on the λL cut leads to a two-banded model problem that is solved using

theta functions.

To avoid overly cumbersome notation, some symbols will be reused in this

section and the next. For instance, the sequence of RHPs will again be labeled

P (i), even though P (i) may be different in different regions. Notation is not reused

in a single section, and the exact meaning will be clear from context.

3.1 Overview of the Solution in the Residual Region

We start with the RHP P (0) of Figure 1.4 and perform a new set of transforma-

tions.

• P (0) → P (1): We define the new RHP P (1) in Section 3.2 by introducing a

new factorization on the λL branch cut. The point z0 is now to the right of

−µ/2.

• P (1) → P (2): The jump across (−∞, z0) is removed by P (2) in Section 3.3.

• P (2) → P (3): The factor D(z) is removed from the jumps by the definition

of P (3) in Section 3.4.

• P (3) → P (4): The point z0 and the RHP P (4) are defined in Section 3.5 by

introducing the function G(z), which removes the exponential blowup of

the jump on the λL cut.

• P (4) → P (5): The jumps on the branch cuts are reduced to constants using

the function g(z) by the definition of P (5) in Section 3.7.

The two-banded model problem P (mod) is defined and solved explicitly in terms

of theta functions in Section 3.8. The approximate and error problems P (app) and

P (err) are defined in Section 3.9. The error estimate follows that of the plane-wave

region, with an overview provided in Section 3.10.

This new method will work for 0 < ξ ≤ ξ1 but breaks down for ξ1 < ξ < ξ2 for

some ξ1 depending on A and µ. Why and when this breakdown occurs is discussed

in Section 3.6. The transition region ξ1 < ξ < ξ2 will be covered in Section 4. For

now assume 0 < ξ < ξ1.

3.2 P (0)
→ P (1): Factorization of V (0) and Deformation of �(0)

Start with the RHP P (0) from Section 1.5. Define

V (1)

1 =
[

1

D1/2

D1/2ρ

1+ρ2 e−i f t

0 D1/2

]
, V (1)

2 =
 1

D1/2 0

D1/2ρ

1+ρ2 ei f t D1/2

 ,(3.1)

V (1)

3 =
[

1

D1/2 0

ρ

D1/2 ei f t D1/2

]
, V (1)

4 =
[

1

D1/2

ρ

D1/2 e−i f t

0 D1/2

]
,
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FIGURE 3.1. The RHP P(1) for the residual region.

V (1)

5 =
[

0
ρ−

1+ρ2−
e−i f t

− 1+ρ2−
ρ− ei f t 0

]
, V (1)

6 =
[

0
1+ρ2−
ρ− e−i f t

−ρ−
1+ρ2−

ei f t 0

]
,

V (1)
7 =

[
0 1

−1 0

]
, V (1)

8 =
[

1 + ρ2 0

0 1

1+ρ2

]
.

The factorizations used are similar to those used before except on the λL branch

cut. Using ρ+ = −1/ρ− on the λL branch cut, we factor

V (0)

1 = (
V (1)

1−
)−1

V (1)

5 V (1)

1+ on the λL cut in the upper half-plane,(3.2)

V (0)

2 = V (1)

2− V (1)

6

(
V (1)

2+
)−1

on the λL cut in the lower half-plane,(3.3)

V (0)

3 = (
V (1)

3−
)−1

V (1)
7 V (1)

3+ on the λR cut in the upper half-plane,(3.4)

V (0)

4 = V (1)

4− V (1)
7

(
V (1)

4+
)−1

on the λR cut in the lower half-plane,(3.5)

V (0)

5 = V (1)

2 V (1)

8 V (1)

1 on (−∞, z0),(3.6)

V (0)

5 = V (1)

4 V (1)

3 on (z0,∞).(3.7)

Assuming −µ

2
< z0 <

µ

2
, splitting and deforming �(0) in a similar manner as in

Section 2.3 gives the RHP

P (1) : {�(1), V (1), I as z → ∞},
where �(1) and V (1) are defined in Figure 3.1 and equations (3.1). As in the plane-

wave region, two different deformations are used along the real axis. The point at

which the factorization changes is again called z0. However, z0 will not necessarily

be a point where �( f ) changes sign. Instead it will be where the imaginary part of

a new function h(z) changes sign. h and z0 are found in Section 3.5.
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FIGURE 3.2. The RHP P(2) for the residual region. The regions I

through IV are used in the definition of M (3).

3.3 P (1)
→ P (2): Elimination of the Jump on (−∞, z0)

The contour on the real axis with jump matrix V (1)

8 can be removed using a

δ-function as in the plane-wave region (see Section 2.4). The function

(3.8) δ(z) = exp

(
1

2π i

∫ z0

−∞

ln(1 + [ρ(ζ )]2)

ζ − z
dζ

)
satisfies the appropriate RHP. Define M (2) = M (1)δ−σ3 . M (2) satisfies the RHP

P (2) : {�(2) = �(1) \ �(δ), V (2), I as z → ∞}.
V (2) is defined by Figure 3.2 and

(3.9)

V (2)
1 =

[
1

D1/2 δ2 D1/2 P−1e−i f t

0 D1/2

]
, V (2)

2 =
[

1
D1/2 0

δ−2 D1/2 P−1ei f t D1/2

]
,

V (2)
3 =

[
1

D1/2 0

δ−2 ρ

D1/2 ei f t D1/2

]
, V (2)

4 =
[

1
D1/2 δ2 ρ

D1/2 e−i f t

0 D1/2

]
,

V (2)
5 =

[
0 δ2 P−1

− e−i f t

−δ−2 P−ei f t 0

]
, V (2)

6 =
[

0 δ2 P−e−i f t

−δ−2 P−1
− ei f t 0

]
,

V (2)
7 =

[
0 δ2

−δ−2 0

]
,

wherein

(3.10) P(z) = 1 + ρ2

ρ
.
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3.4 P (2)
→ P (3): Removal of D(z)

The factor D(z) is removed from the jump matrices in the same manner as in

the plane-wave region. Define M (3) by

(3.11) M (3) =


M (2) Dσ3/2 in region I,

M (2) D−σ3/2 in region III,

M (2) in regions II and IV.

Regions I through IV are defined in Figure 3.2. The RHP satisfied by M (3) is

P (3) : {�(3) = �(2), V (3), I as z → ∞},

with

(3.12)

V (3)
1 =

[
1 δ2 P−1e−i f t

0 1

]
, V (2)

2 =
[

1 0

δ−2 P−1ei f t 1

]
,

V (3)
3 =

[
1 0

δ−2ρei f t 1

]
, V (3)

4 =
[

1 δ2ρe−i f t

0 1

]
,

V (3)
5 =

[
0 δ2 P−1

− e−i f t

−δ−2 P−ei f t 0

]
, V (3)

6 =
[

0 δ2 P−e−i f t

−δ−2 P−1
− ei f t 0

]
,

V (3)
7 =

[
0 δ2

−δ−2 0

]
.

3.5 P (3)
→ P (4): The g-Function Mechanism

Although the jump on the λL cut has the desired off-diagonal form, the terms

involving ei f t in V (3)

5 and e−i f t in V (3)

6 are still increasing exponentially in time. A

g-function is now introduced to eliminate this growth.

Define

(3.13) M (4) = M (3)eiGσ3t .

Here G(z) is a to-be-determined scalar function that is analytic everywhere except

on the λL and λR branch cuts. M (4) satisfies the RHP

P (4) : {�(4) = �(3), V (4), eiG(∞)σ3t as z → ∞},

with

(3.14) V (4) = e−iG−σ3t V (3)eiG+σ3t .
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Explicitly,

(3.15)

V (4)

1 =
[

1 δ2 P−1e−i( f +2G)t

0 1

]
, V (4)

2 =
[

1 0

δ−2 P−1ei( f +2G)t 1

]
,

V (4)

3 =
[

1 0

δ−2ρei( f +2G)t 1

]
, V (4)

4 =
[

1 δ2ρe−i( f +2G)t

0 1

]
,

V (4)

5 =
[

0 δ2 P−1
− e−i( f +G++G−)t

−δ−2 P−ei( f +G++G−)t 0

]
,

V (4)

6 =
[

0 δ2 P−e−i( f +G++G−)t

−δ−2 P−1
− ei( f +G++G−)t 0

]
,

V (4)
7 =

[
0 δ2e−i(G++G−)t

−δ−2ei(G++G−)t 0

]
.

To remove the growth in time from V (4)

5 and V (4)

6 , f +G++G− should be a real

constant along the λL branch cut. To avoid introducing blowup in V (4)
7 , G+ + G−

should be a real constant on the λR cut. This constant is normalized to be 0. This

normalization changes the value of G(∞) but has no other effect. Therefore G(z)
satisfies the scalar RHP

• G is analytic off the λL and λR branch cuts,

•
{

f + G+ + G− = �L on the λL branch cut for some real constant �L ,

G+ + G− = 0 on the λR branch cut,

• G = O(1) as z → ∞.

To deal with the condition G+ + G− = 0 on the λR branch cut, let

(3.16) G(z) = λR(z)k(z),

where k(z) is analytic off the λL branch cut. Then

(3.17) G+ + G− = (λRk)+ + (λRk)− = λR+k − λR+k = 0.

k(z) satisfies the scalar jump condition

(3.18) k+ + k− = − f + �L

λR
on the λL branch cut.

To change k+ + k− to k+ − k−, divide by λL−:

(3.19)
k+
λL−

+ k−
λL−

= − f + �L

λL−λR

or

(3.20)

(
k

λL

)
+

−
(

k

λL

)
−

= f − �L

λL−λR
.
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Therefore, by the Plemelj formula,

k(z) = λL(z)

2π i

∫
λL cut

f (ζ ) − �L

λL−(ζ )λR(ζ )(ζ − z)
dζ,(3.21)

and so

G(z) = λL(z)λR(z)

2π i

∫
λL cut

f (ζ ) − �L

λL−(ζ )λR(ζ )(ζ − z)
dζ.(3.22)

The constant �L can be found by applying the condition G = O(1) as z → ∞.

Indeed, using the fact that λLλR = z2 + O(1), as z → ∞

G(z) = −λL(z)λR(z)

2π i z

∫
λL cut

f (ζ ) − �L

λL−(ζ )λR(ζ )(1 − ζ

z )
dζ

= −z2 + O(1)

2π i z

∫
λL cut

f (ζ ) − �L

λL−(ζ )λR(ζ )

(
1 + ζ

z
+ O

(
1

z2

))
dζ

= −z

2π i

∫
λL cut

f (ζ ) − �L

λL−(ζ )λR(ζ )
dζ

− 1

2π i

∫
λL cut

f (ζ ) − �L

λL−(ζ )λR(ζ )
ζ dζ + O

(
1

z

)
.

(3.23)

For G to approach a constant at infinity, it is necessary that

(3.24)

∫
λL cut

f (ζ ) − �L

λL−(ζ )λR(ζ )
dζ = 0,

so

�L =
( ∫
λL cut

f (ζ )

λL−(ζ )λR(ζ )
dζ

) / ( ∫
λL cut

1

λL−(ζ )λR(ζ )
dζ

)

=
(∫ − µ

2 +i A

− µ
2 −i A

2(ζ + µ

2
+ ξ)

(A2 + (ζ + µ

2
)2)1/2

dζ

) / ( ∫
λL cut

1

λL−(ζ )λR(ζ )
dζ

)

= 2π iξ

/ ( ∫
λL cut

1

λL−(ζ )λR(ζ )
dζ

)
.

(3.25)

Furthermore,

(3.26) lim
z→∞

G(z) = G(∞) = −1

2π i

∫
λL cut

f (ζ ) − �L

λL−(ζ )λR(ζ )
ζ dζ.



LONG-TIME NLS SHOCK ASYMPTOTICS 1377

The last step in defining the RHP P (4) is to deform the contours with jump V (4)

1

and V (4)

4 into regions where �( f + 2G) < 0, and the contours with jump V (4)

2 and

V (4)

3 into regions where �( f +2G) > 0. This will not always be possible, in which

case an alternate factorization is required; see Section 3.6. For now assume such a

deformation exists. Define

(3.27) h(z) = f (z) + 2G(z).

In the residual region, there will be three points where the locus �(h) = 0 intersects

the real axis (see Figure 3.3(a), noting that ±µ/2 are not along this locus). Define

z0 to be the middle of these three points. Using the conditions on g, P (3) is defined

by

(3.28)

V (4)

1 =
[

1 δ2 P−1e−iht

0 1

]
, V (3)

2 =
[

1 0

δ−2 P−1eiht 1

]
,

V (4)

3 =
[

1 0

δ−2ρeiht 1

]
, V (4)

4 =
[

1 δ2ρe−iht

0 1

]
,

V (4)

5 =
[

0 δ2 P−1
− e−i�L t

−δ−2 P−ei�L t 0

]
,

V (4)

6 =
[

0 δ2 P−e−i�L t

−δ−2 P−1
− ei�L t 0

]
,

V (4)
7 =

[
0 δ2

−δ−2 0

]
.

Now the jump matrices decay uniformly in time except on the λL and λR branch

cuts and near the point z0.

3.6 When the Residual Region Deformation of �(0) Fails

The sign structure of �(h) is given by Figure 3.3(a) for sufficiently small ξ .

There are three points on the real axis from which four branches of �(h) = 0

emanate. The function h behaves quadratically near these points since it is analytic

on the real axis away from the branch cuts. Therefore, solving h′(z) = 0 with

ξ fixed gives three real-valued solutions for z. The middle point is chosen to be

z0, and the sign structure required by P (4) is satisfied. However, as ξ increases, the

leftmost point and z0 approach each other, eventually merging when ξ = ξ1; see

Figure 3.3(b) for a numerically computed example. Here h exhibits cubic behavior,

and ξ1 and z0 may be found by solving the system of real equations

(3.29) h′(z0) = 0, h′′(z0) = 0.

For ξ > ξ1, the factorization required for P (4) breaks down. Four of the zero-

level curves of �(h) = 0 interchange connections and the point z0 ceases to exist

(see Figure 3.3(c)). In the upper half-plane there is no way to draw a contour

connecting the real axis on the left of the λL cut with the real axis on the right of

the λL cut while staying in the region where �(h) < 0. Therefore the matrix V (4)

1
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(b) ξ = ξ1 ≈ 0.63 (borderline between residual and transition regions)
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(c) ξ = 0.85 (transition region)

FIGURE 3.3. Sign structure of �(h) for A = 1, µ = 3.

will not decay along part of its contour. Similarly, in the lower half-plane there is

no sea of pluses through which to pass the contour with jump V (4)

2 . This means that

there is a range of ξ for which neither the plane-wave region nor residual region
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factorizations will work. This range is referred to as the transition region and will

be covered in Section 4.

3.7 P (4)
→ P (5): Creating a Constant Jump on the Branch Cuts

To formulate a solvable model problem, it is necessary to have constant jump

matrices on the branch cuts. This is accomplished by the use of another g-function.

Let

(3.30) M (5) = M (4)eigσ3 .

Here the scalar function g(z) is analytic everywhere off the λL and λR branch cuts.

The jump matrices for M (5) are

(3.31) V (5)

i = e−ig−σ3 V (4)

i eig+σ3, i = 1, . . . , 7.

Explicitly, on the branch cuts these jumps are

V (5)

5 =
[

0 δ2 P−1
− e−i(�L t+g++g−)

−δ−2 P−ei(�L t+g++g−) 0

]
,

V (5)

6 =
[

0 δ2 P−e−i(�L t+g++g−)

−δ−2 P−1
− ei(�L t+g++g−) 0

]
,

V (5)
7 =

[
0 δ2e−i(g++g−)

−δ−2ei(g++g−) 0

]
.

(3.32)

These jump matrices will be constant if g satisfies the RHP

• g is analytic off �ω = (λL cut) ∪ (λR cut),

• g+ + g− =


ωL − i ln(δ2/P−) on the λL cut in the UHP,

ωL − i ln(δ2 P−) on the λL cut in the LHP,

−i ln(δ2) on the λR cut,

• g ∼ g(∞) as z → ∞,

where g(∞) is a constant in z and ωL is a real constant. Let

(3.33) R(z) = λLλR.

Then

(3.34)
( g

R

)
+

−
( g

R

)
−

=


−(ωL − i ln(δ2/P−))/R− on λL cut in UHP,

−(ωL − i ln(δ2 P−))/R− on λL cut in LHP,

i ln(δ2)/R− on λR cut.
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FIGURE 3.4. The RHP P(5) for the residual region.

By the Plemelj formula,

g(z) = − R(z)

2π i

[ ∫ −µ/2

−µ/2−i A

ωL − i ln(δ2(ζ )P−(ζ ))

(ζ − z)R−(ζ )
dζ

+
∫ − µ

2 +i A

− µ
2

ωL − i ln(δ2(ζ )/P−(ζ ))

(ζ − z)R−(ζ )
dζ

+
∫ µ

2 +i A

µ
2 −i A

−i ln(δ2(ζ ))

(ζ − z)R−(ζ )
dζ

]
.

(3.35)

The integration is done along the branch cuts, and ωL is chosen so that

(3.36) g(z) = O(1) as z → ∞.

The limit of g(z) as z → ∞ is called g(∞). M (5) satisfies the RHP

P (5) : {�(5) = �(4), V (5), ei(G(∞)t+g(∞))σ3 as z → ∞}.
With this choice of g, V (5) is given by Figure 3.4 and

(3.37)

V (5)

1 =
[

1 δ2 P−1e−i(ht+2g)

0 1

]
, V (5)

2 =
[

1 0

δ−2 P−1ei(ht+2g) 1

]
,

V (5)

3 =
[

1 0

δ−2ρei(ht+2g) 1

]
, V (5)

4 =
[

1 δ2ρe−i(ht+2g)

0 1

]
,

V (5)

5 =
[

0 e−i(�L t+ωL )

−ei(�L t+ωL ) 0

]
, V (5)

6 =
[

0 1

−1 0

]
.
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FIGURE 3.5. The RHP P (mod) for the residual region.

3.8 The Model Problem P (mod)

The procedure for calculating q(x, t) continues as in the initial region by defin-

ing the matrix M (mod). The main difference is that in the residual region the jump

across both the λL and λR branch cuts contribute to the leading-order solution.

M (mod) is defined as the solution to the RHP

P (mod) : {�(mod) = (λL cut) ∪ (λR cut), V (mod), ei(G(∞)t+g(∞))σ3 as z → ∞}.
See Figure 3.5. The jump matrices are given by

(3.38) V (mod)
L =

[
0 e−i(�L t+ωL )

−ei(�L t+ωL ) 0

]
, V (mod)

R =
[

0 1

−1 0

]
.

Write M (5) = M (err) M (mod) for large z. From equation (A.40),

(3.39) q(x, t) = −2
(
M (mod)

1 + M (err)
1

)
12

ei[(G(∞)−µ|ξ |−µ2/2+A2)t+g(∞)].

In Sections 3.9 and 3.10 we show

LEMMA 3.1 |M (err)
1 | = O(t−1/2).

We now solve the model problem using a theta function as in Tovbis, Venakides,

and Zhou [15]. Consider the cycles A1 and B1 defined in Figure 3.6. A1 and B1

form the canonical homology basis for the torus of genus 1. To define θ(z) it is

necessary to find a basis for the space of holomorphic differentials on the torus.

Each differential has the form

(3.40) ω = c

λLλR
dz,

where c is a real constant. Thus the dimension of this space is 1 (in general, it

is equal to the genus of the Riemann surface). For the basis element, pick the
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FIGURE 3.6. The canonical homology cycles {A1, B1}. The solid lines

are on the first sheet, while the dashed line is on the second sheet.

differential ω1 such that

(3.41)

∫
A1

ω1 = 1.

Also define the Riemann period matrix τ (in this case the matrix is 1 × 1) by

(3.42) τ =
∫
B1

ω1.

By Farkas and Kra [11], τ is purely imaginary and −iτ > 0. Define

(3.43) θ(z) =
∑
�∈Z

e2π i�z+π i�2τ .

θ(z) has the following properties:

θ(z) = θ(−z),(3.44)

θ(z + 1) = θ(z),(3.45)

θ(z + τ) = e−2π i z−π iτ θ(z).(3.46)

Denote

(3.47) u(z) =
∫ z

µ/2−i A
ω1.

Next, define

M(z, d) = (M1,M2)

=
(

θ(�L
2π

t + ω
2π

+ u(z) + d)

θ(u(z) + d)
,
θ(�L

2π
t + ω

2π
− u(z) + d)

θ(−u(z) + d)

)
,

(3.48)
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where d ∈ C is to be determined. M(z, d) is well-defined even though u(z) is

multivalued. However, M(z, d) has singularities that depend on the choice of d.

If z̃ is a zero of θ(u(z)),

(3.49)
du

dz
= q

λLλR
= O((z − z̃)−1/2)

implies

(3.50) u(z) − u(z̃) = O((z − z̃)1/2)

near z̃. Furthermore, the zero of θ(u) = O(u(z) − u(z̃)) is simple by the argument

principle, so the singularities of M are of order 1
2
. The identity

(3.51) u+(z) + u−(z) =
{

−τ − n, z ∈ λL cut, n ∈ Z,

0, z ∈ λR cut,

can be used to compute the jump of M. On the λL cut:

M+ =
(

θ(�L
2π

t + ω
2π

− u− − n − τ + d)

θ(−u− − n − τ + d)
,
θ(�L

2π
t + ω

2π
+ u− + n + τ + d)

θ(u− + n + τ + d)

)
=

(
θ(�L

2π
t + ω

2π
− u− + d)e−2π i(−�L t/2π−ωL/2π+u−−d)−π iτ

θ(−u− + d)e−2π i(u−−d)−π iτ
,

θ(�L
2π

t + ω
2π

+ u− + d)e−2π i(�L t/2π+ωL/2π+u−+d)−π iτ

θ(u− + d)e−2π i(u−+d)−π iτ

)
= (M2−ei(�L t+ωL ),M1−e−i(�L t+ωL ))

= M−
[

0 e−i(�L t+ωL )

ei(�L t+ωL ) 0

]
.

(3.52)

On the λR cut

M+ =
(

θ(�L
2π

t + ω
2π

− u− + d)

θ(−u− + d)
,
θ(�L

2π
t + ω

2π
+ u− + d)

θ(u− + d)

)
= (M2−,M1−)

= M−

[
0 1

1 0

]
.

(3.53)

Thus M comes close to satisfying the model RHP, but there is a minus sign lacking

in the 21-entry of the jump matrix. Now set

(3.54) γ (z) =
(

(z − (
µ

2
+ i A)) · (z − (−µ

2
+ i A))

(z − (
µ

2
− i A)) · (z − (−µ

2
− i A))

)1/4

,
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chosen so that γ (z) ∼ 1 as z → ∞ and γ (z) has branch cuts along the λL and λR

cuts. γ+ = iγ− along these cuts. Define

(3.55) N (z, d) = 1

2

[
(γ + γ −1)M1(z, d) −i(γ − γ −1)M2(z, d)

i(γ − γ −1)M1(z,−d) (γ + γ −1)M2(z,−d)

]
.

Now N satisfies the desired jump condition on the λL cut:

N+ = 1

2

[
(γ+ + γ −1

+ )M1+(z, d) −i(γ+ − γ −1
+ )M2+(z, d)

i(γ+ − γ −1
+ )M1+(z, −d) (γ+ + γ −1

+ )M2+(z,−d)

]

= 1

2

[
i(γ− − γ −1

− )M2−(z, d)ei(�L t+ωL ) (γ− + γ −1
− )M1−(z, d)e−i(�L t+ωL )

−(γ− + γ −1
− )M2−(z, −d)ei(�L t+ωL ) i(γ− − γ −1

− )M1−(z, −d)e−i(�L t+ωL )

]
(3.56)

= N−
[

0 e−i(�L t+ωL )

−ei(�L t+ωL ) 0

]
.

Similarly, on the λR cut,

(3.57) N+ = N−

[
0 1

−1 0

]
.

Now d is chosen so the poles of N from M coincide with the zeros of N from

γ − γ −1. Let z1 be the unique zero of γ − γ −1; also let X1(z1) and X2(z1) be the

preimages of z1 on the first and second sheet of the elliptic surface, respectively.

Choose

(3.58) d = −
∫ X2(z1)

−µ/2−i A
ω1.

By Farkas and Kra [11], X1(z1) is the zero of θ(−u(z)+ d), and X2(z1) is the zero

of θ(u(z) + d). Since N is defined on the first sheet, the only singularities are in

the 12- and 21-positions, which are canceled by the zero from γ − γ −1. N is also

analytic off the λL and λR cuts. Thus the solution to the RHP P (mod) is

(3.59) M (mod)(z) = ei(G(∞)t+g(∞))σ3N−1(∞)N (z).

Note that

(3.60) γ (z) − γ −1(z) = −2i Az−1 + O(z−2) as z → ∞
and

(3.61) N−1(∞) =
[

1
M1(∞,d)

0

0 1
M2(∞,−d)

]
.

Therefore

(3.62)
(
M (mod)

1

)
12

= −A
M2(∞, d)

M1(∞, d)
ei[G(∞)t+g(∞)].
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FIGURE 3.7. The RHP P (app) for the residual region with enlarged de-

tail around z0.

3.9 The Error Problem P (err)

As in the plane-wave region, the proof of the error estimate requires taking into

account the nonuniform decay near z0. Therefore, define

(3.63) M (5) = M (err) M (app).

M (app) has the same jumps as M (mod) plus an additional jump near z0. Pick ε suf-

ficiently small so that r ε
z0

= {z : |z − z0| = ε} does not intersect �(mod). Define

M (app) by

(3.64) M (app) =
{

parametrix of V (5), |z − z0| ≤ ε,

M (mod), ε ≤ |z − z0|.
This matrix function satisfies the RHP

P (app) : {�(app) (see Figure 3.7), V (app), ei(G(∞)t+g(∞))σ3 as z → ∞},
with V (app) given by

(3.65)
V (app)

L = V (mod)
L , V (app)

R = V (mod)
R ,

V (app)

i = V (5)

i , i = 1, 2, 3, 4.

There is also an additional jump V (app)
z0 on r ε

z0
having the form I + O(t−1/2) as

shown below. See Figure 3.7.

The definition of M (app) and equation (3.63) fix M (err), which satisfies the RHP

P (err) : {�(err) (see Figure 3.8), V (err), I as z → ∞},
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FIGURE 3.8. The RHP P (err) for the residual region.

with V (err) defined by Figure 3.8 and

(3.66)
V (err)

i = M (app)V (5)

i (M (app))−1 outside r ε
z0
, i = 1, 2, 3, 4,

V (err)
z0

= M (app)
− (V (app)

z0
)−1(M (app)

− )−1 on r ε
z0
.

3.10 The Error Estimate

The proof of Lemma 3.1 follows the proof of Lemma 2.1 in the plane-wave

region. The parametrix near z0 inside the circle r ε
z0

has the same jump conditions as

in the plane-wave region except that f (z) is replaced by h(z) = f (z)+2G(z). g(z)
has a different form but is still analytic near z0 and does not change the process.

The construction of the parametrix proceeds as in Appendix B with f (z) replaced

with h(z), yielding

(3.67) V (err)
z0

= I + O(t−1/2)

as t → ∞. Continuing as in Section 2.9 yields

(3.68) M (err)
1 = O(t−1/2),

which is Lemma 3.1. This, along with equations (3.39) and (3.62) proves Theo-

rem 1.2.

4 Solution in the Transition Region

The leading-order solution for q(x, t) has now been computed for the plane-

wave and residual regions. As seen in Section 3.6, there is a range of |ξ | between

these two regions where neither method works. These |ξ |-values constitute a tran-

sition region in which it is necessary to use a third factorization. The resulting
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RHP lies on three main bands, and the leading-order solution is found to have two

nonlinear oscillations.

4.1 Overview of the Solution in the Transition Region

We start with the RHP P (3) from the residual region. As |ξ | increases to the

boundary of the residual region, the point z0 where �(h) changes sign immediately

above the real axis is lost, as shown in Figure 3.3(c). Now the jump V (3)

1 grows

exponentially in time on the contour near z0 instead of decaying to the identity. A

new set of transformations is introduced to deal with this growth by keeping part

of the contour near z0 in the model problem.

• P (3) → P (4): The RHP P (4) is defined in Section 4.2 using a new factor-

ization of the jump on the contour near z0.

• P (4) → P (5): The exponential growth of the jump near z0 is removed by

the function G(z) in Section 4.3, leading to the RHP P (5).

• P (5) → P (6): Using the function g(z), P (6) is defined in Section 4.4 so

that the jumps on the three branch cuts are constant in z.

The three-banded model problem P (mod) is defined and solved explicitly in terms of

theta functions in Section 4.5. The approximate and error problems P (app) and P (err)

are defined in Section 4.6. The approximate RHP consists of jumps on the three

bands of the model RHP plus jumps near z0 and the endpoints α and α of the center

band. The error analysis near α and α require the construction of parametrices,

which is done in Section 4.7. The parametrix near z0 is computed in Section 4.8,

and the error estimate is outlined in Section 4.9.

4.2 P (3)
→ P (4): New Factorization of V (3)

Start with the RHP P (3) from the residual region as defined in Section 3.4. The

point z0 ∈ (−µ/2, µ/2) is unknown at this stage and will be determined after

the introduction of a g-function. Recall that when the g-function from the residual

region is used in the transition region, the norms of two of the jump matrices around

z0 grow exponentially. A new factorization of V (3)

1 and V (3)

2 near z0 and a different

g-function will remove this difficulty. First, define

(4.1)

V (4)
i = V (3)

i , i = 1, 2, 3, 4,

V (4)
5 =

[
1 0

δ−2 Pei f t 1

]
, V (4)

6 =
[

1 δ2 Pe−i f t

0 1

]
,

V (4)
7 =

[
0 δ2 P−1e−i f t

−δ−2 Pei f t 0

]
, V (4)

8 =
[

0 −δ2 Pe−i f t

δ−2 P−1ei f t 0

]
,

V (4)
9 = V (3)

5 , V (4)
10 = V (3)

6 , V (4)
11 = V (3)

7 .

Now deform the contour in the upper half-plane with jump V (3)

1 so that it passes

through the point α, which will be found in Section 4.3. In a similar manner,
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FIGURE 4.1. The RHP P(4) for the transition region.

deform the contour in the lower half-plane with jump V (3)

2 so that it passes through

α. Along the contour from α to z0, use the factorization

(4.2) V (3)

1 = V (4)

5 V (4)
7 V (4)

5 .

Similarly, in the lower half-plane along the contour from α to z0 use the factoriza-

tion

(4.3) V (3)

2 = V (4)

6 V (4)

8 V (4)

6 .

The new RHP is

P (4) : {�(4) (see Figure 4.1), V (4), I as z → ∞}.

4.3 P (4)
→ P (5): The g-Function Mechanism

One of the contours from α to α will contribute to the leading-order term of

q(x, t). With this in mind, it is expedient to define the function λC(z) with a branch

cut on this center contour between the left and right branch cuts. Let

(4.4) λC(z) = ((z − α)(z − α))1/2.

The branch cut is taken to be two straight-line segments from α to z0 to α. The

sheet is chosen so that λC ∼ z as z → ∞.

A g-function is now used to remove the exponential growth in time along the

three branch cuts. Let G(z) be a to-be-determined scalar function analytic off the

branch cuts. Then define

(4.5) M (5) = M (4)eiGσ3t .
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M (5) is the solution to the RHP

P (5) : {�(5) = �(4), V (5) = e−iG−σ3t V (4)eiG+σ3t , eiG(∞)σ3t as z → ∞}.
V (5) is given explicitly by

(4.6)

V (5)

1 =
[

1 δ2 P−1e−i( f +2G)t

0 1

]
, V (5)

2 =
[

1 0

δ−2 P−1ei( f +2G)t 1

]
,

V (5)

3 =
[

1 0

δ−2ρei( f +2G)t 1

]
, V (5)

4 =
[

1 δ2ρe−i( f +2G)t

0 1

]
,

V (5)

5 =
[

1 0

δ−2 Pei( f +2G)t 1

]
, V (5)

6 =
[

1 δ2 Pe−i( f +2G)t

0 1

]
,

V (5)
7 =

[
0 δ2 P−1e−i( f +G++G−)t

−δ−2 Pei( f +G++G−)t 0

]
,

V (5)

8 =
[

0 −δ2 Pe−i( f +G++G−)t

δ−2 P−1ei( f +G++G−)t 0

]
,

V (5)

9 =
[

0 δ2 P−1
− e−i( f +G++G−)t

−δ−2 P−ei( f +G++G−)t 0

]
,

V (5)

10 =
[

0 δ2 P−e−i( f +G++G−)t

−δ−2 P−1
− ei( f +G++G−)t 0

]
,

V (5)

11 =
[

0 δ2e−i(G++G−)t

−δ−2ei(G++G−)t 0

]
.

G(z) is defined to eliminate any growth or decay in time in the jump matrices

on the three branch cuts. The RHP satisfied by G is

• G is analytic off the λL , λC , and λR branch cuts.

•


f + G+ + G− = �L on the λL branch cut,

f + G+ + G− = �C on the λC branch cut,

G+ + G− = 0 on the λR branch cut,

• G ∼ G(∞) as z → ∞,

where �L , �C , and G(∞) are real constants. Define

(4.7) R(z) = λL(z)λC(z)λR(z).

Observe that

(4.8) R(z) = z3 − �(α)z2 +
(

A2 − µ2

4
+ 1

2
[�(α)]2

)
z + O(1) as z → ∞.

Using the same reasoning as in the residual region,

(4.9) G(z) = R(z)

2π i

[ ∫
λL cut

f (ζ ) − �L

R(ζ )(ζ − z)
dζ +

∫
λC cut

f (ζ ) − �C

R(ζ )(ζ − z)
dζ

]
.
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It still remains to find α, z0, �L , and �C . As in the residual region, let

(4.10) h(z) = f (z) + 2G(z).

Near α,

(4.11) h(z) = C0 + C1(z − α)1/2 + O((z − α)3/2),

where C0 is a real constant and C1 is a complex constant. The desired sign structure

of �(h) requires three branches of �(h) = 0 emanating from α. Therefore C1 = 0,

or

(4.12) (z − α)1/2h′(z)
∣∣
z=α

= 0.

Condition (4.12) gives two real equations. The sign structure also requires �(h)

to be positive along the contours in the upper half-plane with jumps V (5)

5 (with

corresponding conditions in the lower half-plane). This is equivalent to requiring

�(h) = 0 immediately above z0. Writing z = z0 + iν near z0, this condition

becomes

(4.13) �
(

1

ν
h(z0 + iν)

) ∣∣∣∣
ν=0

= 0.

Also, G(z) = O(z2) as z → ∞, and removing this singularity at infinity gives the

two equations∫
λL cut

f (ζ ) − �L

R(ζ )
dζ +

∫
λC cut

f (ζ ) − �C

R(ζ )
dζ = 0,(4.14)

∫
λL cut

f (ζ ) − �L

R(ζ )
ζ dζ +

∫
λC cut

f (ζ ) − �C

R(ζ )
ζ dζ

− �(α)

( ∫
λL cut

f (ζ ) − �L

R(ζ )
dζ +

∫
λC cut

f (ζ ) − �C

R(ζ )
dζ

)
= 0.

(4.15)

Now equations (4.12), (4.13), (4.14), and (4.15) give five real equations for the five

real unknowns �(α), �(α), z0, �L , and �C . For fixed A and µ, the values of ξ for

which these equations are solvable with −µ/2 < �(α) < µ/2 and 0 < �(α) < A
comprise the transition region. Now, using equation (4.8),

G(∞)

= −1

2π i

[ ∫
λL cut

f (ζ ) − �L

R(ζ )
ζ 2 dζ +

∫
λC cut

f (ζ ) − �C

R(ζ )
ζ 2 dζ

− �(α)

( ∫
λL cut

f (ζ ) − �L

R(ζ )
ζ dζ +

∫
λC cut

f (ζ ) − �C

R(ζ )
ζ dζ

)

+
(

A2 − µ2

4
+ 1

2
[�(α)]2

)( ∫
λL cut

f (ζ ) − �L

R(ζ )
dζ +

∫
λC cut

f (ζ ) − �C

R(ζ )
d

)]
.

(4.16)
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FIGURE 4.2. �(h) for A = 1, µ = 3, ξ = 0.85 (in the transition

region). �(h) is 0 on the contour connecting α and α but has a jump

across the λL and λR branch cuts.

With this choice of G, the jump matrices V (5)

i simplify to

(4.17)

V (5)
1

=
[

1 δ2 P−1e−iht

0 1

]
, V (5)

2
=

[
1 0

δ−2 P−1eiht 1

]
, V (5)

3
=

[
1 0

δ−2ρeiht 1

]
,

V (5)
4

=
[

1 δ2ρe−iht

0 1

]
, V (5)

5
=

[
1 0

δ−2 Peiht 1

]
, V (5)

6
=

[
1 δ2 Pe−iht

0 1

]
,

V (5)
7 =

[
0 δ2 P−1

− e−i�L t

−δ−2 P−ei�L t 0

]
,

V (5)
8

=
[

0 δ2 P−e−i�L t

−δ−2 P−1
− ei�L t 0

]
,

V (5)
9

=
[

0 δ2 P−1e−i�C t

−δ−2 Pei�C t 0

]
,

V (5)
10

=
[

0 −δ2 Pe−i�C t

δ−2 P−1ei�C t 0

]
, V (5)

11
=

[
0 δ2

−δ−2 0

]
.

Finally, �(5) is chosen so that the contours with jumps V (5)

1 , V (5)

4 , and V (5)

6 pass

through regions where �h < 0, and the contours with jumps V (5)

2 , V (5)

3 , and V (5)

5

pass through regions where �h > 0. See Figure 4.2 for an example of the numeri-

cally calculated sign structure of �(h).

4.4 P (5)
→ P (6): Reduction of the Jumps on Branch Cuts to Constants

The jump matrices on the branch cuts are reduced to constants by writing

(4.18) M (6)(z) = M (5)(z)eig(z)σ3 .

g(z) is chosen to satisfy the RHP
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• g is analytic off �ω = (λL cut) ∪ (λC cut) ∪ (λR cut),

• g+(z) + g−(z) = G(z;ωL , ωC ) =



ωL − i ln(δ2/P−), λL cut in the UHP,

ωL − i ln(δ2 P−), λL cut in the LHP,

ωC − i ln(δ2/P, ) λC cut in the UHP,

ωC − i ln(δ2 P), λC cut in the LHP,

−i ln(δ2), λR cut,

• g ∼ g(∞) as z → ∞,

for some real constant g(∞). g(z) is given explicitly by

(4.19) g(z) = − R(z)

2π i

∫
�ω

G(ζ ; ωL, ωC)

(ζ − z)R−(ζ )
dζ

where the integration is done along the branch cuts. ωL and ωC are chosen so

g(z) ∼ g(∞) for some constant g(∞) as z → ∞. Specifically,

g(∞) = 1

2π i

[ ∫
�ω

G(ζ )

R(ζ )
ζ 2 dζ − �(α)

∫
�ω

G(ζ )

R(ζ )
ζ dζ

+
(

A2 − µ2

4
+ 1

2
[�(α)]2

)∫
�ω

G(ζ )

R(ζ )
dζ

]
.

(4.20)

With this choice of g, the RHP for M (6) is formulated as

P (6) : {�(6) = �(5), V (6), ei(G(∞)t+g(∞))σ3 as z → ∞},
where V (6) is defined by Figure 4.3 and

(4.21)

V (6)
1

=
[

1 δ2 P−1e−i(ht+2g)

0 1

]
, V (6)

2
=

[
1 0

δ−2 P−1ei(ht+2g) 1

]
,

V (6)
3

=
[

1 0

δ−2ρei(ht+2g) 1

]
, V (6)

4
=

[
1 δ2ρe−i(ht+2g)

0 1

]
,

V (6)
5

=
[

1 0

δ−2 Pei(ht+2g) 1

]
, V (6)

6
=

[
1 δ2 Pe−i(ht+2g)

0 1

]
,

V (6)
7 =

[
0 e−i(�C t+ωC )

−ei(�C t+ωC ) 0

]
, V (6)

8
=

[
0 −e−i(�C t+ωC )

ei(�C t+ωC ) 0

]
,

V (6)
9

=
[

0 e−i(�L t+ωL )

−ei(�L t+ωL ) 0

]
, V (6)

10
=

[
0 1

−1 0

]
.

4.5 The Model Problem P (mod)

The model problem is defined by disregarding all but the three contours with

constant jumps. Define M (mod) as the solution to the RHP

P (mod) : {�(mod), V (mod), ei(G(∞)t+g(∞))σ3 as z → ∞}.
Here

(4.22) �(mod) = (λL cut) ∪ (λC cut) ∪ (λR cut),
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FIGURE 4.3. The RHP P(6) for the transition region.
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FIGURE 4.4. The RHP P (mod) for the transition region.

and the jump matrix V (mod) is given by Figure 4.4 and

(4.23)

V (mod)
L =

[
0 e−i(�L t+ωL )

−ei(�L t+ωL ) 0

]
,

V (mod)
C =

[
0 −e−i(�C t+ωC )

ei(�C t+ωC ) 0

]
, V (mod)

R =
[

0 1

−1 0

]
.

We now write M (6) = M (err) M (mod) for large z, which gives, using equation (A.40),

(4.24) q(x, t) = −2
(
M (mod)

1 + M (err)
1

)
12

ei[(G(∞)−µ|ξ |−µ2/2+A2)t+g(∞)].

Sections 4.6, 4.7, 4.8, and 4.9 complete the error analysis by showing
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FIGURE 4.5. The canonical homology cycles {A1, A2, B1, B2}. The

solid lines lie on the first sheet, while the dashed lines lie on the sec-

ond sheet.

LEMMA 4.1 |M (err)
1 | = O(t−1/2).

The model problem is now solved explicitly in terms of theta functions. Let

the cycles A1, A2, B1, and B2 define the canonical homology basis for the torus

of genus 2 as shown in Figure 4.5. Now pick a basis of holomorphic differentials

{ω1, ω2} of the form

(4.25) ωi = Pi (z)

λLλCλR
dz, i = 1, 2,

where Pi (z) are first-order polynomials. Normalize the basis so

(4.26)

∫
Aj

ωi = 1, i, j = 1, 2.

The 2 × 2 Riemann period matrix is given by

(4.27) τi j =
∫
Bj

ωi , i, j = 1, 2.

τ is purely imaginary and symmetric, and −iτ is positive definite. Define the theta

function by

(4.28) θ(s) =
∑
�∈Z2

e2π i〈�,s〉+π i〈�,τ�〉, s ∈ C
2,
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where 〈 · , · 〉 is the standard inner product for C
2. Define ei as the i th column of

[ 1 0
0 1 ] and si as the i th entry of s. Then θ(s) has the properties

θ(s) = θ(−s),(4.29)

θ(s + ei ) = θ(s),(4.30)

θ(s + τei ) = e2π isi −π iτi i θ(s).(4.31)

The vector-valued function u(z) is given by

(4.32) u(z) =
(∫ z

µ/2−i A
ω1,

∫ z

µ/2−i A
ω2

)T

.

Let

� = (�L , �C)T,(4.33)

ω = (ωL , ωC)T,(4.34)

and define the single-valued function

M(z, d) = (M1,M2)

=
(

θ( �
2π

t + ω
2π

+ u(z) + d)

θ(u(z) + d)
,
θ( �

2π
t + ω

2π
− u(z) + d)

θ(−u(z) + d)

)
,

(4.35)

where d ∈ C
2 is determined below. The jump conditions for M are given by

(4.36)

M+ = M−

[
0 e−i(�L t+ωL )

ei(�L t+ωL ) 0

]
on the λL cut,

M+ = M−

[
0 e−i(�C t+ωC )

ei(�C t+ωC ) 0

]
on the λC cut,

M+ = M−

[
0 1

1 0

]
on the λR cut.

Next, define

(4.37) γ (z) =
(

(z − (−µ

2
+ i A)) · (z − α) · (z − (

µ

2
+ i A))

(z − (−µ

2
− i A)) · (z − α) · (z − (

µ

2
− i A))

)1/4

so that γ (z) ∼ 1 as z → ∞ and the branch cuts lie on the λL , λC , and λR cuts.

Also set

(4.38) N = 1

2

[
(γ + γ −1)M1(z, d) −i(γ − γ −1)M2(z, d)

i(γ − γ −1)M1(z,−d) (γ + γ −1)M2(z,−d)

]
.
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N has the correct jump conditions:

(4.39)

N+ = N−

[
0 e−i(�L t+ωL )

−ei(�L t+ωL ) 0

]
on the λL cut,

N+ = N−

[
0 e−i(�C t+ωC )

−ei(�C t+ωc) 0

]
on the λC cut,

N+ = N−

[
0 1

−1 0

]
on the λR cut.

Let z1 and z2 be the two zeros of γ (z) − γ −1(z) and take

(4.40) d = −
∫ X2(z1)

α

(ω1, ω2)
T −

∫ X2(z2)

−µ/2−i A
(ω1, ω2)

T,

where X (zi ) is the preimage of zi on the second sheet. By Farkas and Kra [11],

X1(z1) and X1(z2) are the two zeros of θ(u(z)−d), so N is analytic off the branch

cuts. Now the solution to the model problem is given by

(4.41) M (mod)(z) = ei(G(∞)t+g(∞))σ3N−1(∞)N (z).

Now

(4.42) γ (z) − γ −1(z) = −i(2A + �(α))z−1 + O(z−2) as z → ∞
and

(4.43) N−1(∞) =
[

1
M1(∞,d)

0

0 1
M2(∞,−d)

]
.

Therefore from equation (4.41),

(4.44)
(
M (mod)

1

)
12

= −1

2
(2A + �(α))

M2(∞, d)

M1(∞, d)
ei[G(∞)t+g(∞)].

4.6 The Error Problem P (err)

The jump matrices off �(mod) decay uniformly in time to the identity outside of

neighborhoods of z0, α, and α. Take r ε
α, r ε

α, and r ε
z0

to be small circles of radius

ε centered around α, α, and z0, respectively, with ε chosen so the circles do not

intersect each other or the λL or λR branch cuts. Write

(4.45) M (6) = M (err) M (app)

everywhere in the complex plane. M (app) is defined as

(4.46) M (app) =
{

parametrix of V (6) inside r ε
α, r ε

α, r ε
z0
,

M (mod) outside r ε
α, r ε

α, r ε
z0
,

and satisfies the RHP

P (app) : {�(app), V (app), ei(G(∞)t+g(∞))σ3 as z → ∞}.
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FIGURE 4.7. Detail of the RHP P (app) inside rα
z0

and rε
z0

.

See Figures 4.6 and 4.7. The jump V (app) is given by

V (app)

L = V (mod)
L , V (app)

C =V (mod)
C , V (app)

R = V (mod)
R ,

V (app)

i = V (6)

i , i = 1, . . . , 8.
(4.47)

V (app)
z0

has the form I + O(t−1/2), and V (app)
α and V (app)

α have the form I + O(t−1).

This definition of M (app) implies M (err) satisfies the RHP

P (err) : {�(err), V (err), I as z → ∞},
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FIGURE 4.8. The RHP P (err) for the transition region.

where V (err) is defined by Figure 4.8 and

V (err)
i = M (app)V (6)

i (M (app))−1 outside r ε
z0
, r ε

α, and r ε
α, i = 1, . . . , 6,

V (err)
z0

= M (app)
− (V (app)

z0
)−1(M (app)

− )−1 on r ε
z0
,

V (err)
α = M (app)

− (V (app)
α )−1(M (app)

− )−1 on r ε
α,

V (err)
α = M (app)

− (V (app)

α )−1(M (app)
− )−1 on r ε

α.

(4.48)

4.7 Construction of the Parametrix near α Using Airy Functions

The parametrix near α will be constructed explicitly using the method of Deift,

Kriecherbauer, McLaughlin, Venakides, and Zhou [5]. The construction around α

is similar. Start with the RHP

P (Q0) : {�(Q0), V (Q0), M (mod) on r ε
α}.

The jump matrices V (Q0)

i are given by Figure 4.9 and

(4.49)

V (Q0)

1 =
[

1 δ2 P−1e−i(ht+2g)

0 1

]
, V (Q0)

2 =
[

1 0

δ−2 Pei(ht+2g) 1

]
,

V (Q0)

3 =
[

0 δ2 P−1e−i[( f +G++G−)t+g++g−]

−δ−2 Pei[( f +G++G−)t+g++g−] 0

]
.

The jump matrices can be reduced to constants by writing

(4.50) V (Q1) = e−i[ i
2 ln(δ2/P)+( 1

2 f +G−)t+g−]σ3 V (Q0)ei[ i
2 ln(δ2/P)+( 1

2 f +G+)t+g+]σ3

or

(4.51) V (Q1)

1 =
[

1 1

0 1

]
, V (Q1)

2 =
[

1 0

1 1

]
, V (Q1)

3 =
[

0 1

−1 0

]
.
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The function Q(1) satisfies the new RHP P (Q1). Now introduce the auxiliary con-

tour �(Q1) that divides the complex plane into four regions, I, II, III, and IV (see

Figure 4.9). The function

(4.52) Q(1)(ζ ) =



[
Ai(ζ ) Ai(e4iπ/3ζ )

Ai′(ζ ) e4iπ/3Ai′(e4iπ/3ζ )

]
e−iπσ3/6, ζ ∈ I,

[
Ai(ζ ) Ai(e4iπ/3ζ )

Ai′(ζ ) e4iπ/3Ai′(e4iπ/3ζ )

]
e−iπσ3/6

[
1 0

−1 1

]
, ζ ∈ II,

[
Ai(ζ ) −e4iπ/3Ai(e2iπ/3ζ )

Ai′(ζ ) −Ai′(e2iπ/3ζ )

]
e−iπσ3/6

[
1 0

1 1

]
, ζ ∈ III,

[
Ai(ζ ) −e4iπ/3Ai(e2iπ/3ζ )

Ai′(ζ ) −Ai′(e2iπ/3ζ )

]
e−iπσ3/6, ζ ∈ IV,

satisfies the jump conditions Q(1)
+ = Q(1)

− V (Q1)

i on �(Q1), which can be checked

with the aid of the identity

(4.53) Ai(ζ ) + e2iπ/3Ai(e2iπ/3ζ ) + e4iπ/3Ai(e4iπ/3ζ ) = 0.

Now suppose F(z) : r ε
α → F(r ε

α) is a biholomorphic function mapping �(Q0) ∩ r ε
α

onto �(Q1) ∩ F(r ε
α) and satisfying F(α) = 0. Then, for an appropriate choice of

the analytic 2 × 2 matrix-valued function E(z),

(4.54) Q(0)(z) = E(z)Q(1)(F(z))ei[ i
2 ln(δ2/P)+( 1

2 f +G)t+g]σ3

will satisfy the RHP (V (Q0), �(Q0)). E(z) and F(z) are chosen using the asymp-

totics of the Airy function (see Abramowitz and Stegun [2]):

Ai(ζ ) ∼ 1

2
√

π
ζ− 1

4 e− 2
3 ζ 3/2

(1 + O(ζ−3/2)), |arg(ζ ) < π |,(4.55)

Ai′(ζ ) ∼ − 1

2
√

π
ζ

1
4 e− 2

3 ζ 3/2

(1 + O(ζ−3/2)), |arg(ζ ) < π |.(4.56)

The asymptotics of Ai show that F(z) should satisfy

(4.57)
2

3
(F(z))3/2 = i(z − α)3/2H(z)t,

where H(z) is analytic. Therefore,

(4.58) F(z) = (z − α)

(
3i

2
Ht

)3/2

is analytic. Now E(z) is chosen to be an analytic approximation of

M (mod)
[
Q(1)(F(z))ei[ i

2 ln(δ2/P)+( 1
2 f +G)t+g]σ3

]−1
.
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FIGURE 4.9. The RHPs P (Q0) and P (Q1).

From equations (4.55) and (4.56),

(4.59) Q(1)(ζ )euσ3 ∼ eiπ/12

2
√

π

[
ζ−1/4 0

0 ζ 1/4

]([
1 1

−1 1

]
e−iπσ3/4 + O(u−1)

)
.

Choose

(4.60) E(z) = √
πe−iπ/12 M (mod)(z)eiπσ3/4

[
1 −1

1 1

] [
(F(z))1/4 0

0 (F(z))−1/4

]
.

This gives

(4.61) V (app)
α = I + O(t−1)

and completes the construction of the parametrix Q(0)(z).

4.8 Construction of the Parametrix near z0

The construction of the parametrix near z0 is similar to the construction in the

plane-wave and residual regions with additional contour splits. See Appendix B for

details in the plane-wave case. However, in the transition region extra care must be

taken because z0 now lies on the λC cut, which is a branch cut of h(z).
To the left of the λC cut and in Dε

z0
, h(z) can be written in a Taylor series as

(4.62) h(z) = hL
0 +

∞∑
n=2

hL
n (z − z0)

n.

Similarly, to the right of the λC cut and in Dε
z0

, h(z) can be written

(4.63) h(z) = h R
0 +

∞∑
n=2

h R
n (z − z0)

n.



LONG-TIME NLS SHOCK ASYMPTOTICS 1401

��
���
�

��
���
�

��
���
�

��
���
�

��
���
�

��
���
�

��
���
�

��
���
�

�

FIGURE 4.10. The RHP P̂(0) for the transition region.

In Dε
z0

, define T : z → ẑ by

(4.64) ẑ =


i

√
t

2
(z − z0)

( ∞∑
n=0

hL
n+2(z − z0)

n

)1/2

left of the λC cut,√
t

2
(z − z0)

( ∞∑
n=0

h R
n+2(z − z0)

n

)1/2

right of the λC cut.

Now

(4.65) T (h(z)t) =
{

hL
0 t − 2ẑ2 left of the λC cut,

h R
0 t + 2ẑ2 right of the λC cut.

The transformation is chosen so that a z on the λC cut is mapped to the same ẑ
using either formula.

In T (Dε
z0
), M̂ (0) is defined to satisfy the jump conditions of T (V (6)). �̂(0) is

chosen to be four straight lines through ẑ = 0 that do not intersect T (λL cut) or

T (λR cut) (see Figure B.1). As in Appendix B, we can express z in terms of ẑ as

(4.66) z = z0 +
∞∑

n=1

βn

(
ẑ√
t

)n

,

where the βn can be expressed in terms of known quantities and are understood to

be possibly different if ẑ is to the left or right of T (λC cut). Given F(z), define F̂
by

(4.67) F̂(ẑ) = F

(
z0 +

∞∑
n=1

βn

(
ẑ√
t

)n)
.
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The RHP is written as

P̂ (0) : {�̂(0), V̂ (0), I as ẑ → ∞},
with

(4.68)

V̂ (0)
1 =

[
1 0

δ̂−2 P̂ei(hL
0 t−2ẑ2+2ĝ) 1

]
, V̂ (0)

2 =
[

1 δ̂2 P̂e−i(hL
0 t−2ẑ2+2ĝ)

0 1

]
,

V̂ (0)
3 =

[
0 e−i(�C t+ωC )

−ei(�C t+ωc) 0

]
, V̂ (0)

4 =
[

0 −e−i(�C t+ωC )

ei(�C t+ωc) 0

]
,

V̂ (0)
5 =

[
1 0

δ̂−2 P̂ei(h R
0 t+2ẑ2+2ĝ) 1

]
, V̂ (0)

6 =
[

1 δ̂2 P̂e−i(h R
0 t+2ẑ2+2ĝ)

0 1

]
,

V̂ (0)
7 =

[
1 0

δ̂−2ρ̂ei(h R
0 t+2ẑ2+2ĝ) 1

]
, V̂ (0)

8 =
[

1 δ̂2ρ̂e−i(h R
0 t+2ẑ2+2ĝ)

0 1

]
.

The construction of the parametrix now continues along similar lines as in Appen-

dix B, yielding

(4.69) V (app)

z0 = I + O(t−1/2).

4.9 The Error Estimate

Combining equations (4.48), (4.61), and (4.69) and the uniform decay of V (err)
i ,

i = 1, . . . , 6, gives

(4.70) ‖V (err) − I‖L p(�(err)) = O(t−1/2), p = 1, 2.

Continuing as in the error estimate for the plane-wave and residual regions leads to

|M (err)
1 | = O(t−1/2), which is Lemma 4.1. Now Theorem 1.3 is proven by Lemma

4.1 and equations (4.24) and (4.44).

Appendix A: The Forward Scattering Problem

A.1 Solution to the Zakharov-Shabat Eigenvalue Problem at t = 0

For any time t and large enough x , q(x, t) should behave asymptotically like a

plane wave Ae−iµ|x |−ikt . The dispersion relation from NLS is k = µ2/2 − A2, so

q(x, t) ∼ Ae−iµ|x |−i(µ2/2−A2)t as |x | → ∞. Start with the Lax pair (1.3)–(1.4) and

make the transformation

(A.1) W (x, t) =
[

e−i[µ|x |+(µ2/2−A2)t]/2 0

0 ei[µ|x |+(µ2/2−A2)t]/2

]
U (x, t).

The Lax pair becomes

Ux = −i

 (
z ∓ µ

2

)
qeiµ|x |+i(µ2/2−A2)t

q̄e−iµ|x |−i( µ2

2 −A2)t − (
z ∓ µ

2

)
U = −i D̂U,(A.2)
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Ut = −i

 z2 − 1
2
|q|2 − 1

2
(
µ2

2
− A2) (zq + 1

2
iqx )ei[µ|x |+(µ2/2−A2)t]

(zq̄ − 1
2
i q̄x )e−i[µ|x |+(µ2/2−A2)t] −z2 + 1

2
|q|2 + 1

2
(µ2/2 − A2)

U(A.3)

= −i ĈU,

where the minus sign holds for x > 0 and the plus sign for x < 0. At time t = 0,

the x-evolution equation simplifies to

(A.4) Ux = −i

[(
z ∓ µ

2

)
A

A − (
z ∓ µ

2

)]U.

This linear system can be solved explicitly for U . The matching condition between
the solution for x > 0 and x < 0 is that U (x) is continuous at x = 0. For z ∈ R,

(A.5) U (x, z) =



[−λL+(z+µ/2)
A 1

1
λL−(z+µ/2)

A

][
eiλL x 0

0 e−iλL x

][
c1L

c2L

]
, x < 0,[−λR+(z−µ/2)

A 1

1
λR−(z−µ/2)

A

][
eiλR x 0

0 e−iλR x

][
c1R

c2R

]
, x > 0.

Here c1L , c2L , c1R, and c2R are constants independent of x that may depend on z.

λL and λR are defined by (1.9).

A.2 The Reflection Coefficient at t = 0

The eigenvector solutions �1 and �2 (see [3]) are defined for real z by their

behavior as x → ∞:

(A.6) �1(z; x, t) =
[

1

λR−(z−µ/2)

A

]
e−iλR x , �2(z; x, t) =

[−λR+(z−µ/2)

A

1

]
eiλR x .

Similarly, let �1 and �2 be defined by their behavior as x → −∞:

(A.7) �1(z; x, t) =
[

1

λL−(z+µ/2)

A

]
e−iλL x , �2(z; x, t) =

[−λL+(z+µ/2)

A

1

]
eiλL x .

The initial data is symmetric in x , so from here on the problem is restricted to

x ≥ 0. �1 and �2 form a basis for the solution set for z ∈ R, so at t = 0

(A.8) �1(z; x, 0) = a(z; 0)�1(z; x, 0) + b(z; 0)�2(z; x, 0).

a(z; t) and b(z; t) are independent of x . Explicitly,

(A.9) a(z; 0) =
(
λR + (z − µ/2) + λL − (z + µ/2)

)
2λR

and

(A.10) b(z; 0) = −λR − (z − µ/2)

A

λR − (z − µ/2) − λL + (z + µ/2)

2λR
.
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Define the scattering coefficient ρ(z) as

ρ(z) = b(z; 0)

a(z; 0)

= −λR − (z − µ/2)

A

(λR − (z − µ/2) − λL + (z + µ/2))

(λR + (z − µ/2) + λL − (z + µ/2))
.

(A.11)

A.3 Time Evolution of the Reflection Coefficient

Let �
(t)
1 (z; x, t) be the solution to the equation ∂t�

(t)
1 = −i Ĉ�

(t)
1 with initial

condition �1(z; x, 0).

(A.12) Ĉ =
(

z − µ

2

)[
z + µ

2
A

A −z − µ

2

]
as x → −∞,

so

(A.13) �
(t)
1 (z; x, t) = e−i(z−µ/2)λL t

[
1

λL−(z+µ/2)

A

]
e−iλL x as x → −∞.

�1(z; x, t) is normalized to be constant in time as x → −∞. Therefore

(A.14) �1(z; x, t) = ei(z−µ/2)λL t�
(t)
1 (z; x, t).

Also, let �
(t)
1 (z; x, t) be the solution to the equation ∂t�

(t)
1 = −i Ĉ�

(t)
1 with initial

condition �1(z; x, 0) and define �
(t)
2 (z; x, t) analogously.

(A.15) Ĉ =
(

z + µ

2

)[
z − µ

2
A

A −z + µ

2

]
as x → ∞,

so

(A.16) �
(t)
1 (z; x, t) = e−i(z+µ/2)λRt

[
1

λR−(z−µ/2)

A

]
e−iλR x as x → ∞

and

(A.17) �
(t)
2 (z; x, t) = ei(z+µ/2)λRt

[−λR+(z−µ/2)

A

1

]
eiλR x as x → ∞.

�1(z; x, t) and �2(z; x, t) are normalized to be constant in time as x → ∞. There-

fore

(A.18) �1(z; x, t) = ei(z+µ/2)λRt�
(t)
1 (z; x, t)

and

(A.19) �2(z; x, t) = e−i(z+µ/2)λRt�
(t)
2 (z; x, t).

Now

(A.20) �1(z; x, t) = a(z; t)�1(z; x, t) + b(z; t)�2(z; x, t)

or

(A.21) ei(z−µ/2)λL t�
(t)
1 = aei(z+µ/2)λRt�

(t)
1 + be−i(z+µ/2)λRt�

(t)
2 .
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As x → ∞, since Ĉ is constant,

�
(t)
1 (x, t) = e−i Ĉ t�1(x, 0),(A.22)

�
(t)
1 (x, t) = e−i Ĉ t�1(x, 0),(A.23)

�
(t)
2 (x, t) = e−i Ĉ t�2(x, 0).(A.24)

Therefore, as x → ∞,

(A.25) ei(z−µ/2)λL t�1(z; x, 0) =
ei(z+µ/2)λRta�1(z; x, 0) + e−i(z+µ/2)λRt b�2(z; x, 0).

Comparing this with

(A.26) �1(z; x, 0) = a(z; 0)�1(z; x, 0) + b(z; 0)�2(z; x, 0)

gives

a(z; t) = ei[−(z+µ/2)λR+(z−µ/2)λL ]t a(z; 0),(A.27)

b(z; t) = ei[(z+µ/2)λR+(z−µ/2)λL ]t b(z; 0).(A.28)

Note that the coefficient a(z; t) depends on t . Now

(A.29) r(z; t) = b(z; t)

a(z; t)
= e2i(z+µ/2)λRtρ(z).

A.4 The Fundamental Solution M(0)(z)

a(z; t), b(z; t), ρ(z), �1,2(z; x, t), and �1,2(z; x, t) can be extended analyt-

ically to the entire complex z-plane except for the λL and λR branch cuts. For

x > 0, choose the fundamental solution M (0)(z; x, t) to be

(A.30) M (0) =

[

�1(z;x,t)
a(z;t)D(z)e

iλR x �2(z; x, t)e−iλR x
]
, �z > 0,[

�1(z; x, t)eiλR x �2(z;x,t)
a(z;t)D(z)e

−iλR x
]
, �z < 0,

and for x < 0 choose

(A.31) M (0) =

[

�1(z;x,t)
a(z;t)D(z)e

iλL x �2(z; x, t)e−iλL x
]
, �z > 0,[

�1(z; x, t)eiλL x �2(z;x,t)
a(z;t)D(z)e

−iλL x
]
, �z < 0,

where

(A.32) D(z) = det
[
�1 �2

] = 2λ2
R − 2(z − µ/2)λR

A2

is independent of x and t by equations (1.3) and (1.4) and Abel’s theorem. The

function M (0)(z; x, t) is analytic except across the real z-axis and the branch cuts

for λL and λR , and is normalized to the identity matrix as z → ∞. The factor of D
is included to ensure det M (0) = 1 for all z. For instance, for x > 0 and �z > 0,

(A.33) det M (0) = det
[

1
D (�1 + r�2)eiλR x �2e−iλR x

] = 1

D
det

[
�1 �2

] = 1.
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The determinant condition can be checked for �z < 0 using the identity

(A.34) �2(z; x, t) = −b(z; t)�1(z; x, t) + a(z; t)�2(z; x, t).

A.5 Reconstructing q(x, t) from M(0)(z)

M (0) in the upper half z-plane can be written as UeiλR xσ3 , where

(A.35) U =
[

�1

a(z;t) , �2

]
satisfies equation (A.2). As z → ∞, equation (A.2) becomes

(A.36) Ux = −i

[
z qei[µ|x |+(µ2/2−A2)t]

qe−i[µ|x |+(µ2/2−A2)t] −z

]
U.

Also,

(A.37) U = M (0)e−i zxσ3 .

Therefore, as z → ∞, M (0) satisfies

(A.38) M (0)
x − i zM (0)σ3 = −i

[
z qei[µ|x |+(µ2/2−A2)t]

qe−i[µ|x |+(µ2/2−A2)t] −z

]
M (0).

Write M (0) at infinity in a Laurent series as

(A.39) M (0) = I + z−1 M (0)

1 + z−2 M (0)

2 + · · · ,

where the M (0)

i are independent of z. Looking at the 12-entry of this matrix equa-

tion and matching terms of order unity gives

(A.40) q(x, t) = −2
(
M (0)

1

)
12

e−i[µ|x |+(µ2/2−A2)t],

where (M (0)

1 )12 is the 12-entry of M (0)

1 .

Appendix B: The Plane-Wave Region Parametrix

This appendix outlines the construction of M (app) inside r ε
z0

for the plane-wave

region. The idea is to use a locally analytic transformation T : z → ẑ to simplify

the phase function f . The parametrix is then constructed via a method used by

Deift and Zhou [9] for the defocusing NLS.

B.1 Reduction to a Constant RHP P (ψ)

By the definition of z0 and the Cauchy-Riemann equations, z0 is a stationary

point of f (z), so f ′(z0) = 0. Therefore f (z) can be written in a Taylor series

around z0 as

(B.1) f (z) = f0 +
∞∑

n=2

fn(z − z0)
n,



LONG-TIME NLS SHOCK ASYMPTOTICS 1407

��
���
�

��
���
�

��
���
�

��
���
�

�

FIGURE B.1. The RHP P̂(0) for the plane-wave region.

where the fi depend only on A, µ, and ξ . In Dε
z0

, define T : z → ẑ by

(B.2) ẑ =
√

t

2
(z − z0)

( ∞∑
n=0

fn+2(z − z0)
n

)1/2

.

Then T is biholomorphic in Dε
z0

, and T (ei f (z)t) = ei f0t e2i ẑ2
.

The transformed RHP is called P̂ (0). In T (Dε
z0
), M̂ (0) needs to satisfy the jump

conditions of T (V (3)). The solution outside T (r ε
z0
) is not used, so we are free to

choose the contour, jumps, and normalization. For the contour choose two straight

lines through ẑ = 0 that do not intersect T (λL cut) or T (λR cut) (see Figure B.1).

This contour is independent of t . The RHP is written as

P̂ (0) : {�̂(0), V̂ (0), I as ẑ → ∞},
with

(B.3) V̂ (0)

i = T
(
V (3)

i

)
, i = 1, 2, 3, 4.

To write down formulae for V̂ (0), we express z in terms of ẑ. Starting with equation

(B.2), we see that near z0 we can express ẑ/
√

t as a series as

(B.4)
ẑ√
t

=
∞∑

n=1

αn(z − z0)
n,

where the known coefficients αi depend only on A, µ, and ξ . We also write z − z0

as a series in ẑ/
√

t :

(B.5) z − z0 =
∞∑

n=1

βn

(
ẑ√
t

)n

.
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Now substitute equation (B.5) into equation (B.4) and match powers of ẑ/
√

t . This

yields an infinite system of polynomial equations of the form

α1βk + Pk(βk−1, βk−2, . . . , β1) = 0,

where Pk is a polynomial with coefficients depending on α1, . . . , αk . Therefore

the βk can be solved for recursively in terms of known quantities starting with

β1 = 1/α1.

Given a function F(z), define F̂(ẑ) by

(B.6) F̂(ẑ) = F

(
z0 +

∞∑
n=1

βn

(
ẑ√
t

)n)
.

Using integration by parts, δ̂ can be written

(B.7) δ̂(ẑ) = exp

{
ν

[
ln

(
ẑ√
t

)
+ ln β1 + ln

(
1 +

∞∑
n=2

βn

β1

(
ẑ√
t

)n−1)]
+ χ(ẑ)

}
wherein

ν = 1

2π i
ln(1 + ρ2(z0)),(B.8)

χ(ẑ) = − 1

2π i

∫ z0

−∞
ln

(
−ζ + z0 +

∞∑
n=1

βn

(
ẑ√
t

)n)
d ln(1 + ρ2(ζ )).(B.9)

Now write

(B.10) δ̂e−i( f̂ t/2+ĝ) = δ̂0 δ̂1,

where δ̂0 and δ̂1 are defined by

δ̂0 = t−ν/2 exp

[
ν ln β1 + χ(0) − i f0

t

2
− i ĝ(0)

]
,(B.11)

δ̂1(ẑ) = ẑν exp

[
−i ẑ2 + ln

(
1 +

∞∑
n=2

βn

β1

(
ẑ√
t

)n−1)
(B.12)

+ χ(ẑ) − χ(0) − i ĝ(ẑ) + i ĝ(0)

]
.

So V̂ (0) can be written as

(B.13)

V̂ (0)

1 =
[

1 (δ̂0 δ̂1)2 ρ̂

1+ρ̂2

0 1

]
, V̂ (0)

2 =
[

1 0

(δ̂0 δ̂1)−2 ρ̂

1+ρ̂2 1

]
,

V̂ (0)

3 =
[

1 0

(δ̂0 δ̂1)−2ρ̂ 1

]
, V̂ (0)

4 =
[

1 (δ̂0 δ̂1)2ρ̂

0 1

]
.

To factor out the ẑ-independent δ̂0, introduce

(B.14) M̂ (1) = (δ̂0)−σ3 M̂ (0)(δ̂0)σ3 .
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FIGURE B.2. The RHP P̂(2) for the plane-wave region.

M̂ (1) satisfies the RHP

P̂ (1) : {�̂(1) = �̂(0), V̂ (1) = (δ̂0)−σ3 V̂ (0)(δ̂0)σ3, I as ẑ → ∞}.
The jump matrix V̂ (1) is given explicitly by

(B.15)

V̂ (1)

1 =
[

1 (δ̂1)2 ρ̂

1+ρ̂2

0 1

]
, V̂ (1)

2 =
[

1 0

(δ̂1)−2 ρ̂

1+ρ̂2 1

]
,

V̂ (1)

3 =
[

1 0

(δ̂1)−2ρ̂ 1

]
, V̂ (1)

4 =
[

1 (δ̂1)2ρ̂

0 1

]
.

As t → ∞, ρ̂(ẑ) and δ̂1(ẑ) tend uniformly in t to ρ̂(0) and ẑνe−i ẑ2
, respectively.

Thus for large times, V̂ (1) ∼ V̂ (2) where V̂ (2) is independent of t . Augment the

contour �̂(1) by adding the real axis oriented left to right with jump equal to the

identity. This divides the ẑ-plane into six regions �1, . . . , �6, as shown in Fig-

ure B.2. M̂ (2) is defined to be the solution to the RHP

P̂ (2) : {�̂(2) = �̂(1) ∪ R, V̂ (2), I as ẑ → ∞},
where

(B.16)

V̂ (2)

1 =
[

1 ẑ2νe−2i ẑ2 ρ̂(0)

1+ρ̂2(0)

0 1

]
, V̂ (2)

2 =
[

1 0

ẑ−2νe2i ẑ2 ρ̂(0)

1+ρ̂2(0)
1

]
,

V̂ (2)

3 =
[

1 0

ẑ−2νe2i ẑ2
ρ̂(0) 1

]
, V̂ (2)

4 =
[

1 ẑ2νe−2i ẑ2
ρ̂(0)

0 1

]
,

V̂ (2)

5 = V̂ (2)

6 = I.

From Deift and Zhou [9],
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(B.17) M̂ (1)

1 = M̂ (2)

1 + O(t−1/2 ln t).

Note that ρ̂(ẑ) and f̂ (ẑ) no longer appear in the jump matrices V̂ (2). Therefore the

barriers to deforming the contours back to the real axis have been removed. Define

the function

(B.18) φ(ẑ. =


ẑ−νσ3

(
V̂ (2)

i

)−1
, �i , i = 1, 3,

ẑ−νσ3 V̂ (2)

i �i , i = 2, 4,

ẑ−νσ3, �5 ∪ �6.

Also define M̂ (3. = M̂ (2)φ−1 as the solution to the RHP

P̂ (3. : {�̂(3., V̂ (3., ẑνσ3 as ẑ → ∞}.
Observe that ẑν has a jump discontinuity on the negative real axis, and therefore

(B.19)

(
ẑ+
ẑ−

)ν

= eν(ln |ẑ|+iπ)

eν(ln |ẑ|−iπ)
= e2iπν = 1 + ρ̂2(0) on (−∞, 0).

Using this yields

(B.20) V̂ (3)

i =

e−i ẑ2 ad σ3

[
1 + ρ̂2(0) ρ̂(0)

ρ̂(0) 1

]
, i = 5, 6,

I, i = 1, 2, 3, 4.

We arrive at a constant-jump RHP on the real axis by defining

(B.21) ψ = M̂ (3)e−i ẑ2σ3 .

ψ satisfies the Riemann-Hilbert problem

P (ψ) : {�(ψ) = R, V (ψ), e−i ẑ2σ3 ẑνσ3 as ẑ → ∞}.
B.2 Solution of the RHP P (ψ)

Starting with ψ+ = ψ−V (ψ), it follows that

(B.22) (∂ẑψ + 2i ẑσ3ψ)+ = (∂ẑψ + 2i ẑσ3ψ)−V (ψ).

Since (∂ẑψ + 2i ẑσ3ψ) and ψ have the same jump across R, (∂ẑψ + 2i ẑσ3ψ)ψ−1

is analytic everywhere in the complex plane. Define

(B.23) ψ̃ = ẑ−νσ3ei ẑ2σ3ψ.

Now because det(ψ̃) = det(ψ) = 1 for all ẑ, ψ̃−1 exists and

(B.24) ψ̃−1 = I − ẑ−1 M̂ (2)

1 + O(ẑ−2) as ẑ → ∞.

This gives

(∂ẑψ + 2i ẑσ3ψ)ψ−1(B.25)

= (∂ẑ(ψ̃ ẑνσ3e−i ẑ2σ3) + 2i ẑσ3ψ̃ ẑνσ3e−i ẑ2σ3)ei ẑ2σ3 ẑ−νσ3(ψ̃)−1

= (∂ẑψ̃)(ψ̃)−1 + ν ẑ−1ψ̃σ3(ψ̃)−1 − 2i ẑψ̃σ3(ψ̃)−1 + 2i ẑσ3ψ̃(ψ̃)−1
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= 2i ẑ[σ3, ψ̃](ψ̃)−1 + O(ẑ−1)

= 2i ẑ[σ3, I + ẑ−1 M̂ (2)

1 + O(ẑ−2)](I − ẑ−1 M̂ (2)

1 + O(ẑ−2)) + O(ẑ−1)

= 2i[σ3, M̂ (2)

1 ] + O(ẑ−1).

This is bounded in ẑ, so (∂ẑψ +2i ẑσ3ψ)ψ−1 is bounded and entire. By Liouville’s

theorem,

(B.26) ∂ẑψ + 2i ẑσ3ψ = 2i[σ3, M̂ (2)

1 ]ψ = 4i

[
0 (M̂ (2)

1 )12

−(M̂ (2)

1 )21 0

]
ψ.

Define

(B.27) β12 = 4i(M̂ (2)

1 )12, β21 = −4i(M̂ (2)

1 )21.

Now, two of the components of equation (B.26) yield the system

∂ẑψ11 + 2i ẑψ11 = β12ψ21,

∂ẑψ21 − 2i ẑψ21 = β21ψ11,
(B.28)

which reduces to

(B.29) ∂2
ẑ ψ11 + (4ẑ2 + 2i − β12β21)ψ11 = 0.

Let ψ+ be the solution ψ for �ẑ > 0 and ψ− the solution for �ẑ < 0. Set

(B.30) ψ+
11(ẑ) = j (e−3iπ/4 ẑ) = j (ζ ).

j (ζ ) satisfies the standard parabolic cylinder equation

(B.31) ∂2
ζ j +

(
1

2
− ζ 2

4
+ a

)
j = 0

for a = i
4
β12β21. This means

(B.32) ψ+
11(ẑ) = c1 Da(2e−3iπ/4 ẑ) + c2 Da(−2e−3iπ/4 ẑ)

for some constants c1 and c2. The asymptotics of the parabolic cylinder function

Da(ζ ) are given in Abramowitz and Stegun [2] as

(B.33) Da(ζ ) = ζ ae−ζ 2/4(1 + O(ζ−2)), ζ → ∞, |arg ζ | <
3π

4
.

Also, from the asymptotics for ψ , for ζ > 0,

(B.34) ψ+
11

(
1

2
e3iπ/4ζ

)
=

(
1

2
e3iπ/4

)ν

ζ νe−ζ 2/4(1 + O(ζ−1)) as ζ → ∞.

Therefore by matching along the positive real axis, a = ν, c1 = ( 1
2
e3iπ/4)ν , and

c2 = 0. So

(B.35) ψ+
11 =

(
1

2
e3iπ/4

)ν

Da(2e−3iπ/4 ẑ).
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From equation (B.28),

(B.36)

ψ+
21 = β−1

12 (∂ẑψ
+
11 + 2i ẑ∂+

11)

= β−1
12

(
1

2
e3iπ/4

)ν[
∂ẑ Dν(2e−3iπ/4 ẑ) + 2i ẑDν(2e−3iπ/4 ẑ)

]
.

Similar computations are done in the lower half-plane. Start by defining

(B.37) k(2eiπ/4) = ψ−
11(ẑ).

The end result is

(B.38) ψ−
11 =

(
1

2
e−iπ/4

)ν

Da(2eiπ/4 ẑ)

and

(B.39) ψ−
21 = β−1

12

(
1

2
e−iπ/4

)ν[
∂ẑ Dν(2eiπ/4 ẑ) + 2i ẑDν(2eiπ/4 ẑ)

]
.

From the jump condition, (ψ−)−1ψ+ = V (ψ), so

ρ̂(0) = ψ−
11ψ

+
21 − ψ+

11ψ
−
21

=
(

1

2
eiπ/4

)2ν

β−1
12 Wronskian

[
Dν(2eiπ/4 ẑ), Dν(2e−3iπ/4 ẑ)

]
= (2π)1/22eiπ/4

(
1
2
eiπ/4

)2ν

β12�(−ν)
,

(B.40)

from which it is possible to express β12 in terms of known quantities. Explicit

formulae for ψ12 and ψ22 may be obtained in an analogous manner.

B.3 Computation of V
(err)
z0

Now that ψ is known, M̂ (0) is given by

(B.41) M̂ (0) = (δ̂0)σ3ψei ẑ2σ3φ(δ̂0)−σ3 + O(t−1/2 ln t).

We are interested in the behavior of M̂ (0) on T (r ε
z0
). As t approaches ∞, ẑ ∈ T (r ε

z0
)

also tends to infinity. By equations (B.14) and (B.17), for large t

M̂ (0) = I + 1

ẑ
M̂ (0)

1 + O(ẑ−2)

= I + 1

ẑ
(δ̂0)σ3(M̂ (2)

1 + O(t−1/2 ln t))(δ̂0)−σ3 + O(ẑ−2)

(B.42)

on T (r ε
z0). Switching back to z using (B.4), we have

(B.43) T −1(M̂ (0)) = I + O(t−1/2)

on r ε
z0

. M (mod) is analytic near z0, so define

(B.44) M (app) = M (mod)T −1(M̂ (0)) inside r ε
z0
.
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By the definition of M (app) in (2.33), V (app)
z0

= I + O(t−1/2) for large t . By equation

(2.35),

(B.45) V (err)
z0

= I + O(t−1/2)

for large t .
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