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Direct Adaptive Dynamic Compensation for
Minimum Phase Systems With
Unknown Relative Degree

Jesse B. Hoagg and Dennis S. Bernstein

Abstract—We consider parameter-monotonic direct adap-
tive control for single-input-single-output minimum-phase
linear time-invariant systems with knowledge of the sign of
the high-frequency gain (first nonzero Markov parameter) and
an upper bound on the magnitude of the high-frequency gain.
The first part of the paper is devoted to fixed-gain analysis of
single-parameter high-gain-stabilizing controllers. Two novel
fixed-gain dynamic compensators are presented for stabilizing
minimum-phase systems. One compensator stabilizes systems
with arbitrary-but-known relative degree, while the other uti-
lizes a Fibonacci series construction to stabilize systems with
unknown-but-bounded relative degree. Next, we provide a general
treatment of parameter-monotonic adaptive control, including
a result that guarantees state convergence to zero. This result is
then combined with the high-gain-stabilizing controllers to yield
parameter-monotonic direct adaptive dynamic compensation
for minimum-phase systems with either arbitrary-but-known or
unknown-but-bounded relative degree.

Index Terms—Adaptive control, Fibonacci, parameter mono-
tonic, relative degree.

1. INTRODUCTION

ANY adaptive control methods rely on parameter es-
Mtimation algorithms such as recursive least squares,
gradient descent, and projection algorithms [1], [2]. Param-
eter estimation algorithms are used with indirect adaptive
control methods to identify plant parameters, and with direct
adaptive control methods to update controller parameters.
Parameter-estimation-based adaptive controllers generally
require an increasing number of adaptive parameters as the
order of the system increases. For example, the dimension of
a direct model reference adaptive controller increases at least
linearly with the order of the plant, while the dimension of a
recursive-least-squares-based algorithm increases quadratically
with the order of the plant.

Alternatively, high-gain adaptive stabilization methods typ-
ically invoke a minimum phase assumption since zeros attract
poles under high gain [3]-[12]. Adaptive high-gain proportional
feedback can stabilize square multi-input multi-output systems
that are minimum phase and relative degree one [3], [5], [6].
Adaptive controllers that do not require knowledge of the sign
of the high-frequency gain are called universal stabilizers [6],
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[13]-[18]. However, these controllers usually do not perform
well on high-order systems due to slow convergence of the gain-
searching algorithms.

In [7], high-gain dynamic compensation is used to guarantee
output convergence of single-input—single-output (SISO) min-
imum phase systems with arbitrary-but-known relative degree.
This work is surprising since classical root locus is not high-gain
stable for plants with relative degree exceeding two. The dy-
namic compensators in [7] are of order 1/2 (r2 — r), where r
is the relative degree. However, as we show in Section II, the
results of [7] can fail when the relative degree of the plant is
greater than four. Related work on high-gain adaptive control of
systems with arbitrary-but-known relative degree includes [19],
[20], which use high-gain observers.

In this paper, we first develop a class of high-gain dynamic
compensators that use knowledge of the sign of the high-fre-
quency gain to stabilize SISO minimum-phase systems with ar-
bitrary-but-known relative degree. These controllers are of lower
order than those in [7]. Furthermore, we construct a novel class
of high-gain dynamic compensators for SISO minimum-phase
systems with unknown-but-bounded relative degree. This con-
struction uses the Fibonacci series and a variation of root locus.

The present paper also includes a general treatment of param-
eter-monotonic adaptive control. In [3], [5], and [6], the stability
proofs for high-gain adaptive systems require that the control
signal be linear in the adaptive parameter and the closed-loop
system be affine in the adaptive parameter. Although the control
signal in [7] is not linear in the adaptive parameter, the proof of
output convergence requires that the adaptive parameter be a uni-
formly continuous function of time. This a priori assumption on
the adaptive parameter is equivalent to assuming that the output
is bounded. In the present paper, a parameter-monotonic adap-
tation law is shown to guarantee state convergence to zero for a
large class of high-gain-stable closed-loop systems. The param-
eter-monotonic adaptive law incorporates an exponentially de-
caying factor, which has no counterpart in [3] and [5]-[7].

Finally, the parameter-monotonic adaptive law is combined
with the Fibonacci-based high-gain dynamic compensator.
Thus, the main result of the paper is parameter-monotonic
adaptive stabilization of SISO minimum-phase systems with
unknown-but-bounded relative degree.

In Section II, we present a motivating counterexample to the
results presented in [7]. In Section III, we introduce the notion
of parameter-dependent dynamic compensation. Section IV
summarizes relevant root locus results, including a proportional
feedback controller for systems with relative degree not ex-
ceeding two. In Section V, we analyze a fixed-gain compensator
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that stabilizes minimum-phase systems of arbitrary-but-known
relative degree. Section VI presents a fixed-gain analysis
of a Fibonacci-based compensator that stabilizes systems
with unknown-but-bounded relative degree. In Section VII,
we present parameter-monotonic adaptive stabilization. Sec-
tion VIII presents parameter-monotonic adaptive stabilization
for minimum-phase systems with unknown-but-bounded rela-
tive degree. Numerical examples are given in Sections IX and
X. Conclusions are given in Section XI.

II. COUNTEREXAMPLE TO THE RESULTS OF [7]

Consider the unstable plant

1
(s —=5)(s—6)(s—T)(s+ 10)(s + 12)°
2.1
Lemma 4 and [7, Fig. 1] propose a 10th-order controller to high-
gain stabilize (2.1). To satisfy the hypotheses of Lemma 4, an
upper bound on the high-frequency gain of the plant is chosen
to be go 2.5. The gains g1 = 2, go = 5, g3 = 3, and
g4 = 2 are chosen so that the polynomial g(s) = s® + g4s* +
93534252+ g1 5+ go is Hurwitz. Furthermore, define the monic
Hurwitz polynomials r1(s) = s* 4+ 1053 + 40s% + 80s + 64,
ra(s) = 5% + 1252 + 54s 4+ 108, r3(s) = 5% + 8s + 32, and
r4(s) 2 s + 8. The controller given in [7, Lemma 4] yields the
closed-loop characteristic polynomial

700 CXCRTE) ) G

TL + kq4p TL
=1 =1
4
+ k2g3p(s) [ ] ri(s) + K gap(s) H 7i(s
i#3 i#2
i=1 i=1
4 4
+ k*gip(s) H ri(s) + k°q(s) H ri(s)
i=2 i=1

Root locus for the closed-loop dynamics of the controller proposed in [7]. The system is not high-gain stable.

Fig. 1 provides a root locus for p(s) as k — oo. The zero-gain
(k = 0) pole locations are shown by x’s, while the locations
of the roots of 71(s), ..., r4(s), which attract certain poles, are
shown by o’s. Ten of the closed-loop poles converge to the stable
roots of r1(s),...,74(s) as k — oo. The real parts of three of
the remaining five closed-loop poles approach minus infinity as
k — oo. However, the real parts of the two remaining poles
approach plus infinity as £ — oo. Thus, the closed-loop system
is not stable for all sufficiently large k. However, [7, Lemma
4] claims that there exists ks > 0 such that, for all £ > kg,
p(s) is asymptotically stable. In fact, the controller proposed in
[7] with parameters go = 2.5, g1 = 2, g2 = 5, g3 = 3, and
gs = 2 fails to stabilize all unstable relative-degree-5 plants
with a high-frequency gain of 1.

The error in [7] can be traced to the application of Lemma
3 to obtain Lemma 4. The Hurwitz hypothesis on g(s) is not
sufficient for stability of the closed-loop system. However, it
suffices to require that s° + g4s* + g353 + go5% + g15 + 9o be
Hurwitz for all n € (0, 1]. The polynomial g(s) with go = 2.5,
g1 = 2,92 = 5,93 = 3,and g2 = 2 does not possess this
property. We revisit this example in Section IX.

III. PARAMETER-DEPENDENT DYNAMIC COMPENSATION

We consider the strictly proper SISO linear time-invariant
system

y = G(s)u (3.1)

where

z(s)

p(s)’
We make the following assumptions.
(A1) 2(s) is a real monic Hurwitz polynomial but is other-
wise unknown.
(A2) p(s) is a real monic polynomial but is otherwise un-
known.

G(s) £ 60 (3.2)
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(A3) z(s) and p(s) are coprime.

(A4) The magnitude [ of the high-frequency gain satisfies

0 < 8 < bg, where by € R is known.

(AS) The sign § = +1 of the high-frequency gain is known.
For later use, we define the notation m = deg z(s), n N
deg p(s), and 7 2 n — m.

Let 2(s) and pi(s) be parameter-dependent polynomials,
that is, polynomials in s over the reals whose coefficients are
functions of a real parameter k. Furthermore, define the param-
eter-dependent transfer function G (s) £ 2 (s)/px(s), where,
forall k € R, pi(-) # 0. Note that the polynomials zx(s) and
pr(s) need not be coprime for all k£ € R.

Definition 3.1: py(s) is high-gain Hurwitz if there exists ks >
0 such that py(s) is Hurwitz for all k > ks.

Definition 3.2: Gy(s) is high-gain stable if there exist param-
eter-dependent polynomials zy,(s) and py(s) such that py(s) is
high-gain Hurwitz and, for all k € R, Gi(s) = zi(s)/pr(s).

Now, consider the system (3.1) and (3.2) with the input v =
ug — ue, where u, is given by

A

ue = Gils)y (3.3)
where G,(s) £ 2.(s)/pr(s) and Zx(s) and py(s) are param-
eter-dependent polynomials. For example, letting 2;(s) = 6k
and py(s) = 1 yields Gx(s) = 6k, and the closed-loop poles
can be determined by classical root locus. In general, the closed-
loop transfer function from input ug to output y is

Ca(s) 2 G(s) _ 2 s)
14+ Gi(s)G(s) P

where Z(s) ~é 6B2(s)pr(s) and pr(s) = p(s)pe(s) +
662(s)2k(s). Gi(s) is high-gain stable if its parameter-depen-
dent characteristic polynomial pg(s) is high-gain Hurwitz.

IV. STATIC FEEDBACK FOR RELATIVE DEGREE = 1 AND
r=2

In this section, we stabilize (3.1) and (3.2) with proportional
feedback u. = 6ky so that

Gk(S) é G(S) _ Z(S)

1+ 6kG(s)  pr(s)

4.1

where 2(s) £ 66z(s) and p(s) = p(s) + kBz(s). The fol-
lowing results from root locus analysis [21], [22] are needed.

Lemma 4.1: Let q(s) be a degree v > 1 monic polyno-
mial, and let v(s) be a degree v — 1 polynomial with positive
leading coefficient. Then, as k — oo, v — 1 roots of q(s) +
kv(s) converge to the roots of v(s), and the remaining root ap-
proaches —oo. If, in addition, v(s) is Hurwitz, then q(s)+kv(s)
is high-gain Hurwitz.

Lemma 4.2: Let q(s) be a degree v > 2 monic polynomial,
and let v(s) be a degree v — 2 polynomial with positive leading
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coefficient. Let A1(q), ..., A, (q) and A1 (v), ..., Ay—2(v) de-
note the roots of q(s) and v(s), respectively, and define the root
locus center

Z Aj(v)

v
A
Jj=1

Z)\

N | =

Then, as k — oo, v — 2 roots of q(s) + kv(s) converge to the
roots of v(s), and the two remaining roots approach £(q,v) £
goo. If, in addition, v(s) is Hurwitz and £(q,v) < 0, then q(s)+
kv(s) is high-gain Hurwitz.

The following consequences of lemmas 4.1 and 4.2 do not
require knowledge of by in (A4).

Proposition 4.1: Consider the closed-loop transfer function
(4.1). Ifr = lorifr =2and &(p,z) < 0, then pi(s) is high-
gain Hurwitz, and thus G, (s) is high-gain stable. Furthermore,
as k — 0o, m of the roots of pr.(s) converge to the roots of z(s).
Ifr = 1, then the remaining root approaches —oo. If r = 2, then
the remaining two roots approach §(p, z) £ jo0.

Proposition 4.2: Consider the closed-loop transfer function
(4.1). If r = 2 and £(p, z) > 0 or if r > 3, then Gy(s) is not
high-gain stable. In particular, if r = 2, then, as k — o0, two
roots of pi(8) approach &(p, z) £ joo. If 1 > 3, then, as k — oo,
the real part of at least one root of pr.(s) approaches +oc.

V. DYNAMIC COMPENSATION FOR SYSTEMS WITH
ARBITRARY-BUT-KNOWN RELATIVE DEGREE

Consider the feedback (3.3) with the strictly proper controller

. a Sk"T13(s)

) = e T+ b T e, O
where k,by,...,b, are real and 2(s) is a degree  — 1 monic
polynomlal. Then

Gu(s) 2 G Z() (5.2)
1+ Gi(s)G(s)  Pr(s)
where
Ze(s) 2 6062(s) [s" + kbys™™" + -+« + k" 2bys”
+ k" 'bas + k"b1] (5.3)
Pr(s) Zp(s)s” + kbyp(s)s™™" + -« + k"byp(s)
+ k" B2(5)5(s). 5.4

For implementation, it is desirable that the controller G k(s)
be stable. The following result characterizes controllers that are
stable for all k£ > 0.

Proposition 5.1: The controller Gy(s) given by (5.1)
is asymptotlcally stable for all k> 0 if and only if
b()—s 40,8 L4 b1 2 4 -« 4 bys + by is Hurwitz.

Proof: Let Ay, ..., )\, denote the roots of b(s). It follows
that the poles of Gy (s) are given by kAy, ..., k.. Therefore,
for all k > 0, Gy (s) is asymptotically stable if and only if b(s)
is Hurwitz. (]
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The following generalization of root locus analysis can be
viewed as an iterative application of Lemma 4.1.

Lemma 5.1: Let p be a positive integer and let cq > 0. Then
there exists a degree-p monic polynomial

c(s) és”—i—cu_ls“_l—f—---—i—cls—f—nco (5.5)
such that c(s) is Hurwitz for all n € (0,1]. Now, assume that
c(s) given by (5.5) is Hurwitz for allm € (0, 1]. Furthermore, let
v be a nonnegative integer, and, for alli = 0,1, ..., u, let ¢;(s)
be a monic polynomial of degree v + i, where qo(s) is Hurwitz.
Then, for all n € (0, 1], the degree v + p monic polynomial

Qk(S) é q;L(S) + kcu—lqu—l(s) + kZC;L—Zq;L—2(S)
+k3cH_3qH_3(s) + -+ kMneoqo(s)  (5.6)

is high-gain Hurwitz. Furthermore, as k — 0o, v roots of Gi.(s)
converge to the roots of qo($), and the real parts of the remaining
L roots approach —oo.

Proof: First, we show that there exists a polynomial ¢(s)
of the form (5.5) that is Hurwitz for all € (0, 1]. Let ¢(s) =
(s 4 o)*, where o = c(l)/ " is the positive pth oot of cg. Define
¢(s) 2 é(s) — (1 = n)co. Forp = 1, ¢(s) has p roots at —o. It
follows from root locus analysis that, for € (0, 1), the roots of
¢(s) lie on concentric circles centered at —o. Furthermore, the
radii of these circles varies from O for n = 1 to o forn = 0.
Thus, for all n € (0, 1], ¢(s) is Hurwitz.

Now, write qo(s) = 8 + a,—18""1 + -+ + a1s + ag. The
Hurwitz conditions for the stability of ¢ (s) are polynomials in
k. For sufficiently large k, the Hurwitz conditions for ¢ (s) are
satisfied if and only if

Ay Ekey_q >0

S k‘CH,1 k3CH,3
A2 — 1 k2cu_2 > 0
k‘CH,1 k3CH,3 k‘50‘u,5
A 2 4
A3 = 1 kfcu—2 k%cu—a| >0
0 kcu—l k3cﬂ_3
As 0
A2 ' : >0
k“ﬁcoau—1
0o ... kufZCz ktnco
A, 0
T : : > 0.
! 0
0 --- kfncoas kPncoag

Forall kK > O and for j = 1,...,u, A; > 0if and only if
Aj £ Aj/kzj:li > 0. The conditions A; > 0,...,A” >0
are equivalent to the Hurwitz conditions for c(s). Since
co,-.-,¢, > 0, the last v conditions are equivalent to the
Hurwitz conditions for go(s). Therefore, §x(s) is high-gain
Hurwitz.

The last statement of Lemma 5.1 follows from factoring (5.6)
as

() = qu(s) + kep—1[gu—1(8) + kep—2 [gu—2(s)

+ o+ ke [qa(s) + kncogo(s)]]] . (5.7)

Iteratively, applying root locus techniques to a sequence of p
relative-degree-one polynomials yields the asymptotic result. [
The following result is an immediate consequence of Lemma
S5dwithp=r+1,vr=n-—1,q(s) = z(s)2(s), ¢; = b; for
i=0,...,7,and ¢;(s) = p(s)s'~ L fori=1,...,7+ 1.
Theorem 5.1: Consider the closed-loop transfer function
(5.2)~(5.4), and assume that the %(s) and

b(s) 2 s 4 bys” +by_ys" 4 bis by (5.8)

are Hurwitz for all ) € (0,1]. Then py,(s) is high-gain Hurwitz,
and thus ék(s) is high-gain stable. Furthermore, as k — oo,
n — 1 roots of pr.(s) converge to the roots of z(s)z(s), and the
real parts of the remaining r + 1 roots of pi.(s) approach —co.

Now we comment on the robustness of the compensator (5.1)
to errors in the relative degree of G(s). Consider (5.1) designed
for r = 2 and satisfying the assumptions of Theorem 5.1. The
closed-loop system can be shown to be high-gain stable if the
actual relative degree of G(s) is 0, 1, or 2. The proof uses the
same reasoning as the proof of Lemma 5.1.

Next, consider (5.1) designed for » = 3 and satisfying the
assumptions of Theorem 5.1. For example, consider the high-
gain-stabilizing parameter-dependent dynamic compensator

Gn(s) = 8k* (s* + 155 4 50)
M) = B 14ks? + T1k2s + 154k3

Theorem 5.1 states that (5.9) is high-gain stabilizing for rela-
tive-degree-3 plants satisfying assumptions (A1)-(A5), where
the bound on the magnitude of the high-frequency gain is by =
120. Now assume that the true plant is G(s) = 60/s?, which
has relative degree 2. Fig. 2 shows that all of the closed-loop
poles begin at the origin for £k = 0. As & — oo, two of the
closed-loop poles converge to the stable roots of s + 155 4 50,
while one closed-loop pole approach minus infinity. However,
the remaining two poles diverge to infinity through the right half
plane. Thus, this controller is not high-gain stabilizing for the
relative-degree-2 double integrator. In fact, the following result
shows that the controller (5.1) with » = 3 is never high-gain
stabilizing for plants with relative degree 2.

Proposition 5.2: Consider the controller (5.1) with r = 3.
If the relative degree of G(s) is 2, then Gy, (s) is not high-gain
stable.

Proof: The Hurwitz conditions for the stability of p(s)
are polynomials in k. For sufficiently large &, the Hurwitz con-
ditions for Py (s) are satisfied if and only if Ay L kby>0,A0 2

kbs  k*bo

1 k?by
sufficiently large k. Therefore, py(s) is not high-gain Hurwitz,
and G, (s) is not high-gain stable. O

Motivated by Proposition 5.2, we consider an alternative con-
troller structure that is robust to errors in relative degree when
the relative degree is greater than two.

(5.9)

> 0,... The second condition is violated for all
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Fig. 2. Root locus for the closed-loop dynamics of the relative degree 2 plant G(s) = 60/s? and the controller (5.9). The system is not high-gain stable.

VI. DYNAMIC COMPENSATION FOR SYSTEMS WITH
UNKNOWN-BUT-BOUNDED RELATIVE DEGREE

We now assume that an integral bound p > 2 on the relative
degree of (3.1) and (3.2) is known. Hence 1 < r < p. For
all 5 > 0 let F; be the jth Fibonacci number, where Iy = 0,
Fy=1,F=1,F3=2F;=3F;5=5Fs =8, F; =13, F3 =
21, ..., and define f 2 F,5 — Fyy1, where h satisfies 1 <
h < p. We use the Fibonacci numbers to construct a parameter-
dependent dynamic compensator, where, for sufficiently large
values of the parameter k, the Hurwitz stability conditions on the
closed-loop dynamics are satisfied and independent of k. The
exact Fibonacci series is required in the controller construction.

Consider the feedback (3.3) with the strictly proper controller

6kFﬂ+273(s)
sP + ]gfpbpspfl + oo+ kf2bys + kf1by

Gk(s) é

6.1)

where k, b1, ...,b, are real and Z(s) is a degree p — 1 monic
polynomial. The closed-loop transfer function is

Gus) & —GB) _ &l) 6.2)
1+ Gi(s)G(s)  Pr(s)
where
Ze(s) 2682(s) [s” + klob, st 4 klo—1p, 1572
+ -+ kP bys + kb (6.3)

Dr(s) ép(s)s” + /(aff’bpp(s)sp_1 + kff’*lbp_lp(s)s”_2
4o+ kD bp(s) + BT B2(s)5(s). (6.4)

The following result can be viewed as a robust version of
Lemma 5.1.

Lemma 6.1: Let p > 2 and let c,i1 = 1. For all cg > 0,
there exist cy, . .., c, € R such that, forall1 =0,1,...,p— 2,
the polynomials

CZ(S) £ Ci+383 + Ci+282 + ciy18 + Co (6.5)

are Hurwitz. Now, assume that Cy(s),...,C,_2(s) given by
(6.5) are Hurwitz. Furthermore, let v be a positive integer, and,
foralli = 1,2,...,p+ 1, let ¢;(8) be a monic polynomial of
degree v—1+1. Finally, let 0 < j < p and let qo(s) be a monic
Hurwitz polynomial of degree v — 1+ j. Then, for all ) € (0, 1],
the degree v + p monic polynomial

Gr(s) £ appa(s) + k7 cpqo(s) + K71 cp1g,a(s)
+ kfp_2cp—2(Jp—2(s) +ot kf2 02(]2(3)
+ k‘fl c1q1 (8) + kF”Jrz’I]COqO(S) (6.6)
is high-gain Hurwitz. Furthermore, as k — oo, v — 1 + j roots
of Gk (8) converge to the roots of qo(s), and the real parts of the
remaining p + 1 — j roots of Gx(s) approach —oc.

Proof: First, we show that there exist coefficients
€1,...,¢, such that the polynomials Cy(s),...,C,_2(s)
are Hurwitz. First, let ¢, > 0 and c,_; > 0 be such that
Cp—1Cp > CoCpt1 = co, which implies that C,_o(s) is
Hurwitz. Next, let ¢,_o2 > coc,/c,—1, Which implies that
C,_3(s) is Hurwitz. In the same manner, fori = 4,5, ..., p, let
Cp—it1 > CoCp—its/Cpit2 sO that C,_;(s) is Hurwitz. Thus,
Co(s),...,Cp_a(s) are Hurwitz.

Now, suppose j = 0 and write g(s) = ¥ 1 + a,_»5" "2 +
-+ -4 a15+ ag. The Hurwitz conditions for the stability of g (s)
are polynomials in k. For sufficiently large &, the Hurwitz con-
ditions for i (s) are satisfied if and only if

A1 ék‘f”cp >0

f, fo—2
a|klrc, kle2c,_o
Ay = 1 ]i?f"’lcp_l >0
. kfec, kfe-2c, o klr-ic, 4
A3 = 1 ]i;f""cp_l k‘f"’SCp_g >0
0 kff’cp kff’*ch_g
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As 0
Ay 2 ' : >0
! kFe+2ncoa, o
0o --- ku co ka’+27760
As 0
Ao 2 ' : >0
: kEe+2ncoa, s
0 --- kN ¢t ka+2ncoaV_2
0
Apto .
A
Apyp = > 0.
0 ... kFer2ncqan EFet2qcqa

Forall k¥ > 0, and for: = 1,...,p, A; > 0 if and only if
A 2 Ai/kzjzl for1-i 5, Similarly, A,y; > 0 if and
P

only if Ap+1 2 Ap+1/(1€Fﬁ+2+Zj:1fP+1*j) > 0. Since the
powers of k in Aq,..., A, are determined by the Fibonacci
series, it follows that Al, ces 7Ap+1 are independent of k. Fur-
thermore, le >0,... ./JA\;,_H > () are equivalent to ¢; > 0 for
1=0,1,...,p,and coc; — nezeo > 0, which is satisfied since
Co(s) is Hurwitz. Since co, . . ., ¢, > 0, the last v — 1 conditions
are equivalent to the Hurwitz conditions for go(s). Therefore,
qr(s) is high-gain Hurwitz.

Suppose j = 1 and write qo(s) = s + a,_15" "L+ - +
a1s + ag. For sufficiently large k, the Hurwitz conditions for
g (s) are satisfied if and only if

Ay 2 ke, >0

kff’cp kf"*Zcp_g
A2 = 1 kf"*lcp,l >0
Ay 0
I : >0
3 kaQ TNCoy—1
0 --- kfs s kaJrzncO
0
A, .
A > 0.
0 ... EkFet2ncoas kFe+2neqaq

The first p conditions are equivalent to ¢; > 0 for all + =
0,2,3,...,p, and c3co — necacy > 0, which is satisfied since
C(s) is Hurwitz. Since co,...,c, > 0, the last v conditions
are equivalent to the Hurwitz conditions for go(s). Therefore,
i (s) is high-gain Hurwitz.

Suppose j = 2 and let ¢o(s) be a degree v + 1 polyno-
mial. For sufficiently large k, the first p — 1 Hurwitz condi-
tions for Gy (s) are equivalent to ¢; > 0 fori = 0,3,4,...,p,
and cac3 — nesco > 0, which is satisfied since Ca(s) is Hur-
witz. Since co, . . ., ¢, > 0, the last v + 1 conditions are equiv-

’ ’

alent to the Hurwitz conditions for go(s). Therefore, qx(s) is

high-gain Hurwitz. The same argument holds for deg go(s) =
v+2,...,v+p—3.

Suppose j = p — 1 and let ¢o(s) be a degree v + p — 2 poly-
nomial. For sufficiently large k, the first two Hurwitz conditions
for g, (s) are satisfied if and only if co > 0 and ¢, > 0. The Hur-
witz assumption for qo(s) implies that the remaining v + p — 2
Hurwitz conditions for gy (s) are satisfied for sufficiently large
k. Therefore, g (s) is high-gain Hurwitz.

Suppose j = p and let ¢o(s) be a degree v+ p— 1 polynomial.
For sufficiently large k, the first Hurwitz condition for g (s) is
satisfied if and only if ¢ > 0. The Hurwitz assumption for ¢o ()
implies that the remaining v + p — 1 Hurwitz conditions for
qr(s) are satisfied for sufficiently large k. Therefore, gr(s) is
high-gain Hurwitz.

The last statement of Lemma 5.1 follows from factoring (6.6)
in k in a similar fashion to (5.7). Iteratively, applying root locus
techniques to a sequence of p + 1 relative-degree-one polyno-
mials yields the asymptotic result. O

The following result is an immediate consequence of Lemma
6.1 withv = n,j = p—r,qo(s) = z(s)z(s), ¢; = b; for
i=0,...,p,and ¢;(s) = p(s)s' "L fori=1,...,p+ 1.

Theorem 6.1: Consider the closed-loop transfer function
(6.2)—(6.4). Assume that the polynomials %(s),

B, s(s) 234 bps2 +b,_15+bo (6.7)
and, fori = 0,1,...,p — 3,
B;(s) = biy35° + bias” + biy15 + by (6.8)

are Hurwitz. Then, py(s) is high-gain Hurwitz, and thus G(s)
is high-gain stable. Furthermore, as k — oo, m + p — 1 roots
of pr(s) converge to the roots of z(s)Z(s), and the real parts of
the remaining r + 1 roots approach —oo.

VII. PARAMETER-MONOTONIC ADAPTIVE STABILIZATION

In Section VI, we presented the strictly proper compensator
(6.1), where the stabilizing threshold kg is unknown. In this
section, we consider parameter-monotonic adaptive stabiliza-
tion for a class of high-gain-stable systems. Although the high-
gain-stable closed-loop systems considered in Sections IV-VI
are single-output systems, in this section we consider multiple-
output high-gain-stable systems. The following result concerns
parameter-monotonic adaptive stabilization. Let ||-|| denote the
Euclidean norm.

Theorem 7.1: Let A(k) € R™! and C(k) € RY*! have poly-
nomial entries in k, and assume there exists kq € R such that,
forall k > kq, (A(k),C(k)) is detectable. Assume there exists
ks > 0 such that, for all k > ks, A(k) is asymptotically stable.
Consider the system

(t) = A(k(t))x(t) (7.1
y(t) = C(k(t))x(t) (7.2)

and the parameter-monotonic adaptive law
k(£) = ve O [Jy(1)]? (7.3)
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wherey > 0and « > 0. Then, for all initial conditions x(0) and
E(0) > ka, koo = limy_, o0 E(t) exists and lim;_ o z(t) = 0.

Proof: Since (7.1)—(7.3) is locally Lipschitz, it follows that
the solution to (7.1)—(7.3) exists and is unique locally, that is,
there exists ¢, > 0 such that (z(t), k(t)) exists and is unique on
the interval [0, ¢ ).

First, we show that if x(¢) escapes at t., then k(t) escapes
at t.. Assume that k(t) does not escape at t.. Let k(t.) =
lim;_,;, k(t) so that k(t) is continuous on [0, t.]. Then, ¢(t) =
A(k(t))q(t) is a linear time-varying differential equation on
[0, t.], where A(k(t)) is continuous in ¢. The solution to ¢(t) =
A(k(t))q(t) exists and is unique on [0, t.] [23]. Therefore, ¢(?)
does not escape at ¢, and, by uniqueness, z(¢) = ¢(¢) on [0, ].
Consequently, z(t) does not escape at ¢.. Hence, if z:(¢) escapes
at t., then k(t) escapes at t..

Now, we show that k() converges. For contradiction, sup-
pose that k(t) escapes at t.. Let Q(k) = I +~C™(k)C(k), and
using Lemma A.1, forall k > ki, let P(k) satisfy (A.1). Lemma
A.2 implies that there exists ko > kg such that, for all & > ko,

P(k) > 0P(k)/0k. Since k(t) diverges to infinity at ¢., there
exists ty < t. such that k(t3) = ko.

For all t € [ta,1,.), define Vo(z, k) 2 e~ **2T P(k)z. Note
that Vo (z, k) is not to be considered a candidate Lyapunov func-
tion but is nonnegative for all k& > k, and for all z € R’. For
all t € [to,1.) the derivative of Vi(z, k) along trajectories of
(7.1)—(7.3) satisfies

Vo(a, k) = — e=** 2™ [AT(k)P(k) + P(k)A(K)] =
— ake * T P(k)x + ke_aka:Tag—gf)x
= - T QR

— fremkgT [aP ')] x

_ e—(yk T

e kg T [I + 'yCT(k-)C(k;)] T
—ak 2 )
ve " lyll” =

Integrating (7.4) from 5 to ¢ < t. and solving for k(t) yields

2t () P(k(t))2(t)
(7.5)

IN

(7.4)

]{}(t) < Vo(x(t2>7 ]{}2) + ko — e_ak<t)

<Vo(a(tz), k2) + k2

for t € [to,t.). Hence, k(t) is bounded on [0, t.), which is a
contradiction. Therefore, the solution to (7.1)—(7.3) exists and
is unique on all finite intervals. Then integrating (7.4) from ¢,
to t < oo yields (7.5) for t € [ta,00). Therefore, k(t) <
Vo(x(t2), k2) + ko is bounded. Since k(t) is nondecreasing,
koo = limy_, o k(t) exists.

Since for all ¢ > 0, k(t) < koo, it follows that

t t
ko / ly(r)I2dr <~ / e~k ||y ()2 dr
0 0

= k() — k(0) < koo — K(0)

and, thus, y(-) is square integrable on [0, c0). This property will
be used later.

Next, we show that lim;_, o 2(¢) = 0. Define A, 2 A(koo)
and Co 2 C (koo). Since (Aco, Coo) is detectable, it follows
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that there exists L € R!*? such that A, £ Ay + LCx is
asymptotically stable. Then, (7.1) can be written as

#(t) = Agz(t) + A)z(t) — Ly(t)

where A(t) £ A(k(t)) — Aoo + LC(k(t)) — LCo. Note that
Ag is asymptotically stable and A(¢) — 0 as ¢ — oo. Consider
the function

(7.6)

V(z) 2 2TPx

where ATP + PA, = —2I and P = PT > 0. Taking the
derivative of V' (z) along trajectories of (7.6) yields

V(z) =22z 4+ 27T [AT(t)P + PA(t)] z
—2TPLy —yTLT Px.

Since 0 < (x 4+ PLy)" (x + PLy), it follows that —zT PLy —
yTLTPx < 2Tx + yT LT P2 Ly, which implies that

V(z) < =272 + Aax (AT P+ PAR)) 2"z +ny"y
where 77 2 Apax (LTP2L). Since A(t) — 0ast — oo,
it follows that there exists {5 > 0 such that, for all ¢ > g,
Amax (AT(t)P + PA(t)) < 1/2. Therefore, for all ¢ > t,

. 1 2 2
V(z(t)) < =5 [ls@OI +nlly@I" .
Integrating from ¢, to ¢ yields

<——/||x |dT+77/ ly(r)]2 dr

(1.7

0<V(zx

Since n > 0 and y(-) is square integrable, it follows from (7.7)
that x(-) is square integrable and V(-) is bounded. Since V()
is bounded, x(-) is bounded. Next, since k(-) converges, A(-)
is continuous, and z(-) is bounded, it follows from (7.1) that

#(-) is bounded. Therefore, (d/dt) (||a:(t)||2) = 2T (t)x(t)

is bounded and, thus, ||z(¢)||* is uniformly continuous. Since
||(¢)||? is uniformly continuous and lim;_, fot ||z(0)|” dr
exists, Barbalat’s lemma implies that lim;_, ., z(¢t) = 0. O

Note that the parameter-monotonic adaptive law (7.3) con-
tains the factor e=**(*)_ which decays exponentially as k(t) in-
creases. This factor helps to prevent k(t) from growing unnec-
essarily large, that is, overshooting the stabilizing threshold k.
The proof of Theorem 7.1 requires that the parameter monotonic
adaptive law (7.3) include the exponentially decaying factor
e k() where o > 0. This factor has no counterpart in [3]
and [5]-[7].

VIII. PARAMETER-MONOTONIC ADAPTIVE STABILIZATION FOR
SYSTEMS WITH UNKNOWN-BUT-BOUNDED RELATIVE DEGREE

Now, we apply Theorem 7.1 to the strictly proper parameter-
dependent dynamic compensator (6.1), which stabilizes min-
imum-phase systems with unknown-but-bounded relative de-
gree. To complete our analysis, we construct state—space real-
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LN G(s) 4 >
/
ﬁ% .
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-

Fig. 3. Block diagram of the closed-loop adaptive system.

izations of the open-loop system (3.1) and (3.2) and the com-
pensator (3.3) and (6.1). Let the system (3.1) and (3.2) have the
minimal state—space realization
t=Ax+Bu y=Cx 8.1

where A € R"*", B € R"*!, and C' € R, This SISO plant
satisfies assumptions (Al)—(AS).A

Next, consider the controller G(s) given by (6.1) and write
2(s) = 8P L+ 2, 98P 2 + - -+ + Z15 + Zo, so that Gy (s) has
the state—space realization

i=A(k)e+ By u.=C# (8.2)
where A(k) € RP*?, B € R**1, and C(k) € RV are given
by

—kfeb, 1 - 0 1

. . 2, 9
NOER R ot BRI 83)
—kf2b2 0 1 .

—kfipy 0 -0 0 20

C(k) £ [kF+2 0 .. 0], (8.4)

Note that, for all nonzero k € R, (/i(k), C(k)) is observable.
Let v = —u. and the closed-loop system (8.1) and (8.2)—(8.4)
is

Ak y=Ci (8.5)
where
iova | A —BCk) s _a|®
A(k)_[BC A(k) } C=[C 0] 2= 4

(8.6)
Now, we present the main result of this paper. Fig. 3 illustrates
the closed-loop adaptive system presented in Theorem 8.1.
Theorem 8.1: Consider the closed-loop system (8.5) and (8.6)
consisting of the open-loop system (8.1) with unknown rela-
tive degree r satisfying 1 < r < p, and the feedback con-
troller (8.2)—(8.4). Furthermore, consider the parameter-mono-
tonic adaptive law
k(1)

= ye kg2 (1) (8.7)

where v > 0 and a > 0. Assume that the polynomials
By(s),...,By_2(s) given by (6.7) and (6.8) are Hurwitz,

and assume that the polynomial %(s) is Hurwitz. Then, for
all initial conditions (0) and k(0) > 0, k(t) converges and
lim; o Z(t) = 0.

Proof: First, we show that for all & > 0, the pair

A(E), C‘) is detectable. Let A be an element of the closed
right-half plane. Then
. [A— X —BC(k) ]
rank {A(k)é,_ )‘I] =rank | BC /i(k) — A
L C 0 .
[A—X —BC(k) ]
=rank c 0
|0 A(k) = M
I, 0
=rankQ | 0 —C(k)
0 A(k)—AI
where
A-X B 0
Q2| ¢ 0 0
0o 0 I,

is nonsingular because (A,B,C) is a minimal realiza-
tion of the minimum phase plant (3.1) and (3.2). Thus,

~ I, 0
rank [A(k)é,_ )‘I] = rank | 0 —C(k) |. Since, for
0 A(k)—= M
allk > 0, (/i (:‘ is observable, it follows that for all
k > 0, ran [ ] = n + p. Therefore, for all £ > 0,

(A(k:)7 C’) is detectable.

Theorem 6.1 implies that there exists ks > 0 such that, for
all k > ks, A(k) is asymptotically stable. Since (A(k) C‘) is
detectable for all k > 0, it follows from Theorem 7.1 that k()
converges and lim;_, o Z(t) = 0. O

Theorem 8.1 presents an adaptive compensator for systems
with unknown-but-bounded relative degree. If the relative de-
gree 7 of the plant G(s) is arbitrary-but-known, then the con-
troller (5.1) can be used with the parameter-monotonic adaptive
law k(t) = ye~*(")y2(t). The conclusions and proof remains
unchanged.

Theorem 8.2: Consider the closed-loop system consisting of
the open-loop system (8.1) and the feedback controller (8.2),
where u = —u. and (A(k), B, C(k)) is a state-space realiza-
tion of (5.1) given by

—kb, 1 --- 0 1
LA : o s oA | B2
A(k) £ - - BE|

—k""2by 0 1 :

—k™ % 0 -~ 0 2
Ck) 2 [k 0 --- 0]

where 2(8) = s"71 + 2,_98" "2 + -+ + 218 + 2. Let (1) de-
note the state of the closed-loop system. Furthermore, consider
the parameter-monotonic adaptive law k(t) = ve=**®y2 (1),
where v > 0 and o > 0. Assume that, for all n € (0, 1], the
polynomial b(s) given by (5.8) is Hurwitz, and assume that the
polynomial Z(s) is Hurwitz. Then, for all initial conditions (0)
and k(0) > 0, k(t) converges and lim;_, oo Z(t) = 0.
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Fig. 4. Root locus of the closed-loop dynamics using parameter-dependent dynamic compensation. The closed-loop system is high-gain stable.

IX. COUNTEREXAMPLE TO THE RESULTS OF [7] REVISITED

In this section, we consider the system y = G(s)u where
((s) is the unstable plant (2.1). It was shown in Section II that
the tenth-order controller proposed in [7] fails to stabilize (2.1).
In contrast, consider the fifth-order parameter-dependent dy-
namic compensator

Guls) = 5k83(s)
RTS8 L kbss® + k2bys® + k3bzs? + kibys + koby

where 2(s) is a degree 4 monic Hurwitz polynomial. We assume
that the high-frequency gain of (2.1) is known to be positive and
that by = 2.5 as in Section II. To satisfy the assumptions of
Theorem 5.1, the numerator polynomial is chosen to be Z(s) =
(s 4+10) (s + 15) (s + 20) (s 4+ 25) and the design parameters
are chosen to be by = 13.5, by = 30, b3 = 35, by = 22.5, and
bs = 7.5.

Fig. 4 illustrates the root locus for the closed-loop character-
istic polynomial as k& — oo. The zero-gain (kK = 0) pole loca-
tions are shown by X’s, while the zero locations, which attract
certain poles, are shown by o’s. Four of the closed-loop poles
converge to the stable zero locations as k — oo. The remaining
six closed-loop poles diverge to infinity through the left-half
plane. Thus, the closed-loop system is high-gain stable.

Theorem 8.2 yields the adaptive controller

-75 1.0 0 0 1
. —225k* 01 0 0 70
&= | =35k 0 0 1 O|z+ | 1775 |y (9.1)
—-30k* 0 0 0 1 19250
—13.5k° 0 0 0 0 75000
k=nety? 92)
u=[-k5 0 0 0 0]& (9.3)

where we choose v = 1000 and o = 0.01.

The system y = G(s)u is simulated with the initial condition
2(0) =[0.1 —0.1 —05 1.5 2.0]", where the state z(-)
corresponds to a controllable canonical realization of G(s). The

adaptive controller (9.1)—(9.3) is implemented in the feedback
loop with the initial conditions £(0) = 0 and Z(0) = 0. Fig. 5
shows that the output y(t) of the closed-loop system converges
to zero, while the adaptive parameter k(t) converges to approx-
imately 708.

X. ADAPTIVE CONTROLLER FOR EITHER THE DOUBLE OR
TRIPLE INTEGRATOR

Consider the uncertain system y = G(s)u, where the sign
of the high-frequency gain is positive, the upper bound on the
magnitude of the high-frequency gain is by = 5, and the bound
on the relative degree is p = 3. Furthermore, consider the pa-
rameter-dependent dynamic compensator

) §k32(s)
G =
K8) = B 122 1 Whys 7 Kb

where 2(s) is a degree 2 monic Hurwitz polynomial. To sat-
isfy the assumptions of Theorem 6.1, the design parameters are
chosen to be 2(s) = (s+10)(s+5), by = 4, by = 6, and
bs = 4. Theorem 8.1 yields the adaptive controller

. —4k* 1 0 1

t=|-6k* 0 1|2+ |15]|y (10.1)
—4k* 0 0 50

k= ye~ky? (10.2)

w=[-k> 0 0]& (10.3)

where we choose v = 100 and o = 0.1.

Let the unknown system be the triple integrator G(s) = 2/s3.
The triple integrator is simulated with the initial condition
#(0) = [0.1 —0.1 —0.5]", where the state z() corre-
sponds to a controllable canonical realization of G(s). The
adaptive controller (10.1)—(10.3) is implemented in the feed-
back loop with the initial conditions k(0) = 0 and Z(0) = 0.
Fig. 6 shows the time history of the output y(¢) of the
closed-loop system. The output convergence rate depends on
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Fig. 5. Time histories of the output y(t) (left) and the adaptive parameter k(t) (right) for the closed-loop system consisting of the open-loop system y = G(s)u

and the adaptive controller (9.1)—(9.3).
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Fig. 6. Time histories of the output y(t) (left) and the adaptive parameter k(t) (right) for the closed-loop system consisting of the triple integrator G(s) = 2/s?

and the adaptive controller (10.1)—(10.3).

the open-loop zeros z(s) and the design parameters by, bo, b3,
and 2(s). In this example, there are no open-loop zeros so the
choice of 2(s), which effectively places two of the closed-loop
poles, most directly affects the convergence rate. Fig. 6 also
shows the time history of the adaptive parameter k(t), which
converges to approximately 41.6.

Now, let the unknown system be the double integrator G(s) =
4/s%. The double integrator is simulated with the initial condi-
tion #(0) = [0.1 —0.1]", where the state z(-) corresponds to
a controllable canonical realization of G(s). The adaptive con-
troller is implemented in the feedback loop with the same pa-
rameters and the initial conditions k£(0) = 0 and z(0) = 0.
Fig. 7 shows that the output y(¢) converges to zero, while the
adaptive parameter k(¢) converges to approximately 14.5.

XI. CONCLUSION

In this paper, we presented a direct adaptive controller
for SISO minimum phase linear time-invariant systems with
unknown-but-bounded relative degree. The controller requires
knowledge of the sign of the high-frequency gain and an
upper bound on the magnitude of the high frequency gain.
The adaptive controller, constructed using generalized root
locus principles and the Fibonacci series, guarantees state

convergence to zero. Unlike model reference adaptive control
methods, this control does not require knowledge of the system
order and requires only an upper bound on the relative degree.
Furthermore, the adaptive controller presented herein has only
one adaptive parameter regardless of system order. The order
of the adaptive controller increases linearly with the relative
degree of the plant. As with many parameter-monotonic adap-
tive laws, persistent output disturbance can cause the adaptive
parameter to grow without bound. However, this problem can
be corrected for in practice by turning off the adaptation mech-
anism once the system become stables. The adaptive controller
presented in this paper has direct application to command
following and disturbance rejection problems where the control
objective is output convergence, see [24]. Future work includes
extensions to MIMO systems.

APPENDIX
PRELIMINARY RESULTS FOR ANALYZING
PARAMETER-MONOTONIC ADAPTIVE SYSTEMS

Lemma A.1: Let A(k) € R™! have entries that are poly-
nomials in k. Assume that there exists ks > 0 such that, for all
k > ks, A(k) is asymptotically stable. Let Q(k) € R have
entries that are polynomial functions of k where, for all k > ks,
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Fig. 7. Time histories of the output y(t) (left) and adaptive parameter k(t) (right) for the closed-loop system consisting of the double integrator G(s) = 4/ s>

and the adaptive controller (10.1)—(10.3).

Q(k) is positive definite. Then there exists P : [ks,00) — R!X!
such that each entry of P is a real rational function, and for all
k > ks, P(k) is positive definite and satisfies

AT(E)P(k) + P(k)A(k) = —Q(k).
Proof: For all k > kg, (A.1) has the unique solution
— vec! [(AT(k) & AT(k)) " vec Q(k)]

:/ eAT(k)T Q(k,)eA(k)‘rdT

0

(A1)

P(k) 2

where vec is the column stacking operator and & is the Kro-
necker sum [25, Prop. 11.8.3]. Then, P (k) is positive definite
with entries that are real rational functions of k. O

The entries of P(k) are not necessarily proper rational func-
tions of k.

We recall the O-notation. Let f : R - Randg : R — R
be continuous functions. Then f(k) = O(g(k)) as k — oo
if there exist M > 0 and k; > 0 such that, for all & > kq,
|7 (k)| < M |g(k)|. For convenience, we will omit “k — 00”
from the O-notation for the remainder of this paper.

LemmaA.2: Let k. > 0 and consider P : [ky, 00) — R,
where each entry of P is a real rational function. Assume that,
Sorall k > ks, P(k) is positive definite. Then, for all « > 0,
there exists ko > kg such that, for all k > ko

dP(k)
T P(k).
o < elk)
p11(k) pu(k)
Proof: Let P(k) = : : where, for
pi (k) pu(k)
i,7 =1,...,1, p;j(k) is the real rational function
i; (k)
pi;i(k =

_ g B 4 Qg -1 KT 4+ pijak + vijo
Evii 4 apij o, —1kVi = bk 4 i

where u;; and v;; are nonnegative integers. Then, for all £ > 0,
pi; (k) can be expressed as

E iy (K) — gk by (k)

pij(k) = dizk™ +

kviid)ij(k)
where o;; = u;; — v;; 1S an integer and ¢;; = Pijui; -
The term (k‘v’jgoij(k)—¢ijku"j’l/1ij(k‘>)/k‘v’-71/Jij(]€) is a

real rational function of & whose denominator is a polyno-
mial in £ of degree 2v;; and whose numerator is a poly-
nomial in k of degree at most u;; + v;; — 1. Therefore,
(k" ij(k) = dizh“i4pij(k)) /K" anhij(k) = O(k%~") and,
hence, p;j(k) = ¢i;k7 + O(k7471).

For all k£ > ks, the determinants of the leading principal mi-
nors of P(k) are

Ar(k) £pii(k) = gk + O(k7 )
=0 kY + O(k“’l_l)
Pll(k) plz(k)
Plz(k) p22(/€)
d’llkuu + O(kau—l)
¢12k012 + O(kfflz—l)
=Pok™? + O(k“’z_l)

Ay(k) &

¢12k012 + O(kalz—l)
¢22k022 + O(kffzz—l)

p11(k) pia(k) p1s(k)
AS(k‘) 2 p12(k‘) P22(k) st(k)
Pls(k) p23(k) p33(k)

— (I)gkufg + O(k1v3—1)

Ai(k) 2 |P(k)| = ®k" + O(k™ 1)

where, for i = 1,...,[, w; is an integer, and ®; € R depends
on the constants @11, ..., 14, ..., di;. Since P(k) is positive

definite for all & > ki, it follows that, for all &k > k. and for
1=1,...,1, A;y(k) > 0 and, thus, ®; > 0.
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Next, consider the derivative of P (k) with respect to k. For
i,7 =1,...,1, dpu(k)/dk = O'Z'jglsijkaij_l + O(kaij_2). Let

[9]

a > 0. Then, fori,j = 1,...,1 L10]
dpi;(k - .
L P ) il
= [oij ik~ + Ok %) [12]
= agi k7 + O(k75 L),
ag J ( ) [13]
For all k£ > kg, the determinants of the leading principal minors [14]
of aP(k) — dP(k)/dk are
_ dp11(k
a6) 2 )~ PP = aguith 400k "
= Oé@lkwl + O(kwl_l) [16]
- A lapi(k) = dpui (k) apra(k) — dph-_zk(k)
A2(k) - dpi2 (k) dpa2 (k)
apiz(k) — F=  apx(k) — 5=
[qsnkm FO(k771) - ik +0<km—1>] .
P12k72 +O(k7>71) ook +O(k7>271) [18]
=a?®yk™2 + O(K>~1)
dpy (k) dpys (k) 1]
i apii (k) — P apis(k) — =
Ag(k) £ : : [20]
Olp13(k) - d—phak(k) 04p33(k) - dpffk(k) [21]
=a3®3kY + O(kv 1)
[22]
_ dP(k
A(k) = |aP(k) - %’ = al®k" + O(k™ 1), (23]
[24]
Since a > 0, it follows that, fori = 1,...,l, a*®; > 0. There-
fore, for all sufficiently large k, A1 (k), ..., A;(k) > 0 and, thus,
aP(k) — dP(k)/dk is positive definite. O [25]
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