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Abstract

This dissertation advances knowledge of an under-invéstigaspect of gender and
health: what are women’s unique patterns of migratiod, llow do they contribute to
health risks such as HIV/AIDS in southern Africa? meal studies of women’s
migration are few in number, in part due to data limitatiand measurement biases;
existing datasets typically still reflect only a smadirt of female mobility. Research on
migration and HIV/AIDS has almost exclusively focused male labor migration,
finding migration to be a risk factor for men and theanymigrant partners, yet often
failing to measure the HIV risks of migration for wem Bodies of literature on
migration in sub-Saharan Africa have largely presumddldesfemale-headed household
to and from which male migrants circulate. The vergnner in which migration is
conventionally studied is shaped by the paradigm of nadler migration, and thus it
fails to capture the complexity of women’s mobility, amgbomen’s increasing

participation in migration in Africa today.

This dissertation pursues three sets of questions: 1) kExiensive is women’s
participation in migration in southern Africa? Has it mmsed? What are its
characteristics? 2) What are the major causes ofatiogrin southern Africa, and do
they differ for men and women? 3) How has migratiofuericed patterns of HIV/AIDS

infection in southern Africa? Does migration presertigher HIV infection risk to



women than to men? If so, why? | pursue these questidthglamographic, social and
HIV surveillance data collected from some 45,000 adults 2068 by the Africa Centre

for Health and Population Studies, a research centedasural KwaZulu-Natal.

Findings of this study are that the use of innovative oreaserases any assumed
predominance of males in migration, and reveals distinctdgéerences in migration
patterns. Furthermore, all of those who are more modik at higher risk of HIV
infection relative to their more stable counterpam®t only the non-residents,
disproportionately male, who would in conventional appreache defined as the
population’s ‘labor migrants’. Moreover, migration raasdifferent impact on the risk of
HIV for each sex: women’s involvement in migration exbheees their already
disproportionate infection risk relative to men. Timdluence of higher risk sexual
behavior on prevalent HIV infection is modified both ®xsand by participation in
migration, net of the effects of other covariatesnééction. Aspects of the migration
experience render its ‘behavioral consequences’ moregdwmrmafor women. This study
points to an urgent need for HIV prevention effortshie population, and highlights the

particular vulnerability of migrants, especially femalgrants, to HIV/AIDS.
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Chapter 1

Introduction

The study of migration is, after that of fertilitycimortality, fundamental to
demography. Yet, unlike the other two pillars of the fieltgration has only recently,
and to a limited extent, been subject to analysis thrtheglens of gender. Empirical
studies of women’s unique patterns of migration are femumber, in part due to data
limitations and measurement biases. EXisting datasetsasutational censuses,
typically still reflect only a small part of femaleofnility. Bodies of literature on
migration in sub-Saharan Africa, across severalpliseis, have largely presumed a
stable female-headed household to and from which male nsgraotlate. The
historical, sociological and anthropological liter&siare rich in documentation of the
effects of colonial and post-colonial male labor mignasystems on household
arrangements, land use and agricultural practices, msdbistween men and women, the
political power and social status of elder males in rarehs, and to a less extent, the
status of women in these areas. Yet, to paraphras@nselen (in his account of the
domestic labor market of the Witwatersrand; van Omsg882), it is largely in vain that
one scans the literature for accounts of women’s niagraind its effects on households
and families; there is little beyond a few local survieybreak the monotony of the bleak

academic landscape.



Migration theories, concerned largely with explainingcroalevel “push” and “pull”
factors that drive patterns of international migratidm not encompass frameworks for
understanding the role of gender in producing the diverg®emnof population
movement across or within national borders; nor do enanmigration theories
consider the ways in which changes in gender (e.g. ilffatnucture, marriage or social
norms related to men’s and women’s gender roles in theehols may influence the
labor market dynamics that drive population mobility. iesh economists (e.g. Posel
2001) have critiqued micro-economic models of household deaisaking that presume
an altruistic male household head who rationally seld® ‘best’ migrant to send for the
benefit of the overall household. Their scholarship fsaio alternative household
structures, shared decision-making, conflict, and seffistives on the part of male
household heads, as factors that problematize thedelsrand reveal their gender bias;
yet no new household migration decision-making models pracating gender have
emerged.

In the public health literature, research on migratiach ldlV/AIDS has almost
exclusively focused on male labor migration, extensidelyumenting its role in the
spread of the epidemic, and at the individual level, figdnigration to be a risk factor
for men and their non-migrant partners (e.g. Jochelothibeli et al. 1991; Pison, Le
Guenno et al. 1993; Decosas 1998; Lurie, Williams et al. 2008, \\Williams et al.
2003) yet failing to measure the HIV risks of migration famen’ Across various

literatures, the very manner in which migration is eamionally studied is shaped by the



paradigm of male labor migration. It thus fails tptcae the complexity of women’s
mobility, and women'’s increasing participation in migratitows, both within and
across various borders in sub-Saharan Africa today.

This dissertation is an attempt to address some qirtiidems and unanswered
guestions in the scholarship on migration in sub-Sahafréca. It is composed of three
distinct, yet inter-connected intellectual projects;sping three sets of questions:

1) Is female migration still under-researched? Howresite is women’s
participation in migration in southern Africa, and hasdreased in recent
times? What are the characteristics of female rmgran southern
Africa, and how do these differ from the features ofemaigration in the
region?

2) What are the major causes of migration in southeric&fiand what
socio-economic, demographic and household charactepsddgt the
migration of men and women? Do these factors diffdypg of
migration, and by sex?

3) How has migration influenced patterns of HIV/AIDS infeatio southern
Africa? Does migration present a higher HIV infectimk to women

than to men? If so, why?

To address these questions, | critically review of liteest across several

disciplines and pursue original empirical analysis of dfata a demographic



surveillance site in KwaZulu-Natal, South Africa. eTAfrica Centre for Health and
Population Studies collects detailed demographic, socidbeimalvioral data in a
population of over 70,000 individuals. In 2003, it launched an HiVesllance project,
enabling the annual collection of HIV serological datadll participating adults, and the
linking of these with other individual level data. Thelgses carried out for this
dissertation uses data from the Centre for time peeadempassing the years 2000
through 2006.

This document is organized as follows: In Chapter 2, | exaitiie evidence for a
‘feminization of migration’ in southern Africa, providingy @verview of major issues in
the literature on gender and migration, synthesizingitisenfys of the extant research on
sex differences in patterns and trends and highlighting gape literature. | summarize
the problems with the measurement of migration in contyaosed data sources, and
how these have influenced the extent to which femadgation has been characterized. |
then present findings of an analysis of sex differencdse types and patterns of
migration and mobility in KwaZulu-Natal. The more nuagheneasures used in this
study from a demographic surveillance system, including mesaefine-, out- and
internal migration and recent household presence patitrim a local predominantly
rural area, erase any assumed predominance of males atiomgand reveal distinct sex
differences in the patterns and types of migration.

Chapter 3 provides a critical review of literatures on geadd the structural and

individual determinants of migration, focusing on southeinicA. To explore questions



related to sex differences in the factors that infleemegration, this chapter shows
findings of “migration decision” models for men and wamesing a range of measures
of migration and mobility as dependent variables in logreigression models, again
using recent data from KwaZulu-Natal. This chapter shtratsthe determinants of
migration events vary by the type of migration evartether it be a local migration, a
migration away from the rural area, or a return-migrato it. Moreover, the factors that
precipitate or constrain migration are by no meansamee for men and women. The
findings shown in this chapter support the notion that gedd@pportunity structures-
both those related to labor and marriage markets, amg tpendered social norms that
influence the role expectations and behaviors of woamehmen- are actively implicated
in producing sex differences in patterns of migratiorunal South Africa. The level of
mobility in this population is extraordinarily high, andhder is intrinsic to the social
transformations that both fuel this mobility and are fdddg it.

Chapter 4 turns towards an exploration of gender andetdléhihconsequences of
migration, specifically for the HIV/AIDS epidemic inkaZulu-Natal. The chapter
shows findings of an empirical analysis of sex dififieess in the HIV infection risk
associated with migration, and explores causal mechari@nthose sex differences.
The findings in this chapter highlight the importance ohgsietailed, rather than global,
measures of migration in order to fully capture the redddIV that are associated with
migration and mobility. All of those who are more melare at higher risk of infection

relative to their more stable counterparts, not onlyntheresidents, disproportionately



male, who would in conventional approaches be definededtatior migrants’ of the
population. This study shows a striking sex disparitilli prevalence, with young
women at a three-fold infection risk relative to theale counterparts.

The most important finding shown in the chapter, howdsedhat sex modifies
the effect of migration on HIV infection risk: womenrszolvement in migration
exacerbates their already disproportionate HIV infectisk relative to men. The sex
composition of the population of migrants cannot accounthie finding that recent
migration presents a greater risk of HIV infection fmmen than it does for men.
Moreover, further analyses revealed that although migi@ooth sexes engage in
higher risk sexual behavior than their non-migrant cenpatrts, a given level of sexual
risk behavior leads to a greater risk of infection fordémmigrants than it does for
female non-migrants (or for male migrants and non-migda The influence of higher
risk sexual behavior on prevalent HIV infection is madifboth by sex and by
participation in migration, net of the effects of otkeators that predict infection. Some
aspect of the migration experience— unmeasured in this-studgders its ‘behavioral
consequences’ more hazardous for women. The dissertatncludes in Chapter 5 with
a summary of key findings and a discussion of theigapbns of the findings for

research, policy and public health practice in soutAdnina.



Notes

! To my knowledge, of the at least thirty empirical, patioh-based studies of HIV risks associated with
migration in sub-Saharan Africa published in the peerereed literature, only the following directly
measured the HIV risks associated with migration for elenBoerma, Urassa, et al. (2002); Zuma, Gouws
et al. (2003); Lydie, Robinson et al. (2004); Coffee, Gareeal. (2005); and, Kishamawe, Vissers, et al.
(2006); the main findings of these studies are discussed ineCiapt
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Chapter 2

The Feminization of Migration in Southern Africa

Introduction. That female migration is generally under-researchedfivss
recognized some twenty years ago, when the Populatiosid» of the United Nations
(UNPD) convened an Expert Group Meeting on the “Feminizatfdnternal Migration”
(Bilsborrow 1992; Hugo 1993) in preparation for the 1994 Interndt©oaference on
Population and Development. Primarily concerned wihbidating the conditions under
which migration can lead to improvements in the statugoonen, the Expert Group
identified broad issues and questions related to the studgraéws migration that
remain relevant today. This chapter revisits thetoadiction that the group proposed, to
first ask, twenty years later, is female migratial shder-researched? What is known
about the more recent levels of participation of womenternational and internal
migration in sub-Saharan Africa? How do the featofdemale migration in sub-
Saharan Africa differ from those of male migratiols?here convincing evidence for a
‘feminization of migration’ in the region? What proivle and measurement issues are
encountered when we pursue these questions? To this emgbw literatures on female
migration that have emerged in the past two decades daxgetine scope of investigation
beyond the field of population studies; yet | focus onrédsearch from southern Africa,
where the degree of exclusion of gender and women'’s upgjiierns of mobility in the

scholarship on migration is particularly striking.



The second part of this chapter represents an atterbpgto to fill some of the
gaps | have identified in the literature, using the casdysif a population of some
50,000 adults living in a primarily rural, 450 square-kilometea afeKwaZulu-Natal,
South Africa. | describe the features of migratiod emobility in the adult population,
and present an analysis of sex differences in therpatééd determinants of migration in
the population, using detailed demographic surveillance ddexi=al in the years
between 2000 and 2007. With these data, | demonstrate hovaysan which
migration and mobility are defined and measured produce widedygent views of the
extent of women’s involvement in migration. The dateeat distinct sex differences in
the types, frequency and extent of various patternbflity in the population, and also
show how men’s and women'’s individual and household ctarstits shape their

likelihood of mobility.

Any reviewer of literature on gender and migration fromgast two decades will
be struck by the frequency with which it has been notatféimale migration is under-
researched, poorly measured, and poorly understood (e.g. #&8&iz Bilsborrow
1992; Chant and Radcliffe 1992; Hugo 1993; Todes 1998; Dodson 2000; Cakale an
Posel 2002; Zlotnick 2003; Dodson and Crush 2004). A body of isstand
anthropological literature since the 1970s on women ircAfprovides rich detail on the
lived experience of female migrants since the colomed,aconfronting the exclusion of
women from the central canonical narratives of Africéhese disciplines. And, a body
of literature on gender, migration and development emargind early 1990s that was

largely concerned with highlighting male gender biases iexkent literature,



interrogating the theoretical bases of approaches tsttidg of migration, and raising
awareness of the importance of gender for understandirsptied processes involved in
migration. Yet, analyses of actual empirical dataeondsfferences in migration patterns,
or specifically investigations of the levels and tremdfemale migration, are few in
number, particularly for the sub-Saharan African regighere these studies exist, the
researchers emphasize limitations of their data sewace a range of measurement
biases. The small but growing body of research on réeegis of involvement of
women in migration in southern Africa - both internatl and internal- is reviewed here,
along with historical and anthropological accounts wiielp to contextualize this
investigation.

The sex composition of international migration flows in sulSsaharan Africa.
Using estimates produced by the United Nations on the bbs&tional census data
collected since 1970, Zlotnick (Zlotnick 2003; Zlotnick 2006) has shtranglobally,
the number of female migrants has been large and imoge&®th in number and as a
proportion of the world's migrant stock. The total nundifemigrants in the world
increased from 82 million to 175 million between 1970 and 200DjraB000, about half
(48.6%) of the world’s international migrants were woni@notfick 2006).

In sub-Saharan Africa, while a significant numbewofnen and children are
‘forced migrants’ who have fled conflict, persecutionyimnmental degradation, natural
disasters and other situations that affect their hiadoite livelihood, most female
migration is voluntary. (Zlotnick 2003) Compared to otlegions, the absolute number
of international migrants in Africa has remained moulgriss increase has been modest

and, since 1980, the continent’s share of the world’santgstock has been declining
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(Zlotnick 2006)(p. 25), despite Africa’s growing population, whias more than
doubled since 1970 and 2000. The surprisingly low levels of intenahimigration
from Africa have been ascribed to high poverty levelsamsequent constraints to
mobility (Kok, Gelderblom et al. 2006). Zlotnick’s analysigygests that over the past
several decades, the sex composition of the migrark stddrica shifted. Males still
outnumber females among international migrants inSaitaran Africa; yet, of all of the
world’s regions, the increase in women'’s share etthal international migrant stock
was highest in sub-Saharan Africa, having risen from géréent in 1960 to 47.2
percent in 2000 (Zlotnick 2003).

The body of historical research on women’s mobilitgut-Saharan Africa is
large enough to suggest that to a great extent, womerbbhawe€on the move’ in the
region since at least the beginning of the coloniallertheir report on the 2002 South
African immigration policy, Dodson and Crush remarked:that

Far from being those ‘left behind’, or migrating meredydependants,

African women have been practising independent migraiooss the

borders of Southern Africa for decades (Bonner 1990; WAB80; Miles

1991; Cockerton 1995; Coplan 2001; Barnes 2002). Historical research

such as Bonner’s (Bonner 1990) work on Basotho women ot Sout

Africa’s Witwatersrand between 1920 and 1945 documents migrant

women'’s activities in beer brewing, cooking, laundry andveerk. Miles

(1991) and Cockerton (1995) describe the migration and employment

histories of women who migrated from colonial Swaziland

Bechuanaland (Botswana) to South Africa. (Dodson and Crush

2004)(p.99)

These sources are joined by Van Onselen’s history ahSiftica at the turn of the past

century, describing women’s migration to the Witwatersiaritie late 18 and early

20" century to participate in the new colonial economiesosunaing the mines, working
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as prostitutes and supplanting males in the role of damsstants (van Onselen 1982).
Other sources reinforce the proposition that the dookedor sector underwent a
feminization throughout eastern and southern Africdn@solonial era progressed,
drawing increasing numbers of women away from rural hteads throughout the
region: Bujra (Bujra 2000) documented the processes ofldemgration for work in
domestic service in colonial Tanzania. White (White 1988udeented the active role
women played in the development of colonial Nairobdramaing the concept of
‘prostitution’ to encompass a range of strategies woumglertook to claim space and
citizenship in the new urban spaces created under colohi@tiza

Chauncey’s account of female labor in the ‘Copperl§€liauncey 1981)
describes the colonial capitalists’ policy of permittingnaen to reside at the copper
mines (in contrast to the more stringent rules exctpdiomen and children from
settlement at the gold and diamond mines of the Witsated). This experiment was
designed to permit Copperbelt mines to compete with thedtérsrand for male labor
while providing lower relative wages. Capitalist authositielly expected that miners
would bring their wives, but defying colonial restrictionsyide variety of women
migrated to the mining areas, developing a niche in beeriigeand other informal
sector work. The result was the growth of a very udsathclass of people in Northern
Rhodesia (now Zambia) throughout thé'2@ntury.

To be sure, South Africa’s migrant labor system, whwels a cornerstone of both
colonial- and apartheid-era economies, was built upadh@kabor of males. This helps
to explain why the earlier body of sociological reseaon migration in sub-Saharan

Africa unambiguously, for the most part, described thgramt as male and assumed that
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females were static residents of the rural areaseofdégion (e.g. Fortes 1971, Little
1974; Murray 1976; Sabor 1979; Mayer 1980; Murray 1980). Feinsteims(Em 2005)
described how from its beginning through the end of apartBeidth Africa’s
governmental policies were driven by a central concdstaining the cheap labor of
black men in order to support the privileged economic and @lp@sition of whites.

The South African colony was characterized by abundadtdad scarce labor; yet
rather than to permit market forces to generate labor s(ipplyhrough raising African
wages), the labor force was obtained through coerpioar. to the apartheid era, the
government enacted a century or more of laws and esatutdisenfranchise blacks,
dispossess them of lands, and enforce their labor irrwlnned farms, mines and other
businesses (ibid.). White racist ideologies were funtéforced and codified after 1948,
when the National party won the election and begaettagsthe legislative structure that
was apartheid. Over the decades of tHe@mtury, migrant labor was reinforced by
taxes and restrictions on land ownership and capitaltimesd in agriculture in the rural
“reserves” (later “homelands”) where blacks were pegito residé. These areas were
periodically reduced in size even as the black populatiom, gesulting in environmental
degradation and deteriorating agricultural production onatihesl over time; this further
reinforced migrant labor, without which black householddadaot survive.

This pattern repeated, beyond South Africa’s ‘homelandshe male migrant
‘sending’ areas such as Lesotho, Swaziland, Mozambigqli®atswana. While men
from these areas were recruited for their labor enrtines of the Witwatersrand, South
Africa’s influx control laws specifically excluded woméwilkinson 1983). At the same

time, arable land became scarcer in sending areas su&satho, and the burden of
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agricultural production, falling exclusively upon women, beedmavier. According to
Spiegel (Spiegel 1981), a new system of land tenure impkehen 1979 further eroded
the means of subsistence in Lesotho: access to alédilments became more limited
there, as had happened earlier in the South Africanekaomds’. At the same time, under
the cost-cutting measures of new 'stabilization' schein8suth Africa’s Chamber of
Mines in the late 1970s, recruitment of migrant labobberame more selective, resulting
in higher wages, longer contracts, and less skillegrl@bid.). More men were excluded
from wage labor, resulting in higher male unemploynmentonly in South Africa but in
surrounding migrant ‘sending’ areas.

The causes of the economic crisis that erupted ih9B8s in South Africa were
deeply rooted in colonial and apartheid labor policiesofdiag to Feinstein, the
paradox of scarce labor and low wages, and the under-devetbf a local (intra-
national) market for goods due to under-investments in edadatidlacks, resulted in a
“chronic disease” in the South African economy—wttoluld not be cured by mining
exports of gold and diamonds. According to Feinsteionemic collapse was inevitable:

For three centuries since settlers arrived in Soutic#fthe dominant

theme in all economic discourse had been a shortagambpower. There

was an incessant coercion of black people to supply therabquired by

white-owned farms, mines and factories. But by the 1970pdisision

was beginning to change radically. [...] The central probkas no

longer the inability of employers to find workers, it whe inability of

workers—especially those who were unskilled—to find jobsin@tein

2005)p.237)

The economic crisis worked in tandem with the inteomatl and domestic anti-

apartheid movements to eventually bring about the regidesigse. Yet the economic

trends set into motion over decades of colonial andlsgdrera oppression have not
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found simple resolution despite political changes: ¢wels of unemployment in South
Africa today represent “a human tragedy on a staggsecalg” (Feinstein 2005)(p. 238).
Between 1980 and 1996, the potential labor force, accordirgngus data, increased by
almost 4.5 million; and almost all of these (4,170,000) beaareenployed (ibid.). If
‘ultra-discouraged workers’ are taken into account, sé:8emillion South Africans, the
majority of whom were black, were unable to find work in 1896.

In the context of declining economy, the male migtabor system in South
Africa did not produce a stable population of women “leftibg” to maintain rural
homesteads; in contrast, it appears to have facilitateden’s participation in internal
migration in the ‘sending areas’. If a feminizationrmernal migration in South Africa
truly began in the 1970s, it accelerated over the 1980s and 1990sith Africa’s
economic situation worsened: temporary labor migraiomhich the migrant does not
move away permanently, but returns periodically to theskhold of origin) increased in
the 1990s, driven particularly by women’s increasing padtin (Casale and Posel
2002). According to several accounts, the depletion tdswvaeho migrated to South
Africa, and shrinking arable land, led to an increased-taratban internal migration of
women in the southern African ‘sending’ nations, resglin skewed sex ratios in towns
as early as the 1970s (Spiegel 1981; Wilkinson 1983). A siphlenomenon occurred
in South Africa’s migrant ‘sending areas’: Preston-Wtad Sibisi’'s (Preston-Whyte
and Sibisi 1975) work on changing patterns of land allocatmong the Nyuswa-Zulu in
South Africa in the same period documented a dramaticaseximbalance in the towns
of the 'Valley of 1000 Hills'. Their account demonstrdied apartheid policies

displaced people and enforced men's involvement in wage laltowvas also set up in
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such a way that a rural home was also necessarydiermigrants—especially as risk
insurance in South Africa’s volatile labor market.aditional practices of land allocation
also changed, as land shortages increased: patrilowaktylisrupted as married
daughters in the area return and claim land for ruraklsteads (Ibid.). Yet both married
and unmarried women migrated from these homesteads petipheries of employment
centers to seek opportunities for income-generation. biduy of anthropological and
rural sociological literature documented, without a gdestl of commentary, an
involvement of women in migration flows from rural asghut not a strictly rural-to-
urban migration, as the destinations of female mignaete not cities per se but rather
towns, peri-urban or semi-rural employment zones, omtloemal peripheries of cities,
all of which would have been closer to the rural hosedst to which women remained
tied.

Using survey data collected from men and women in neigidpeountries on
their experiences of migration to South Africa, t8euthern African Migration Project’
yielded one of the only sources of population-based surveydatax differences in
international migration patterns in southern AfriCehis project focused on the recent
patterns of movement to and from South Africa, whelen after economic restructuring
and crises in South Africa since the 1980s, remains thepyimigration destination for
the bulk of international migration in the southerinidan region. Dodson’s (Dodson
2000) analyses of data from the project, collected in 1997 800 adults (including
1,014 women) from Lesotho, Mozambique and Zimbabwe, shova¢a thigher
proportion of males (47%) than females (36%) had ever teigta South Africa. Yet

these rates of female migration were surprisingly highven the restrictions on labor
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migration to South Africa that have disadvantaged wofBeason and Crush 2004)
The sex composition of migrants to South Africa variédiely by country of origin: in
Lesotho, 76% of females and 86% of males had ever migratealtit Africa, while in
Zimbabwe those figures were 25% of males and 20% of fenaldsn Mozambique
41% of males and only 9% of females, respectively.

Beyond these historical and more recent demographic stielieslata have been
published on patterns and trends in women’s involvementennational migration in
sub-Saharan Africa. Review articles, such as Pedréatlraza 1991) review of the
extant literature on gender, international migratiot @n@ patterns of labor market
incorporation of female immigrants in various world regiphave tended to not to focus
on sub-Saharan Africa, perhaps because of a paucitymfieal data and published
studies. Pedraza commented that the exclusion of wontegemder in research on
international migration was ironic, noting that fensafed out-numbered males in
migration streams to the United States for decades, angrisgd an increasing share (in
many cases at least half) of immigrants to sevenattri@s in South America, the Persian
Gulf and West Africa (Ibid.). She offered, uncited, peposition that "whereas in
Africa men predominate in migration to the cities andng&a remain in rural areas to
farm the land, in Latin America, the Caribbean, andiffhiles, most migrants to cities
are women." (p. 310) Yet, citing Gugler’s (Gugler 1989) comtangy on changing
patterns of migration in the sub-Saharan Africa, “Véorstay on the farm no more”, she
acknowledged that "profound change can take place over {iteetaza, p. 310). In turn,
Gugler’s review offered little in the way of new emgal data on female migration in the

region, offering only the observation that urban empleyttrends were suggestive of an
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increase in female labor force participation, and contimg that “an increasing number
of women are establishing themselves in their own homesvéh their own careers”
(Gugler, p. 352).

In summary, historical and anthropological researchdoumented extensive
female involvement in cross-border migration sinceastl the colonial era, as
everywhere, it seems, women were moving to claim sgaed opportunities and
strategize to improve their livelihoods and those of tfaanilies, often in resistance to
both colonial authorities and the often patriarchallrawghorities of family and
community in rural ‘sending’ areas. That these accdumte documented women’s
involvement in labor migration within and across thedeos of sub-Saharan Africa over
decades since the beginnings of colonial settlement iz adatully appreciated in the
bodies of literature on migration in Africa. Histal and anthropological sources have
amply documented the cross-border migrations of wormentte past two centuries, but
the literature employing empirical, population-based datpatterns and trends in
international migration in southern Africa by sex remguite limited. The available data
suggest that males still outhumber females among atieral migrants in sub-Saharan
Africa, but that women'’s level of participation in imational migration flows from the
region has been increasing and is now almost on pamdttis, despite greater legal
barriers to their participation in labor migrationohMover, the economic crisis that began
in the 1970s in South Africa appears to have played a rgknmulating female internal
migration in the migrant ‘sending areas’ both surroundiregvaithin South Africa.

The sex composition of internal migration in sub-Saharan Afica. In contrast

to the small body of research on gender and internatiigaation, a somewhat greater
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level of attention has been brought to bear on gemdkewamen’s participation in
internal migration flows, although for sub-Saharan Aftlua literature remains
relatively small. The empirical measures upon whicktrstudies rely are census
measures of migration across various intra-nationah&aries, and measures of trends in
urban-rural sex ratios. Landmark publications on femmadgation, the UN Expert
Group’s preliminary and final reports (Bilsborrow 1992; Hugo 1998guook not only
to outline many of the essential problems and researchpgaiisent to measuring the
extent of women’s involvement in internal migration, baotlertook analyses of census
data and presented, as well, survey data for a ses@fstadies of selected countries in
the 1960s and 1970s (of which Mali was the only sub-Sahara&aAfcountry selected.)
The panel was not able to carry forward an analysmugir the 1980s as the data were
not yet available at the time.

The UN group concluded that over the 1960s and 1970s, while tereasnd
Southeast Asia the evidence overall pointed to anasarg feminization of net rural-to-
urban migration, and while in Latin America, femalesdprainated in net rural-to-urban
migration (yet not at an increasing rate over the pgrimdles predominated in this
migration flow in the African countries for which dat@re available. While it noted that
rural-to-rural migration predominated in internal migratilmws in most regions of the
world, “the results of studies dealing exclusively withaftto-urban migration, which
had predominated in the literature, might not be representat the true impact of
migration on women as a whole” (Bilsborrow 1992)(p.14he §roup’s final report
concluded that the relative participation in differemiety of internal migration flows

tends to change over time and in conjunction with pr@seskurbanization:
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As countries develop, their level of urbanization incesamnd internal
migration shifts from being predominantly rural-rural tangemore
concentrated in rural-urban movements until it eventlmdlyomes

dominated by urban-urban flows. As those changes take ph&ce

distribution of internal migrants by sex tends to beeonore balanced,

whether it began with a highly unbalanced situation famgumen or one

favouring women. (Bilsborrow and Secretariat 1991)(p. 5)

More recently, studies using smaller population-based guanmve demographic
surveillance data from sub-Saharan Africa provided estsnaf women’s levels of
involvement in internal migration flows that were highteain the UN group’s earlier
estimates from census data. Tienda and colleaguestaXdn the Move” volume
(Tienda, Findley et al. 2006) featured the findings of Coliinaind colleagues’ analyses
of men’s and women'’s unique patterns of migration in a aned of Limpopo province
in South Africa. Data from this demographic surveillante iadicated a three-fold
increased in female migration between 1997 and 2001; the mdbderoategory of
residents was women aged 15 to 25 (Collinson, Tollman 20@8; Collinson, Tollman
et al. 2006). Similarly, data from another demographicesilamce site in KwaZulu-
Natal, South Africa has also shown a preponderancewfg/women among the most
mobile category of residents: in 2001, in the most mobilegagep, the early 20’s,
approximately 6 out of 10 women and 4.5 out of 10 men chamg&tency or ‘moved’
in 2001 (Hunter 2006). The high mobility of young women dkier1990s appears to
extend beyond South Africa: in Tanzania, a populationeblsegitudinal study found
that 10% of men and 12% of women surveyed in a rural populatoved (i.e. had at

least one change in residence) each year between 499988. Rates were higher

among women than men under age 25; over age 25, rateg amtes and females were
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the same (Boerma, Urassa et al. 2002).

Further evidence of a high level of mobility of young weoms found in studies
of internal labor migration and the sex compositiotheflabor force in South Africa. In
their work on trends towards a feminization of theolaforce in South Africa over the
1990s, Posel and Casale estimated, on the basis ofsexdgsal population-based
survey data, that internal labor migration rates intB@\frica increased from 33% to
36% in just the period between 1993 and 1999, and that increassolely due to an
increase in the proportion of women migrating for wd?kgel and Casale 2003). Over
the same period the percentage of African female adtlbswere migrant workers
increased from 7% to 9%, and who were male migrant wodeanseased from 15% to
10% (lbid.).

In her study of gender, migration and regional migrapiolicy in southern Africa,
Todes (Todes 1998) showed census data on trends in migraéiod out of greater
Newcastle, a cluster of a formal town, and a groupwhships and informal settlements
in northern KwaZulu-Natal. The purpose of her study wwasxamine what happened in
South Africa’s peripheral, regional towns with wealkdeclining economic bases, after
apartheid influx control measures were lifted in 1986.ubnontrol was abolished
“after a period in which it had broken down as people dddéied and streamed to the
cities” (Ibid., p. 311). A neo-liberal assumption had béw these “artificial” towns and
peripheral industrial areas, created by apartheid throughdaemovals and influx
controls, would "wither away" after apartheid as peoplioued to migrate to urban
areas. However, in contrast to this assumption,cilve experienced a net in-migration

in a context of stagnant economy, and this net in-ria@ravas concentrated in what
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formerly had been designated as African areas. Despjt# ne-structuring in the 1980s
and loss of thousands of jobs, the area’s population gr8% ger annum between 1980
and 1991, compared to natural increase of 2% in the periodhamebpulation growth
rate in the former African areas were higher at 8%me two-thirds of the net in-
migration was by women. The remainder of this reporeresiprior research and uses
gualitative data to discuss the potential reasons whyakfr&outh Africans remained
tied to the Newcastle area despite declining local josp®cts. These are numerous,
ranging from difficulty finding work and fears of violenirethe cities, men’s desire for
greater control within their homes and over their wivesl the values of maintaining the
rural home as ‘risk insurance’ and as a place of reerénWhat is implied in this report,
but not explicitly documented, is that peripheral townshigh s Newcastle have
maintained their importance as focal points from whicbdeholds send temporary
circular migrants: “Newcastle has acted in a way oftescribed for rural areas, that is as
a “home base”, or area of social reproduction, from wfochys in search of
employment and income are made by selected members lobtisehold.” (Todes
1998)(p. 317.) Inthis account, changing economic conditiame both constrained
male migration and facilitated changes in attitudes tdgvaending a female migrant in
recent times: confronting “older prejudices”, "familes the whole did not seem to
prevent daughters from moving, and in fact were frequently stippof their
daughters.” (Ibid., p.325)

Two recent volumes on migration in South Africa (¢em Berg, Burger et al.
2002; Kok, Gelderblom et al. 2006) provide an overview of recdtgrpa of migration

in the nation and a comparison of overall trends anenpatto other countries and
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regions, Despite comments that “female migratioa &amily survival strategy has [...]
intensified” (Kok, Gelderblom et al. 2006, p. 17), and the figdhat, in South Africa in
2001-02, some 42% of citizens of African origin have everaddvom one magisterial
district to another, and 51% of these internal migramteviemale (Wentzel, Viljoen et
al. 2006), neither volume presents an analysis of pattertrends in internal migration
by sex, nor are there any chapters which undertake tenpriagormation or commentary
on gender and migration or women’s migration in particular

To date, moreover, no major volume on female migratiaub-Saharan Africa, either in
specific countries or the region overall, has emerged.

In summary, empirical evidence of sex differenceist@rnal migration patterns
in specific countries of sub-Saharan Africa has onfyulbeto emerge. There are few
studies conducted in the recent past (i.e. in the pasbdme® decades) in the region
which have used national-level population-based surveymsuseadata to measure trends
in internal migration by sex. Such studies have suggésa¢dh South Africa, women’s
participation in internal migration has been increasamg, may have become on par with
men’s levels of internal migration. Data for speaifitta-national populations from
demographic surveillance sites in South Africa, as wallgmilation-based survey data
from other localities, have even suggested that womeredslef mobility may exceed
those of men, particularly among younger adults. Hewesosing the questions of
whether women'’s migration is increasing, or whethemean are more likely to migrate
than men, appears tantamount to posing the question,showld migration be defined
and measured?’

Issues in the measurement of female migration and mobilityThe preliminary
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and final reports of the UN’s Expert Group (Bilsborrow 199@go 1993) outlined many
of the essential problems and research gaps that reexinent to the measurement of
the scope and extent of women’s involvement in inlemgration. The group decried a
paucity of national data to adequately measure patternseamts of female migration,
noting that national censuses typically under-reptesemen’s migration, as well as
their labor force participation, for a variety of seas. “The practices of gathering
migration information only about household heads or of ileémg migrants only in
terms of fairly large administrative units (e.g. statesre noted as important sources of
bias, since women were less likely than men to be pextas household heads by
interviewers or to move over long distances” (Bilsbarr1992)(p.139). Compounding
these issues, the panel noted that women were alslikgly than men to live in
temporary housing, and to be involved in employment whiaifasmal or illegal, both
of which contribute to their under-representation inameti censuses and population-
based surveys (Bilsborrow 1992; Hugo 1993).

It must be said that data on migration overall, much $ex-specific data, can be
difficult to obtain by conventional census and surveyhoes, as study populations are
usually linked through permanent residence to a defined agea (ountry, state,
municipal, village or surveillance area). Individuals wive butside this area are usually
not eligible for selection, or if they migrate duringndptudinal studies, are considered to
be flost to follow-up unless efforts are made to track them (Hosegood and Tisnae
2005). These data limitations have certainly persistetipagration is often defined as
“absence” from home in household surveys, or as a “pggmahange in residence” in

census data, precluding an ability to capture the full €xtelvomen’s migration. In
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contrast, data emerging from demographic surveillance Isétee increasingly captured
shorter-term “movement” to and from temporary resiésrnino multiple destinations, a
pattern more followed by women (lbid.; (Collinson, Tolmet al. 2003; Camlin,
Hosegood et al. 2007). Some such sites permit a more nuaetaded distinction
betweermembershi@ndresidencan a household, which may allow for measures of
residence and mobility that are closer to the lived expegief people in developing
country contexts such as South Africa’s. There, hualds are extraordinarily
geographic stretched, as members are sent to seek emplpwinether it be in formal or
informal sectors, (as well as for other purposes ssdtlooling), yet retain a
meaningful connection to their rural household of orighata from a demographic
surveillance site in KwaZulu-Natal show that migrasdsstituted a full 35% of the total
household population, and 41% of adult and 29% of child membeesnee co-resident
with their rural household (Hosegood and Timaeus 2005). ifalilon of data from
demographic surveillance sites, of course, is that theyseful for comparison with
similar localities, but are not representative ofdargeographic units or areas.

The UN group noted that research on migration continuéehtibto view females
only as “associational migrants’ (i.e. moving as passmapanions of other family
members), while assuming that males were generally auimune migrants or active
decision-makers.” (Bilsborrow 1992, p. 140) This asswnptias found to be
unwarranted, as women have been migrating not only fotiaga, but were seen to be
increasingly involved in labor migration. Citing Waring (1988d others, Bilsborrow
(Ibid.) argued that studies of migration in the field ofremmmics have particularly

contributed to the invisibility of women, in part by ighn@, in macro- and micro-
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economic accounting, the unpaid labor of women in houdshfurther, that women
would choose to migrate to improve the conditions under whiey carry out these
unpaid activities has rarely been considered in thetitee. Furthermore, only recently
had the economic aspects of marriage in relation toiaggar begun to be explored (Ibid.).
Yet, surveys that focused only on economically activexaw or women that migrate for
economic reasons were “almost certain to misreprdsarale migration” (Bilsborrow
and Secretariat 1993)(p. 2). The UN reports concluded thauglh more women were
migrating for ostensibly economic reasons, the majorfityomen migrate for reasons
that researchers have categorized as “associati@maign-economic.

Casale and Posel's exploration of trends in womencgaation in the South
African labor force (Casale and Posel 2002) also critighe ways in which women’s
economic activities had been classified in the variensases, particularly with respect
to subsistence farming. Inthe 1951 and 1960 censuses, merkofgrage in the former
homelands were treated as employed in subsistemoeaif no other occupation was
specified, while women in the same position were diaslsas ‘housewives’ and not
economically active. In 1970, the wives of household hea&ds wlassified as
‘housewives’ but other females of working age were diaslsas employed in
subsistence farming. After 1970, women in subsistence dginewlere again treated as
not economically active. The October Household Surweyre introduced in 1993 in
South Africa in order to provide a more reliable and detgleture of national labor
market trends. Yet there were problems with the uskesk surveys for the purpose of
analyzing trends, as both sampling methodologies and guiesiies were changed over

the rounds of the surveys. Further, they argued thatdtiadological reasons, informal
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sector employment may have been under-estimated intregeveys, with the

implication that “female labour force participatiomdawomen’s share of employment (in
informal sector employment in particular) are undemeged.” (Ibid., p. 170) These
problems are complicated by an overall decline in therame of labour migrants in
household surveys in South Africa in recent years (RoskCasale 2003).

The general conclusions within methodological critiquehefiterature on
migration are that existing data sources have tendedl@m$ed towards measures of
migration that better capture men’s patterns of movénaea thus that only a part of
women’s mobility has been reflected in most natioeakl census and survey data
estimates of female migration. Data from smalledespopulation-based surveys and
demographic surveillance sites have tended to employ mtagedemeasures of
mobility, and thus derive higher estimates of femaleig@pation in migration flows.
These data sources also reveal distinct sex diffeseandgpes and patterns of migration.

How do men’s and women’s patterns of migration differ? Notwithstanding
these measurement issues — nor the limiting of its rahgeploration of census and
survey data to the 1960s-70s era — the UN group concluded tbiangxiata sources
suggested that not only the levels of female interngtation, but also the complexity
and types of female migration also appeared to have beasingt The group put
forward several claims on the basis of its analysdgt@small body of extant research:
that women’s migration patterns differed from men’seneral respects: compared to
their male counterparts, female migrants made shoaraie, more often temporary
moves, and were less likely to participate in formal lesnpent. The panel anticipated

that the causes and consequences of migration would biffeex, as existing gender
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power asymmetries create and constrain opportunitiesifpation for men and women,;
and it speculated that not only household factors, butsalsial networks and broader
socio-cultural factors, may play a major role in stiaing and constraining female
migration (Bilsborrow 1992; Hugo 1993).

At roughly the same time of the publication of the UN ekgeoup’s report,
Chant and Radcliffe (Chant and Radcliffe 1992) similarly pseploa framework for the
study of female migration in developing countries. TlEniified eight “characteristics
of the gendering of migration” that are found in most dgwely country contexts:

* Men are more mobile than men, and it is women whorene often "left

behind";

*  Women left behind are often disadvantaged by male outatiogy,

* Men move further and to a wider range of destinations;

* Men's migration is undertaken more independently tharbghatomen;

* Men migrate "in ways that are linked much more direcithaccess to

employment”;

* Migrant women "have fewer employment opportunities timgrant men in

destination labour markets";

* Men migrate across a wide range of ages, whereasdamgtants tend to be

young; and

* Interms of both social and economic links, women "ta@&inmore enduring

ties between areas of origin and destination.” (Ibid.)

Are women still being ‘left behind’, and does this disadvantalgem? The
earlier literature tended to support Chant and Radcliffess firecept: a substantial body
of historical, anthropological and rural sociologidatdrature has documented women’s
experiences of being “left behind” in southern Africgheevidence for the second
precept is more mixed, depending upon how female ‘disadvamadgfined. Male
migration was central to household livelihood strategied a large body of literature

documents the economic advantages to rural householdadihg a migrant. Nearly

every study of the impacts of migration focus on its kdg in household socio-
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economic mobility and development (Todaro 1976; Sabor 19@g $991; Massey,
Arango et al. 1998; van der Berg, Burger et al. 2002; Kothari 2Qd8rZand Sibanda
2004; Massey 2006; Tienda, Findley et al. 2006; Halliday 2007)., aviether body of
literature documents changes in rural societies tba¢ wrought by the system of male
labor migration, broadly with respect to the effedtsnale migration on marriage,
households and family structure or ‘family life’. Murrpcused on the negative
consequences of the male migrant labor system, faiagarsystems (Murray 1976) and
family structure (Murray 1980) in Lesotho, noting “the iradhgt the migrant labor
system, which is the means by which Basotho find te taestablish legitimate marital
relationships, is itself the largest threat to mastability by enforcing the separation of
man and wife for repetitive periods of indefinite duwat(1976, p. 99). At least since
the 1970s, bridewealth payments were made predominantly ireaaséd through
migrant labor, rather than in cattle as had beepité&eous practice, and, as agricultural
productivity declined as a livelihood strategy in rural Lespttbridewealth and
subsistence needs [began to] compete directly as a probtbmallocation of
resources.” (Murray 1976), p. 114). Anticipating Hunter'skvam changing forms of
masculinity and the political-economy of sexuality mw&Zulu-Natal (Hunter 2007), he
documented the increasing cost of bridewealth and otb@&oedc pressures on families,
tying conjugal instability, illegitimacy, desertion and threak-up of families to the male
migrant labor system (Murray 1980). His later work on tlegljgament of ex-
farmworkers and their families in the South Africaed-State (Murray 1995) provided
further documentation of the mining industry decline and risia¢e unemployment of

the 1980s, and the effects of these on family settle peterns.
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Spiegel's explorations of sexual behavior in Lesothmegel 1991) further
advanced the argument that the male migrant labor systarited in a fragmentation of
marriage and the widespread acceptance of extra-maaitalerships; his work
highlights the ways in which discourses of ‘traditiore aised to justify non-normative
contemporary practices, problematizing the ways in wbastiemporary understandings
of polygyny support multiple partnerships. Smith’s researcimarriage and extramarital
sex in Nigeria continued this theme, tracing male magtiititthe extramarital relations of
men (Smith 2007), and more broadly to a perpetuation of garetprality and conflict.
Lovett’'s work on marriage in Tanzania (Lovett 1996)xsraplary of a line of research
connecting male migration- both their absence from hoaseholds, and their
decreasing ability to marry- to the greater independenemoien (as well as of younger
men), exacerbating male gender anxiety and underminingi@radipower structures in
which male elders held substantial social control.

In sum, as described in the previous section of this ehaggicent research
challenges the notion that women are broadly mkedylto be “left behind”, and less
likely than men to migrate; and a small, fragmentedgbonving body of literature
supports the notion that this is a new and growing phenomedfeaidence for the
proposition that male migration disadvantages womenusvocal; accounts of a wide
range of ‘effects’ of male migration on women arerfdun the literature.

How do men’s and women’s migration destinations, frequencymavements,
and durations differ? The evidence is strong, however, that men do move fuftre
longer periods, and to a wider range of destinations thamewpthis precept of the

earlier migration literature (and of Chant and Radcsffeamework) has tended to be
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borne out by more recent research. In South Aftltmmovement of men for most of the
year into cities for work in mines and factories (theadgmatic circular labor migration
model), has tended to be captured well using traditional apbes to measuring
migration in national surveys and censuses. Data franogephic surveillance areas in
South Africa have tended to better document an increaggdtion to semi-urban towns,
to the rural perimeters of metropolitan areas, and ketweral villages. A higher
proportion of female than male migrants travel toe¢hm®as, which are closer to home,
while males have tended to continue to migrate furthérdaities and mining areas of
Gauteng (Lurie, Harrison et al. 1997; Collinson, Tollmaale2003; Posel 2004; Hill
and Hosegood 2005; Camlin, Hosegood et al. 2007). Dodson’s SoAtheam
Migration Project data, in turn, have shown that efitliernational migrants to South
Africa from surrounding countries, males have continued\tor the mining areas, along
the corridors that members of their social networke h@reviously traveled, and where
work at least oncevasfound. In contrast, women have favored smaller tcathmns
and cities as migration destinations (Dodson 2000). Fusthele national surveys and
census have tended to capture well the permanent migadtiodgividuals from rural to
urban areas, these data sources are inherently limitéeir ability to permit, as do the
demographic surveillance sites, the description of womeati® finequent movements to
several homesteads, in a pattern better described ggopal”’ than circular (Hunter
2004).

Ethnographic research from South Africa generally provadgport for the
observations derived from demographic surveillance. As Biozated, in her social

history of the “Women of Phokeng” (Bozzoli 1991), “Migatidid not involve spending
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the long lonely periods away from home which the nbsegant migrant would
experience. The surrounding towns and cities weravelgtvell known and understood,
in ways that reflected the mental maps Bafokeng wore&hdf their own rural

universe.” (p. 95). Similarly, in KwaZulu-Natal, Hunter ebged:

Probably the majority of rural women tend to pivot npléimovements

around their rural home, a fairly flexible arrangemdiotang for

women’s frequent movement, the cheap reproduction of chijltine

transfer of resources through sexual liaisons, and thstrieution of state

benefits, especially pensions, usually through the presdraceuralgogo

(granny).”(Hunter 2004)(p.3)

Yet, complicating this clear picture of a sex dichogammigration destination
types is the shifting definition of ‘urban area’ in a paptrtheid South Africa
undergoing rapid transformation. Anderson estimatéstarural-to-urban migration
rates increased from 2% in 1980-84 to 15.4% in 1995-99, per 1,000 papitaSouth
Africa (Anderson 2006), yet notes that this designaticarbfin’ is difficult: no longer
subject to brutal spatial interventions such as “forcedvats” by the apartheid state,
“informal settlement areaShave dramatically grown in size in South Africa other
past two decades, in a process she refers to as “didplabanization” (Ibid.) These
areas typically surround municipal and industrial areay;dbereasingly provide low-
wage employment, yet continue to attract work-seelsrplaces were work was once
found. They are also typical settings for the infdregetor employment (such as small-
scale trade, beer-brewing, sewing and other activitieshioh women predominate.
Hunter notes that since the early"2@ntury, informal settlements have been know to be

places of poverty and transactional sex, but alsoaaegplthat attracted female migrants,

as they were known to allow women “a certain indepecetefHunter 2006)(p. 17).
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How urban areas are designated and defined, and whetkerateas of ‘displaced
urbanization’ are defined as urban, has implications ®mbasurement of sex
differences in migration flows and destinations. Thusjevmales are said to
predominate in the rural-to-urban, paradigmatic intemmgration flow, this conclusion
may not be supported as designations of ‘urban’ expand talathe informal
settlements areas and townships surrounding large cities.

Are men more free than women to independently decide to até&j The
proposition that men's migration is undertaken more inggly than that by women
(Chant and Radcliffe 1992; Bilsborrow and Secretariat 1998pH 993) also finds some
support in the recent research. The Southern AfiNtignation Project survey data
indicated that in 1997, 65% of female migrants and only 38% (& magrants said that
the final decision to for them to migrate was taken byesane other than themselves
(Dodson 2000). Among a set of questions regarding their futigetions to migrate,
78% of males and only 63% of females “would be able to tfeyf wanted to” (lbid.).

These data are among the few to directly measure gensked-banstraints in the
decision to migrate. Yet other sources provide periphgrd¢ece to support the notion
that household decision-making related to migration — whalégcand who is sent —
cannot be fully understood without an attention tgéagendered power inequalities in
households and communities that influence migration deemsiaking. Anthropological
research in Africa amply documented the power thafghiathers and husbands held
with respect to restricting women's mobility and reinifagovomen's roles in rural
production, and women'’s traditional roles in child care anching reduced the

likelihood of migration (as did marriage) (Meillassoux 196) microeconomic theory,
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the unified household theory, which posits the househadd @& monious unit in which
all members were united in maximizing resources and regigtirats to its integrity’
(Walker, 1990, p. 177, in Posel 2006), predicts greater leveialef migration from
rural households where men have a comparative advantaggomen in wage
employment relative to rural production, and also assuaiessm in the remittance
behavior of male migrants. Posel and Casale have atigaieddlomen ‘remaining
behind’ in the rural production role may have less to db thie maximization of
household utility, and more to do with gendered divisiorialodr that are upheld by the
'internal structures of control' in rural communitiegluding social pressure, gender
ideology and women's economic dependence (Posel and 2@68le

In support of this argument, Posel has noted that in S&utia in the 1990s,
households headed by an employed man or a male pensioedesglikely to send a
female migrant (Posel 2006), and those with a female gagrsiwere more likely to send
a female migrant (Posel and Casale 2003; Posel 2004). Stsethatthe 'unified
household' theory is also a model in which men hamrabover household decision-
making, but use it to choose themselves as migrants to nzaxih@ir own earnings.
She ties the greater levels of involvement of womemigration to their greater freedom
to independently choose to migrate, due to an incredsenamle-headed households and
a decline in marriage: the percentage of women living atileast one man of working
age fell from 83% in 1995 to 77% in 1999 (Casale and Posel 2002jrogantly, the
percentage of household heads that were female indreas999, 37% of all African
households were headed by females (ibid.) Several bearchers have also

commented upon gender power relations within households amemvs responsibility
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as caregivers (of both children and elders) that ambmstrain female migration, and
upon the greater freedom unmarried women have to migré&gyedo their unmarried
counterparts (Chant and Radcliffe 1992; Todes 1998); Jones, 1994)

Somewhat in contrast to this literature, Lesclingandés@lingand 2004) research
on the migration of young women in Mali found that in ti@igion, women’s migration is
increasingly seen as an individual strategy, not onlyHferpurpose of earning an income
but for personal independence, valorization and sociagreton. In contrast, migrant
remittances from men are still part of the livelihatichtegy of rural households (Ibid.).
She documents a convergence of women'’s rates of migifadion rural areas with those
of men: while men migrate mainly to other rural arleasagricultural work as they have
done for decades, women increasingly are moving to pursuetoppes for domestic
work in the cities and towns.

Whether or not women independently take the decision taateigiepends, of
course, also upon the purposes of their migration, péatlg whether for the purpose of
marriage; and marriage decisions in the region, at lesterically, involve not only the
couple but their families. A characteristic of femalgration in sub-Saharan Africa,
long considered to distinguish it from male migratiomatesl to African patrilocal
marriage system in which upon payment of bridewealtdman moved to their
husband’s households. There are variations in thersybtg the anthropological and
historical accounts generally describe a social paitenrhich the children of the marital
union remained in the male lineage, yet the circulatimommunity wealth in cattle and
land was ensured through marriage within the descent ogérggaup (Fortes 1953;

Goody 1973; Preston-Whyte and Sibisi 1975; Fortes 1978). Whitather literature
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on migration in sub-Saharan Africa largely assumedanigrwere male, where female
migration has received greater attention, the schofahas often pointed to their
mobility for the purpose of joining a husband as the domimaivation (Sabor 1979;
Wilkinson 1983; Hugo 1993). Yet, a central critique of thgration literature offered

by the UN’s expert group is that women’s migration forgheposes of marriage has not
been adequately measured. To further elaborate on thisoguéstext review the
literature that has aimed to elucidate sex differencése purposes of migration.

To what extent is women’s migration in sub-Saharan Africa ktélated to
marriage? Several recent studies provide support for the assen@miarriage remains
a key purpose for a significant proportion of female migrat a longitudinal population-
based study in Tanzania found that 25% of female mighatdeft their households of
origin for the purpose of marriage (Boerma, Urassd. &002). In rural Zimbabwe,
women were more likely than men to migrate for magjamnd this varied by migration
destination: 63.5% of female migrants to rural areas and 28f3B6se to urban areas
moved for the purpose of marriage (Coffee, Garnett &08l5). A study from a
demographic surveillance site in Limpopo Province in Sodticéfound that women’s
migration was associated with their changes in masitals (Collinson, Tollman et al.
2003). Yet in several of these studies (in Tanzaniao{SE®/79), Lesotho (Wilkinson
1983), and South Africa (Collinson, Tollman et al. 2006)nather developing
countries (Hugo 1993), an apparent increase in the mobiMypmen was accounted for
due to an increase in the number of independent, sirgjigew seeking economic
opportunities.

Furthermore, migration for marriage may be losing sake as marriage rates are
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on the decline across the region. Bongaarts (Bong2@0) and Harwood-Lejeune
(Harwood-Lejeune 2000), both using Demographic and Health $data from sub-
Saharan African countries, have documenting decliningiaggr rates and a rising age at
first marriage across the region, linking these fadimfertility decline (Harwood-
Lejeune 2000) and rising HIV prevalence (due to a lengthenextpsrpremarital sex
during which partner changes are common, facilitatingginead of HIV in populations)
(Bongaarts 2006). In South Africa, until recently, repoiftdeclines in marriage were
largely anecdotal, as reliable nationally-representatiypellation-based estimates were
lacking (Budlender, Chobokoane et al. 2005). Apartheid governooeicerns about
security and secrecy meant that little of the demogragsearch conducted between
1960 and 1990 by the government was published, while the qualitysfsdata
collected on the African population was generally poon{la Garenne and Moultrie,
2004); as late as 1991, the South African census excluded ther foomeland areas
(Ziehl, 2001). Furthermore, policies implemented by sucaespartheid governments
led to the country's exclusion from international datées such as the World Fertility
Surveys. South Africa’s first Demographic and Health 8uil6ADHS) was conducted
in 1998. The existing data are also subject to unique probilechsling a wide diversity
of marriage forms in South Africa; language distinctjard inconsistency across data
collection instruments and methodologies. Perhapsesudt, the literature on marriage
in South Africa has been rather small, and highly foduwsemethodological issues; data
on marriage trends are quite limitdd.The main data available for analyses of these
trends are national vital statistics, which are sulifeet range of weaknesses, census data,

the October Household Surveys and the SADHS. Moreauenerous sources cite the
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difficulties of measuring marital status across varidfigan societies in which marriage
has been viewed more as a cumulative process thaoratei category (Ibid.; (Murray
1976).

These weaknesses notwithstanding, Posel's analysistob&@cSurvey data
showed that the national percentage of black women tlyrmearried declined from
34.6 percent in 1993 to 30.1 percent in 1999. Udjo’s comparisb@7@fand 1996
census data provided no national aggregated marital statuatestj but noted that in
KwaZulu-Natal, the percentages of those over age 50tmegpdhey had never been
married or were living in a non-marital co-habiting tielaship had risen from 14 to 27
percent of men, and from 5 to 18 percent of women (Udjo 2081ery recent analysis
of demographic surveillance data from a predominantly ruea af the province showed
a continuous decline in marriage, and increase in theogiop never married, between
2000 and 2006; by 2006 a full 69 percent of women had never beendhjblogegood,
McGrath et al. 2008).

At the same time as marriage has declined, women henesl jthe labor market
in increasing numbers. The sex composition of the [&dyoe dramatically shifted as
unemployment rose in South Africa over the 1990s: foesdhe participation rate
dropped from 97% in 1960 to 65% in 1996; for females it rosecisdime period from
30 to 49% (Feinstein 2005). Yet, there is little evideneg tife feminization of the labor
force is associated with women'’s increased mobilityhermarket (Casale and Posel
2002). The biggest changes seen for women over the 1990swirececased
unemployment and in self-employment in the informal@echarked by low-paying

survivalist activities (ibid.).
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Several researchers have speculated that women’s isdriedsr force
participation in the 1990s could be attributed to economgspres resulting from
declining male participation (Casale and Posel 2002; Hunter 2@#cifically, Casale
and Posel assert that the trend was due to women’s simagydavels of education,
declining rates of marriage, and the fall in the propartf women living with at least
one man of working age, the latter two changes being “stigges a fall in women'’s
traditional forms of income support within the householddg&le and Posel 2002)p.191).
Similarly, Hunter has argued that declining marriage rat&outh Africa (as well as a
broader transformations in ‘masculinities’) are assmuence of male unemployment in
South Africa; he has posited that women’s increasiagility is linked to the ever-
decreasing likelihood of receiving the income support afsbénd (Hunter 2006).

While a direct link between declining marriage and increafgingle migration
cannot be proved, other sources certainly belie the ptooghat female migration in
sub-Saharan Africa is primarily “associative”. Dodsoi Crush’s (Dodson and Crush
2004) report on the 2002 South African immigration policymles a useful overview of
the ways in which the purposes of international migraticsouthern Africa are
differentiated by sex. Their analyses suggested tha¢ wian’s migration is still
undertaken largely for purposes of formal sector employm@rnen’s migration is
characteristically multi-purpose, “reflecting the conypd@ mbination of productive and
reproductive, paid and unpaid tasks that women typically petfDodson and Crush
2004)(pp. 101). They argue, “Even when it is undertaken priyrfarilpurposes related
to employment, most women'’s cross-border migration wutlgon Africa is quite unlike

the structurally and geographically rigid system of maleenfabour, being far more
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varied in its geography and temporality and tenuous iegality and security."(Ibid.,
pp.101-102).

Recent studies from West Africa confirm the finding tlvaten’s patterns of
migration in the region appear to be more complex tham'snin both pattern and in the
diversity of motivations: Le Jeune’s (Le Jeune, Biehal. 2004) analyses of event
history data drawn from the ‘Migration Dynamics, Urbatefgration & Environment in
Burkina Faso National Survey’ showed that, no longeiareimg at home to sustain
domestic production, women are increasingly involved inrahigration. Female
migrant patterns in Burkina Faso are growing more coxngbere previously female
migration largely comprised the pattern of movementito ¢ husband’s household,
“women are emigrating more out of rural areas and expeng increased multiple move
trajectories. [Their] motives are also less-fanditiven and more related to education and
labor market considerations.” (Ibid., p. 170 This resefincls a parallel in the work of
Lesclingand on the migration of young women in Mali, tiweved previously. Far from
migration for the purposes of marriage, young women angng to pursue opportunities
for domestic work in the cities and towns (Lesclingand 20Q4Ke their male
counterparts, young women increasingly view migrationmork (as distinct from
migrating to join a husband’s household, as in the pealilmarriage tradition) as
tantamount to entering into adult life (Lesclingand 2004). dddéesclingand argues
that in recent times, this migration of young womeansexpression of gender
transformation: an escape from traditional socialticds, towards a vision of more
egalitarian relations between men and wotfie@onsumer goods such as clothing,

radios, cell phones or cooking utensils—all of which {dan previous times been
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passed to young women upon marriage and joining a husband’siblutseare for the
young female migrant acquisitions which differentiatefhem the traditional role she
left behind, symbolizing her higher status, an expanded sphéliee space”, and
agency to constitute her own place in the world (Ibid.).

Similarly, Assogba and Fréchette (1997) have explored@xtent to which young
women’s involvement in migration today is an expressibtieir agency, and an
assertion of independence: they argue that for youngadsdrmamwomen, the decision to
migrate is not merely a household decision, but emergaesd dynamic in which a
woman'’s individual aspirations interact with the needsdemands of her larger social
milieu: her “needs, aspirations, vulnerabilities, Gfeams, and interactions with family
and community, interact together to establish the chicigrate or not™® One finds
little research from Southern Africa on the asjnaal aspects of migration for women,
although anecdotal reports suggest that young people, and woumgn especially,
migrate in order “to experience life with more autonoh@tis possible in the
conservative patriarchy of the rural areas” (Kahn, Cdallinst al. 2003)(p.14).

Summary of the literature. In summary, while female migration in southern
Africa is often assumed to be ‘associational’, teata involve a move for marriage or to
join a partner or family, evidence is accumulating thgtowing proportion of female
migration is undertaken for the purposes of generatingniecor searching for work, or
to attain a higher social status and standard of livinfige Bodies of literature reviewed
for this chapter provide support for both views underlying teergsal “structure versus

agency” argument inherent to an exploration of the canfsb® feminization of

migration in sub-Saharan Africa: women’s migration rhayiewed as an expression of
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their agency and capacity, and an assertion of desistdtus as ‘modern women’, per
the accounts of Lesclingand (2004) and Assogba and Fréchette, (i99als0 as a
reaction to the economic and social defeats womeexg@eriencing, through which their
choices become narrower, per the numerous accountsnéms declining income
support from men due to male unemployment and low marridee (Rreston-Whyte
1993; Casale and Posel 2002; Preston-Whyte 2003; Hunter 2006; Posdli@dégood,
McGrath et al. 2008).

Although internal migration is conventionally assumeddosist of a rural-to-
urban migration flow, patterns of migration in sub-Sahaparticularly among women,
appear more complex, matching the general conclusionsNHexpert Group reached
on the basis of its analyses of data from other nsgid raditional approaches to
measuring migration, using survey and census methodstdraled to capture well the
permanent migration of individuals from rural to urbagest; and in the southern African
context, the movement of men for most of the yatr cities for work in mines and
factories (the paradigmatic circular labor migratioodal). However, these approaches
fail to describe women’s more frequent movements to aelilemesteads in rural and
nearby peri-urban areas and towns (in a pattern beteribed as “polygonal”’ than
circular.) Still, the empirical data in support ofsheconclusions remain limited. Studies
using existing national survey datasets and censusepianded few data on sex
differences in patterns of mobility in South Africadathe number of studies using from
demographic surveillance sites is quite small. Ethnograjatiec have elucidated several
of the questions regarding sex differences in mobilitygpast but population-based

studies are needed to provide a generalizable view of thedsatiifemale migration. In

42



sum, the types and patterns of women’s and men’s moinilBputh Africa today remain
under-researched.

An analysis of sex differences in patterns and of migratiomiKwaZulu-Natal,
South Africa. This section begins to provide an empirical response totte
research questions that | have pursued in my review diteheture on migration: What
is known about the more recent levels of participatibwomen in internal migration in
South Africa? How do the features of female migratio8outh Africa differ from those
of male migration? To address these questions, | présefintlings of an analysis of
data from a demographic surveillance system (DSS) sitddd in Umkanyakude
District, a predominantly rural area of KwaZulu-Ngt&ZN) about two hours north of
the provincial capital of Durban. The research institutthe Africa Centre for Health
and Population Studies, has since 2000 collected detailed defmiogsgeial and
behavioral data in a population of over 80,000 individualsyding approximately
50,000 adults). In 2003, the Africa Center launched an HIV Blarvee project in the
population, enabling the annual collection of HIV serolabdata for all participating
adults, and the linking of these data with other individiesad| data. In this study, |
hypothesize that the magnitude of women'’s involvementigmation processes has not
been fully measured, and that conventional approachés tmeasurement of migration
have been biased towards male patterns of movemégpothesize that the use of more
innovative and detailed measures will better capture gerséx differences in migration
and mobility, and more accurately capture the extentooh@&n’s participation in
migration, in a population in KZN, South Africa.

Data source: Africa Centre Demographic Information System (A&D. ACDIS
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was designed to closely reflect the complexity ofsheial organization of rural
communities of KZN as well as the high mobility of {p@pulation. ACDIS covers an
area of 435 kfmand collects data on bounded structures, households avidiirzdt

within this area. Bounded structures are the structuréswiite Demographic
Surveillance Area (DSA) that are intended to have edhesidential purpose (known as
homesteads) or provide a service (e.g. schools, clchesches). All structures are
mapped with Geographical Positioning System technology. dthseolds that are
resident at these bounded structures are registered, aviduadB are then linked to all
the households of which they are a member.

An important design element of ACDIS, which distingesslit from most other
censuses and surveys, is that it uses both spatial aadldefanitions of household
membership: membership, not residency, is the main eligibiiterion for individuals
to be included in the population. The Africa Centre digtishes between household
membership and residence because the population is highlierrend households are
often geographically “stretched”. Household members sglbit their place of residence.
Typically this is the place where they keep theirydadlongings and spend most nights.
An individual can only be recorded as resident at ondearse at any point in time. At
each fieldworker visit, any change in residency (i.e.am#- or internal- migration) is
recorded, together with information about the originlestination and the date of the
move. To be included in the DSA, the sole criteriothé an individual must be
considered, (by other members of the household, usualhotiehold head), to be a
member of a household within the DSA. At each visit hmasehold, the household

membership roster is reviewed and updated on the basis ohanges in membership
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(including additions and losses to the household memiperssiier due to births, deaths,
in-migrations, or out-migrations.)

Population. Previous analyses of ACDIS data indicate that theme 85,529
individuals in the population as of Jan. 1, 2001. Some 28%ultfssaged 15 to 49 were
non-resident household members on that date. Some 38% pdphlation was under 15
years of age, and 53% were females. There were 11,033 blissedsident in the DSA
on the 1st of January 2001. Some 5% of households had ietimégrated or formed
during 2000; and 1,243 registered households had externally outedigraended
before Jan. 1, 2001 (PSG, 2004).

Setting. The surveillance area encompasses both land undérmatritbarity that
was designated as a Zulu ‘homeland’ under former apdrpadicy, and a township
under municipal authority. Infrastructure and living condi@re poor: in 2001, 50% of
households had no electricity, and only 13% had access towgied Although the area
is primarily rural, there is little subsistence agtiate and most households rely on
pension and wage income (Case and Ardington 2004). Mortaliheistudy area rose
sharply in the late 1990s, largely as a result of HIV/AibDy 2000, the probability of
dying between the ages of 15 and 60 was 58% for women and 758érMoAIDS with
and without tuberculosis was the leading cause of daatlbunting for 48% of death in
adulthood (Hosegood, Vanneste et al. 2004).

The first sero-prevalence study to emerge from ACDIS {Wébsegood et al.
2007) showed that overall, 27% of female and 13.5% of materds were HIV
infected. HIV prevalence peaked at 51% among resident wagexh25-29 years and

44% among resident men aged 30-34 years, with the highegtanfeates of 57.5%
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among 26-year-old women. The female to male infectiba eanong residents aged 15-
19 years was 13.0. Increased mobility was associated litbtamincreased risk of HIV
infection among residents, and also with non-particyeita HIV surveillance. HIV
prevalence was higher in non-resident compared to redideisehold members, at 34%
among men aged 15-54 years and 41% among women aged 15-49 years (Ibid.

Methods. Dataset developmentACDIS data is stored in a relational database of
some 200 linked tables which are periodically updated. Datst@red primarily as
events or episodes, in keeping with the longitudinal nattiee demographic
surveillance process. For this analysis, data weeetsel, compressed and re-shaped as
necessary to produce a ‘flat’ dataset with individualhasinit of analyses (and no
observations repeated across rows) and with temporsistemncy in the measures used.
This analysis is carried out on the population cohb4f7/g669 adult aged 18 and older
who were members of households on 01 January 2001.

For simplicity of design and clarity of presentatidnstanalysis focuses
principally on the 45,717 adults who were members of only onedhold on that date,
and excludes the households of those who had multipisehold members (4% of
individuals had more than one household membership on tiedf.d@hese households
are described and compared to singular households in App&rfdiith a notation.)

Information on individuals’ periods of residency in houddh in the DSA over
the period 01 January 2001 through 01 January 2007 were used toedsrib
migration behaviors over that period. In this chaptefdr to external in-migrations
(moves into the DSA) as in-migrations, moves from @sidence to another within the

DSA are referred to as internal migrations, and extenamigrations are referred to as

46



out-migrations (moves out of the DSA). In some instanonly migrations within a two-
year period are presented. A certain proportion optpmilation of household members
on 01 January 2001 had no residency episodes at all overribe; pleat is, they
remained non-resident throughout the six-year perioda ®are constructed in such a
way that non-resident household members remained in thsata

Further analyses of the socio-demographic characterstimigrants and non-
migrants (using the various definitions of migration) @gaied out on the subset of the
population of 39,913 adults aged 18 and older who patrticipated fingheound of a
Household Socio-Economic Survey (HSE) beginning in 2001glake were collected for
each individual in the household between February 1 andrSlegt&0, 2001. For non-
resident adult members of household, information on théividual characteristics (e.g.
education level, employment status) was provided by a proagmaint in the household.
(For some resident members of the household who happenet e present in the
household on the visit date, for instance those who mesehool or working during the
day-time visit, the information was also provided by a priafgrmant in the household.)

There were 5,804 adults who didt participate in the survey, and, although data
are limited, other ACDIS sources provided some informadlaout the characteristics of
the non-participating population. Statistical comparisuiitbe populations that did and
did not participate in the HSE revealed that thereevggstematic differences between
them: those who patrticipated in the HSE were mordyliicebe female, and to be
resident members of households.
Non-participants tended to be younger, and a smallerqgagewas currently married.

Despite the younger age distribution of the non-HSHquaating population, a larger
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proportion died in the period between 01 January 2001 and Q&rya2007. An
examination of the migration behaviors of the two poputstshowed that, overall, non-
HSE participants were somewhat more mobile than tivbseparticipated in the
guestionnaire. Systematic differences in household steiand composition were also
detected.

These findings raise the issue of selection biasareghimates derived from the
HSE surveys. As Berk (1983) noted, the potential for sausglection bias exists
whenever potential observations from a population of int@mesexcluded from the
sample on some systematic basis. The principal probigmpotential sample selection
bias is that it threatens the external validity sfiedy” Berk emphasizes that sample
selection bias also jeopardizes the internal valioity study (where the exogenous
variable and the error term are confounded, causal efi#actsuted to the exogenous
variable are really a result of random disturbande gffect, the ‘selection’ process
introduces a need for a new variable, which would capterdékiations of the expected
values from the regression line resulting from bias. tisrpurpose, | have drawn upon
a weighting method that has emerged in the econortecatlire, broadly under the
rubric of “Propensity Score Methods”. The purpose otgating a propensity score is to
determine the propensity of participating in HSE fooélhe members of the population,
and to use this score for applying a non-response adjustregiitwo the analyses. As
described by Little and Rubin (2002), the propensity score Speg@ifin can be estimated
using a logit model, i.e.:

In[Pr(M = 1) / (l - PF(M = 1))] :ﬁo + leli + BZXZi + ...ﬂixi

WhereX; ... represents the known covariates of participationertHBE survey. The

48



predicted probabilities from this model are the ‘propensityes’. | then weight the
respondents by dividing the mean HSE survey participasitenby the predictions of the
regression, i.e. weight=r(mean participated) / Pr(M.=This propensity score weight
was then used as a frequency weight when generating pgregatfathe population by
certain characteristics. In Tables 2.1A through 2.2Be$@nt analyses using the
weighted HSE population in order to describe socio-denpbigand economic
characteristics of individuals and households. In &BI8 and 2.4 (and in all figures), |
present a description of the sex differences in mmngtatterns using the total adult
population of singular household members, and do not resteictata to those with an
HSE. HSE data are not required to produce the estimafgdaykd and therefore the data
are not weighted with the propensity score weightHosé tables and the figures.

At each visit to a household, ACDIS gathers informatibaut who in the
household is considered to be a member, their currentiairsiatus and partnership
pattern, and their pattern of recent presence in theehd-or this analysis, the most
recent information collected prior to (or at the sameetas) the collection of socio-
economic data was used for each individual who partidpatthe HSE. Where HSE
data were missing, the household membership informatiogcted at the earliest visit
after 01 January 2001 was used (in order to render the tinoel per the HSE and non-
HSE populations as equivalent as possible, given thatohtls¢ HSE 1 data were
collected in the first half of 2001). This dataset was aonstructed in such a way that
it captured only the migration events which occuaédr the collection of the first round
of HSE data, or after 01 January 2001, where HSE data ssengjiand up to December

31, 2006. Some variables capture only the migration everntedbarred within two
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years of the HSE visit date, or within two years of 01 2801 (i.e. between that date
and 01 Jan. 2003), where the HSE data were missing.

Variables A key purpose of this analysis is to explore how theceamposition
of ‘migrants’ in the ACDIS population shifts depending upow maobility and
migration are defined. Therefore, a number of measueassad, beginning with the
‘residency status’ defined in ACDIS. The ACDIS definitiof ‘non-resident’ household
member is akin to the definition of ‘migrant’ that Heesen used in many studies, in that
the individual is considered to be a member of the holgseliat is living elsewhere. In
many cases, a non-resident household member is akiartd is described in some
studies using these data — the ‘labor migrant’. Most nsideat members can be
assumed indeed to be non-resident for the purposes adymgtt or the search for
employment. But non-resident household members alsedm¢hose who are away
from the home in the DSA for purposes of schoolingtber reasons. Non-resident
household members can be considered to have changectsidénce at some point in
the past; they maintain at least two places of resileand move between them. Yet,
they differ from individuals who move permanently outidfousehold (externally out-
migrate) and end their membership in that household. MaRgn@rants permanently
relocate and end their membership in households in the Bi8Aa proportion of out-
migrants are residents who become ‘non-resident houseterhbers’, retaining a
significant tie to the DSA.

In Tables 2.1A and 2.1B, | compare the individual and houdeati@racteristics
of adults who were resident and who were non-resigembers of one household on 01

January 2001. In addition to this residestatusmeasure, | use estimates of three types
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of migration that occurred within two years of the H8&t (or 01 January 2001, for
non-participants in the survey): external in-migrationite DSA (moving into the area to
join an existing household or form a new one), intenmgkation to another residence
within the DSA, or external out-migration (a move agsf the area). | use
dichotomous measures of these types of migrationafhether or not the individual
experienced one or more of the migrations in the peaad)continuous measures of the
number of migration events over the period by type himdnalysis | have focused
primarily on theindividual migration events which comprise the majority of all
migrations, but | also show information on sex diffeesin the two-year prevalence of
the smaller number of migrations involving households @sita shown in Table 2.4 and
Figure 2.4. Tables 2.2A-2.2C show the population characteras&ociated with
individual internal, in- and out-migration.

In addition, | examine two measures of short-term miybéi dichotomous
measure of present versus not present at househdte might prior to visit; and a
categorical measure with four levels: In the househaddyenight, present most nights,
present approximately half, and present few or no nightseiprevious six months. The
latter two measures refer to the time period precedmdd®E visit, or the earliest data
collection visit to the individual following 01 January 2001.

On the basis of prior research, | examine the folmvgets of characteristics
likely to be associated with migration in a primarilyal area of southern Africa: first, |
examine individual characteristics such as sex, age pgmpht status, education level,
marital/partnership status, and parenting status, i.etheha father or mother, and

whether linked as a parent to the children in the houdehaVhich one is a member. In
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the tables showing co-membership between parents and ohiditee household, that
percentage is always lower than the percentage idehtf a parent. First, rates of infant
and child mortality in the population may mean that chitdrould have died prior to 01
January 2001, although the individual is still coded as a par&€CDIS. Secondly, high
rates of orphanhood, particularly paternal orphanhood, the&many children are
fostered and not living in the same household as a surviviegitparl hirdly, the social
separation of parents and children in this populationnsneon, with many children
living with grandparents. One recent study in the populdtiond that only 27% of non-
orphans were living with both parents (Hosegood, Floal. &007). In a context of low
marriage rates, the co-membership of fathers with @nlis much lower than of mothers
with children, which reduces the overall percentage ofpaieving with children. This
analysis introduced addition constraints on the linkingasénts and children by
restricting the households of multiple members, and gusnly one date of reference —
01 January 2001 — for the definition of household co-membershigeetparents and
children. Thus the variable indicates whether eithentbther or the father was a
member of the same household of at least one chiletihabsehold of which they were
a member on 01 January 2001.

| also examine household-level characteristics, beginmitigcomposition
variables such as household size, the sex and numpensibn-eligible adults in
household (ages 60 and older for women, and 65 and oldeefgt the number of
children in household by age grouping, the number working agesddafined as aged
18-59 for women and 18-64 for men) and a household dependencgeatatied as the

ratio of dependents (children aged 0 to 17 and pension-elafolés) to working-age
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adults. (Only the household compositional variableswieaé significantly associated
with migration or residency status@&.05 are shown in the tables.) | also examine the
number of adult deaths in the household in the periodjeyeouping (up to age 40, or
older than age 40) sex and cause of death (AIDS vs. no8&AMhether the household
had access to infrastructure such as grid or generattraigcpiped (public or private)
water and a flush or chemical toilet, and a measum®wo$ehold wealth in assets. The
household asset scale is simply a sum of the nunilgr to 17 assets in the household,
divided into population tertiles to provide a lower-, nieddand higher-level grouping of
household economic status on the basis of assets.

Statistical analysis The individual and household population characteristies
described, chi-squared tests are used to test group differeumd as residency status)
for categorical variables, and T-tests are used to eeagnoup differences in mean
characteristics, assuming unequal variances and undeulthe/pothesis that differences
are equal to zero. Logistic and ordinal logit regressiodels are used to characterize
sex differences in the patterns of various migratiome&sveFor the basic logit model, the

logistic transformation of the success probabjitg given by

logit (pi) = log (i / 1 —py).

Logit (p)) equals XB, wheref denotes theK+1) x 1 vector of regression coefficients to
be estimated (Powers and Xie 2000). In this chapter, siogde logistic models
including only age and sex as independent variables. Thelative probability of the

ordered logit model, a ‘proportional odds model’, is \entas

Cij=Pr{i=j|x)=expt=xip)/1+exp=xip)
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The ordered logit model assumes proportionality: theces ofx are invariant with

respect to each outcome (dependent variable category) (tbithis chapter, | again only
show age-adjusted sex differences in the ordered logsodgdesence in the household
(the categorical dependent variable.) | also use tlestltd compare means of the
number of types of migrations in the populations of @mueth women, assuming unequal
variances and under the null hypothesis that differemeeequal to zero. Given the large
population size for these analyses, the significanes fer all statistical tests is set to

99%.

Results

Socio-economic and demographic characteristics of resident and resndent
household membersTables 2.1A and 2.1B show the information derived froarHBE
and other ACDIS sources on the characteristics ofilmees of one household on 01
January 2001 by their residency status on that date. Thehiata in these tables are
restricted to the 39,913 adults who participated in the H8®&eighted frequencies and
weighted percentages (using the propensity score weighshawn. As shown, the sex
composition of the non-resident population is quite dffiefrom that of the resident:
56.9% of non-residents are male, compared to the 39.7%idénts who are male. Non-
residents tend as well to be younger than the residemters of households, with
33.9% of non-residents comprising the largest eight-yeat agelgroup (ages 18 to 25),
compared to 28.9% in that group among residents.

A smaller proportion were currently married (15.6% vs52&0f residents), and

56.9% of non-residents reported having a regular non-mpaittaier, compared to 40.7%
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of residents. Various measures of household socio-eworstatus are also shown in
Table 2.1A and 2.1B, and the data demonstrate high poverdtioms for households in
the surveillance area, as described elsewhere (e.g.&asdington, 2004.).
Unemployment is high: only 26.5% of resident individualsehfaM-time employment.
A much larger proportion of non-residents had full-tiemsployment (53.6%), reflecting
a common purpose for residence away from the rural holtseBome 42% of non-
residents, versus nearly 70% of residents, were unentploye

Reflecting the educational disadvantage in South Afittamer “homelands”, a
minority of the population had reached Standard 10 (Maait)mportant educational
milestone in South Africa (the secondary school gradat A higher proportion of
non-residents (25.1%) than residents (13.7%) had reachedb&lal0; however this is
likely to be largely a cohort effect, reflecting theupger age distribution of the non-
resident population. Involvement in secondary educasigmalonged, in a local context
of high unemployment: 10.7% of resident and 4.7% of neiteat adults aged 18 and
older reported they were currently in full-time studytuedly all in secondary education.
Finally, a lower percentage of non-residents (58.4%{@8%) were identified in
ACDIS as a mother or father, and a lower percentage igentifiable in ACDIS as a
parent to the children in the household in which they \mare@mber; this finding also
reflects the younger age distribution of the non-resigepulation.

The migration patterns of residents and non-resideatsanewhat tautological,
since household members mustiom-residentsf they migrate into the surveillance area,
while only household members who aesidentcan migrate internally or out-migrate

from the area, at a given point in time. Thus withtwa-year period, in-migration

55



predominated among non-residents (16.1%) and out-migration aresidgnts (16.9%).
However, the residency status of individuals in the patmn changes over time; thus the
5.4% of residents who in-migrated within two years of ti&EHepresent a group who
had out-migrated, become non-resident, and in-migratbedome resident again in that
time period. Similarly, the 4.4% of non-residents whit-migrated within two years of
the HSE represent a group who had both in-migrated anchiguted in the period.

The presence pattern of nights in the home in the pre\dx months provides
yet a more nuanced view of the levels of presence amditp@f residents and non-
residents: far from the dichotomous at home versus/dm@m home status that the
‘residency’ category implies, the data show a continofimobility by residency status,
and show that the “stable” population is itself highly nebiOnly 50.9% of non-
residents were in the home few or no nights in the pusvseveral months, while
converselyfewer than halbf residents (46.8%) were at home every night. Among
residents, almost 10% were present in the home onlyt &ladfior fewer of the nights in
the previous six months. Similarly, the measure oftidrethe individual was at home
on the night prior to the visit did not necessarily espond well with residency status:
while 91.9% of residents were at home on the night pritdrdanost recent surveillance
visit, a full 27.4% of non-residents (who would be expetbdok away) were as well.

The household characteristics of resident and non-redwdeisehold members
must be interpreted with care: the household charatitsrof non-resident members
refers to the household of which the individual is a mernbdre DSA,; in other words,
the ‘sending’ household. As shown in Table 2.1A, thesssétoolds were poorer than the

households of residents; they had more limited accessmonunity infrastructural
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resources such as piped public or private drinking wdtesh) toilets, or grid or generator
electricity. The number of household assets, dividedteitiles, were somewhat similar
for the two populations, though non-residents’ househsddsewhat predominated in the
middle quantile of assets. The sex and number of pee$gihle adults in the

household did not significantly differ by residency,réhthis variable was not shown in
Table 2.1.

While information on adult mortality in the householdskd similarity for the
populations, a somewhat higher proportion of non-ressdénain residents were members
of households in which one or more adults died under thefatfg while the levels of
older adult deaths were similar for both populations. disrence appears due to the
contribution of AIDS to mortality in the householdsnain-residents: as shown in Table
2.1B, non-residents had households with a mean numbe3®t6aths due to AIDS over
the period of 01 January 2001 through 01 Jan 2007, compared to aungaer of 0.33
adults deaths due to AIDS in the households of residenbersnover the same period.
The level of mortalitynot due to AIDS in the households of both populations was more
similar. Table 2.1B also shows a comparison of thedfwald composition of residents
and non-residents who patrticipated in the HSE. Nodeats’ households were larger
(with a mean of 10.65 individuals, vs. 9.54 in the househdldssalents), with higher
mean numbers of children, and a higher mean number sigpealigible adults. The
mean number of working age adults was also higher amongesatents, rendering the
household dependency ratio somewhat lower for thesadndls’ households (0.71, vs.
1.17 for residents’ households).

The descriptive findings here are suggestive of poorer housaehdlin the DSA
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maintaining connections to, and receiving support from, nsideat household members,
who are more likely to be employed than resident memhbadsare more likely to
contribute to the support of their relatively larger pddi@usehold dependents. At the
same time, the somewhat higher proportion of pensigibé&diadults (particularly
women) among the households of non-residents is alsostiwggef the relaxation of
childcare restraints to migration. The charactegsticmigrants- those who in-migrated,
out-migrated, or moved internally within the DSA- ahewn in Tables 2.2A, 2.2B and
2.2C in comparison to those who did not participate iretheigration flows.
Socio-economic and demographic characteristics associated withinateand
out-migration of residentsTable 2.2A shows comparisons, among residents, of the
characteristics of those who internally migrated whit'se who did not, and those who
out-migrated and did not, within the two-year perioddf@ihg the HSE survey. Only the
characteristics significantly associated with eitbiethe two migration flows were
included in the table; these characteristics are shavanagortions of the total within
each migrant category. To summarize, having internally negraas significantly
associated with female sex, younger age, being unmaari@dher education level or
being a current student, not being a parent, lower housetatteconomic status, and
having mourned the death of another adult member of theholds Compared to those
who didn’t internally migrate, a greater proportion démal migrants were female
(69.9% vs. 59.8%) and in the youngest age group (40.2% of inteigrants were aged
18 to 25 compared to 28.3% of those who didn’t internally atgr Internal migrants
were much less likely to be married (9.1% vs. 26.4% amongnmigrants), and a greater

proportion were in a regular, non-marital partnership (544%39.8%). Compared to
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those who did not internally migrate, migrants had sonagwigher levels of education
and a greater percentage were current students. Thosgidviat internally migrate had
a higher number of household assets than those who didiemadnore likely to have
electricity access (51.7% vs. 45.3% for migrants). Wese somewhat more likely to
have households with at least one pensioner of ba#s4&.5% vs. 5.6% of migrants),
while a greater proportion of households of migrants héshat one female pensioner
(30.7% vs. 28.4%).

The final row of Table 2.2A gives the percentages oflezgs for whom another
adult in their household died within two years of the H&li date. As shown, 19.6% of
those who did not internally migrate vs. 23.2% of migrduais mourned the death of
another adult in their household within two years. A feeamination of the data
revealed that for 147 of the 311 internal migrants who nezlithe death of another adult
in the household within two years after the HSE v&it.8%), at least one death of
another adult household member occurred before the ddteiofirst internal migration
in the two year period.

The right half of Table 2.2A compares the charactessif residents who out-
migrated with those who did not. In summary, out-migrargse more likely to be male,
younger, unmarried (but in a regular non-marital partmgysand unemployed; they had
a higher education level, a lower number of househoktsssid were likely to have
electricity in the home; and were less likely to hayeasioner in the home. Although
statistical comparisons in the table are made wigreéace to non-migrants, | note here
the key apparent distinctions between residents whaaitgmigrated and those who

out-migrated, among the residents: chief among thersex difference, with females
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comprising the bulk of internal migrants and males conmgyia slight majority of out-
migrants. Out-migrants were apparently more likely teeh@o partner at all (33.8% vs.
29.2% of internal migrants) while internal migrants wexae likely to have a regular
non-marital partner (57.1% vs. 49.8% among out-migrantsernal migrants (26.4%)
were more likely to have full-time employment (in drea, most likely, as it would tie
them to a shorter-distance move) than were out-migi@it 2%). Greater proportions of
the internal migrants than of out-migrants had a Idesx| of education, and a greater
proportion were parents. They also had a relativelgtawimber of household assets.
Finally, a higher proportion of internal migrants (30.##@n out-migrants (26.8%)
originated from households with at least one femalsipaar.

Socio-economic and demographic characteristics of in-migrantshe DSA,
among non-residents, compared to non-residents who did not in-ategyrTable 2.2B
shows the characteristics associated with in-mignatiahe DSA within two years
following the HSE, among those who were non-residéetie time of the HSE. Note
that the comparison here is only between those whagrated and those who did not.
We know little about the latter group: ACDIS does rmtéhinformation on their mobility
patterns other than the pattern of return to the DBAat is, if a non-resident changed
residences outside of the DSA over the two year periodingidor instance from
Richard’s Bay to Durban to Gauteng, none of those restdelnanges would be recorded.
Thus, the comparison category of non-residents who dithfmatgrate cannot be said to
represent a more ‘stable’ category of non-resideRegher, the comparison perhaps
better reveals differences between those non-resisd may have a greater

dependence on, a closer tie to, or a greater respagshal others within the rural
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household (as measured by their return to residence arehg compared to those who
did not return to a residence in the DSA within the twaryperiod.

Relative to those who did not in-migrate, those who diceweore likely to be
female (49.1%, vs. 42.5%), to be in the youngest age grol@tof 25 (46% vs. 32.8%),
and less likely to be married (13.2% vs. 16.4%). They wereh less likely than the
non-migrants to have full-time employment (38.3% vs. 59,2#td more likely to be a
full-time student (the education levels of two groups vearelar overall). They were
more likely to be a parent (63.6%, vs. 57.2% of non-in-miga The household
infrastructure of those who in-migrated was better thahof the households of non-
residents who did not return: 47.5% had an electricitys®(vs. 42%). The in-migrants
were less likely than the non-migrants to have onearerpension-age-eligible adults in
the household (of either sex). Relative to the nemeants who remained so, a higher
percentage of in-migrants (24.3%, vs. 22.6% of non-in-migyanourned the death of
another adult member of the household within the two yledlosving the HSE, although
this difference was not statistically significantdaherefore is not shown). Of the 543
non-resident in-migrants comprising this 24.3%, 252 (46.4%) exmed this loss prior
to the date of their out-migration.

Table 2.2C shows additional household characteristioigrbnts and non-
migrants. Here | compare three groups of residents, thbseneither internally nor out-
migrated within 2 years after HSE, those who internailigrated, and those who out-
migrated. Among residents, those who internally migratetiout-migrated had a larger
mean household sizes (9.54 and 10.1, respectively) at thevisiG#8ate than the stable

residents (9.43). Migrants’ households had similar meanbeu of children than stable

61



residents, although out-migrants had a somewhat highean member of children aged
10-17 (2.12) relative to stable residents (2.09). Stable resitiad the highest mean
number of pension-eligible adults, and the lowest nmeamber of working-age adults.
Thus the stable residents had a higher household depgndéondhan the two groups
who later migrated (1.2, vs. 1.12 and 1.03, respectivelyysd that out-migrated after
the HSE had a higher number of full-time employed aduitseir households (1.7) at the
HSE visit date, relative to those that remained stdbf6] and those that internally
migrated (1.57), suggesting that in the income of anothdt m the household may have
relaxed a constraint on the out-migration of manyviadials.

In the final column of Table 2.2C, measures of centralgéacy for the non-
residents’ households are shown, again comparing thégirants and non-in-migrants.
As shown, the in-migrants had households with a cortippghat was overall similar to
those of non-residents who did not in-migrate. Thetgrahfference in the two groups
was seen in the number of full-time employed adulthénhousehold, with a lower mean
number among in-migrants (1.88) compared to non-in-migraritS)(Zagain reflective of
the stronger likelihood of employed non-residents reimgim their residence outside of
the DSA.

Sex differences in patterns of migration and mobilityfiable 2.3 and Figures 2.1
through 2.4 show sex differences in the patterns of mogrand mobility in the total
population of adults who were members of a single houdeio01 January 2001. A
full range of measures of migration and mobility, frdra global to the more specific and
recent, are shown. The top half of Table 2.3 highlighg¢asures that | believe to be

similar to those commonly used in many studies of migme&ind in censuses; these are
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labeled “Traditional measures”. Residency status issank measure as it corresponds,
approximately, to the definition often used to denote labgrancy: an individual is
considered to be a member of a household, but lives elsewReesence in the
household on the night previous to a visit is a measureoéilso used as a proxy for
short-term or temporary migration or mobility. Fiyalve may consider out-migration
to be a “traditional” measure, as it corresponds apprdgigngo a definition of migration
as a long-distance, permanent change of residence.

In the bottom half of Table 2.3 | denote several otheasures used in this study
which | have labeled “Newer” measures, in that theyraore rarely used and have only
in recent years emerged in the context of the developai@lemographic surveillance
sites. The distinction, in ACDIS, between out-migratand internal and in-migration is
highlighted here; and, | argue, the measures of veryizechinternal migrations, and in-
migrations to local areas, mark an innovation in waylich migration is
conceptualized. The measure “Any change in residenc¢Beiser” in that is
encapsulates not only long-distance, permanent moveg fa@m a local area, but also
encapsulates local moves and in-migrations. Finallyeasore of the level of presence in
the household provides a more nuanced view of the pattenolmfity of the population
than is commonly captured in traditional migration measutrésve shown, in Table 2.3,
the results of descriptive analyses and statististd tef sex differences in patterns of
migration and mobility in the total population, and whezlevant, sub-populations of
residents and non-residents. Finally, in the rightiromis of the table | denote whether
the measure produces an estimate in which men predomirtatesn predominate, or

slight-to-no sex differences are seen.
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As shown, a greater percentage of males than femalesnen-resident
household members (55.4% vs. 44.6%); and from a logistic ssgnewnodel of
residency status with age and sex as independent variaklefam 44% lower age-
adjusted odds of being a resident, relative to women. Aegrparcentage of men than
women (54.4% vs. 45.6%), also, were absent from the holdseh the night previous to
the visit. Men’s age-adjusted odds of being in the honte s@me 38% lower,
compared to women (OR=0.62). Finally, male residents were likely to have out-
migrated relative to their female counterparts; out-amgg were somewhat more likely
to be male (50.3%) than female (49.7%); the differenceswesdl| but statistically
significant. Their period prevalence of individual out-raigen was 21.2% (vs. 13.9% in
women) (column percentages not shown in Table 2.3,rbuigh@wn in Figure 2.1) and
male residents had an approximately 43% higher odds of outtmgyradjusting for age,
relative to their female counterparts.

The sex differences were reversed for the other twenpatbf individual
migration measured in ACDIS: residents who internaligrated were more likely to be
female (69.4%) than male (30.6%). The period prevalencelnfdual internal
migration was 6.1% in female residents and 4.0% in maldasts (shown in Figure
2.1); and males had a 41% lower age-adjusted odds of iyamgtating in the two-
year period. Similarly, of non-residents, those whmigrated were somewhat more
likely to be female (50.8%) than male (49.2%). The periegtgdence of in-migration
among female non-residents was 19.0%, and in male nmieinées (14.8%) (shown in
Figure 2.1) and the age-adjusted odds of in-migration were 28f% lower for men

relative to women. Figure 2.1 graphically displays the data-year prevalence levels of
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out-migration, in-migration and internal migration foen and women, respectively.

As shown in the lowest row of the table, 16,580 adultsotth sexes (36.3% of
the total adult population) experienced at least one chafmgsidence of any type in the
two-year period. Some 47% of men and 53% of women hadremge in residence;
this difference was not significant (OR=1.03, with a 98%afidence interval of 0.98-
1.09). Below, the table shows sex differences in raareanced view of mobility, the
pattern of presence in the household in the past sixhmomge and sex are used as
independent variables in an ordinal logit model of the gigsthonth presence pattern in
order to generate age-adjusted probabilities of the foalsl@f recent presence in the
household. While the categories “every night” and “feva@ nights” roughly
correspond to the measure of resident vs. non-resiembership status and show,
similarly, that males were more absent than femalekiding age in the model reduced
the level of apparent sex difference: The probabilitgeing present every night was
0.37 for women vs. 0.27 for men, and few or no nights was OrMdimen and 0.25 for
men. However, the categories of “most nights” and apprabaly half of the nights” in
the past four month reveal no dramatic significant serdnces: men and women were
approximately equally likely to be present most nights (&r&#0.33, respectively) or
approximately half of the nights (0.14 and 0.12, in men andem) respectively). In
sum, as shown in Table 2.3, the use any of several cbomeneasures of migration in
this population would present a view of migration proces#sis biased towards the
measure of male migration. Use of alternative meastomplicates this view: in some
patterns of migration, women predominate. Global meashet would capture well

both men’s and women'’s patterns of movement will terefése any apparent sex
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differences in migration in this population. Detailedanced measures reveal the full
extent of sex differences in migration and mobilityleatly the data exemplify why it is
necessary to interrogate the measures typically useeasure population mobility, in
order to correctly characterize both men’s and women®\evnent in migration
processes.

While the analyses presented in this chapter have focusedividual
migrations, ACDIS also records the migrations of folukeholds. As there were very
few household in-migrations among non-residents (n=51eitvtb-year period), these
data are not shown. Table 2.4 shows data on the tw@pyeaalence of household
internal migrations and external migrations of men anch@&mowho were residents on 01
January 2001. Both row and column percentages are shot talte, to convey an
overall view of the prevalence of these types of mignaih the population of residents
and also to elucidate sex differences. Only 3% of residen®&2% of women and 2.7%
of men, had a household internal migration in the tear period. Similarly, 3.1% of
residents had an external household out-migration ipe¢hied, but the sex composition
of those who experienced this type of migration diffei@o of women and 3.2% of men
had an external household migration. Overall, womedgménate in the population of
residents; yet they predominate to a greater degree amosgwho had an internal
household migration, and to a somewhat lesser degree @ahusgwho had an external
household migration.

In Figures 2.2 and 2.3, the populations of men and wometi\dtal 47,717
individuals) are classified by eight mutually-exclusive gatees of individual migration

flows experienced in the two-year period following 01 Jayn@Q@01 or the HSE visit. In
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women, 77.6% experienced no individual change in residérltmyed by 7.1% who
experienced one out-migration only. The next largdsigcaies were ‘In-migration only’
and ‘Internal migration only’ (both 5.3%), followed by ‘and out-migration only’
(3.6%). In men, the rank order of magnitude for the mmnatategories differs
somewhat. A slightly smaller percentage had no individugtation in the two year
period (77.2%), but as for women this category predominatkésywed by out-migration
only (9.2%, higher than for women). The next largetstgmy was ‘In-migration only’
(6.0%). A smaller percentage of men (3.0%) than wom&¥dbexperienced an
individual internal migration only. The third largest catggfor men was ‘In- and out-
migration only’ (4.1%), somewhat higher than women'’s prenadeof this type of flow
(3.6%); and a higher percentage of women than men expedi¢he other flows
involving at least one internal migration.

Finally, Figure 2.4 displays the sum of migrations ovew@year period, for each
of three types of migration, for men and women K@, women had a significantly
higher mean number of internal and in-migrations, and Imaeira higher mean number of
out-migrations. Overall, men appeared to have a sliginglyer mean number of
migrations than women, but this difference was notssieaily significant.

Limitations. The limitations of the data analyses presented in ba@pter have
been discussed throughout. As the data are quite conadeiky of presentation
required a sequential sub-setting of the population, flenselection of single household
members (and exclusion of multiple members), to tlexgen of a population that
participated in a survey that provided information on secioromic characteristics. |

adjusted for selection bias in the HSE survey on #seslof known covariates using the
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propensity score weighting method; but the method doeadjast for bias on the basis
of ‘unobservables’; thus the extent of remaining seladbias in estimates using the HSE
data is unknown. We may be reassured, however, #hasstimates are reasonably valid
given that a relatively small proportion of the popolatopted out of the questionnaire,
and the numbers of individuals with complete data are duggh.

| have chosen, for the sake of parsimony, to focus theskyses on the individual
migration behaviors of the population, to the detriméiat fully nuanced description of
the characteristics of individuals who experienced haaldahigrations; only summary
data are presented in Table 2.4. Furthermore, the migmitichildren, whether as part
of households or whether independently sent for purpfshooling or fostering, is not
explored in this chapter.

Information on the migration behavior of non-residenidehold members is
quite limited, in that only their in-migration to the B$%and not their migration to other
places) is recorded in ACDIS. Finally, the scope &f thiapter is limited largely to a
description of the migration behaviors of a populationnat jperiod in time, with an
initial examination of the sex differences in theattgrns and behaviors. The subsequent
chapter of this dissertation focuses on the modelirsgotifferences in the determinants
of migration; a longitudinal view of the data is providedisiwill permit an exploration
of the impact of deaths in households on the migrdaghavior of individuals in those
households- an exploration that is beyond the scoffasothapter.

Discussion. The findings shown in this chapter describe a populati@uults
living in an area in the central coast of KwaZulu-Ng&auth Africa; an area that in

many ways is typical of the rapidly changing, and urbagjzperipheral areas of the
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formerly rural ‘homelands’ of the nation. The findingwveal a population that is very
much ‘on the move’, with a large proportion of housdradnsidered to be living away
from the home, yet retaining a significant tie to itnmiéning resident members of
households, who are disproportionately female, arehadddy mobile. The migration
behaviors of individuals are patterned by their demograpkisacio-economic
characteristics and those of their households. Inrgkraes seen is prior research from
the region and across the globe, migrants tend to be yguade unmarried, and to
have a somewhat higher education level compared torthyeimigrant counterparts.
Being unemployed appears associated with a decisiomtggeaite from the area, while
being employed outside of the area appears to repressia magration to the rural DSA.

As described previously (Hosegood, Vanneste et al. 2004), iyiddiigh in the
population. A full 13.5% of the population of adults who wexambers of one household
at the beginning of 2001 had died before the beginning of 2007. Sm@nés in
particular had households disproportionately hard hitdmng adult deaths over that six-
year period, and the number of adult deaths due to AIDShigasr than due to other
causes, especially among non-residents. Among both resalehnon-residents, the
percentages of migrants who mourned the death of atdeasiter household member
within two years of the HSE visit was higher thansbene percentages among non-
migrants, suggestive of a relationship between adult deathe household and
subsequent migration events. A thorough investigatiohieftélationship is beyond the
scope of exploration in this chapter, but is exploredasgbently.

The findings shown here also highlight the rarity of mage, whether civil or

traditional, in this population. Only 20.4% of all adults a@j8dand older who were
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members of one household at the beginning of 2001 were dymaantied, although
most adults are parents. Among residents, those whodudlly internally migrated and
out-migrated were much less likely to be married, andaofnesidents only a somewhat
smaller percentage of in-migrants were married compartdwse who remained non-
resident within the two-year period. Information ontbe&sehold migrations of
residents are suggestive that women were more likaly itten to participate in internal
household migrations, but not external household migratidresrelationship between
marriage and migration, and the extent to which femadeation is ‘associational’ is
explored further in the next chapter.

In a departure from the previous research, the findingepted in this chapter do
not lead to the general conclusion that migrants temhe tmale. Rather, the degree to
which women’s mobility is adequately recognized depends upamiobility and
migration are defined, and how data are collected andzathlyBy some measures,
males are more likely than females to migrate, and lrstthe opposite appears to be
true. The most conventionally used measures of migtatibether it be a permanent
change in residence at some distance from the odgimon-resident household
membership, or presence in the household on the nighttpraovisit, are ones which
appear to better capture the mobility patterns of mahy@en predominate in these
categories of migrants. The more nuanced measures uses study from a
demographic surveillance system, including measures afut+and internal migration
and household presence pattern within a local predominanélyarea, erase the
apparent predominance of males in migration, and rev&aliar overall level of

mobility among men and women. The findings here undersherfact that, had
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conventional measures of migration and mobility beenl@yeg in this study, migration
and mobility would have been characterized as a pres@ssvhich men predominantly
participate. The more detailed and innovative measuresmusad study address this
potential bias, and reveal significant sex differencalampatterns and types of migration
and mobility: confirming the findings of the small exthody of research on female
migration in the region, women appear overall to mmeee often closer to home, and to
be more likely to return to rural homesteads. The akapter of this dissertation builds
upon the analyses presented here, to explore sex difeeyen the determinants of
various measures of mobility and migration in the poputatio

The data presented here do provide support for the propasisiba
‘feminization of internal migration’ has taken placeSouth Africa. It may in fact be a
key facet of the processes of rapid urbanization and ghalbiain taking place in southern
Africa today, and is likely to be both a cause and aemprence of contemporary
transformations in gender. Women’s mobility is relatetianly to changes in gender
role expectations and social norms, but also to changbes opportunity structures to
which men and women are subjected, the spheres and spaeegh which women and
men move and eke out a livelihood, and the ideals and ekpastéhat men and women

bring to relationships to each other and the project sihgifamilies.
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Table 2.1A: Characteristics of the population of adult membies of households on 01

January 2001 who participated in first HSE (n=39,913), by residencstatus on that

date

Non-resident Resident (n=26,269)
Characteristic (n=13,644)

N Weighted N Weighted p

% %

Individual characteristic
Sex *k%k
Female 5,943 43.1 15,896 60.3
Male 7,701 56.9 10,373 39.7
Age group (8-year) Fxk
18-25 4,773 33.9 7,760 28.9
26-33 4,017 30.1 4,813 18.7
34-41 2,439 18.4 4,031 15.8
42-49 1,292 9.5 3,041 11.8
50-57 629 4.5 2,166 8.4
58-65 334 24 1,890 7.0
66 and older 160 1.1 2,568 9.3
Partnership pattern Fxk
No current partner 2,770 21.3 7,716 30.1
Marital partner 2,102 15.6 6,688 255
Regular non-marital partner 7,479 56.9 10,432 40.7
Casual partner 866 6.3 1,005 3.6
Employment status Fxk
Full-time 7,225 53.6 6,844 26.5
Part-time 543 4.0 1,057 4.1
Unemployed 5,857 42.4 18,343 69.5
Education level *rk
None or <1 year 1,379 10.3 5,863 224
Standard 1-5 3,350 25.1 7,267 28.1
Standard 6-9 3,595 27.0 5,474 21.2
Standard 10 (Matric) 3,362 25.1 3,560 13.7
Diploma, Bachelor's or Master's 619 4.7 992 3.9
Full-time student 1,089 7.8 2,846 10.7
Is a parent 7,950 58.4 18,486 70.8  ***
Linked as parent to children 2,882 21.3 7,652 29.5  wx*

in his/her household

Table 2.1A continued on next page
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Table 2.1A, continued:

Resident (n=26,269) Non-resident
Characteristic (n=13,644)
Migration and mobility N % N % p
Any change of residence
before 01 Jan. 2007 4,601 33.3 9,754 36.4  ***
Any individual in-migration
in 2 yrs after HSE 2,233 16.1 1,488 5.4 A%
Any individual out-migration
in 2 yrs after HSE 603 4.4 4,445 16.9  *x*
Nights at home, past 6 months e
Every night 1,233 9.1 12,278 46.8
Most nights 1,714 12.6 11,622 44.3
Approximately half 3,735 27.4 1,231 4.6
Few or no nights 6,962 50.9 1,138 4.2
At home, night prior to visit 3,713 27.4 24,113 91.9 wx*
Death in period **
Died before Jan. 1, 2007 1,691 12.5 3,562 13.5
Alive throughout period 11,953 87.5 22,707 86.5
Household characteristics
Drink water source rrk
Piped (private/public) 4,716 34.6 10,617 40.7
Other source 8,910 65.4 15,641 59.3
Sanitation: Flush toilet/VIP 1,077 7.8 2,719 10.5 ***
Other or none 12,567 92.2 23,550 89.6
Electricity: No source 7,796 57.1 12,852 48.7 ***
Has electricity source 5,848 42.9 13,417 51.3
Number of household assets o
Oto 2 3,688 26.9 7,234 27.4
3to6 6,128 45.0 11,346 43.2
7to 17 3,828 28.1 7,689 29.5
>1 females in home died at
age 18-40 in period 2,565 18.8 4,291 16.4
>1 males in home died at age
18-40 in period 2,466 18.2 4,104 15.8
> 1 females in home died at
age over 40 in period 2,332 17.1 4,207 15.8 *x

Table 2.1A notes: Only characteristics significanigaciated with residency status shown. [i*.0001;
** p<.001. Chi-squared tests of association with 99% CI usedst null hypothesis that differences by
residency status = 0. Percentages are weighted witlmdpergsity score weight to adjust for selection bias
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in HSE participation on the basis of the observabladates of participation.
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Table 2.1B: Characteristics of the population of adult membs of households on 01
January 2001 who participated in first HSE, by residency statusn that date
(Central tendency measures)

Individuals' household Resident (n=26,269) Non-resident (n=13,644)
characteristics

Mean SD Median | Mean SD Median p

(Range) (Range)

Household size 9.54 515 9(1-42)| 10.65 5.13 10 (1-42) ***
Children ages 0-4 in 1.29 126 1(0-10)| 1.35 1.31 1 (0-10) ***
household
Children ages 5-9 in 1.33 120 1(0-9)| 1.39 1.25 1 (0-9) ***
household
Children ages 10-17 in 210 161 2(0-12)| 2.22 1.65 2 (0-12) ***
household
Household dependency ratio 1.170.88 1(0-9)| 1.05 0.71 1 (0-9) ***
Full-time employed adults 158 1.44 1(0-10)| 2.10 1.61 2 (0-10) ***
Adult AIDS deaths in period 0.33 0.63 0(0-5)| 0.38 0.66 0 (0-5) ***
Adult non-AIDS deaths in 031 056 0(0-4) 0.32 0.58 0(0-4) *
period

Table 2.1B notes: Two-sample T-tests used to compare wadaes for residents and non-resident, under the
hypothesis that differences=0. Unequal variances and@2%sumed. Only characteristics significantly
associated with residency status shown. pg&.0001; **p <.001. Percentages are weighted with the
propensity score weight.
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Table 2.2B: Characteristics of the population of adult membs of households on 01
January 2001 who participated in first HSE, by migration within two years following the

HSE visit
NON-RESIDENTS (n= 13,644)
No in- Any in-
o migration migration
Characteristic within 2 years | within 2 years p

Individual characteristics N Percenf N Percent
Sex *x
Female 4,846 42.5| 1,097 49.1
Male 6,565 57.5| 1,136 50.9
Age group (8-year) rrk
18-25 3,747 32.8| 1,026 46.0
26-33 3,445 30.2 572 25.6
34-41 2,147 18.8 292 13.1
42-49 1,133 9.9 159 7.1
50-57 522 4.6 107 4.8
58-65 273 2.4 61 2.7
66 and older 144 1.3 16 0.7
Partnership pattern rk
No current partner 2,224 20.1 546 25.2
Marital partner 1,817 16.4 285 13.2
Regular non-marital partner 6,323 57.2| 1,156 53.4
Casual partner 690 6.2 176 8.1
Employment status el
Full-time 6,371 55.9 854 38.3
Part-time 465 4.1 78 3.5
Unemployed 4,559 40.0( 1,298 58.2
Education level Fxk
None or <1 year 1,146 10.2 233 10.6
Standard 1-5 2,811 25.1 539 24.6
Standard 6-9 3,037 27.1 558 25.4
Standard 10 (Matric) 2,825 25.2 537 24.5
Diploma, Bachelor's or Master's 543 4.9 76 3.5
Full-time student 838 7.5 251 11.4
Is a parent 6,530 57.2( 1,420 63.6 ***

Table 2.2B continued on next page
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Table 2.2B, continued:

No in- Any in-
migration migration
Characteristic within 2 years | within 2 years p
N Percentf N Percent
Electricity
Has electricity source 4,787 42.0] 1,061 475 ***
Number of household assets *
Oto 2 3,099 27.2 589 26.4
3to6 5,162 45.2 966 43.3
7to 17 3,150 27.6 678 30.4
Sex and number of pension-eligible adults x
1 or more, both sexes 933 8.2 146 6.5
1 or more, male only 539 4.7 88 3.9
1 or more, female only 3,439 30.1 656 29.4
None 6,500 57.0] 1,343 60.1

Notes: Estimates in Table 2.2B are for the n=13,644rasialents who participated in the HSE; percentages are
weighted with the propensity score weight.
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Table 2.4: Household migrations in 2 years following HSE or 01 Janugr2001, among
residents, by sex (row and column percentages)

Household migrations

Women Men Total Women Men Total
No internal 17,160 11,472| 28,632| No external 17,194| 11,411| 28,605
59.9 40.1| 100.0 60.1 39.9| 100.0
96.8 97.3 97.0 97.0 96.8 96.9
Any internal 572 320 892 | Any external 538 381 919
64.1 35.9| 100.0 58.5 41.5( 100.0
3.2 2.7 3.0 3.0 3.2 3.1
Total 100.0f 100.0 100.0| 100.0

Notes: Data are shown for all individuals who weigdent members of one household on 01 January 2001.
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Figure 2.1: Migration in 2 years following HSE or 01 Jan. 2001, by typand sex

25

21.2

@ Males
B Femaleg

Any out-migration, of residents  Any in-migration, refn- Any internal migration, of
residents residents

Note: Data refer to individual migrations, of eachetyfor adult members of households on 01 January 2001, in two
years following HSE (for those who participated in HBED1 January 2001 (for those who did not.)
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Figure 2.2: Individual migration flows between 01 Jan. 2001 and Jai®1 2007, adult
women who were members of households on 01 Jan. 2001
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Figure 2.3: Individual migration flows between 01 Jan. 2001 and Jan. @007, adult men
who were members of households on 01 Jan. 2001

Men
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Figure 2.4: Mean number of migrations after HSE 1 visit or 01 Janary 2001, by type and
sex

0.7 1
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In-migrations of Internal migrations Out-migrations of Al migrations
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Figure 2.4 shows the results of t-tests of sex differgiit mean numbers of migrations by type, assuming uhequa
variances, and 99% ClI.
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Appendix Table 2.A: Characteristics of individuals who are nembers of more than one
household and those with only one household membership on 01 Jamy 2001

Characteristic Households with any Households with no
multiple members multiple members
(n=3,118) (n=11,802)

N of adults | % of adults | N of adults | % of adults
Adults (Total n=47,669) 1,952 100.0 45,717 100.0
Female 1,059 52.4 24,953 54.6
Male 893 45.7 20,764 45.4
Resident on 01 Jan. 2001 1,426 73.0 29,524 64.6
Non-resident on 01 Jan. 2001 526 26.9 16,193 35.4
Households (Total n=14,920) Median Mean (SD) Median Mean (SD)

(Range) (Range)

Working-Age Adults 1(0-8 1.17 (0.74) 3 (0-25) 3.52 (2.24)
Old-age pension-eligible adults 0 (012) 0.13(0.35) 0 (0-4) 0.35 (0.59)
Children aged 0 to 17 0 (0-16) 0.64 (1.19) 3 (0-24) 3.39 (2.74)
Dependency ratio 0 (0-9) 0.55 (0.95) 1 (0-9) 1.18 (1.01)

Variable notes: Working-age adults defined as sum of &esreded 18-59 and males aged 18-64. Old-age pension
eligible defined as sum of females aged 60 or older anelsnagled 65 or older. The dependency ratio is the ratio of
dependents (children aged 0 to 17 and pension-eligible atuit®yking-age adults.

Notes on Appendix Table 2.A:

Table 2.A shows the characteristics of multiple andwdar household member#s shown,
women predominated in both types of households, butlatlgligigher proportion of the
individuals who were members of more than one househale mvale compared to individuals
with one household membership (45.7 vs. 45.4%), reflectinppethesion of polygamous males
in this population. Those with multiple memberships waoge likely to have at least one
residence in the area on 01 January 2001 (73% vs. 64.6% afghdasimembers who were
resident in the area.) Households with at least amaler who had multiple memberships were
smaller in aggregate, as they included the separate sauakidiary households of individuals
with more than one membership. Thus the multiple meshbeuseholds had a smaller number
of members of all age groupings, but especially of depeng@entsousehold, leading to a
proportionately lower household dependency ratio. The Jgé&Rs with multiple memberships
were excluded from further analysis in this Chapter.
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Notes
' In collaboration with the Instituto Nacional de Est#dtica, Geographia e Informéatica of Mexico.

" The Population Registration Act of 1950, which designatedacial category of each person, provided a basis for
subsequent laws that racially differentiated urban reseland internal migration rights.(Thompson, 2000, in
Anderson, B. (2006). Migration in South Africa in ComparafPezspective. Migration in South and Southern
Africa: Dynamics and Determinant8. Kok, D. Gelderblom, J. O. Oucho and J. van ZypeCBown, South Africa,
Human Sciences Research Cour@il-117.).

' Hunter's ethnographic research in KZN vividly depitts flow of work-seekers to the industrial areas that have
shedded jobs: in the Isithebe Industrial Estate and sutimyimformal settlement area, the population increased by
an extraordinary 300-400% between 1996 and 2001, despite job Iddsearge number of unemployed women
and men means that every weekday, hundreds of unemployelé psave from factory to factory fesa(seek

work). Some have done so for more than two years wifiralihg employment.”

Hunter, M. (2004). From migrating men to moving womeligtorical patterns of women's migration, Migration
Working Group, Africa Centre for Health and Populationdgts, 25 Nov. 2004., (p.13)

V' Dodson and Crush’s (2004) report on the 2002 South Africaigiration policy aimed to demonstrate the ways
in which the policy both constructed gendered concepts @ittigrant’ and produced de facto gender
discrimination, in part through its rigid definitions okttypes of labor for which immigration is permittedhe
nation.

Y These are areas of high social instability, chtaraed by high density housing, typically one roomed shacks o
imijondolos,and limited infrastructure such as roads and reticulasterw(Hunter, 2007).

¥ A much more easily measured shift in the social lamuiscelative to marriage in South Africa is in the legjisa
arena, following the 1994 demaocratic elections. Thd kbgaation in South Africa with respect to marriage,
especially for blacks, shifted dramatically with thegaae of the Recognition of Customary Marriages Act,1&¢t

of 1998. Prior to the passage of this law, relationshipsdtized according to indigenous rites (“customary
marriages”) were not recognized under law; after thie “Aastomary unions” entered into in the past werleeto
relabeled as “marriages”. The Act provided protectionslacks, and African women in particular, with resgect
inheritance, pensions, medical aid, child maintenamzbdasorce settlements. The law was largely intended both t
legally recognize customary marriages and also to fieite by law much of the core of its male-centered rules”
(Chambers, 2000), closely following the theme of gendealdy enshrined in the Interim and Final Constitutions.
According to Chambers, the new constitutions emphdsigaality based on sex as strongly as they did equality
based on race; this grew out of the African Nati@mhgress’s adaptation of Western human-rights ideologies “
well as the participation of South African women and wbisa groups in the anti-apartheid movement and in the
negotiations over the constitution.”(Chambers, 2000, §).1The law had three dominant themes: the first was t
ensure that both members gave their consent to malrg.second was to declare men and women equals tithin
marriage relationship; this meant that women weréHferfirst time given the power to acquire and disposesséts,
enter into contracts, and litigate in their own nank@sally, the state inserted its own bureaucracydéngiomary

law, requiring the registration of marriages with a goweent agency, and requiring that divorce be permitteg onl
by a family court judge. By this account, practices andtsubive changes, for example in marriage registrations
and litigations, have been slow to take shape. Yegrilundwork for dramatic changes in gender norms related to
marriage was laid in the establishment of this law in 1998.

¥I' My translation. Original text:Contrairement aux migrations de jeunes homes bwa qui s'inscriventre trés
clairement dans une logique collective familiale de diVieetion des revenues, la pratique migratoire des jeunes
filles, plus récente, repond a des exigencies plus individwetllesntourne les procédures traditionnelles. Elle est
I'une des expressions des changements en cours qui échappent aecEgrgdioupes sociaux de référence et offre
une vision des futures rapports sociaux hommes-femmes.”

Lesclingand, M. (2004). "Nouvelles stratégies migratalessjeunes femmes rurales au Mali: De la valorisation
individuelle a une recognition sociale." Sociétés coptmaineshs: 21-42., p. 38.
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Vil My translation.Original text: fes besoins, les aspirations, les vulnérabilitiés, les rdeese, les rapports avec
la famille et la communauté locale sont en interaction pour étedbs choix, dont celui de migrer ou n6in:
Ibid., p. 24.

X As shown in Appendix Table A, there were 11,802 householdhiich ALL members were members of only the
one household. In that table | present a basic conmpanfshe characteristics of the 1,952 individuals (in 3,118
households) who were members of more than one housetbltheir counterparts who had singular household
memberships on that date. The members of all householdsch at least one member had more than one
membership were excluded from further analysis elsewhehés chapter. In other words, not only the multiple
household members themselves, but also the individudisaiom they shared household membership, were
excluded from further analysis, in order to present Vadigsehold-level estimates (for example, of the number o
full-time employed adults, or of the number of adult deathike household over a period.)

* Within the framework of the linear model, one assualiisear relationship between an exogenous and
endogenous variable; and assumes that the endogenolregadaaffected additively by a disturbance term
characterized by an expected value of zero for each vathe exogenous variable. If these assumptions are met,
the error term is uncorrelated with the exogenous biiavhich guarantees unbiased least squares estimaites of
slope and intercept. When these assumptions are viotetegyer, causal effects estimated by the regressien |
may systematically under-estimate or over-estimatértieecausal effects.
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Chapter 3

Gender and the Deter minants of Migration
In South Africa

Introduction. In the previous chapter, | established that in a primauiigl area
of KwaZulu-Natal (KZN), South Africa, men and womeadrsimilar overall levels of
mobility and migration in recent years, if the measws=d to ‘capture’ their mobility
and migration reflected the true migration behaviorsotii lIsexes. There were
significant sex differences in the types of migratnserved in an adult population
living in a predominantly rural, 450 square-kilometer demograglrieeillance area
(DSA): men residing in the DSA were more likely thhait female counterparts to move
out of the area; women who were members of housetatds the DSA but residing
outside of the area were more likely than their ncalenterparts to return to it; and of
those residing within the DSA, women were more likegntimen to make local changes
of residence within the DSA, and to do so more frequénty of the effects of age
differences between men and women in the predictidimese migration behaviors). The
guestion remains, do these sex compositional differanaagyration types hold true

when one accounts for the other factors that diffeaenmigrants from those who are
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more stable, such as marital status, employment statdshe household-level factors
that surely contribute to the decision to migrate? diedyses presented in this chapter
will address this question. Further, the literature ondsiéerences in the determinants of
migration is quite small, particularly for southernid&. The analyses presented in this
chapter represent my attempt to address this gap. | examivigat extent the factors that
predict migration differ for men and women, in a runada of KZN. | use a range of
measures of migration in order to ensure that the detems of both men’s and
women’s patterns of mobility are fully examined; and Higo permits a comparison of
the factors that predict different types of migratilomvs. To my knowledge, this study
is the first to examine sex differences in the deiaints of internal migration, by type of
internal migration flow, in a sub-Saharan African popata

The forces driving the migration of men and women in Sédttica today are
likely to be numerous and diverse. South Africa’s dpehistory, including the migrant
labor system put into place under colonial regimes andlegpd+era governments, the
forced displacements of African communities, and lgexgerning movement and
settlement patterns all influenced South African mand women'’s patterns of mobility
in quite direct ways, with consequences for their pastef mobility in the contemporary,
post-1994 era. Transformations in the sex composititimedabor force, and in
marriage and household composition, appear to have involeeewin labor migration
in greater numbers than seen before in South Afwbde men’s levels of labor
migration — changes of residence in order to seek womnkt idlways to find it — appear
to have persisted despite continued high levels of ungmmglot in the nation. The labor

migration of selected household members appears to haatesha key component of
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the livelihood strategies of rural households. The Adpflemic has wrought its own
influence on the mobility of individuals and househotdSouth Africa, as people living
with HIV/AIDS return home to be cared for when ill, @drange residences in order to
live near to the health services they need; househadslde, and new living
arrangements for children and adults are sought followimgabtastrophe of death of a
family member. This diverse range of factors compisany effort to investigate ‘why
do women and men migrate?’ on the basis of generali¢ésemirmigration. This chapter
begins with a review of the literature on the spediticio-political, economic and
epidemiological forces involved in driving South Africa’ghilevels of mobility, and
provides a summary of the small body of research @sel-specific factors that appear
to influence men’s and women'’s migration in South Africdatp In particular, | review
the scholarship on gender-related determinants thatdelpcbunt for the sex-specific
patterns of migration described in the previous chaptethd second part of this chapter,
| present empirical research on sex differencebardeterminants of migration in the
population residing in the Africa Centre’s DSA in Unkliakude District, KZN.

Changesin the migrant labor system in South Africa. To understand South
Africa’s 20" century migrant labor system it is helpful to consitieearlier history:
South Africa is perhaps the most extreme examplaaufern overseas settlement
colonization (Osterhammel 1997)This form of colonialism occurs when “a politically
dominant settler minority—usually with the help of tlsdonial state—expels an
indigenous peasant population from the best land, but nerdapendent on the labor of
that same population and finds itself in sustained catmpetvith it for parts of the

remaining land” (ibid., p.7). In South Africa the systehdomination was particularly
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racialized. The particular economic dependence Soutbasdrwhite settlers had on the
African indigenous population explains the instabilitylo$ type of colonialism— and
the extremist ideologies that emerged from it. Franbéginning through the end of
apartheid, South Africa’s governmental policies wereeatlrilgy a central concern:
obtaining the cheap labor of blacks in order to support thdgged economic position
of whites (Feinstein 2005). The colony was characterizeabbpdant land and scarce
labor; yet rather than to permit market forces to garesupply, the labor force was
obtained through coercion: even prior to apartheid, thergoent enacted a century or
more of laws and statutes to disenfranchise blacks, degodsem of lands, and enforce
their labor in white-owned farms, mines and other busegg&bid.).

According to Feinstein, the paradox of scarce labdrlew wages, and the under-
development of a national market for goods due to under-meess$ in education for
blacks, resulted in a “chronic disease” in the Soutitan economy; economic collapse
was inevitable: “By the 1970s [...] the central problem wadonger the inability of
employers to find workers, it was the inability of workéw find jobs.” (Feinstein
2005)(p.237). The economic crisis fully erupted in the 1980ingin tandem with
growing international and domestic campaigns against ahtthbring about the
regime’s demise. Yet the economic trends set intaomaiver decades have not found
simple resolution despite political changes: levelsr&fmployment in South Africa
today represent “a human tragedy on a staggering séadaistein 2005)(p. 238).
Between 1980 and 1996, the potential labor force, accordirgngus data, increased by

almost 4.5 million; and almost all of these (4.17 milliberame unemployed (ibid.). If
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‘ultra-discouraged workers’ are taken into account, sé:8emillion South Africans, the
majority of whom were black, were unable to find work in 1596.

The sex composition of the labor force dramaticdiifted as unemployment rose
in South Africa over the 1990s: for males, the partiogpatate dropped from 97% in
1960 to 65% in 1996; for females it rose in the same period 3®to 49% (Feinstein
2005): women now comprise approximately half of the Sodtican labor force, and
this is a recent phenomenon. Yet, there is littld@wce that the feminization of the
labor force is associated with women’s increased gl the labor market (Casale
and Posel 2002). The biggest changes seen for women o&90® were in increased
unemployment and in self-employment in the informalageharked by low-paying
survivalist activities in (such as beer-brewing, sewingiafadmal selling) (ibid.).

A feminization of internal labor migration. The economic crisis of the 1980s
in South Africa produced unemployment, and may have influemstuft in the sex
composition of the labor force. It did not, howevessult in an ebbing of internal
migration rates in South Africa. One study of intgrabor migration using three sets of
national population-based survey data indicated that beet990s, there was overall
little change in the population of African adults reporednigrant workers (defined as
“someone who is absent from home for more than atimeach year to work or to seek
work” and “working or looking for work away from what theglichome™)(Posel and
Casale 2003)(p. 458); some 10% of all African adults were teghtw be migrant
workers over the years surveyed.

Over the same period, however, the sex composititmegbopulation of internal

labor migrants shifted, in parallel with the shift ire tfex composition in the labor force:
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the percentage migrant among African males dropped from 1i5.2993 to 10.4% in
1999; while among females the percentage migrant increasadfiidb to 6.5% over the
period. A modest increase in internal migration was faamdng African rural adults
over the period (from 13.7% to 14.4%), an increase due s@ arthe proportion of rural
African females in labor migration, from 7.4% to 8.99%erall, the percentage of
African migrant workers who are female increased f87% to 33.7%, and who are
male decreased from 70.4% to 66.3%.

Posel (Posel 2004; Posel 2006) and Anderson (Anderson 2006)dmaresnted
that the continuance of South Africa’s high level$eshporary labor migration (in which
the migrant does not move away permanently, but repgmnsdically to the household
of origin) after the dismantling of apartheid ran coutbethe expectations of
government policy makers and planners. Inthe ‘new Sbinite’, it was thought,
people would choose not to be labor migrants but wouldratlggate to, and settle
permanently, in places where they worked. Howeverlittng of Influx Control, urban
residency and land ownership restrictions all contribudesistained high levels of
temporary migration rates in the 1990s (Posel 2004); and useigployment may have
suppressed large-scale permanent migration to urban areas.

Determinants of the feminization of the labor force. Women'’s increased labor
force participation has been attributed to economic pressesulting from declining
male participation (Feinstein 2005), as well as to timeireiasing levels of education,
declining marriage rates and a decline in the proportiavoofen living with at least one
man of working age, the latter two changes being “suggestiadall in women’s

traditional forms of income support within the householdigéle and Posel
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2002)(p.191). Similarly, Hunter has argued that decliningiag@mrates in South Africa
(as well as a broader transformations in ‘mascugisiit are a consequence of male
unemployment in South Africa; he has posited that wdsnaareasing mobility is linked
to the ever-decreasing likelihood of receiving the income stppa husband (Hunter
2006).

Empirical data do suggest that the proportion of Africanseholds economically
supported by the income of a male household head has sietieaecent years One
study using national population-based survey data showethéhpercentage of women
living with at least one man of working age fell from 8894995 to 77% in 1999
(Casale and Posel 2002); concomitantly, the percentdgmuséhold heads that were
female increased: in 1999, 37% of all African householde Wweaded by females (ibid.)
Reports of declines in marriage in South Africa werel vetently largely anecdotal, as
reliable nationally-representative population-based astiswere lacking, and issues in
the measurement of nuptiality in South Africa were clisaped both by changes in laws
and varied cultural practices related to marriage (Budle@lerbokoane et al. 2005).
These weaknesses notwithstanding, Posel’'s analysistob€&cSurvey data showed that
the national percentage of black women currently mad#stined from 34.6 percent in
1993 to 30.1 percent in 1999. Udjo’s comparison of 1970 and 1996 cersysaladed
no national aggregated marital status estimates, but rateth tKkwaZulu-Natal, the
percentages of those over age 50 reporting they had Ineeemarried or were living in
a non-marital co-habiting relationship had risen from 14 tpetéent of men, and from 5
to 18 percent of women between the two census periods 200jb). A recent analysis

of demographic surveillance data from a predominantly ruea af the province showed
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a continuous decline in marriage, and increase in theogiop never married, between
2000 and 2006; by 2006 a full 69 percent of women had never beendhjlogegood,
McGrath et al. 2008).

Deter minants of the feminization of migration. While marital status is likely
to remain an important individual-level predictor of migyaf migration for marriage
may have declined in salience as a macro-level driveomen’s migration in South
Africa, and evidence points to the influence of womemésaasing participation in the
labor force on increasing levels of female interngration. Yet, women’s mobility in
the labor market remains limited. This fact, and meooadily, that high levels of
temporary labor migration have persisted in South Afdespite increasing
unemployment, in some respects contradict the preceptoetlassical economics (e.g.
(Todaro 1976) as applied to studies of migration. These gien@rror the common-
sense notion that people leave their areas of oraginntries, states, villages) because
these areas are poor, underdeveloped, and consequentlgdackrec opportunity, and
migrate for permanent settlement in wealthier, moreld@ed areas, seeking wider
opportunities for employment at higher wages. We assamwiher words that unequal
development creates a true market demand for labor, driviipgution. Massey (Massey,
Arango et al. 1998; Massey 2006) however, has posited thdeamative theory, the
'new economics of labour migration' (Stark 1991) bettetHgsreality for South Africa
and other developing countries undergoing structural trematmon. Following this
theory, migration is undertaken not (or not only) tarae household income, but as a

form of risk insurance against insecure markets. Whew@nudtour markets are volatile,
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as in South Africa, a geographically stretched houselomiein which members live and
work in multiple places- diversifies its risks.

Empirical data from South Africa supports this propositiomany respects:
South African households are extraordinarily geographetctted, as members are sent
to seek employment, whether it be in formal or inforegdtors, yet retain a meaningful
connection to their rural household of origin. Datarfra demographic surveillance site
in KwaZulu-Natal show that migrants constituted a 838% of the total household
population, and 41% of adult and 29% of child members wereoasident with their
rural household (Hosegood and Timaeus 2005). The remittacmaé from labor
migrant household members is an essential to the liadilstrategy of poorer, rural
households (Posel 2001), and remittances as a proportiotabfidusehold expenditures
may have increased over the 1990s (Posel 2006) . Mor¢bedarge social transfers in
South Africa, enacting since the democratic electadri994, rather than suppressing
labor migration, appear to play in important role inlfeating it. The provision of old
age pensions and child care grants enable households-- palfipalorer ones-- to
overcome the financial and childcare constraints toisgradmigrant (Ardington, Case et
al. 2007).

As predicted by the 'new economics of labour migraticoitis African
households are clearly diversifying their risks and lalootfplios. Yet, they are doing so
in a distinctly gendered manner, with potentially impdriemplications for the sex
patterns of migration. The scholarship on pensions anittaeces in South Africa
suggests that the sex of a household pensioner may af#es#xof the migrant a

household sends: the presence of a woman pensioner prah®talsor migration of
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both male and female household members, consistentemidde pensioners pooling
their income with prime-aged members of both sexes. pfésence of a male pensioner,
however, appears to promote the labor migration of pagex] male household members
only (Ibid.). This finding is supported by other researciwshg that a greater percentage
of rural women who migrate for work come from housdbatlith at least one woman
who is of pension age (41% compared to 25% in householdsuvéHemale pensioner);
in households with a male pensioner, there was ndfisigmi difference in the
percentages of female migrants and other rural womenl|(B@3g); indeed, the
probability of female migration rose as the numbereaidle pensioners in the household
increased (Ibid.) Ayogo (grandmother) in the household provides not only forste
the pension income that keeps many households afloan@oa and Lund 1995; Case
and Ardington 2004; Ardington, Case et al. 2007), but granniesthrd extended

family members often also provide the child care that pemomen to work or seek
work (Case and Ardington 2004; Hunter 2004; Ardington, Case 20@v). In sum, the
body of research on sex differences in determinamsigration is small, but findings
suggest that the presence of older women in rural househalitigsbsence of older men
and husbands, may play a role in facilitating the ntigneof working-age women in
South Africa.

The participation of women in labor migration, moregveflects the changing
composition of poorer, rural households. Whereas SofiteA rural households were
traditionally conjugal, they are increasingly characestiby a more flexible, kinship-
based structure: most are multi-generational (Hosegabdiamaeus 2001), and

dependent on income from old age pensions, child grants ignantremittances (Case
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and Ardington 2004). These households clearly benefit fraving a member who is a
labor migrant: they households have a higher sociogro@ status than those who do
not (Collinson, Tollman et al. 2003; Kahn, Collinson ef8l03). Households who send a
female migrant may, moreover, derive a greater bethedit those who send a male,
despite migrant women'’s lower likelihood of formal se@mployment and lower
incomes relative to male migrants (Casale and Posel ZB62g| 2001; Duflo 2003).
Female migrants are more likely to remit income (@ebin, Tollman et al. 2003), and
remittances from male migrants are lower than thé$enoales in South Africa (Posel
2001; Collinson, Tollman et al. 2003; Tienda, Findley eP@06) and elsewhere
(Bilsborrow 1992). Further, the labor migration of mothappears to result in modest
improvements in the health status of their childremgugh the improved nutrition and
access to health care afforded by additional househadhme¢hey provide (Kahn,
Collinson et al. 2003}.

Scholarship on the individual-level determinants of migraitioSouth Africa
confirm what is seen globally in studies of migratieocio-economic position (measured,
for example, by education level, employment statusamme) is associated with the
decision to migrate: young people move to obtain a bethecation, and, for young
women, especially, “to experience life with more aotog than is possible in the
conservative patriarchy of the rural areas” (Kahn, Callinst al. 2003)(p.14). They
move to seek employment, to escape from poverty and waprbnancial support to the
families they leave behingbid)(van der Berg, Burger et al. 2002; Posel and Casale
2003). Specific findings related to the effects of educdéeel on labor migration in

South Africa have revealed complex sex differendesetare consistent findings that
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education level is associated with women’s migratiooadly (van der Berg, Burger et al.
2002; Posel 2004). But among men, one study showed that tiitbdbevhighest level of
education were more likely to stay in rural areas, wileeir employment prospects were
as good as in urban areas (van der Berg, Burger et al. 2068mployed males tended
to not be competitive in either rural or urban laborkets, yet they were found to be
continuing to migrate out of rural areas in searcéngbloyment (ibid.) For women,
education played a weaker role in their employment prébesi both urban and rural
environments favored women with more education (ibid.).

Marital status and gender interact in the predictiomigfation throughout sub-
Saharan Africa, where patrilocal marriage systentitinaally have involved female
migration for the purpose of joining a husband’s householgonme areas this appears to
continue to be salient for the study of female migratitespite declining marriage rates
across the region: a recent longitudinal study in @am@zfound that 25% of female
migrants left their households of origin because aftiage (Boerma, Urassa et al. 2002).
A recent study from Zimbabwe found that women were rkedy than men to migrate
for marriage, but this varied by migration destination: 63d%male migrants to rural
areas and 28.3% of those to urban areas moved for the pofpuagiage (Coffee,
Garnett et al. 2005). A study from a demographic site in Lpog@rovince in South
Africa found that women’s migration was associated Wit changes in marital status
(Collinson, Tollman et al. 2003). To date, no studieswaKulu-Natal have examined
the extent to which women move for purposes of magriabhe empirical research
reviewed earlier tends to support the proposition that ceaitsee social norms related to

gender may suppress the migration of women; thus, mamiagll be likely to suppress
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female migration, not only because males, with grgadeser to independently choose to
migrate, may favor choosing themselves as migrants éaralwvn benefit (Posel 2001,
Posel 2006) but also because the income supports of a oslehold head may obviate
the need for women to migrate.

The effect of HIV/AIDS on mability of individuals and households. A growing
body of literature has documented the effects of Alfstality on the mobility and
living arrangements of surviving family members (UrassarBm et al. 2001; Hosegood,
McGrath et al. 2004; Ford and Hosegood 2005; Hosegood and Ti2@@sisHosegood,
Floyd et al. 2007). The death of an adult member of the hoigseften results in
dissolution of the household (Urassa, Boerma et al. 2004egood, McGrath et al.
2004), particularly for poorer households and those copirigtht death of more than
one adult (Hosegood and Timaeus 2005; Hosegood, Preston-Whayt@@d7). A
previous study in the ACDIS population found that householtsevone or more adult
members died during the follow-up period were four times rikedy to dissolve, after
controlling for household and community level risk fact@gtesegood, McGrath et al.
2004). Studies of the impact of adult AIDS mortality haften focused on children.
Ford and Hosegood (2005) note that while the migration adremlfollowing the death
of a parent can be seen as “usually an attempt tcneahbe well-being of a child,” and
“the strategy of short- to long-term fostering of chitdre rural South Africa is a well-
established social system with many advantages for egsine care and support of
children” (p. 766), there is likely to be a difference inavhas been termed “crisis
fostering” and those for whom a move has been a pestioice (Ibid.). In their study,

children whose mothers died of another cause than Al&8 more likely to migrate
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than those whose mothers died of AIDS; this was seée tue to “the lack of time to
arrange alternative care for children prior to the de&the parent or to a more general
socially unstable environment arising from unexpected or \ticleaths.” (p. 765).

While in Umkhanyakude in 2004, almost half of non-orphans tive household headed
by their grandparents, and only 27% were living with bothmiar@Hosegood, Floyd et al.
2007), those grandparents are coping with an increasing burglearg adult deaths,

the majority of which were attributable to AIDS, and tbstering of an increasing
number of orphans (Hosegood and Timaeus 2005). Recent qualiegearch in the
area (Hosegood, Preston-Whyte et al. 2007) has describeap#et on households of
multiple episodes of HIV-related illness and AIDS deatm®ng household members.
While over 50% of all adult deaths are due to AIDS, houdshemntinue to face other
causes of illness and death; these other causes compeungptct of AIDS,

particularly where the deceased was the main inconmereand/or primary care-giver
for young children. Further, the illness and death of narséleold members, for
example, former partners who are parents of childrémmihe households or relatives
who provide financial support, also impact negatively on haadslflbid.). The studies
reviewed here have primarily examined the impact of AID®i@useholds as a unit, or
on children as the unit of analysis, and fewer have mahthe impact of adult deaths in
the household on the individual migration behavior of simgiadult household
members. The research would suggest that the deattisltsf @ the household, whether
due to AIDS or another cause, may stimulate the migratiather adult household
members for a variety of reasons: to move in to andgtbesehold in order to take over

the role of care-giver of children, or to move out @& #nea in order to find work and
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provide income to a household when an income-earnereeasitst. Further, AIDS-
related illness among adults in a household would be likellyduce those who are ill to
return home to receive care, and to induce othergumrbome to care for those who are
ill.

Summary. The empirical studies reviewed here suggest that a cdrigetors may
be involved in facilitating or suppressing the migratiomeh in women in South Africa
today. The AIDS epidemic, coupled with high non-AIDS tality, contributes to the
instability of households and precipitates the migratibadults and children. The extent
to which men and women differ in their migration behewias a result of the death of
another household member is less well-documented. Holdssbmposition,
specifically related to the presence or absence afla employed household member,
and presence or absence of pension-eligible adults pyrsarital status, as well as
characteristics related to socio-economic position ssabducation level, employment
status and income, appear to play a role in influencingitgeation behavior of women.
What is less clear and consistent across the vastodees is the extent to which these
factors differ in their influence upon the migration babes of men and women.

The literature and empirical research findings desdribé¢he previous chapter
suggest that the measures of migration used in many studiebe reflect only a small
part of female mobility, and more suitable for chanazigg male migration. The more
nuanced measures used in this study from a demographic sureeiflystem, including
measures of in-, out- and internal migration and houdgiresence pattern within a local
predominantly rural area, erase the apparent predominantal@s in migration, but

reveal distinct sex differences in the patterns gpdg of migration. These findings, that
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the types and patterns of migration differ for menwaoden, have important
implications for the research on the determinantsigfation in southern Africa. Would
these determinants of migration vary by sex in the saays for all types of migration,
or are certain measures more useful for the studygfaton determinants for men or
for women? The remainder of this chapter undertakes forexfnese questions.

Hypotheses. In this study | test a number of hypotheses relatedeanpact of
various socio-economic and demographic factors on the migia¢haviors of men and
women. | evaluate first, (1) whether the age-adjust&digferences in various patterns
of migration and mobility, described in the previous chapmain after controlling for
additional factors likely to predict migration. Secagndlevaluate the effects of (2)
individual characteristics including partnership status, eympént status, education level,
and parental co-membership with a child in the householdhé3gffects of household
socio-economic characteristics including infrastructaceé¢ss to clean drinking water,
electricity and sanitation) and assets; and (4) housebotpositional characteristics
including the death of an adult household member, the semwanber of pension-age-
eligible adults in the household, and the ratio ofrilnber dependents (children under
age 18 and pension-eligible adults) to working-age adult®ihahsehold, on the
individual migration behaviors of the total population and/omen and men,
respectively.

While there are many gaps in the extant research, lthgpize on the basis of the
literature that being currently employed would suppressnigeation behavior of men
and women, but particularly of men; and that being mamay more markedly suppress

the migration of women. | hypothesize that being anesnber of a household in which
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one has a child would suppress internal migration and ayration, but may facilitate
the in-migration (‘return to the DSA’) of those whearon-resident, particularly women.
| hypothesize that, generally, individuals from househwitls poorer infrastructure
would be more likely to migrate, perhaps both as a strateggsist with household
livelihood and also to seek better housing conditionseheho are already non-resident
would similarly be less like to return to those housgéofor related reasons. At the
same time, the poorest households may not have the cesmacessary to send a
migrant. Similarly, individuals from households withigher household dependency
ratio, that is with a higher number of dependents x&dat the number of working-age
adults, may constrain the migration of women, if iesh contexts women would be more
likely to be relied upon to provide child or elder card; gehigher dependency ratio
would also mark a greater need for the supportive incom®king-age adults, and
could thus facilitate migration. On the basis ongher research, | hypothesize that a
pensioner in the household may reduce the childcareintstom women’s out-migration,
and reduce the likelihood of female in-migration, partidylif the pensioner is female
(as the more conservative social norms expected wimeale elder resides in the home
would tend to suppress female migration). Finally, | exfiedtan adult death in the
household would tend to precipitate migrations, of all tyaad for men and women
equally. These hypotheses are tested in the total pajptiation and sub-populations of
men and women who were members of one household on @Gdry&001 in the Africa
Centre’s DSA within Umkhanyakude District in KZN.

Methods. Dataset development. The decisions and methods used in the

development of the dataset for this analysis aredie @s those described in the
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previous chapter, and that description is not repeated hiéeze are, however,
additional variables created for this analysis, and auhditistatistical methods are used;
this section describes these additions. These asalyssented in this chapter focus are
restricted to the adults aged 18 and older who were membene household on 01
January 2001 who participated in the first round a Househa-&eonomic Survey
(HSE) beginning in 2001; the data were collected for eatiiidual between February 1
and September 20, 2001. Again this dataset excluded theduals'whose households
had at least one member who also was a member of amotleehold (some 4% o f the
total adult population). The household membership informahiost recent to
(preceding, or on the day of) the collection of housgkotio-economic data was used
for each individual. The dataset included only the migragients which occurreafter
the collection of the first round of HSE data for eaxhividual and up to December 31,
2006, to ensure a logical temporal order in logistic regnesaodels of the determinants
of migration events: the data for defining independeriakies in all models (socio-
economic and other characteristics), are valid fima period preceding the dependent
variables (migration events).

As described in Chapter 2, | adjust for selection bias asgstematic differences
in the populations that did and did not participate inHB&, using a propensity score
weight. This is applied to the data displayed in alheftables presented in this chapter.
As the procedure used to develop that weight is descrilibé previous chapter, that
description is not repeated here.

Variables. My approach in this chapter is first to define therttistion of

various characteristics that | hypothesize to predictatign various events. As in the
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previous chapter, | use three main migration measuregspanding to three types of
residency changes in ACDIS: individual in-migrationenmmal migration and out-
migration. | use dichotomous measures of 1) any in-maratf non-residents within
two years after the HSE visit date; 2) any out-migratioresidents in the period, and 3)
any internal migration of residents in the period fer diescription of the population
characteristics by migration type, and for univariate rmodtiple logistic regression
models of the factors predicting migration.

For ordered logit models of the determinants of shoetenimobility, | again use
a categorical measure of the degree of presence hotlsghold in the previous four
months. But in this chapter, this measure refers tdélgeee of presence in the
household in the six months prior to the visit whichussmearest in time to, but
subsequent to, the HSE 1 visit. For this variable, | assume rawative probability of
five levels of presence in the household in the pasnemths: in the household every
night nights in the period), present most nights, presgomtoximately half, present few
nights or present in the household no nights in the pre¥uwsnonths prior to the visit
to the household.

Table 3.1 shows detailed versions of the characterisyiosthesized to predict
migration events in the population. Certain variablesawurther collapsed following
examination of their distributions by migration type. @ge group variable combined
four eight-year groupings plus a '50 and older’ categosyfdtter is largest in definition
but smallest in actual size as a proportion of the pmipllation. Marital or partnership
status was defined as in a marital partnership, in a raitak regular partnership, in a

casual partnership, and non-partnered; multiple logastitsurvival models use a
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collapsed three-category version: marital partner @partner vs. non-marital partner.
Employment status was defined as unemployed vs. inrffyiad-time employment (the
percentage part-time was quite small); and a detailed edludawel variable is shown in
Table 3.1. In the full models this variable was collageeidur categories: no education
through Standard 5 (Grade 7), Standard 6 to 9 (Grade 8 througbtdrdard 10 (1
Grade or Matric, equivalent to High School diplomaligither, or Full-time student.
Table 3.1 shows two measures of parenthood: whetherdivedimal is a father/mother,
and whether the individual is a co-member of the houdahathich their children reside.
Values for the latter variable more clearly variedwrtigration behaviors, so it was
chosen for the full models. As mentioned in the previchapter, a relatively small
proportion of children live with both parents in this popolat and it is very common for
them to live with grandparents or other relatives. Thias#dtrestricted the households of
multiple members, and defines the parental co-memberagipgher mother or father in
this adult population shared the same household withsitdea of their children on the
day of 01 January 2001.

| use several measures of household conditions: whithdousehold had access
to piped public or private drinking water, whether it hadtséion facilities, and whether
it had access to grid or generator electricity. The murabhousehold assets, from 0 to
17, was divided into tertiles. These assets included senisas a bicycle, car, electric
stove with oven, electric hot plate, refrigerator, gasker, sewing machine, radio/stereo,
television set, hoe/spade or garden fork, washing machinelectdc heater. Very few
residents in the area can be described as wealthy by Afvigdin standards; rather, this

is an area characterized by relative levels of poveFhe three quantiles of assets, from
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Oto2,3to6,and 7 to 17, are a very approximate meakteatve household socio-
economic status in this context.

To be eligible for an old-age pension in South Afrieam&les must be aged 60 or
older and males aged 65 or older. For a variable of preséacgensioner in the
household, | used a three-level categorical measurddrage pension-eligible adult,
one or more males or at least one male or femalagrersor one or more females only.
Few household members were living with only a pension-gggble male, and most
households with a male pensioner also had a female pengicesent, so this grouping
adequately matched the population distribution of pensidnyesex. Finally, a measure
was used to denote whether an individual lived in (1) a m@igén which no other adult
member died within the period (two years for logit modat& three for hazard models),
(2) a household in which at least one other adult in thedtmld died before the index
individual’s first migration event in the period, or (3)@ukehold in which at least one
other adult died, but either the death(s) did not precededb& individual's first
migration event, or, the other adult(s) died but the inddiidual did not migrate in the
period. Three versions of measure were constructed, ri@spoind to the first internal,
in-migration or out-migration in the two-year period.

Statistical analysis. A set of analytical procedures were used to charaetsex
differences in the predictors of various migrationrésein order to make maximum use
of the available data to test the hypotheses of iritetésst the hypotheses of interest in
the total adult population and in the sub-populations of ameihwomen separately, with
each procedure used. For the basic logit model, theitotysnsformation of the success

probabilityp is given by
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logit (pi) = log (i / 1 —py).

Logit (p)) equals XB, wheref denotes theK+1) x 1 vector of regression coefficients to
be estimated (Powers and Xie 2000). Table 3.1 in this chetpiesrs the unadjusted
odds ratios from univariate logistic regression mode&ach of the independent
variables on each of the dependent variables. Theisel@d final variables for multiple
logistic regression and hazard models was informed bytbethypotheses and by the
level of significance of the associations seen énuhivariate models. In some cases,
therefore, variables were included in the multiple logiegression and hazard models
because of their hypothesized importance on the basige gfior research, even though
their bivariate associations with migration in thislgsia were non-significant.

An ordered logit model, also known as the ‘proporti@muds model’, was used to
estimate the predictors of a four-category dependerahlarihat measured the level of
recent presence in the home, for the total populatidnrmamen and women (Table 3.8).

The cumulative probability from the ordered logit modekritten as

Cij=Pr{i=j|x)=expt=xip)/1+exp=xip)

The ordered logit model assumes proportionality: thecef of x are invariant with
respect to each outcome (dependent variable category) (Thiel.assumptions of ordered
logit models are often not met, and a Brant tesh@fiarallel regression assumption for
the models presented in Table 3.8 showed that that thismpien was violated. As a

result, | also tested the same hypotheses using the&ierd ordered logit’ model
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(‘glogit’ in Stata) (Kang Fu 1997), which can be interpretiedilarly to ordered logit,

although it relaxes the proportional odds constraing ‘glogit’ model can be written as

P(Yi>))= exp@ + XiB)/1+[ exp + Xif)], [=1,2,... M-1.

(Ibid.) The ordered logit cut points equal the negatofabe alphas in the above equation.
Results of the ‘glogit’ models indicated that substaatyi the violations of

proportionality were not important. Therefore, becauséglogit’ model generates

many more parameters than does ‘ologit’ and is thus mwrdersome to interpret, |

have presented the ordered logit results in this chapteally, an adjustment for
clustering was made to the logistic regression, owirtheaise of household-level
explanatory variables, and the clustering of individwalkin households. This produced
robust standard errors (and more conservative confideraeaig) for all of the models.

The significance level for all tests was set to 95% demice.

Results

Population characteristics and their bivariate associations with migration.
Tables 3.1 through 3.3 show the population characterist@sheir distribution within
migrant and non-migrant categories for each of theethmain types of migration.
Frequencies for each category within the variablesharers, and for the sake of
parsimony in the table, the percentage of migrants only fat the percentage of non-
migrants) within each category. Unadjusted odds ratid9&% confidence intervals
from simple logistic regression models of migratiopetyn the explanatory variable are

also shown. Excluded categories for the regression mackeltalicized. Beginning with
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Table 3.1, among residents, a greater percentage of ethale males (5.9 vs. 3.9%)
made at least one internal migration within two yediwsr the HSE. The largest age
group among internal migrants was not the youngest b@3the 28 year group (7.6%);
but their odds of migration were not statistically sigmaihtly different from those aged
22 and younger. Those with a marital partner were quitkalyto internally migrate:
only 1.8% did so, while 7.2% of those with a regular, nam#al partner internally
migrated. The odds of internal migration for those wigseremployed were not
statistically significantly different from those wkeere unemployed, though the
percentage of migrants in the latter group was somehitiager.

The education level of an individual significantly pidd migration, but there
was little variation in the levels of migration fdroise with more than the minimal years
of schooling; those with less than a Standard 6 levetlotation were much less likely
than those with a higher level of schooling to intdynaigrate. This could mark an age
cohort effect (the effects of education net of age aner @tbvariates are shown in
subsequent tables). Those who were not a parent, anch@teagarent sharing the same
household as their child, were more likely than parentsigrate, although only for the
latter variable was that relationship statisticallyngigant.

Moving to the household-level variables, we see thatadlyene’s better
household conditions were associated with a lower ofltiéavnal migration. Yet the
lower the number of household assets, the higher a pageeof migrants, and the
negative association between number of assets arditiseof migration was highly
significant. Households with a male pensioner, oeadtlof each sex in the household,

were less likely to send an internal migrant thanegheish no pensioner; those with one
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or more female pension-age-eligible adults appeared taobe likely to send a migrant;
but this relationship was only marginally significantndtly, the death of another adult
in the household was a powerful predictor of interngration. While 4.8% of those
who experienced no death in the two-year period intgrnaityrated, 56.5% of those who
experienced a death in the period migrated after that,deadralso within the period.
Some 4.4% of those experienced an adult death in thedpbtibthe death occurred after
their migration, or they did not migrate in the peridek bdds of migration for this group
were not statistically significantly different frotihose of group who did not experience
an adult death.

As shown in Table 3.2, the profile of residents who owgrated is quite different,
beginning with their sex composition: the majority of-ougrants were male (22% of
males vs. 13.6% of female residents out-migrated). Thedaage group among out-
migrants was the youngest, 33.5% of whom out-migratedngBmarried again
suppressed the likelihood of out-migration, as did being@yepdl Again, education
level appeared to predict out-migration, but the descripéiselts should be interpreted
with caution as they may mask an age cohort eff&imilarly, a smaller percentage of
parents than non-parents out-migrated. Household infcastal variables of drink
water source and sanitation, as well as tertiles ofdiald assets, were suggestive of a
relationship with out-migration, but the unadjusted oddssatiere non-significant.
However, those living in a household without electrigigre significantly more likely to
out-migrate. A higher percentage of individuals in houllEhweithout a pensioner out-
migrated, compared to the other categories; the lowestmage of out-migrants was

found in households with a male or one or more pensieretigible adults of each sex.
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Again death of another adult member of the household wasrg predictor of out-
migration.

Moving to Table 3.3, among non-residents, a higher perceofdgmales
(18.5%) than males (14.8%) in-migrated in the period. Throdee youngest age group
had the highest percentage of in-migrants (23.8%) reltittee older ages, and those
with had no partner or a casual partner were also nialy tio return. While 22.2% of
those who were unemployed in-migrated, only 12% of tkoggloyed did so. No clear
pattern was evident in the distribution of migrants by atlan level. A higher
percentage of those who were a parent in-migrated, Isutdlaitionship is not seen for
the variable measuring co-household membership with the: ¢haluseholds with better
infrastructure (for all three measures) appeared moressitt at drawing non-residents
back to the DSA, yet there appeared to be no clearamddtip between household assets
and the likelihood of in-migration. Relative to individuéilsm households with no
pensioner, those from households with one or more onatele and female pensioners
had a lower likelihood of in-migration; those with ani@le pensioner did not differ from
the non-pensioner group in their level of in-migratibmally, the death of another adult
in the household again strongly predicted the return ngratf non-residents.

Table 3.4 shows selected measures of central tendettoy ousehold
characteristics of migrants and non-migrants, by typaigfation; and again unadjusted
odds of migration for each explanatory variable is gshows shown, among residents,
those who internally migrated or out-migrated had a migiesan number of young
children aged 0 to 4, and each additional young child increheestids of internal

migration by 7% and out-migration by 3%. Non-migrants hadjher dependency ratio
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than migrants: each unit increase in the ratio of dépatis to working-age adults in the
household reduced the odds of internal migration by 7% anchiguation by 12%.
Each additional full-time working adult in the househ@idt the index individual)
increased an individual's odds of out-migration by 7%. éttird column, among non-
residents, few statistically significant differeneesre seen between in-migrants and non-
migrants in the household-level measures shown. Uldhi® noted that these measures
pertain to the household within the DSA of which the negident is a member—not to
the household in which the non-resident resides outsitteed’SA. Household-level
variables are thus necessarily less proximate- physi¢allyre non-resident.

Socio-economic and demographic predictors of migration: multiple logistic
regression models.. Tables 3.5 through 3.7 show a summary of results diptaul
logistic regression models of the factors predictivet@rnal migration, out-migration
and in-migration, respectively, within the two-year pdriollowing the HSE visit. Each
table shows three models, in the total adult populatiach,saparately in the populations
of adult women and men. As the population of residengsaater than non-residents, the
models shown in Tables 3.5 and 3.6 had greater statistiw@lr po detect relationships
between the explanatory variables and the dependeablewiof internal migration and
out-migration, respectively, compared to the models-ohigration among non-residents
shown in Table 3.7.

Beginning with the total adult population column in Table 8ignificant
relationships between explanatory variables and intemigahtion within two years are
summarized here. Net of the effects of the otheacates in the model, male residents

had lower odds of internal migration relative to fenraleidents (OR=0.53), confirming
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the first hypothesis. The odds of internal migrationeney different for those aged 23 to
37 relative to those aged 18 to 22; the odds are reduced ontieinagle groups
(OR=0.58 in those 38 to 50 and OR=0.28 in those over 50 veetatthe youngest
group). The odds of internal migration were more tharbiofor those with no current
partner (OR=2.22) or a current non-marital partner (OR3)2elative to those who were
married. Employment status had no statistically sigafi@ssociation with internal
migration, nor did the level of education, although theke were a full-time student
were significantly less likely to internally migrateR©0.69) relative to those with the
lowest level of education, net of the effects of age @ther covariates. Being a co-
member of a household with at least one child undergeefl18 also suppressed the
likelihood of internal migration (OR=0.73). Clearly, bgia resident and in school, or
having a school-aged child, reduces the likelihood of changsigences within the area.

Looking to the individuals’ household characteristics see that those who had
access to an electricity source had a lower oddserfiat migration (OR= 0.84). One’s
number of household assets was also negatively assboih a move: those in the
middle quantile had almost 20% lower odds (OR=0.82) and ihig¢fher quantile over
30% lower odds (OR=0.67) of internally migrating relatiwvehose in the poorest
households as measured by the number of assets. Fihalig, who mourned the loss of
another adult in their household in the period had 23 tiheesdds of internally
migrating following that death, relative to those who egreed no adult death in the
home. Whether there was a pension-age-eligible adtheihousehold, of either sex,
had no effect on internal migration, nor did the houlkktependency ratio.

Comparing these overall population findings with thostmefmodels among the
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populations of adult men and women, we note that whilengmaen, only those over 50
had significantly lower odds of internally migrating (OR4Q). relative to the youngest
group, and among women in this age group the odds ratio 2&swWibmen but not men
aged 38 to 50 also were significantly less likely to irdirally internally migrate
(OR=0.57). Marital status, as predicted, has a more proeeduweffect on the internal
migration behavior of women than men; the odds of miggaor non-marital groups
compared to those married were higher among women. NMhdanbeing employed,
which was not a predictor of migration in the total popaltatsignificantly increased the
odds of migration for men only (OR=1.41); this finding waarger to the hypothesized
relationship. Also for men only, those with the highedication level were less likely to
internally migrate relative to those with the lowlestel of education (OR=0.70). In
contrast, the measures of household living conditiodsaaeets affected the odds of
internal migration for women only, and not for men.

Shown in Table 3.6 are the results of three logistizession models of
determinants of out-migration in the adult populationesidents, and men and women
respectively. As shown, male residents had a 52% higitsr @f out-migrating relative
to female residents, net of the effects of the otbeaates, and confirming the first
hypothesis. Age was significantly negatively associatiéa out-migration, for the total
population and the sub-populations of men and women, althbegffect of age
appeared more pronounced for men. While being married sigmily reduced the
likelihood of out-migration, this effect in the total pogibn was driven by its
importance for women: those with no partner (OR=2.2 non-marital partner

(OR=2.17) had more than double the odds of out-migratingvelet married women.
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For men, having a non-marital vs. marital partner soljpewhat increased the odds of
out-migration (OR=1.22), and the effect was marginafipiicant.

Confirming the hypothesis, being employed at the time®HSE visit
significantly reduced the odds of out-migrating in the twaryperiod after the visit
(OR=0.87). This effect was driven by its importance fonme whom those employed
had an almost 20% lower odds of out-migrating. For wotheneffect of being
employed was weaker and only marginally significantx @ferences are also seen in
the effect of education level on out-migration: ovetsving a higher education level
was associated with a greater odds of out-migrating, lsietfact was most pronounced
for women. Overall, being a full-time student reducexldtids of out-migrating, but this
was driven by its significance for men, while in wontk@re was no difference in the
odds of migrating for students, relative to those withlokaeest education level.

Again, as with the finding for internal migration, and éaoning the hypothesis, being a
parent in the same household as one’s child reduced th@baldismigrating, but this
effect in the overall population was driven by its sigraifice for women only, in whom
mothers residing with their children had a 35% lower oddsitimigrating.

Among household characteristics, having access to elecin the home
reduced the odds of out-migrating by some 25% overall, andvgaathenore strongly
among men (OR=0.65, vs. 0.84 among women). Living in a holdselith the highest
tertile level of assets relative to the lowest, meaile, increased the odds of out-
migrating for men (OR=1.25) but not for women. Experiencdggdeath of another
adult in the household was again a powerful predictomigfation subsequent to the

death, and this effect was especially pronounced for w@g@B=6.0 vs. 4.77 among
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men). Finally, the presence of a male pensionereimtlusehold (or one or more
pensioners of both sexes) reduced the odds of out-migfatiomen only (OR=0.77,
relative to those with no pensioner in the home.)

Table 3.7 shows multiple logistic regression modekhefdeterminants of in-
migration, for non-residents, within two years of theBH&sit. Again confirming the
first hypothesis related to the sex composition of igramts, males remain less likely to
in-migrate (OR=0.84), net of the effects of the otheraciates. In this population, the
youngest age group is again the most mobile and likelpttwionréo the area, and the odds
of in-migration decrease with age up until the oldestgagap, who reduced odds of in-
migration are smaller than for those in the middl¢éhefage distribution. For non-
residents, partnership status has no effect on the ddusnigration, but employment
status does, and for both men and women: employed wordeappaoximately 40%
lower odds and men, 50% lower odds of in-migrating, relatowheir unemployed
counterparts. Also, relative to those with the lovegt! of education, those with higher
levels of education had a lower odds of returning to tea;aimilarly, non-residents who
were currently in school (in the area in which thegided on the date of the HSE visit)
quite expectedly had lower odds of in-migrating within tveang, relative to those with
the lowest level of completed education. These edffadhile statistically significant for
both sexes, were more pronounced for men than for wopgghaps reflecting the better
labor market returns on education for men living outsidin®@DSA, as has been
suggested by prior research.

Those who were a parent linked to a child in the merhhetsehold in the DSA

had a higher odds of in-migration (OR=1.21), and countexgectation, this effect was
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more pronounced for men (OR=1.31) than for women (OR=1.&%)n@ whom the

effect was also only marginally significant. Thererevalso sex differences in the effects
of household infrastructural variables on the odds ofigration: for men only, having a
DSA household with electricity increased the odds of igrating (OR=1.37), while for
women, having good household sanitation facilities ine@dlse odds of in-migration
(OR=1.39), possibly reflecting gender differences in theevplaced on these types of
household conditions. The number of assets, howkadrno effect on the odds of in-
migrating for either men or women.

An adult death in the DSA household powerfully predidtee subsequent in-
migration of non-resident women (OR=8.8) and men (OR= 10.12he presence of a
male pensioner or one or more pensioners of bottssaxbe household suppressed the
in-migration of both men and women, but to a greateme¢xte women (OR=0.65 for
women and 0.76 for men) , while the presence of one o famale pensioners reduced
the odds of in-migration for women only (OR=1.14). Hiahe dependency ratio
within the DSA household increased the odds of in-migrddomomen only
(OR=1.14); each unit increase in the ratio of dependentsrtking-age adults increased
the odds of a woman’s in-migration by 14%.

Sex differences in the determinants of recent level of absence from the
household. Shown in Table 3.8 are the findings of ordered logit regyasnodels of the
determinants of the number of nights spent at homgeifioiur months prior to visit
(subsequent to the HSE 1 visit), in the total adult popula@mhby sex. To enhance the
parsimony and interpretability of the models (given thatdependent variable is ordinal,

with five levels), simplified versions of the independeatiables are used; each is either
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continuous or dichotomous. For dichotomous variables;enede categories are
footnoted below the table. The dependent variable isdcede¢hat the level of presence
in the household decreases with each level: 1. prestdm imousehold every night, 2.
present most nights, 3. present approximately half, 4eptdew nights, and 5. present
no nights. In this model, a negative (-) coefficienticatesdecreased log odds of a step
increase in the level of absence from home in theigue four months, while a positive
coefficient indicates increased log odds of a step isergaabsence. The coefficients
can be exponentiated to give odds ratios which reprdseiatdds of a step to the
subsequent level. The cutpoints (a.k.a. thresholds) shelew the ordered logs-odds
regression coefficients are used to differentiate tljgcant levels of the dependent
variable when values of the independent variableseldeat zero.

As shown in the ‘Total adult population’ columns in Tabk, &ll of the
independent variables in the model significantly prediateceased absence from the
household in the previous four months. Holding other indepegn@eiables constant,
being male increased the odds of a step increase in alisemade household by about
26% (exp(0.231)=0R 1.26). Each additional year of age dedrdas@dds of a step
increase towards absence from home only slightly afe244(-0.015)= OR 0.98). Being
employed more than doubled the odds of a step incredse antount of time away from
home (exp(0.873)=0OR 2.39). A one-item increase in the nuailferusehold assets
slightly decreased the odds of a step increase in ed$em home, by 4% (exp(-0.038)=
OR 0.96). Each additional year of education increas@8%the odds of a step increase
in absence from home (exp(0.034)= OR 1.03). Ever havingrbeered decreases odds

of a step increase in absence by almost 30% (exp(-0.332)%=712IR A child in the
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household (ages 0 to 14) increases odds of a step intre2486 (exp(0.215)= OR 1.24)
while being a parent decreases it by 20% (exp(0.220)= OR 0.88)lyi-the presence of
any pension-eligible adults in the household incredsesdds of absence by 20%
(exp(0.184)= OR 1.20).

When we compare the ordered logit model coefficientshi®@model run on the
total adult population with that of the adult populatiohsnen and women, respectively,
we see that the sizes of the coefficients for sdarthe variables are similar for men
and women; namely age, number of household assets andiedl®et]l. However,
others show a stronger effect for women or men: bamgieyed more strongly
decreases the odds of a step increase in absencedrenfbr men than for women
(OR=2.77 vs. 1.98 for women). Ever having married decrehsesdids of a step
increase in absence more markedly for women than @BR=@.59, vs. 0.90 for men).
While the presence of a child increases the odds of anste@se by 50% for men, the
variable is non-significant for women; yet being a padatreases the odds of a step
increase more strongly for women than men (OR=0.56.89. for men)

Finally, presence of a pension-eligible adult appear® nngportant for predicting
absence from the household for women than for men {GR+vs. 1.16 in men).

Sex differencesin reasons for migration. Information on the reasons for
migration are collected somewhat inconsistently in A&DNevertheless, some data are
available on the reasons that individuals gave for ttteinge in residence. There are
many open-ended responses collected in ACDIS, which ltagnbeen qualitatively
coded, but ACDIS also records a set of close-ended respongeasons for migration,

and these are shown in Table 3.9, for the first in-iat@tnal migrations within two years
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of the HSE (these are grouped in the table, as thdinkeel in ACDIS to residency
starts) and the first out-migration within the periodk&d to residency ends), for men
and women. The data are not representative of theefudf records of migrations of
these types, as they were only sporadically recordedi thBy do provide quasi-
gualitative information suggestive of some of the maitivations of community
members to undertake a move, and of gendered patternsreatdmns given.

The reason most often given for any move was “é@oanmodation”, and women
appeared somewhat more likely to offer this reason.inf@mal or in-migration, the
second most-frequently given reason for the move vediséinployment”, and men
offered that reason more frequently than did womere SBtond most frequently given
reason for out-migration was “to be near place ofilh@and men offered this reason
more frequently. Men also more frequently offered “skei@ag” as a reason for out-
migration; this response comprised the fourth largest cated reasons given for this
type of migration, followed by “employment”, again moreduently given as a reason
by men. Among internal and in-migrants, men also méienondicated employment or
the search for employment as a reason for a move.

Women more frequently than men offered “schooling” esagon for all types of
migration; and a similar category, “education”, was guent reason given for both men
and women. “To be cared for”, “sickness”, and beinglivadter a period of illness was
also a frequent reason given for the migrations diptts of both men and women. For
women more than men, however, the reason “caring”alssgiven frequently as a
reason for internal and in-migration. Women were at®re likely to indicate that they

moved in order to be near a spouse or conjugal partner.
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As these data are limited and not representative, deéirabnclusions regarding
sex differences in the motivations for migration irsthopulation on the basis of the
findings shown in Table 3.9 are not warranted. Thefigsliare merely suggestive of
motivations linked to gendered roles and norms, with mesre rinequently than women
offering responses linked to their employment outside tneehand women more
frequently than men indicating motivations linked to thele as caregivers and
accompanying partners. They also underscore the ubiquiteusihesrk and health-
related issues that precipitate the need for a changsidence for the adults living in
this rural area affected by high levels of unemploymaedttdlV/AIDS.

Limitations. The data shown in this chapter are subject to the kanitations
described in Chapter 2; those limitations are not dest@gain here. Several analytical
problems presented in the previous chapter are addressedfluera;se, as | examine
sex differences in migration patterns in a multivai@mework. Some limitations of
the logistic regression approach are also addressewherine additional of survival
analyses to test the same hypotheses. Still furthes stauld have been taken throughout,
and were not, for the sake of parsimony of the presentdor instance, | modeled only
the first migration event, while a repeated event hysaimalysis could have been
undertaken which would have provided more information ovemaber of years, and |
could have included both time invariant and time-variant ptedi in the models. |
include a simpler set of analyses here in part becawsecl used a number of dependent
variables to measure migration, and have carried out sletseof models by migration
type using logistic regression models. Further modeling woae resulted in a

proliferation of findings that may have obscured the key thgsis tests | have
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undertaken. Further, | anticipate that the predictofssifmigration events are likely to
be the same as those that would predict subsequent migtadind using a repeated
event modeling approach may not have yielded a great dadtietl value.

| undertook here to model the predictors of individual miigreevents, and not
household migrations, again simply to limit the scopmwdstigation shown here.
Finally, for this analysis, | was not able to generatdladtrospective history of events
for individuals, such as their past migrations or pageggnces of deaths within and
outside the household. Such information may have enhamcedderstanding of the
migration behaviors of individuals living in the demographcveillance area, but this
must remain a limitation as these are not known éwviogs earlier than the start of
surveillance.

Discussion. The findings presented in this chapter showed theiffereshces in
the composition of the ‘migrant stock’ hold up even whea accounts for the many
factors that drive migration. Confirming the descripfimelings shown in Chapter 2, but
also net of the effects of other factors, women weoee likely than men to make a local
move within the DSA and also to return to the area, whée were more likely to out-
migrate from the area. Several of the hypothesegpies at the beginning of this
chapter were confirmed: as expected, younger age wasaesdowith all types of
migration, but it was less informative of the intermadration behavior of women:
women continued to internally migrate throughout thanties, and odds of internal
migration only more markedly declined in the older agésunger males were
particularly likely to out-migrate. Also as expecte@rital status strongly suppressed

the migration of women, but not of men. Net of tlfeas of age and other covariates,
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women without a husband had double or more than doubleltiseod their married
counterparts of migrating. The ordered logit model of daiteants of absence from the
household in the past four months further confirms th@omance of marital status for
suppressing the migration of women: ever having been maem@ased the odds of a
step increase in absence more markedly for womenmtiean The finding would support
both the conclusion that that household income supfsortsa husband differs in kind
and importance from the support of male non-marital pastm terms of their negative
influence on female labor migration, and also thectaion that social norms related to
the marital role work to suppress the migration of women.

| hypothesized that being currently employed would suppresshidgration
behavior of men and women, but particularly of men. Iguhis was true for models of
in-migration and out-migration, being currently employedeased the likelihood of
internal migration for men. While on the surface thisounter-intuitive, the finding may
point to men’s changes of residence to live closer tpldee of employment within the
DSA. As the centers of employment in or near the @EAconcentrated along the N2
highway, the DSA is rather large and the proportionngbleyed men in the area is small,
that a proportion of these employed males would mawa f less rural place perhaps to
a place closer to work is quite plausible. Clearlerall, being employed supports
stability: it keeps non-residents from in-migrating, andesses the out-migration of
residents. Conversely, migration from the area appedms a key strategy for seeking
employment in order to provide income support to rural houdeho

Having a higher level of education suppressed internal amdgration, but

predicted a greater likelihood of out-migration, and thisatfwas particularly
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pronounced for women. Previous research in South Afiicad that among men, those
with the highest level of education were more likelgtay in rural areas, where their
employment prospects were as good as in urban areadgv@erg, Burger et al. 2002);
education played a weaker role in women’s employment prities (lbid.). Further,
while unemployed males tended to not be competitive iereitiral or urban labor
markets, they were nevertheless migrating out of rueasain search of employment
(Ibid.) The finding in some senses may support this rekear the sense that while the
labor market returns on education, and local employmesppcts, are not as favorable
for women as for men, perhaps rural women senséhtbiatprospects outside of the area
are better, or are as promising as those of womentterarban areas. Yet whether this
finding is a marker of improved labor market returns on atloie for women, or reflects
the aspirational aspects of higher education for womé&ad to their pursuit of
opportunities via migration, cannot be determined frometliaga.

As expected, individuals from households with poorer itfugature were more
likely to migrate, perhaps both as a strategy to asgtisthousehold livelihood and also
to seek better housing conditions; those who weredlrean-resident were less like to
return to such households. Yet this effect seemed plartiz pronounced for men, a
finding that was not expected. While better householdiionduch as access to
electricity suppressed migration, a higher number of ags¢he household appeared to
facilitate the out-migration of men only.

| hypothesized that individuals from households withghéi household
dependency ratio, that is with a higher number of degreisd-elative to the number of

working-age adults, would be less likely to internally ratgror out-migrate, and more
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likely to in-migrate; and | expected that this effect vaoloé more pronounced for women.
Yet | thought that a higher dependency ratio could als& engreater need for the
supportive income of working-age adults, and could thusti&limigration, countering
the aforementioned effect. In fact, the latter e@ffgas not seen, and the former was: for
women only, a higher dependency ratio increased thelihidad of return to the DSA.
The findings were suggestive that a higher dependencysigijresses the out-migration
of women, although this effect was marginally significatypotheses related to the role
of pensioners in constraining and facilitating migratiomenia some instances confirmed
and in others, rejected: the presence of a pensiofieeted only the likelihood of in-
migration, and did not, as hypothesized, increased wortikalood of out-migration.
The presence of a pensioner in the DSA household did a@seexpected, to reduce
women’s likelihood of returning to the area, but this ditddepend upon the sex of the
pensioner. Instead, women with a household of at teestale or at least one of each
sex of pensioner (the larger proportion within the aatggwere least likely to in-migrate.
This finding suggests that perhaps it is more the numbemsiqgreaged adults in the
home (who, moreover, would provide more than one old-ageguetasthe household, in
addition to providing an extra child care-giver to thenb(, that reduces the need for
female non-residents to return and reside again iD8%.

An additional hypothesis of this study was that co-menhig@ia a household in
which an individual has a child would suppress internal riggrand out-migration, but
may facilitate the in-migration (‘return to the DSAY) those who are non-resident,
particularly women. This hypothesis was both confirmadi rejected: being a parent

who was a co-member of a household in which one’s childesna member did
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suppress the out-migration of women and not that of iewever, this factor was no
more predictive of women’s than men’s lower likelihoddnternal migration, and for
men only, being a parent linked to a child in the householdgbeelca greater likelihood
of in-migration. This finding suggests the possibility time& context of high AIDS
mortality among women, a significant proportion of &thare returning to the DSA to
take on a care-giving role following a maternal death. fifleeng would seem to support
the ethnographic research of Montgomery and colleaguekictad in the
Umkhanyakude area (Montgomery, Hosegood et al. 2006), desdtieimgcreasing
involvement of men in care-giving and parenting followingdkath of a female partner,
with often little social recognition or social suppoAlthough this is not explored in this
chapter, at least some proportion of the male nodessin-migration would be
accounted for by a return to the area following the deb#hfemale partner.

Indeed, the findings presented here underscore the influenery high levels of
AIDS-related mortality on the mobility of the populatjas previously documented
(Hosegood, McGrath et al. 2004; Hosegood, Vanneste et al. 20@4akd Hosegood
2005). Prior research (Welz, Hosegood et al. 2007) showedwéiall in this
population, 27% of female and 13.5% of male residents werarticted in 2003-04,
and that HIV prevalence peaked at 51% (95% CI 47-55%) amoiuigneésvomen aged
25-29 in that year. AIDS has been the leading causeatti deadulthood (48%) at least
since 2000; in that year, the probability of dying betwees 4§eand 60 was 58% for
women and 75% for men (Hosegood, Vanneste et al. 2004). afdligsis has built upon
the prior research on the impact of mortality on mbphih this population by

documenting the effect of adult mortality on the individeedration behavior of other
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adults. Deaths of other adults in the household wasvanda trigger of all types of
migration, but especially internal migration within tea, and secondarily a return to
the demographic surveillance area for non-resident holtsetembers. This factor
strongly predicted the subsequent migration of both mdmemen, but was especially
pronounced for men.

In summary, building upon the findings shown in the prevahapter, the more
nuanced measures used in this study from a demographic sureeiflystem, including
measures of in-, out- and internal migration and houdgiresence pattern within a local
predominantly rural area, erase any assumed predominanedesf im migration, and
reveal distinct sex differences in the patterns gpdg of migration. The determinants of
migration events vary by the type of migration evartether it be a local migration, a
migration away from a rural area, or a return-migratmit. Moreover, the factors that
precipitate or constrain migration are by no meansamee for women and women. The
findings shown here support the notion that gendered oppgrainictures- both those
related to labor and marriage markets, and to the gendsrid isorms that influence the
role expectations and behaviors of women and men-ctixely implicated in producing
sex differences in patterns of migration in rural SAftica. The level of mobility in
this population is extraordinarily high, and gender is inicits the social

transformations that both fuel this mobility and are fdddg it.
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Table 3.9: Reasonsfor migration, by sex (first internal, in- and out-migration within two-

year period following HSE 1 visit)

Reason

Accommodation

Built or bought house

Came to destination for delivery
Caring

Changed jobs

Changed rented accommodation
Domestic violence or disagreement
Don't Know or No Reason
Education

Employment

Faction fights

Finished School

Household formation

Left Employment

Left School

Left employment as a domestic
Marriage or conjugal relationships
Perpetrator of crime

Pregnancy

Prison

Return to usual place of residence
Schooling

Searching

Sickness

Split

Start of new marriage or partnership
To be cared for

To be close to a spouse or a partner
To be near place of work

To care for someone

To look after a house

Traditional Healing

Transfer

Victim or fear of crime

Violence or conflict

Was caring for someone

Well (after period of illness)

Total

First internal or in-migration

4

Female Row % Male Row %
1,766 52 1,633
20 63 12 38
23 92 2 8
27 79 7 21
7 28 18 72
4 57 3 43
4 67 2 33
13 36 23 64
22 56 17 44
15 27 41 73
0 0 0 0
128 57 95 43
2 50 2 50
242 37 405 63
12 55 10 45
12 71 5 29
4 100 0 0
0 0 1 100
6 100 0 0
1 8 11 92
13 93 1 7
59 42 80 58
7 29 17 71
44 43 59 57
3 60 2 40
4 80 1 20
62 53 56 47
16 70 7 30
19 35 35 65
11 92 1 8
2 33 4 67
2 50 2 50
14 42 19 58
0 0 2 100
0 0 0 0
2 100 0 0
28 49 29 51
2,594 50 2,602 50

First out-migration

Female Row % Male
18 1,757 55 1,457
113 64 63
3 100 0
29 48 32
187 48 206
5 45 6
19 79 5
53 56 41
306 53 274
261 37 442
3 100 0
9 53 8
8 53 7
3 50 3
2 33 4
11 61 7
15 79 4
1 50 1
2 100 0
0 0 43
0 0 0
638 58 471
218 29 529
23 55 19
11 100 0
13 81 3
91 55 74
43 91 4
571 42 800
10 91 1
6 55 5
5 83 1
10 40 15
2 15 11
10 91 1
0 0 1
5 83 1
4,443 49 4,539

Row %
45
36
0
52
52
55
21
44
47
63
0
47
47
50
67
39
21
50
0
100

42
71
45

19
45

58

45
17
60
85

100
17
51
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Notes

' Per Osterhammel, the term “colonization” refersacess of territorial acquisition, “colony” to a partautype of
sociopolitical organization, and “colonialism” to as®m of domination. (Osterhammel, 1997, p.4)

" Hunter’s ethnographic research in KZN vividly depitts flow of work-seekers to the industrial areas that have
shedded jobs: in the Isithebe Industrial Estate and sutimyinformal settlement area, the population increased by
an extraordinary 300-400% between 1996 and 2001, despite job Iddsearge number of unemployed women
and men means that every weekday, hundreds of unemployelé psave from factory to factory fesa (seek

work). Some have done so for more than two years wifiralihg employment.”

Hunter, M. (2004). From migrating men to moving womeligtorical patterns of women's migration, Migration
Working Group, Africa Centre for Health and Populationdg&ts, 25 Nov. 2004., (p.13)

" However, the researchers caution that this associatfoagile: “Where social networks through extended family
are strong enough to assume these childcare respoitsiptlite net effect on children can be positive. \&imert,
children may experience neglect following migrationrait mothers”

Kahn, K., M. Collinson, et al. (2003). Health consequelrtesigration: Evidence from South Africa's rural
northeast (Agincourt)Conference on African Migration in Comparative PerspecJohannesburg, South Africa.(p.
14)

152



References

Anderson, B. (2006). Migration in South Africa in CompamtPerspective. Migration in South
and Southern Africa: Dynamics and DeterminaRtsKok, D. Gelderblom, J. O. Oucho
and J. van Zyl. Cape Town, South Africa, Human Sceiresearch Counc®7-117.

Ardington, C., A. Case, et al. (2007). Labor Supply Respadnsearge Social Transfers:
Longitudinal Evidence From South Africa. NBER WorkingpPaSeriesCambridge,
MA, National Bureau of Economic Research.

Ardington, E. and F. Lund (1995). "Pensions and developmenialSecurity as
complementary to programmes of reconstruction and denednt.” Development
Southern Africal2(4).

Bilsborrow, R. E. (1992). "Preliminary Report of the Udif¢ations Expert Group Meeting on
the Feminization of Internal Migration." InternatarMigration Review?6(1): 138.

Boerma, J. T., M. Urassa, et al. (2002). "Sociodemograamtext of the AIDS epidemic in a
rural area in Tanzania with a focus on people's mobitityraarriage.” Sex Transm
Infect 78 Suppl 1: 197-105.

Budlender, D., N. Chobokoane, et al. (2005). "Marriageepag in South Africa:
Methodological and substantive issues." South Africamnid of Demograph9(1): 1-26.

Casale, D. and D. Posel (2002). "The Continued Feminisafithe Labour Force in South
Africa: An Analysis of Recent Data and Trends." Soidfican Journal of Economics
70(1): 156-84.

Case, A. and C. Ardington (2004). Chapter 8. Socioecon@uiors. ACDIS monograph.
Population Studies group (editor). Mtubatuba, South AfricacAfCentre for Health and
Population Studies.

Coffee, M. P., G. P. Garnett, et al. (2005). "Pattefrmovement and risk of HIV infection in
rural Zimbabwe." J Infect Di$91 Suppl 1: S159-67.

Collinson, M., S. Tollman, et al. (2003). Highly prevaleiaular migration: Households,
mobility and economic status in rural South AfriGonference on African Migration in
Comparative Perspective, Johannesburg, South Africa.

Cox, S. (1972). "Regression models and life tables." JRaySo34: 187-220.

Duflo, E. (2003). "Grandmothers and Granddaughters: OldPegesions and Intrahousehold
Allocation in South Africa.” World Bank Economic Revidwi(1): 1-25.

Feinstein, C. H. (2005). An Economic History of Southigsf: Conquest, Discrimination and
DevelopmentLondon, United Kingdom, Cambridge University Press.

Ford, K. and V. Hosegood (2005). "AIDS mortality and the nitytalf children in KwaZulu
Natal, South Africa." Demograpl2(4): 757-68.

Grambsch, H. and T. M. Therneau (1994). "Proportional dazasts and diagnostics based on
weighted residuals." Biometril&i: 515-526.

Hosegood, V., S. Floyd, et al. (2007). "The effects of i\ prevalence on orphanhood and
living arrangements of children in Malawi, Tanzania, aodtB Africa." Popul Stud
(Camb)61(3): 327-36.

Hosegood, V., N. McGrath, et al. (2004). "The impact oftadortality on household
dissolution and migration in rural South Africa.” Aiti}(11): 1585-90.

Hosegood, V., N. McGrath, et al. (2008). "Dispensing withriage: marital and partnership
trends in rural KwaZulu-Natal, South Africa." Soc $tg#d (under review)

153



Hosegood, V., E. Preston-Whyte, et al. (2007). "Revealiadulhextent of households'
experiences of HIV and AIDS in rural South Africa."cSeci Med65(6): 1249-59.
Hosegood, V. and I. Timaeus (2001). Household Composition gndrbics in KwaZulu Natal,
South Africa: Mirroring Social Reality in LongitudinBlata Collection African Census
Analysis Project Virtual Conference on African Houddloan Exploration of Census

Data, African Census Analysis Project.

Hosegood, V. and I. M. Timaeus (2005). Household CompostidrDynamics in KwaZulu-
Natal, South Africa: Mirroring Social Reality in Lgitudinal Data Collection (Chapter 4).
African Households: An Exploration of Census D&iavan der Walle. New York, NY,
M.E. Sharpe, Inc.58-77.

Hosegood, V. and I. M. Timaeus (2005). "The impact of adolttality on the living
arrangements of older people in rural South Africa.” AdgnSociety25: 431-444.
Hosegood, V., A. M. Vanneste, et al. (2004). "Levels andes of adult mortality in rural South

Africa: the impact of AIDS." Aid48(4): 663-71.

Hunter, M. (2004). From migrating men to moving women? Hisabpatterns of women's
migration, Migration Working Group, Africa Centre foellth and Population Studies,
25 Nov. 2004.

Hunter, M. (2006). "AIDS and the Changing Political Econarh$ex in South Africa: From
Apartheid to Neo-liberalism." Social Science & Medic{onader review)

Kahn, K., M. Collinson, et al. (2003). Health consequentesigration: Evidence from South
Africa's rural northeast (AgincourtConference on African Migration in Comparative
Perspective, Johannesburg, South Africa.

Kang Fu, V. (1997). "GOLOGIT: Stata module to estimate gdized ordered logit models".
Statistical Software Components S327,7Baston College Department of Economics.

Massey, D. S. (2006). Patterns and Processes of Intaralhiligration in the Twenty-First
Century: Lessons for South Africa. Africa on the Moé&ican Migration and
Urbanisation in Comparative Perspective Tienda, S. Findley, S. Tollman and E.
Preston-Whyte. Johannesburg, Wits University Press.

Massey, D. S., A. Arango, et al. (1998). Worlds in Motidnderstanding International
Migration at the End of the Millenniun®xford, Oxford University Press.

Montgomery, C. M., V. Hosegood, et al. (2006). "Men's iagaient in the South African
family: engendering change in the AIDS era." Soc Sci BR{d0): 2411-9.

Osterhammel, J. (1997). Colonialism: A Theoretical OwswvPrinceton, N.J., Markeu Wiener
Publishers.

Posel, D. (2001). "Intra-family Transfers and Income-PgolA Study of Remittances in
Kwazulu-Natal." South African Journal of Econom&®%3): 501-28.

Posel, D. (2001). Women wait, men migrate: gender inegualt migration decisions in South
Africa. Women Farmers: Enhancing Rights, RecognitiahRrroductivity P. Webb and
K. Weinberger. Frankfurt, Peter Lar@l-117.

Posel, D. (2004). "Have Migration Patterns in Post-apat8outh Africa Changed?" Journal of
Interdisciplinary EconomicSpecial | ssue 15(3-4): 277-92.

Posel, D. (2006). Moving on: Patterns of Labour MigratimRost-Apartheid South Africa.
Africa on the Move: African Migration and UrbanisatimnComparative Perspectivisl.
Tienda, S. Findley, S. Tollman and E. Preston-Whytkadnesburg, Wits University
Press.

154



Posel, D. and D. Casale (2003). "What has been happenirntgnaailabour migration in South
Africa, 1993-1999?" The South African Journal of Economii{8): 455-479.

Powers, D. A. and Y. Xie (2000). Statistical MethodsG@ategorical Data AnalysidNew York,
Academic Press.

Stark, O. (1991). The Migration of LabouwWambridge, Basil Blackwell.

Tienda, M., S. Findley, et al., Eds. (2006). Africa os kove: African Migration and
Urbanisation in Comparative Perspectiyehannesburg, South Africa, Wits University
Press.

Todaro, M. P. (1976). Internal Migration in Developing Caoigst Geneva, International Labour
Office.

Udjo, E. (2001). Marital patterns and fertility in Southiéd. The evidence from the 1996
Population CensuXXIVth [IUSSP International Population Conference vador de
Bahia.

Urassa, M., J. T. Boerma, et al. (2001). "The impaé&tl®¥AIDS on mortality and household
mobility in rural Tanzania." AIDS5: 2017-2023.

van der Berg, S., R. Burger, et al. (2002). Migration andhiaging rural-urban interface in
South Africa: What can we learn from census and surv&?tlabour Markets and
Poverty in South Africa, Johannesburg, South AfricRRD/FES.

Welz, T., V. Hosegood, et al. (2007). "Continued very higlvadence of HIV infection in rural
KwaZulu-Natal, South Africa: a population-based longmadistudy.” Aids21(11):
1467-72.

155



Chapter 4

Gender and the Consequences of
Migration for HIV/AIDS in South Africa

Introduction. This chapter presents an analysis of sex differendég iHIV
risks associated with migration in the adult populatieimdj in a primarily rural area in
Umkhanyakude District, KZN, South Africa. This popwatdiffers from the one for
which findings were presented in Chapters 2 and 3 in a kpgce the time period for
eligible household membership is shifted just over twosy@axvard, to 01 June 2003,
when the population eligible for the first round of anwaiiIV surveillance study of
the Africa Centre for Health and Population Studies egiablished. The population also
does not restrict, but includes, individuals who were mesnblemore than one
household, in order to maximize the available HIV datas Thapter also differs from
the previous two, in that migration events precedinggerdtian subsequent to, the
household membership eligibility date are measured. Whalérgt round of testing
offers only a measure of HIV prevalent infection in pagulation (and it is impossible to
know at what point in time individuals became infectethwhe virus), all information
on the migration patterns, as well as their antecedeporally precede the HIV test

date. Causality cannot be inferred, but the data wilhfegrnative. Further, an
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analysis of the association between patterns ofatigr and HIV incidence, using
information from those who patrticipated in both of finst two rounds of HIV
surveillance, will be carried out to interrogate whetierfindings of cross-sectional
analyses are confirmed by longitudinal data.

Studies linking migration to HIV in sub-Saharan Africa aumerous, having
accumulated since nearly the start of the epidentizemegion. Yet, remarkably few
studies have measured the HIV risks associated with naigriar women, and fewer still
have undertaken any sex comparison in the HIV riskscaged with migration. None
have done so in a South African population, and none hagtertaken a direct statistical
comparison of such risks for men and women (involving a poadalysis of men and
women, using interaction terms of the migration ew®nsex), to my knowledge, in any
population in the region. This study will be the fisido so, and also the first to
describe patterns of prevalent HIV infection by differgmpies of migration and mobility.
Such an analysis is needed in order to more fully unaersbee ways in which gendered
patterns of migration may be contributing the wide dspatities in HIV prevalence in
South Africa, and to consider the HIV/AIDS preventand care implications of such
findings.

Benefits of migration. To balance this analysis of a key negative consequénce o
migration in southern Africa— HIV/AIDS, and its risk tiee migrant and to the
‘sending’ communities to which he or she returns— | begth a brief review of what
are known to be the benefits of migration for migramtd their families. After all,
voluntary migration would not be undertaken in South Afsere it not tied to

aspirations and an expectation of improved life conaktioA body of literature on the
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socio-economic benefits of migration is nearly agdaas the literature on migration
overall: it is a central theme to the discipline. Nyeavery study of the impacts of
migration focus on its key role in socio-economic miopdnd development
(e.g.)(Todaro 1976; Sabor 1979; Stark 1991; Massey, Arango et al.vE998er Berg,
Burger et al. 2002; Kothari 2003; Zuberi and Sibanda 2004; Massey Piedéa,
Findley et al. 2006; Halliday 2007). Fewer studies have docaaéiné socio-economic
consequences of specificallbomen’smigration in sub-Saharan Africa, but those that
have are reviewed here: a highlight in the historicsgaech is Bozzoli's documentation
of the multi-generational social mobility that resdlfeom the migration of a generation
of women from Phokeng (Bozzoli 1991). This account dessab@ulti-generational
accumulation of socio-economic advantage for those wvtdertook a rural-to-urban
migration: the children and grandchildren of female migramthis community took
advantage of opportunities for urban settlement, educatidroccupational mobility that
were not available to the descendents of those ‘Ié&fndé

Recent research from demographic surveillance sitegsuth&\frica has also
documented the benefits, to households, of sending ademgtant. Households clearly
benefit from having any member who is a temporary labgrant: these households
have a higher socio-economic status than those who d€allihson, Tollman et al.
2003; Kahn, Collinson et al. 2003). Yet households especiatigfive the migrants is
female: they remit more income to households than de marants, despite lower
likelihood of formal employment (Posel and Casale 2003)la@id lower earnings
(Collinson, Tollman et al. 2003). Kahn and colleagues fousmall protective effect on

the health of children in households in which the motees a migrant worker (Kahn,
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Collinson et al. 2003), but cautioned that “where so@alorks through extended
family are strong enough to assume these childcare relspitias, the net effect on
children can be positive. Where not, children may expeei@eglect following migration
of their mothers.” Indeed, Case, Ardington and colleapage documented health and
education risks to children living apart from their moth{&sllinson, Tollman et al.
2003; Case and Ardington 2004; Case, Hosegood et al. 2005; ArdiGgiemet al.
2007).

Kothari has explored the factors that permit peopleatticipation in migration,
positing that an individual's level of access to varifoums of capital (human, social,
political, economic and so on) characterizes the deagresich they are excluded from
the migration process (Kothari 2003), and other reseancls te confirm that a modicum
of resources is required for migration: poverty is a eafsnigration, but the poorest
households are unable to send a migrant (Collinson, Tokhah 2003). At individual
level, socio-economic position (measured, e.g., by educktvel, employment status or
income) is associated with the decision to migrateviddals move to seek employment,
escape from poverty and provide financial support to the isrithey leave behind
(Ibid.; (van der Berg, Burger et al. 2002; Posel and Casale .260@3)the most part,
migration confers a distinct economic benefit to betndle and male migrants and to the
households in which they are members.

The HIV/AIDS-related consequences of migration in southern Africa. While
the economic benefits of migration in sub-SahararcAfare clear, the health benefits of
voluntary migration in the region are more mixed. Hmadly, the role of migration in

the spread of infectious disease, and especially HIV/AiD®ell-researched: urban
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areas, with social conditions which facilitate higixsal partner change rates and
elevated probabilities of transmission, are frequehgyreservoirs of HIV infection that
then spreads to more remote areas via the corridorgjof population movement.
Since the early stages of the southern African paitjemfiections in rural areas have
been traced to those who had been in urban area®(domchMothibeli et al. 1991; Garin,
Jeannel et al. 1993; Glynn, Ponnighaus et al. 2001; CofferetBat al. 2005); infection
rates have been higher along roads (Wawer, Serwaddal8®al Barongo, Borgdorff et
al. 1992; Tanser, Lesueur et al. 2000); and truckers have beehtfobe at higher risk
because of their greater mobility (Bwayo, Plummen.et@94; Mbugua, Muthami et al.
1995; Glynn, Ponnighaus et al. 2001; Ramjee and Gouws a 2002)réderd research
has focused on the implications of mobility for theesyl of HIV-1 genetic diversity
(Perrin, Kaiser et al. 2003).

The bulk of literature on the role of migration in §gread of HIV/AIDS in
southern Africa (and in the region overall) has atmexclusively focused on the
strikingly high HIV risks to male labor migrants. Numes studies in the region have
found labor migration to be a risk factor for men amgirtnon-migrant female partners
(Jochelson, Mothibeli et al. 1991; Nunn, Wagner et al. 19@&¢e| Harrison et al. 1997;
Brockerhoff and Biddlecom 1999; Hope 2000; Hope 2001; Lurie, Willieinad. 2003;
Coffee, Garnett et al. 2005; Desmond, Allen et al. 2005;&wmrie et al. 2005).

In his critique of the public health literature on migsatand HIV/AIDS, Hunter
(2007) was the first to note that few studies have ingatexl the assumption that
migration is predominantly circular, or examined the gbuation of women’s migration

to HIV. This literature has presumed a stable femalddwhousehold to and from
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which male migrants circulate; generally, the mobilityesnale partners has not been
measured, and HIV risks to female partners were preswmegult purely from
unprotected sexual contact with the migrant male pa¢tmeanother partner). For
example, an often-cited study on HIV and migration int8@\frica found that migrant
men were 2.4 times more likely than non-migrant meoetéllV-infected (Lurie,
Williams et al. 2003). In 71.4% of discordant couples lmcl the male partner was a
migrant, the male was the infected partner; but inlaofig-third of these couples (29%),
the female- whose patterns of mobility were not messuwvas the infected partner
(Lurie, Williams et al. 2003).

Notable exceptions to the research measuring the HIVtasken only include
an early study by Karim and colleagues (Abdool Karim, Ab#@oim et al. 1992)
finding that migration increased infection risk by almibsee-fold for women and seven-
fold for men in KwaZulu-Natal. Strikingly, after thssudy in 1990, no other South
African study examined the role of migration in HIV infiea in women until 2003,
when Zuma and colleagues examined migration among worsgingenear a mining
area in South Africa (Zuma, Gouws et al. 2003). This stodgd a 60% higher odds of
HIV infection (OR 1.6) in migrant vs. non-migrant womemgrant women were older,
were also more likely to report having had two or moréneas in the past year, and
were less likely than non-migrant women to have usedas. This study undertook
no sex comparison, but was limited to women.

These studies are joined by three others from themegioich found higher risk
behavior and HIV prevalence in mobile compared to womém stable residence in

Tanzania (Boerma, Urassa et al. 2002; Kishamawe, Viesals2006), Senegal (Pison,
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Le Guenno et al. 1993) and Cameroon (Lydie, Robinson 20@4). Some of these
studies compared not only stable versus migrant womemjdmtxamined the
migration-related risks of HIV for men and women, resgebt; migration-related HIV
risk appeared to be higher for men (Pison, Le Guenno E32R; Lydie, Robinson et al.
2004), although a statistical test of the sex differend¢ba migration-attributed HIV risk
was not undertaken. In contrast, a study in Tanzaniaeshthat men’s mobility had no
affect on their risk behavior or HIV status, but thos@séfemale partner was a migrant
reported higher risk behavior (Kishamawe, Vissers &04l6). No study to date has
compared the risks of HIV to migrant men versus mignarhen in South Africa.

Such a comparison is important for understanding theliatemigration may have
played in producing the startlingly disparate levels Bbf prevalence in South African
men and women: a recent study from KZN found 27% of aduthen versus 13.5% of
adult men were HIV-positive (Welz, Hosegood et al. 20@gcause a sex comparison of
the HIV risks related to migration has not been undertakerfull contribution of
migration to these large sex differentials in HIV nskinknown. Further questions remain
about the role of gender in the migration processeseofand women which would
facilitate the levels of HIV risk to which they arepesed: given that men and women
migrate to different types of places, are they theeeéxposed to sexual networks with
differential levels of HIV prevalence? HIV prevaée varies widely by types of
geographic areas even in regions where epidemics aveerfee., and HIV/AIDS research
has increasingly focused on HIV transmission “hot spogsivironments in which levels
of HIV prevalence in networks of sexual partnershipshagh, increasing the probability

of infection within a given sexual act for individualgpesed to those networks (Morris
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and Kretzschmar 1997; Garnett 2002). As described previouslyemwar more likely
than men to migrate to informal settlements or sralhts in predominantly rural areas
(Lurie, Harrison et al. 1997; Collinson, Tollman et al. 2a88nter 2006). High levels of
HIV prevalence have been documented in South African urbiaimg areas, ports and
other large male migrant labor destinations since tHg stages of the epidemic (e.g.)
(Jochelson, Mothibeli et al. 1991; Williams and Campbell 1988) more recently,
population-based studies in South Africa have found rdtef\bto be almost twice as
high in informal settlement areas, compared to urbamaatlareas (Shisana and Simbayi
2002; Pettifor, Rees et al. 2004; Shisana, Rehle et al. QODBDS finding is matched in
other research in the region showing higher HIV prexadeates in informal settlement
areas, relative to rural or urban areas (Boerma, Uedsala2002; Coffee, Garnett et al.
2005).

Alternatively, are men or women differentially mdikeely to engage in higher risk
sexual behaviors because of migration? Qualitative rdséanminates the social reality
underlying studies of HIV prevalence in such settings, thenton destinations of female
migrants in southern Africa: the economic opportuniiesilable in small towns, work
sites and informal settlement areas (in contrastea@tiverty of surrounding rural areas),
are accessed by men primarily through at least sporathssto formal employment, and
by women through offering sex in exchange for money és ¢ifunter 2002; Desmond,
Allen et al. 2005; Hunter 2006), not only by women who iderggycommercial sex
workers (e.g. see (Campbell 2000)) but by a variety of @o(@esmond, Allen et al.
2005). Hunter has highlighted how movement between rudalidran areas can foster a

woman having more than one “main” lover; it is these migh whom condoms are the
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least likely to be used (Hunter 2004). Moreover, in dexdrof declining marital rates
(Hosegood and Preston-Whyte 2002; Posel 2004; Hosegood, Ma&Gedtl2008), pre-
marital sexual relationships have become charactebgedsex-money exchange,
particular among younger sexually-active adults (Hunter 2868kow, Zulu et al. 2002;
Posel 2005).

In summary, remarkably, to date no study has compared tteersadf mobility of
South African men and women, nor has any study compsasadal behavior and HIV
infection rates of male and female migrants and nagranis in South Africa, despite very
high rates of internal migration and of HIV prevalentéhe nation. Research is needed to
elucidate the ways in which the gender dynamic of migmnaaffect patterns of HIV/AIDS
in South Africa. Can South Africa’s explosive HIVIAS epidemic be explained by the
proliferation of ‘high risk environments’, characterizedlénge sexual networks in which
HIV is highly prevalent, and transactional sex, whictyjsfied by frequent changes in
sexual partnerships and inconsistent condom use? Whatae$ migration play, as a
social antecedent to the growth of transmission spots’ and the behavioral risks
associated with them? Greater clarity needed odiffiexences in theleterminantof
migration and in theonsequencesf migration related to HIV/AIDS. The role of gender in
producing these sex differences has yet to be exploited.hoped that this study will
contribute to an improved understanding of the relatipnséiween HIV/AIDS and
migration in South Africa, by elucidating the risks thagmation poses to men and women,
using a full range of measures to ensure that thoseatisksieasured adequately for

women, and exploring what may account for those risks.
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An analysis of the HIV risk associated with migration for wonen and men in
a predominantly rural area of KwaZulu-Natal, South Africa. This study addresses a
major gap in the research on HIV and migration. Its @yéo establish whether gender
differences in patterns of migration in South Africatiadly account for sex differences
in HIV infection rates; and b) to identify the possib&isal mechanisms by which
migration patterns help to explain women'’s disproportelyaigh risk of HIV infection.
The analyses are carried out using a set of unique datafd@mographic surveillance
located in Umkhanyakude District. The setting and datacedar this study have been
described in the previous chapters and that description repeated here. A key
contribution of this analysis is that, as in the prasichapters, it uses a range of
measures that more thoroughly capture women'’s pattemgcdtion and mobility than
those typically utilized in studies of migration and HNDS.

Research questions and hypothesed.he following questions are pursued in
this analysis: Does migration increase the odds ofiRi&ttion for men and women
equally, net of the effects of other factors that ieffice risk? Are certain patterns of
migration more sensitive than others for the prediadibHIV risk, and do these vary by
sex? To what degree are the large sex differentididV risk accounted for by
differences in men’s and women’s patterns of movemém&?there sex differences in
the level of HIV risk that migration confers becausenraed women migrate to different
types of places, and are thus exposed to sexual netwahkdifferential levels of HIV
prevalence? Alternatively, are men or women diffaadly more likely to engage in
higher risk sexual behaviors because of migration?

The key hypotheses embedded within these questions are dispidyigure 4.A.
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Figure 4.A posits, principally, that migration leads torameased HIV risk, via two main
mechanisms: 1) migrants may have a greater HIV infecisrbecause the places to
which they migrate-- and the sexual networks to which #neyexposed-- may be higher
in HIV prevalence than the places from which theyioatgd; and 2) the social context
of migration, related to social instability, anonymityddmancial hardship, leads to
higher risk sexual behavior among migrants than non-ntigir&econdly, sex may
modify the relationship between migration and HIV riskcial disadvantages to women
may increase their migration-related risk of HIV relatio that of men who migrate.
Thirdly, various characteristics of individuals may pspdse them both to migrate and

to engage in higher risk sexual behavior.

Figure 4.A: Factors that link migration to HIV risk in South Africa

Higher risk environment (higher HIV
prevalence in pool of sexual partners)

Migration HIV

Behavioral consequences of migration
(higher number of sexual partners; more
frequent partner exchange; higher-risk sex)
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“Predispositionto .-~
risk-taking”

| will first determine whether migration and sex indepenlyeoredict HIV
infection in the population, net of the effects okkripredisposition” and any other

covariates of infection. | then will determine whatlsex differences in infection rates
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can be partially predicted by sex differences in pagtefrmigration, i.e., whether there is
a significant interaction between sex and migration,raiggation confers a greater HIV
risk to women than to men.

Should this hypothesis be confirmed, | will undertake furtmalyses to clarify
whether sex differences in the migration risk assediavith HIV are at least in part due
to the sex composition of the population of migrants ‘n@gration results in a higher
risk of HIV among women than among men, because there are more femalesthe
migrants rather than solely due to true sex differences inetfect’ of migration; i.e.,
‘migration confers a greater risk to women than to méBécause ‘composition’ is not
part of the causal pathway, it is not displayed in Figuke) Descriptive data and
findings of logistic regression will be used to addréssdounterfactual question, what
would the prevalence of HIV be in male migrants, if rhad the same migration risk as
women? | will force an ‘equality’ of migration effeloy assigning women’s migration-
associated HIV risk (derived from the OR for migrationwomen) to men’s distribution
of migrants vs. non-migrants, and generate rs@wulatedHIV prevalence estimates for
males! The same exercise will be carried out for femalBise simulated and actual
estimates will be compared to determine whether seardiites in migration-associated
HIV risks are compositional, or are doelyto sex differences in the ‘effect’ of migration.

It is possible that both compositiand sex differences in the ‘effect’ of migration
could influence sex differences in HIV infection. Thuegyardless of whether or not the
‘compositional hypothesis’ is rejected, | will proceedhnanalyses to determine a
possible causal mechanism to explain any observed sexethifie in the risks associated

with migration, i.e.men’s and women’s behavioral responses to migration differ: female
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migrants engage in higher risk sexual behavior than male migregttsuld this

hypothesis not be supported, i.e., there are no sigrifit@rences in the sexual

behavior of male and female migrants, the findingstdoithe ‘higher risk environment’
hypothesis: female migrants are more likely than madgants to migrate to destinations
high in HIV prevalence, where they have a higher prdibabif infection for any given
act of unprotected sexMigration confers a greater risk to women than to men, because
female migrants are exposed to sexual networks higher in HIV prevdlenrcare male
migrants“’ With the available data, | cannot directly test tlyipothesis. However,
should the third hypothesis be supported (sex and migratemraat to predict a higher
odds of infection for female migrants), and if neithemposition nor behavioral
differences can account for the finding, the finding waqaddht to this hypothesis as an
explanation that should be pursued in further researbhs, the research questions and
associated hypotheses will be addressed in the followemgence:

1.) Are HIV infection rates higher among females taamong males, regardless of
migration statusHypothesis: The odds of HIV infection are higher among females
than males.

2.) Are HIV infection rates higher among migrants than-migrants, for both sexes?
Hypothesis: The odds of HIV infection are higher among those who enrgiative
to those who do not, net of the effects of sex and other covariates.

3.) Can sex differences in HIV infection rates beiply explained by sex differences in
migration patternsklypothesis: The odds of HIV infection are higher for female
migrants than for male migrants (and non-migrants of both sex@®)uld this

hypothesis be confirmed, | will examine three possibldagmgtions for the finding:
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a)

b)

Compositionthe HIV risk associated with migration differs for men and women
because women are more likely than men to migiidte.sex composition of the
population of migrants may partially account for any obseisex difference in
the ‘effect’ of migration on the odds of HIV infection.

Heterogeneous behavioral consequendés behavioral consequences of the
decision to migrate vary by seXVYomen who migrate may be more likely than
their male counterparts to engage in higher risk sexurivii@r. Do sex
differences in the sexual risk behavior of migrants andmigrants ‘explain’ an
interaction between sex and migration in the prediabibHIV risk?

Higher risk environment hypothesidigration confers a greater risk to women
than to men.There may be differences in HIV prevalence ingteual networks
women and men are exposed to in the destinations to wWigghtigrate. This
hypothesis cannot be directly tested using the data blaftar this study; yet if
hypotheses 3. a) and b) are rejected, findings point to gwbyldy that HIV risk
is greater for female migrants than male migrants (aalé and female non-
migrants) due to higher prevalence levels in their migratestinations. If
warranted, | will examine whether sex, migration and bielhdogether (in a
three-way interaction) predict HIV infection risk. Thests whether, for a given
level of sexual risk behavior, such behavior places lemagrants at greater risk
of HIV than it does for male migrants or non-migraot&ither sex. The
hypothesis to be tested is that sexual behavior affidtsisk differently for men
and women; and the relationship is further modified by wdredh individual is a

migrant.
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Methods

Dataset development The first round of an annual HIV surveillance study was
carried out in the DSA from 2003 to 2004. An ‘eligibilitytl was generated using
ACDIS data using the date of June 1, 2003; those eligibleaicipation in the HIV
survey were all men aged 15 to 54, and all women aged 15 tchd9yeve registered
members of households and resident within the survedllarea, and a random sample of
12.5% of registered household members within the age rangadhrsex who resided
outside of the surveillance area, on that day; thisimtaaded to be an open cohort to be
re-selected annually. The existing ACDIS database dirigewas used as sampling
frame, and stratification was carried out by sex anthéylace where the non-resident
was living (i.e. urban center vs. other rural area).

This analysis uses all current available data for the papao| and for the non-
resident sample. However, rather than to combine tpalgiion and the sample |
analyze data for the non-residents separately, and foess analyses on the population.
| do so because the estimates for the population ac more stable, and the population
much more representative of the ‘true’ population, tkahe case for the sampled non-
residents. To explain further: current ADCIS data shuat there were 47,001
individuals who were age-eligible for testing (by sex) arere members of at least one
household membership on 01 June 2003. Further examinationddtHizse showed
that 545 of these individuals lacked essential ‘memb&ustdbservation’ data either
before 01 June 2003, or within a year following that date.alse very limited time-

relevant data would be available for those individuaky were dropped from the
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dataset, yielding a final population of 46,456 individuals. tH@ée individuals, 30,022
(64.6%) are now classified as having been a resident hodsekatber on that date, and
16,434 (35.4%) are now known to have been a non-residentioddigeember on that
date. The original 12.5% sample of non-residents rekurdtthe collection of HIV test
data for 2,025 sampled individuals, of whom n=1,808 are retrogplgcseen to have
been eligible for testing on 01 June 2003; of these 1,808 dhuilg, 530 (29.3%)
participated in testing. Yet updated information reveas dnly 1,547 of the 1,808
individuals were actually non-resident at the time (26lewet). Thus, of the 16,434
eligible actual non-residents on that date, only 1,547 (Pwiéte sampled, and only 428
(2.6%) participated in testing.

Thus, rather than to pool data from this very specd#io@e, with limited
representativeness, with data from the overall populééind to use the sample weights
associated with sample selection probabilities froa time), | analyze them separately
and focus this analysis on the n=44,648 individuals eligdyi¢eisting who were not
included in the original non-resident sample. For sanayses, | further restrict the data
to the population of individuals who were truly residentmhbers of households on that
date.

According to records of that time, and as described prdyi@d&lz, Hosegood
et al. 2007), 19,867 of all eligible individuals were sucedigstontacted, and it was
previously reported that some 58% of contacted individualsesdad to test for HIV
(56.4% of males and 59.4% of females). Updated data shathis ichapter suggest that
22,092 individuals were successfully contacted; 12,098 (54.8%gsé¢ tindividuals

participated in testing (and met the criteria for thialgsis; some individuals who
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participated in testing are not included in this analysisiagetrospectively seen that
they were not age-eligible, or were not household mendrefd June 2003.)

A limitation of this study is that the outcome measutlV infection, is likely to
be subject to selection bias, due to systematic diftesebhetween those participated in
HIV testing and those who did not. Fortunately, datenfACDIS were available for
those who opted out of the HIV test survey, perngtanalytical comparisons of the
characteristics of ‘testers’ and ‘non-testers’ idesrto determine, to the extent possible,
the direction and strength of the selection bias.rrected the data for sample selection
bias on fifteen observabtmvariates of testifgusing Propensity Score weighting. The
purpose of generating a propensity score is to determirgapensity of responding (i.e.,
participating in HIV testing) for all of the memberstbé population, which is then used
as a non-response adjustment weight in the analysedescribed by Little and Rubin
(2002), the non-response bias on these observable chstatean be corrected with
use of theWeighted Complete-Case Analysmswhich respondents are weighted
differentially (on the basis of observable charasties of non-respondents) to make
them more representative of the population. In thdattX; covariates are observed
for both respondents and non-respondevitss the missing data (participation in testing)
indicator (where non-respondent = 0 and respondent T ¥ propensity score

specification is estimated using a logit model, i.e.:

In[Pr(M = 1) / (l - PF(M = 1))] :ﬁo + leli + BZXZi + ...ﬂixi

WhereX; ... represents the covariates of testing. The predictdshpiities from

this model are the ‘propensity scores’. | then welatrespondents by dividing the
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mean HIV test participation rate by the predictions efrégression, i.e. weight=r(mean
tested) / Pr(M = 1). This propensity score weight was tsed as a frequency weight
when generating percentages of the population by certaraakristics, and was used as
a frequency weight when fitting the substantive models shawhis chapter.

The dataset used for this analysis also included informabomthe second
round of a Household Socio-Economic Survey (HSE) of idd&is and households,
which was carried out in the same time period as theHilV surveillance study, in 2003
and largely the first half of 2004. Of the 46,456 age-andeigile population, HSE
round 2 data are available for 42,570 (91.6%). Missing value®feparticipants are
coded as such for categorical variables in order tonratalarge as possible a population
for substantive modeling; where values for continuouslas were missing, the
missing value was imputed using the mean value for the rmeginm population. The
dataset also includes information on partnership statuseaedt pattern of presence in
the household, collected prior to the HIV test visit dat®1 June 2003 with the use of
other ACDIS questionnaires.

Finally, the dataset uses information on sexual behawdected in the same
round as the HIV test data, for men and women using gm@dvénd Women'’s General
Health Forms (MGH and WGH). Participation rates m finst MGH and WGH were
low, particularly among men: of the 21,619 age- and membeedigiple males (in the
population, not the non-resident sample), only 5,901 (27.3%¢ipated in the
guestionnaire; of the corresponding 23,029 females, 11,293 (49%)pzded.

Moreover, individual item non-response is moderately fiag some items (particularly

the sensitive sexual behavior measures.) Missing datacedeel as such for categorical

173



variables; for continuous variables, missing data wersar@atively imputed with
appropriate mean values.

Data collection. The Africa Centre’s initial data collection in 2000 esisti#d
the foundation for a longitudinal surveillance systemuti®e data collection includes
descriptive characteristics of homesteads and houseldeld®graphic data on all
individuals and detailed reproductive histories for all wormged 15 to 49. Almost
annually (in 2001, 2003, 2004 and 2005), the DSS collected data oarezab
socioeconomic position of individuals and households éslgcation, employment,
household income and assets), housing and health-caf@uwsey 6-monthly update
rounds, data are updated and births, deaths and migrationsvilothACDIS and
outside) are recorded.

HIV surveillance. A population-based serological survey for HIV, to be
performed annually, was established in 2003 as an additiomganent of data
collection. Every resident adult member of ACDIS ikesisto consent to an HIV-test
once every year during a data collection round. HIMn@SELISA) uses the fingerprick
dried blood spot metho§The first round of HIV data were collected betweemeJR003
and December 2004 for all eligible residents. As previonstgd, all females aged 15 to
49 years and all males aged 15 to 54 years resident in ACB®igible for HIV-
testing; men were included up to age 54 since the age aionfand age at onset of
AIDS is typically 5 to 10 years later in men than in vesm

Behavioral surveillance.The collection of data on sexual behavior in the MGH
and WGH paralleled the surveillance design: since June 2688yioral data are

collected annually among all eligible residents ander#dmdom, stratified sample of
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12.5% of non-residents. The Centre adopted two methodsegaollection sexual
behavior data: 1) a standard face-to-face interview foramal 2) a “voting box”
methodology to reduce the social desirability bias aasediwith the collection of
sensitive data. The two methods were implemented in todes able to determine what
approach is most useful for obtaining valid data on sexels\dor in subsequent annual
data collection rounds.

Secret voting methodologyPrevious research had shown that data collection
methods that combine face-to-face interview with confidéself-completion methods
can reduce social desirability bias in surveys of sexelawior and provide more
reliable data on the behavioral determinants of the sarfe&dls than other methods
(Gregsoret al, 2002b). This bias can occur when data are sought on atibude
experiences that conflict with dominant local sociaihm& respondents may tend to
provide a socially desirable response based on their permepif the views of the
person(s) conducting the interview. The Africa Centigpted for its use a methodology
which proved acceptable to a rural, basic-literate populati an area of high HIV
prevalencé’ This methodology combined the guidance of an intervieabuild rapport
and motivation and to clarify questions, and respondentseaipletion of an answer
sheet to guarantee privacy of his or her responses téigewggiestions. In this method,
the interviewer reads aloud the questionnaires item, toméirae, and the respondent
marks his or her answers in the appropriate box on avearshieet. VVoting boxes have
lids that respondents can use as screens to concdahehavrite, and are pre-locked
with keys held by supervisors. After completing the anshieet, respondents are

instructed to place it into the box. Responses to sengjtiestions are not spoken aloud,
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and information provided is kept secret from interviewénsvaluated whether there was
a statistically significant difference in the respanpeovided in the context of the two
data collection methods in men, women, and the total ptipn) respectively, to
determine whether a ‘method’ variable should be includedhitieng substantive
models for these analyses. No differences were ddtdberefore such a variable was
not included.

Variables. As in the previous chapters, several measures of migratio
mobility were used for these analyses, but in this chapéemeasures are retrospective,
valid for the period between the start of the DSS in 2060QinJune 2003, the
‘eligibility’ date for HIV testing. | constructed sevé@ichotomous measures: a measure
of any individual or household migration of any type siteedtart of the DSS (vs.
none); any individual in-migration (vs. none) since tlatsany individual internal
migration (vs. none) since the start; and any individuaoigration (vs. none) since the
start. | also constructed more recent versions skthariables, valid for the period of
two years prior to 01 June 2003. | also examine the numbmeigodtions by type for the
period, and use a summary categorical measure of nond,Z@& more migrations since
the start and in the prior two years.

A sensitivity analysis was carried out for the measafegxual behavior from
the MGH and WGH (only those in common for both menwaacdhen, so that pooled
analyses could be carried out). The variables mostgbrexlof HIV infection were: the
reported numbers of partners in the lifetime, past gadrconcurrently; ever use of a
condom; perceived personal risk of HIV infection in thet pagpresent; and previously

received counseling and testing for HIV. These weretsldor use in further modeling.
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As described in Chapter 3, there are systematic diifeebetween the group of
individuals who decide to migrate, and those who do noChhpter 3, | explored these
factors as explanatory variables in migration decisnaels. In this Chapter, these are
treated as ‘control’ variables, as | am primarily cenned with the direct effect of
migration on HIV status, and whether this differs famand women.

The factors predictive of migration may in turn influendeether or not
individuals engage in the higher risk sexual behavior assativith HIV infection. In
Figure 4.1, | have termed this set of characteristicdippesition to risk behavior” for
the sake of brevity. On the basis of prior reseant,also on the data available to this
study, | will test the hypothesis that “risk predispositi¢or, the likelihood of both
migrating and being vulnerable to higher risk sexual behgvean be predicted by age,
employment status, education level, marital/partnershipstand measures of
household socio-economic status (infrastructural variasidgertiles of the number of
household assets). | also include a measure of whégherdividual experienced the
loss of another adult in his or her household to AID&rmther cause in the period
between the start of the DSS and 01 June 2003. This faatoboth predispose an
individual to migrate, but also, in the case of AIDS Hean the household, may be a
marker of a greater likelihood of HIV infection in thedex individual. (I also include
here a measure of whether the individual died betweenrid 2003 and 01 January
2007; of the independent variables used in modeling for thisteh this variable alone
measures an event which occurs — potentially— after thietesk; in all other cases,
independent variables are valid for the period prior tadse) Having already

determined, in the previous chapter, that these facterasaociated with the decision to
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migrate, | confirm these findings in the HIV surveillareligible population; any
covariates will be included as control variables inftliesubstantive models described in
the next section.

Statistical analysis procedures. Following descriptive analyses, logistic
regression modeling will be carried out using a dichotonmessure of HIV infection
status (0= HIV-negative and 1= HIV-seropositive test tgsisl dependent variable in all
models. | begin with additive effects models, to exarttieeindependent effects of sex
and migration on HIV infection risk, net of the effeofther covariates. | use three
models to test the hypothesis that migration increasésrtfiéction risk, the first using a
global measure of migration, the second using a measueeent mobility, and the third
using a measure of migration frequency. | then carrytwae multiplicative effects
models to explore whether the risk of HIV associatatl wiigration varies by sex, using
an interaction term of sex*migration type for eachhaf three migration variables.

Secondly, I introduce measures of sexual behavior t@@t af models, to test
whether they independently predict HIV infection, nethef effects of migration and
other covariates. | also explore whether sexual\betal risk interacts with sex to
predict HIV infection, fitting the model with a sex*behanal risk interaction term. If
warranted, | explore any potential three-way intecachetween sex, migration, and
behavioral risk, to test the hypothesis that women erfgage in higher risk behavior and
who migrate have the greatest odds of HIV infectiomtned to male migrants and non-
migrants, and female non-migrants.

For two-tailed tests of the null hypothesis that o@di® = 1, logistic regression

models are used to predict the odds of HIV infection fehegoup of independent
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variables. The model is expressed as:
Logit = log[p/1-p] = x’b

where xi’'b =Bo + B1x1 + P2x2 + BiXi...

denoting theK+1) x 1 vector of regression coefficients to be estichéi@dwers and Xie
2000). Table 1 in this chapter shows the unadjusted odds fiatm univariate logistic
regression models of each of the independent variableagmof the dependent
variables, with age added as an additional control va:iabhe selection of final
variables for multiple logistic regression models wesrmed by both the hypotheses
and by the level of significance of the associatioes $e the univariate models. In
some cases, therefore, variables were included in tittgpha logistic regression models
because of their hypothesized importance on the basige gfior research, even though
their bivariate associations with HIV infection in thisalysis were non-significant.
Equations involving interaction terms follow the sameaday expression; for
example, a test of the hypothesis that sex intevattsmigrant status to predict the odds

of HIV infection, controlling for age, is expressed as:

Logit = log[p/1-p] = x'b

where xi'b =Bo + BiX1 (B2X2 X PaXa)

with X2 X X3 representing the interaction of sex (with femaldezbas “1”) with migrant

VS. non-migrant status, ang again denoting the variable for age.

Results. Description of the population, and characteristics associated with

HIV prevalence. Figures 4.1 and 4.2 graphically display the levels of HIV @lence by

179



age group and sex in the population and the non-residenie, respectively. As
described previously (Welz et al., 2007), recent HIV prevalémthe population is
among the highest reported. Overall, in 2003-04, HIV peaxa was 14% among male
residents (0.13-0.15, 95% CI) and 28% (0.27-0.29, 95% CI) in #meslé counterparts.
Prevalence peaked at 45% among resident men in the age grmup43@nd at 52%
among resident women in the age group 25 to 29. Levéldvoprevalence were yet
higher in the sample of non-resident household memparsgularly women; yet as
shown these estimates are less precise due to thensimdder of non-residents sampled
who also participated in HIV testing (n=530). Overall, ptenee was 36% in non-
resident men (0.29-0.43, 95% CI) and 41% in non-resident w{@n@#-0.48, 95% CI).
Prevalence in non-resident men reached a plateau of484at ages 25 through 34,
and peaked at 55% in the oldest age group. In non-residergny@nevalence reached at
an extraordinarily high peak of 66% in women ages 25 to 29.

Tables 4.1 and 4.2 shows key characteristics of the papulaitiLl2,098 eligible
individuals who participated in HIV testing and weue part of the non-resident sample.
Of these individuals, 11,779 were retrospectively seeh, wptlated data, to have been
residents on 01 June 2003. However, 418 of these individuadsseen retrospectively
to have been non-residents on that date, and participetesting though they were not
included in the non-resident sample.

Table 4.1 shows the distribution of migration and mobgajterns and their
associations with HIV-infection status in the (non-p&d) populations of men and
women, respectively. Unweighted frequencies, weightedpercentages and the

findings of simple logistic regression models of tge-adjusted odds of HIV infection
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risk are shown for each category of migration in raed women. As shown, levels of
HIV infection overall are higher among women than ammeg, and in each migration
category, HIV prevalence is higher among those motglenoompared to those more
residentially stable. In men, 24.5% of those who evegramed vs. 18.4% who maintained
a stable residence since the start of the DSS werepH$itive, while in women, 42% of
migrants vs. 28.7% of non-migrants were HIV-positive. nM#&o migrated had 77%
higher odds, and women almost double the odds of HIV infe¢@dR=1.90) compared

to their counterparts who did not. Of the patterns gfation since 2000, HIV
prevalence was highest among those who had migrated et area at least once:
31.1% of men and 48.5% of women who out-migrated (vs. 19.2%enfand 32.2% of
women who did not) were HIV-positive. The number ajnations sine 2000 had a
clear positive, dose-response relationship with HIV imdecrisk for women, but not for
men: in men, the highest level of infection was seenen who had migrated once
(25.4%, OR=1.90 relative to non-migrants) while in womemas seen in those who had
migrated two or more times (45.3%; OR= 2.08 relative to n@gnamts.) Table 4.1 also
shows a measure of distinct, mutually exclusive migrdtems, confirming that out-
migration only, leading to non-resident membership in thesehold, presented the
highest level of risk for men (37.2%, OR=3.64) and women (52@R62.83), followed
by out-migration and in-migration (a flow in either diiea). Finally, as suggested by
the analyses of prevalence data for non-residents simokigure 4.2, non-resident status
strongly predicted HIV infection in this population. Maled female non-residents had
an approximately 60% higher odds of HIV infection relativéheir counterparts who

were resident members of households.
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The second page of Table 4.1 shows measures of migratianaility in the
more recent past, including migrations in the two yeam poiJune 2003, and presence
in the household in the six months prior to the mostmevisit. The more recent
measures captured similar levels of infection risk congptréhe longer-term measures
of migration. Importantly, a measure of short-ternbitiy, the pattern of absence from
the household in the past 6 months, shows a cleariveosibse-response relationship to
prevalent HIV infection: those who had spent few onigts in the home in the DSA
had the highest level of infection (44% and OR=3.64 in rapd,47.3% and OR=2.41 in
women, relative to those who had been home every)nigh

Table 4.2 shows other socio-economic and behavioral deastics among men
and women, respectively, and their associations witbageat HIV infection in the
populations. As shown, the HIV/AIDS epidemic has hit yoadglts particularly hard: a
full 40.7% of men and 52.2% of women aged 25 to 34 were foundHid\beositive.
While the odds of infection rise most dramatically fal@s by ten-year age increment
(with a nine-fold increase for those in the 25 to 34 age groapared to the youngest
one), this belies a startling sex disparity in risk msthaged 15 to 24: 6.8% of young
men versus a full 26.2% of young women were HIV-posififese with a current non-
marital partner were also at highest risk of infectiwhile overall levels of infection
were higher for women (45.1%) than men (35.3%) in thisgcaye the odds of infection
were higher for men (OR=6.67) than they were for wo(@R=3.81) relative to their
respective married counterparts. Employment was notiassoevith HIV infection for

men, but conferred a 26% higher HIV infection risk for veoybut education level was
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not associated with risk for either women or men, rotifien the decreased risk of
infection among full-time students relative to thosthwittle or no education.

Continuing to household infrastructure measures, highelslet@revalent HIV
were seen in those with access to better infrastrycurarker of urbanity and proximity
to major corridors of transportation. Relative to tl@unterparts whose homes were not
connected to grid or generator electricity, men had 80%ehigtids of HIV and women
had 60% higher odds of infection. For women but not nesgss to piped water and to
a flush or chemical toilet also was associated hatightened HIV risk relative to those
without such infrastructure. Among men who later died teedanuary 2007, 72.4% had
been HIV-positive, and among women that figure was 86.9%écted women'’s higher
overall level of prevalence. For women but not men,rgamourned the loss of another
adult member of the household to AIDS was significaaslyociated with an elevated
HIV risk (OR=1.41).

Finally, sexual behaviors by HIV infection status arengior the populations of
men and women. As shown, ever having used a condom waker mBHIV infection
risk not in men, but in women. But feeling that one warisk of HIV in the past or at
present was predictive of HIV infection for both merRgO3.18) and women (OR=1.56).
Having previously received voluntary counseling and testingdfuralso predicted
elevated risk for women (who typically receive it e tcontext of prenatal visits) but not
men. Overall, 11.3% of men and 18.9% of women had obtainéd/8T prior to the
HIV surveillance visit (not shown). In both men andmen, those who were HIV-
positive reported a statistically significantly highemrber of sexual partners than those

who were HIV-negative, yet the incremental increaseumbers of partners conferred a
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particularly heightened risk for women. Each additidifetime partner increased the
age-adjusted odds of infection by 3% for men and 87% for wpfoe past year partners
the age-adjusted odds increased by 19% for men and 2.5 timesnf@n. Each
additional current partner increased the odds of infettyo80% for men and doubled
the odds of HIV infection for women.

Table 4.3 provides a summary of the characteristicsegptipulation of sampled
non-residents who participated in HIV testing. Smathbars in many of the categories
for the characteristics render some estimates tabesand hamper our ability to discern
associations with HIV infection. Yet the table rendaismpression of the
characteristics associated with HIV for the nonetest population. In review, levels of
HIV prevalence among non-residents were higher than gmesidents, across sex and
age groupings; as shown in Table 4.3, additional mobility gnie@ non-residents
conferred no heightening of their already high leveldidf prevalence. As described in
the previous chapter, non-residents tend to be younger, aadessilikely to be married
and more likely to be employed; yet with the exceptibage grouping, an association
between these characteristics (and others not showhdred HIV infection was not
detected. A significantly higher mean number of sexudhpes over the lifetime, in the
past year, and concurrently, was seen in HIV-positivepared to HIV-negative resident
women, but not men. The higher risk sexual behaviontregpdy HIV-positive non-
residents finds a parallel in the higher risk behaviorerted by migrants of both sexes
(relative to non-migrants), detailed in Table 4.4.

Table 4.4 returns to the non-sampled population of indivedvab were eligible

for HIV testing on 01 June 2003 (n=46,456), and uses no HIV testhla rather

184



describes the reported sexual behavior of migrants andnigrants within the eligible
population. For this table, migration was defined as havingatedrat least once (in-,
out- or internally) since the start of the DSS. @&ate shown for the 5,901 men and
11,293 women who participated in the first round of sexuahbehsurveys which were
conducted at approximately the same time period as thedund of HIV surveillance.
T-tests of the differences in mean numbers reported gsamtis and non-migrants were
carried out in men and women, respectively, assuming ahggtiances and a 95%
confidence level; chi-square tests were used to test grifapedces in the categorical
variables. As shown, and confirming prior research, nvenadl reported higher numbers
of sexual partners than did women; they were moréylikehave ever used a condom;
and they were less likely to have ever received volurieestyng and counseling for HIV
(HIV-VCT). Among both men and women, migrants reportsgyaificantly higher

mean number of lifetime, past year and current pargwrgpared to non-migrants. These
findings are graphically displayed as well, in Figure 4/Bgrants of both sexes were
more likely than their non-migrant counterparts to hewer used a condom, to feel that
they were at risk of HIV in the past or at present, tantlve previously obtained HIV-
VCT.

Multiple logistic regression models of HIV infection risk. The remaining tables
show the results of a set of multiple logistic regien models carried out to test the
study’s hypotheses. The models were conducted using dabe foon-sampled
population who participated in testing (n=12,098), and to enlthedé&elihood of
detecting clear differences between migrant and nonamigyroups, the data are further

restricted to the n=11,677 individuals who are known to baem resident members of
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households on the eligibility date.

Table 4.5 shows the findings of additive effects modetee HIV infection risk
associated with sex and migration, independently andfnie¢ @ffects of covariates
which may mark a “predisposition” to HIV infection aslhas to migration (note that the
same set of covariates is used in all of the multguéstic regression models). On the
basis of the findings of the logistic regression madesihown in Table 4.1, | selected
three variables for migration and mobility, in sequetnaexamine whether observed
associations with prevalent HIV infection vary by theywrawhich migration and
mobility are measured, and whether certain measurea@eesensitive for detection of
an association with HIV. These are: A) a dichotommessure of at least one vs. no
migration in the past two years, B) a continuous variédsléhe frequency of migration
in the past two years (i.e. the sum of migrations), @ha four-category measure of the
degree of absence from the home in the past six moMbslel A shows that, net of the
effects of all covariates, those who had migratedastlonce in the past two years had a
28% higher odds of HIV infection relative to those witstable residence in the past two
years. Model B shows that independent of all othexcesf each step increase in the
number of migrations in the past two years conferred al@g®er odds of HIV infection.
Model C demonstrates that one’s degree of absence fi@household in the DSA in the
past six months was positively associated with HIVahée risk. Relative to those who
spent every night at home in the past six monthsetpossent most nights had a 18%
higher odds, and those who spent approximately half or fefatee nights at home had a
53% higher odds of being HIV-positive (OR=1.53).

The odds ratios for the covariates in models A througlid@ot differ markedly
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across the models. Across all models, women had abloottle the odds of HIV
infection relative to men, net of the effects ofnaition and the other independent
variables (OR=1.97 and 1.96 for models A-C). For the saparsfimony | summarize
here the remaining key findings for model A: the odds otiide were highest in age
group 25 to 34 (OR=2.73), relative to the youngest age group; dddeation peaked in
that 10-year group and declined with age thereafter. Aalbs®odels, those who
achieved Matric or higher level of education had 25% lowlels®f infection and those
who were current students, 60% lower odds, relative tethib five or fewer years of
formal education.

Those with a source of earned income had a 15% higher dadeation
compared to those with no earned income source. OGidiheehold infrastructure
variables shown in Table 4.1, only having access to grid argtm electricity was
selected for inclusion in the multivariate modelselstricity, piped water and toilet
access were highly inter-correlated, and electricity mast sensitive for the prediction
of HIV prevalence. Relative to those without an eletrisource, those with household
electricity had a 54% higher odds of being HIV-positive. As ssiggkin the descriptive
analyses, being married was quite protective against kf¢tion: relative to those with
a current marital partner, those with no partner had bg¥er odds (OR=1.63) and
those with a non-marital partner (whether regularasual) had almost three times the
odds of HIV infection (OR=2.91). In the multivariate maddlaving mourned the death
of another adult household member to AIDS prior to June @330t associated with
one’s own odds of infection, and this variable is noluithed in the multivariate models..

In summary, the analyses thus far confirmed thetfwsthypotheses to be tested
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in this study: the odds of HIV infection are higher amongnen than among men, net of
the effects of all observable factors that predict tidedn this population; and the odds
of HIV infection are higher among those who migratatre¢ to those who do not, net of
the effects of sex and other covariates. The neptistthis analysis was to determine
whether sex differences in HIV infection rates carphbrtially explained by sex
differences in migration patterns. To test the thirddtlesis, that the odds of HIV
infection are higher for female migrants than forenaigrants (and non-migrants of
both sexes), | repeated the logistic regression mddegisough C shown in Table 4.5,
but added an interaction term of semigration to each of the three models. The sex*
migration interaction term was significant for measuw&migration in the past two years
and frequency of migration in the same period, and not ggntffor the measure of
mobility in the past six months. For the sake of pawsiyn selected the dichotomous
recent migration measure for model 2), shown in Tablewh&h tested the interaction
of sex by migration in predicting HIV infection risk.

Test of the migration x sex interaction for the prediction of HIV infection. In
Table 4.6, | show findings of the multiplicative effeechodel. This was carried out using
the 'xi’' command in Stata and dummy codingnfiigratiorti. sex) which automatically
drops the main effects of sex and migration in the maahel,compares multiplicative
effects of migration*sex on HIV to the omitted categof male non-migrants. As
displayed in the table, a key hypothesis of this study—mtigation confers a higher
risk of HIV infection for women than it does for menwas confirmed. For men, having
migrated at least once in the past two years was guafisantly associated with HIV

infection. Yet female non-migrants had a 72% higher ofldgection compared to male
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non-migrants, and female migrants had more than doubteddieof HIV infection
(OR=2.56) compared to male non-migrants. In sum, sexrdodsy the effect of
migration on HIV infection risk: women’s involvementnmgration exacerbates their
disproportionate HIV infection risk relative to men. eTéffects of the other covariates
on HIV remained stable in this model and were quite sirthlase seen in Table 4.5.
Given that this key hypothesis was confirmed, | proceeddgdami analysis to
ascertain whether the sex composition of ‘recentamigy’ could account for the effect
seen in Model 2; i.e., | test hypothesis ampositionthe HIV risk associated with
migration differs for men and women because women are more hiaglyrten to
migrate. | produced a simulated HIV prevalence level for malemeenigrants and
compared it to the observed prevalence. | forced an ‘gjua migration effect on the
distribution of male migrants vs. non-migrants using wosienigration-associated HIV
risk (derived from the OR for women). This exercisshewn in Table 4.7. Were the
simulated and actual prevalence levels similar, we wouldlade that the finding shown
in Model 2 is at least in part due to the sex composafdhe population of recent
migrants. However, as shown, they were quite diffen@ate men to have the same
migration ‘effect’ as women, the HIV prevalence agomale migrants would be 32.8%
rather than the 19.8% observed. The population of recgnants and of recent non-
migrants is approximately 40% male, and sex compositionotaaeount for the finding
that recent migration presents a greater odds of infetdiowvomen than men.
Therefore | proceed with testing hypothesis 318, hehavioral consequences of
the decision to migrate vary by s®ote that in Table 4.4 (and Figure 4.3), the sexual

behavior of migrants and non-migrants were comparedhéotatal population and in the
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sub-populations of men and women; t-tests and chi-squatsdiex® used to test the
hypothesis that differences between migrants and non-mtggweere not equal to null. In
the pooled analyses and in women and men, migrants repaytedt hisk behaviors than
non-migrants. But a statistical sex comparison vedsindertaken at that stage. It was
apparent that men, whether migrant or non-migrantyseptbrted higher risk sexual
behavior than women: they had a higher mean numbdebirie, past year and
concurrent partners. To confirm the apparent findingrtfaé migrants and non-
migrants report higher risk behavior than female migrantd non-migrants, | carried out
t-tests of sex differences in the numbers of partregrsrted, within the sub-populations
of migrants and non-migrants, respectively. Within botration categories, men
reported significantly higher risk behavior (these findingsrat shown.) In sum,
hypothesis 3.b) was not supported by the findings: femajeamtis do not report higher
risk behavior than do male migrants (although they ceyta@gorted higher risk
behavior than female non-migrants.) The possibiétpained, however, that a given
level of sexual risk behavior could pose a greater haZdtithoinfection to female
migrants than to male migrants (or non-migrants of egk&), if hypotheses 3.c) were
true, that female migrants travel to higher prevalensérdgions and are exposed to
higher-risk sexual networks than are male migrantsg,same other unmeasured aspect
of the migration experience rendered its ‘behaviorateqnences’ more hazardous for
women. Thus | undertook further modeling to explore the ebkexual behavior in
distinguishing the HIV risks of male and female migrami$ @on-migrants.

Shown in Table 4.8 are the findings of an additive effantba multiplicative

model, incorporating measures of sexual risk behavior @ptediction of HIV infection
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risk. Model 3 tests the hypothesis that migration, seXiagher risk sexual behavior
independently predict HIV infection. This model was iearout essentially to establish
whether measures of higher risk sexual behavior ardiserfsr the prediction of HIV
infection risk, net of the effects of migration, snd all other covariates; if they were not,
further modeling of interactions would not have been avdad. For the models in Table
4.8, | selected the measure of at least one versus naiongran the past two years prior
to the HIV test, and include a measure of perceived ri$k\dfin the past or at present.
(Measures of condom use and of previous HIV-VCT were-rwerelated and poorly
predictive of HIV infection in multivariate models, atiterefore were not included.) In
Model 3, I include measures of the reported number of spauntiiers over the lifetime
and in the past year as independent variables. As shaymen had 2.6 times the odds
of men, and those who had migrated in the past two ears 25% higher odds of
being HIV-infected. Each additional lifetime partner feored a 3% increase, and each
additional past year partner an 11% increase in theafddgection, net of the effects of
all other predictors. Perceived risk of HIV was asstec with actual risk: those who felt
they may have been exposed to the virus indeed had a 36% dulglsenf being HIV-
positive.

Next, | tested, but did not show here, the additive peddent) effect of high risk
sexual behavior, with the interaction of sex and migratiThis was necessary to
determine whether the interaction between migratiorsamdvas partly explained by
behavioral risk differences. If when behavioral rigkrte were added (to model 2), the
interaction term (migratiow sex) were to lose significance, then we may condhde

this was likely. The interaction term did not, howe\ese significance. Thus | fitted
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Model 4, which tested the three-way interaction of seigration and behavioral risk for
the prediction of HIV prevalence. This model tests thgohyesis that migration pattern
and sexual behavior are inter-related in the predidfahfferential levels of HIV risk

for men and women. | selected the reported number abspartners over the lifetime
as the behavioral risk indicator, though when the sangehweas carried out using the
reported number of partners in the past year, resutis swailar. The three-way
interaction was carried out using the ‘xi3' command int&tahich permits three-way
interactions for any combination of continuous and caiegl variables. | used, again,
dummy coding with the ‘i’ prefix (‘migratiorti. sexlifetime partnery, which
automatically dropped the main effects of sex, migraaiosh the number of partners from
the model, and compares the effect (on HIV risk) ofiteeme number of partners for
each migration-by-sex category to the omitted categbmyabe non-migrants. Odds
ratios for the interaction term components were caostd from logit model coefficients
(the procedure is elaborated in this nte.

As shown, for male non-migrants, each additionafitife partner conferred a 4%
increase in the odds of HIV infection; for male migraet&h additional lifetime number
of partners was not significantly associated with kiféction. In other words, there was
no difference between male migrants and non-migrarttsei effect that an additional
partner had on their risk of HIV infection. For fematn-migrants, each additional
lifetime partner conferred a 24% increase in the oddsf@gtion, while for female
migrants each additional partner increased the oddsexttioh by almost 50%
(OR=1.49). The p-value for the interaction term co®fit in the logit specification of

the model was 0.022, warranting confidence in the findingsleddisplay here. The
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finding suggests that the influence of higher risk sexuahbahés measured here by
the reported number of partners over the lifetime) ewadent HIV infection is modified
both by sex and by participation in migration, net ofdffects of other factors that
predict infection.

Finally, | also examined the interaction between sensklbehavior and
migration for the prediction of HIV infection risk in wgen alone. In contrast to the full
models discussed above, in this model the referenegargtwould be female non-
migrants, and the interaction term effect represemedHtV risk associated with each
additional partner for female migrants. This was te aut the possibility that women’s
biological vulnerability alone could account for femalgrants’ greater risk of HIV
infection relative to male non-migrants. The intéiacterm was marginally significant
(p=.06), providing additional support for the notion that higiek sexual behavior
poses a greater risk to women in the context of migrahian apart from it.

In summary, the findings support a key hypothesis of thysthat the
behavioral consequences of migration, for HIV risk, asadirantageous to women.
However, this is not due to any greater risk behavior empént of female migrants
relative to their male counterparts; rather, highgk behavioin combination with
migration places women at higher risk than men of arguidlV. Among both
migrants and non-migrants, if risk behavior is held canistsomen are at greater risk of
acquiring HIV infection than are than men subjected tséme level of ‘exposure’.
This is not surprising given the greater transmissyhdlftthe virus from male to female
bodies. Previous analyses in this chapter showedekaalsrisk behavior strongly

predicted HIV infection risk for men and women, and thagrants of both sexes
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engaged in higher risk behavior than non-migrants. Thethgps that migration is
associated with higher risk sexual behavior was supportedugh the hypothesis that
female migrants engage in riskier sex than male mignaas not. The findings in
Model 4, however, further extend our understanding of tleeafosexual behavior in
producing higher infection rates in female than in maggants: for a given level of risk
behavior, female migrants are at a higher risk than femah-migrants, as well as male
migrants and non-migrants.

Analysis of the migration patterns associated with incidence. A limitation of
this study was that although the independent variablesimgsdsubstantive models are
valid for the time period preceding the HIV test date stinely is cross-sectional and uses
prevalent HIV infection as the dependent variable. Inrotfweds, although the data were
constructed to maximize the likelihood of achieving tempowsakistency, is not possible
to know whether the independent variables, chiefly migrapoeceded infection. A full
study of the patterns of migration associated with Hididence is underway, and cannot
be undertaken here. However, a simple analysis tpanthe migration patterns of
those who did and did not HIV sero-convert betweerfitseand the second rounds of
HIV surveillance was possible, and the findings of this icowtory analysis are shown
in Tables 4.9 and 4.10. There were 4,155 individuals who merebers of households
in the DSA on 01 June 2003 and eligible for testing on that dad who tested HIV-
negative in the first round of surveillance, and who alarticipated in the second round
of surveillance. Of these individuals, 192 HIV sero-coteercorresponding to an
incidence of 4.6% for the period between rounds. The inc&eate for men was 3.5%

and for women, 5.8%. Table 4.9 shows the distributigratierns of migration which
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occurred after the first HIV test date and beforesémond HIV test date for the total
population and for men and women, respectively, by semgersion group. As shown,
any migration, and the sum of migrations, was signifiyaassociated with HIV sero-
conversion between rounds in the total population, bstvwhs due to the importance of
migration for predicting incidence in women. The highel§f iHcidence estimate, at
13.2%, is observed in women who had migrated at leastlmtesen the two rounds of
HIV surveillance. Estimates of the association betwiacidence and the number of
migrations using the pooled data were suggestive of a poddseresponse relationship.
Table 4.10 shows the findings of a multiple logistic regjossmodel of the
factors associated with HIV incidence. As the modes ussveighted data and few
independent variables as controls, the findings should égpmeted with caution.
However, the main findings of the cross-sectional a®sythat migration was strongly
associated with HIV prevalence, are mirrored here.dl#dte effects of other covariates,
having migrated within the period resulted in 2.5 times the ofldsro-converting,
relative to not having done so; those who migrated onc Hatthe odds, and those who
migrated two or more times had nearly triple the oddef-sonverting (OR=2.87)
relative to those who were residentially stable. % ¢¢ an interaction between migration
and sex for the prediction of incidence yielded argméicant interaction term; possibly
the number of sero-converters within each sub-populatiere too small to detect sex
differences in the effect of migration on HIV inciden This test should be repeated
using pooled incidence data from several rounds of sunved|awith a full set of control
variables, and with an adjustment for selection massting, before one can state

definitive conclusions regarding the role of migratiorHiV incidence in men and
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women in this population.

Discussion. This study has addressed a large gap in the researclyation,
gender and HIV/AIDS in southern Africa. The findingslwg research underscore that
women in the region are not the static, passive et of HIV infection from male
migrants. As shown in previous chapters, women arecpating fully in migration
processes in the region, and this chapter shows thatfwmdtely, they are also fully
experiencing the burden of HIV/AIDS which migration sceaftonfers. Migration
appears to enhance women’s already high risk of infectiosh the sex comparisons
undertaken in this chapter suggest that the circumstamcesisding migration present a
higher HIV risk to women than to men.

The key findings of the study were that migration cordeinggher risk to women
than it does to men, and that higher risk sexual behawitheicontext of migration,
appears to affect HIV risk for men and women diffesentlhile a given level of sexual
risk behavior is more likely to result in infection fwsomen than for men, this is
especially the case for women involved in migrationesehfindings point to the
possibility that female migrants travel to ‘higher riskvieonments’, destinations higher
in prevalence than the common destinations of male niggrathere unprotected sex is
much more likely to result in infection. It is alsogstble that female migrants in this
study under-reported their sexual risk behavior; but thgnihade of that under-reporting
would have to be great to account for the findings showa hglore detailed studies are
needed to elucidate the factors that render migratiorcpkmtly hazardous for women,
and also to explore possibilities for HIV preventiotementions for female migrants.

As female migration has become an essential housabhelithdod strategy in KwaZulu-

196



Natal (KZN), such efforts are essential to preserekarhance the beneficial aspects of
migration for women and their families, and to stavatefmost dire consequence.
Analysis of the reported number of concurrent sexuahpes used in this study
showed that a small number of individuals reported nfwae bne current sexual partner
in this population; somewhat higher numbers of past yeamgrarwere reported. While
social desirability bias may have affected the estismsitewn here, important for this
analysis was the finding that migrants had more partharsnon-migrants, and this
played a role in their greater likelihood of being HIV-pgs. Concurrency may not
always be a sensitive marker of individual-level infattisk, but at population-level,
and particularly for studies of migration and HIV/AIDSisian important marker of the
degree to which HIV/AIDS is likely to be fueled and sustaimethé population.
Migrants may be important ‘links’ to geographically-spreaxusl networks, and those
who travel frequently and to several destinations esiheoiay unwittingly play a role
in connecting diverse sexual networks. The greatentbeconnectedness among
sexual networks, the more quickly and broadly HIV magutate within the population.
Studies of migration and HIV/AIDS have traditionally pothte male migrants as the
‘transmitters’ of HIV in southern African populationghether or not this was true earlier
in the epidemic, it is no longer the case. | would atyaeit is no coincidence that the
sustained high levels of HIV prevalence have been obsertb population along with
sustained, high levels of mobility. Moreover, this sthdg supported the hypothesis that
the striking sex disparity in HIV prevalence seen is gopulations in part due to the

particularly high risk of HIV faced by female migrantdhay in a context of declining
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marriage and increasing unemployment, comprise a largpaasibly increasing

proportion of adult women in KZN.

This study was subject to several limitations. A priyr@ncern would be that
migration may be endogenous to HIV infection. That i3/ kifection may in a recursive
manner predict migration, if those who are infected beynore likely to migrate in
order, for example, to return home to receive caramg One possibility for addressing
this problem would be to use an ‘instrumental variables’agagr (as described by
Johnston and DiNardo, 1997) to correct for the inflated esineoefficients that would
result from the endogeneity of migration (this measurgragor would, in effect,
exaggerate the impact of migration on HIV infecti@ks) The issue for this study is that
it is very difficult to identify an appropriate instruntdar migration, i.e. a variable that
predicts migration but is entirely uncorrelated with Hiection. The likeliest
“‘candidates”, for example the presence of a pensicim&t-care provider in the
household, levels of household or community infrastructur&bor market-related
factors, would in the South African context (withaetisdemic level of HIV/AIDS) also be
associated with the outcome measure. To examine tiepn, | carried out the main
substantive models shown in this chapter including, tt tinose died in the period after
the HIV test and behavioral data were collected; n teried out the analyses with
these individuals excluded, and examined the magnitude amtiairef the change in
estimates values of the coefficients for migratiéinom this exercise, | observed no
change in the direction of the estimates, and theegaof the coefficients for migration

were very slightly higher. From this | conclude that raigm was primarily exogenous
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to HIV infection in this population.

Another concern, with the cross-sectional desigihiefstudy, would be the
potential for omitted variable bias in the measure of@asons between migration and
HIV; as mentioned, | have to the extent possibleratlad for this bias by including all
available variables which captured a ‘risk predispositiorgdjmting both migration and
HIV. Analyses of the sexual behavioral risks assediavith HIV infection are subject
to a host of limitations, and social desirability biag/raffect estimates differently for
men and women due to the gendered social norms regardungliseand
communication (women may tend to under-report their nundfessxual partners, while
men may over-report them.) Incomplete data and sgsieitem non-response can
challenge any study’s validity, and the sexual behalada available for this analysis
was by no means complete. While this issue may beplartly serious for social
epidemiological studies of levels of risk behavior withipopulation, this study was
primarily concerned with estimating migrant vs. non-migigroup differences in these
reported behaviors. While comparisons of reported riskviaisabysexmay be
particularly subject to bias, | do not anticipate thagnamts would be any more or less
likely than non-migrants to systematically over-remortinder-report risk behavior. That
is, any bias in reported behavior due to sex differeimcesporting would apply equally
to migrants and non-migrants.

Finally, | anticipated the potential for sample seletbdas in the outcome
measure.As previously mentioned, participation in HIV testing visas$ universal in the
population, and there were non-random differences ichheacteristics of those who did

and did not consent to HIV testing. | corrected forct@la bias on the basis of the
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observable covariates of HIV testing using the PropensibyeSveighting approach.
Despite its utility, there are limitations to the peasity Score weighting methods.

While this method adjusts for selection bias on theshafsobserved covariates, it cannot
adjust for unobserved ones. “This is always a linatabf nonrandomized studies
compared to randomized studies, where the randomizatida terbalance the
distribution of all covariates, observed and unobsEr¢i@ubin, 1997).

These limitations notwithstanding, the findings of stisdy have important
implications for HIV prevention and care in KwaZulafdl. A range of measures of
mobility were associated with HIV infection, not onlgtlong-distance, long-term
measures often used in migration studies. HIV preventi@mventions, including
enhanced counseling and testing, therefore should not folakg an workplace-based
programs for stable labor migrants, and indeed, intenombased upon an ‘identity’ of
‘migrant’ would chase a moving target, as the populatiarallis highly mobile, yet
patterns of mobility vary by sex and life stage. Plbased HIV-prevention interventions
that ‘catch’ temporary migrants, small-scale-trades \work-seekers at their main
migration destinations, may hold more promise for stergrtiie transmission of HIV in
the population. The social networks of migrants, gooitant for establishing footholds
and economic opportunities in new places, may also previdieues for the transmission
of HIV prevention messages and mutual assistance withineng HIV-negative or
accessing HIV/AIDS testing and care. The bottom line: isearch points to an urgent
need for HIV prevention efforts in a population ravagediby/AIDS, and highlights the
particular vulnerability of migrants in the populationpesially female migrants, to

HIV/AIDS.
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Table 4.6: Multiple logistic regression models of HIV infetion risk (All age-eligible
participants in testing, who were resident members diouseholds on 01 June 2003) (Model 2)

2) HIV=SEX * MIGRATION

HIV test result (1=positive) OR p 95% ClI
Sex Male (non-migrant)
Female (non-migrant) 1.72  0.000 1.49 1.99

Migrated in past 2 years

Stable residence in past 2 years

Any migration (in-, out- or internal) - -- - -
Sex * Migration

Male: Recent migration 0.99 0.959 0.75 1.31
Female: Recent migration 2.56 0.019 1.59 4.11
Age group 15-24

25-34 2.74 0.000 228 3.29
35-44 1.75 0.000 141 217
45-54 men/45-49 women 1.35 0.044 1.01 1.81
Education level None - Standard 5

Standard 6 to 9 1.04 0.640 0.89 1.21
Standard 10 (Matric) or higher 0.75 0.007 0.61 0.92
Full-time student 0.41 0.000 0.32 0.53
Missing 1.60 0.079 095 2.70
Employment No earned income

Does something to earn money 1.15 0.068 0.99 1.34
Refused, missing or NA 0.47 0.000 0.36 0.61
Household infrastructure No electricity

Has electricity source 1.54 0.000 1.35 1.75
Missing 1.76 0.010 1.15 271
Partnership pattern Marital partner

No current partner 1.62 0.000 1.29 2.04
Non-marital partner 2.89 0.000 2.39 3.49
Missing 2.19 0.007 1.24 3.89
N 11,677

Wald ¥ (df) 1,214.36 (17)

Table 4.6 notes: The data shown in Table 6 are weighthkdhe propensity score weight. Data are shown fer th
population of resident members of households on 01 June 289@e&ve eligible for HIV testing, participated in
testing, and who were not only not part of the nesietlent sample, but who were also retrospectively detetnwith
updated data, to have been resident members of the hiwlealtbe eligibility date.
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Table 4.7: Analysis of the sex composition in effect of regemigration on HIV prevalence
among residents: Observed and simulated

Unweighted Observed  Observed Simulated
prevalence OR prevalence:
(weighted) (unadjusted) Females’
migration
‘effect’ used
Males NHIV+ NHIV- HIV+ HIV+
Recent 174 842 19.8% 1.19 32.8%
migrant
Non- 486 3,265 17.2% 1 10.2%
migrant
Observed Observed
prevalence OR
(weighted) (unadjusted)
Females NHIV+ NHIV- HIV+
Recent 282 1,080 39.3% 1.67
migrant
Non- 1,690 3,957 27.8% 1
migrant

Table 4.7 notes: Weighted data used, although unweighted ri@gsi@re shown in Table 7. Data are for the
population eligible for HIV testing on 01 June 2003 who pagadited in testing, who were resident members of
households on that date. Unadjusted odds ratios (using the wiiiggtieencies) used to calculate a simulated level of
HIV prevalence for men if the odds of infection for matigrants were that of female migrants.
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Figure 4.1: HIV prevalence by sex and age group, age-eligiblesident members of
households on 01 June 2003 (95% CI)
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Note: Estimates based on population HIV surveillance datected between June 2003 and December 2004. Data are
unweighted.
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Figure 4.2: HIV prevalence on 01 June 2003 by sex and age group, mestdent members of
households (95% CI)
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Note: Estimates based on population HIV surveillance ddtected between June 2003 and December 2004 in a
stratified random sample of non-residents. Data aightedl using sample selection probabilities based upodattze
generated in 2003.
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Figure 4.3: Mean reported number of lifetime, past year anadoncurrent sexual partners,
male and female migrants and non-migrants
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Notes

' The most recent of these studies found HIV prevalemmng those aged 15-49 living in informal settlemenasre
surrounding cities was 25.8%, compared to prevalenceab1&s3% in rural informal areas and 13.9% in urban and
rural formal settlement areas. (Shisana, O., T.&eddtlal., 2005).

" See also Desmond et al. for a similar discussiofanfanian women supplementing meager earnings and irregular
business with transactional sex. (Desmond, N., C. EnA#t al., 2005).

" This method is adapted from those used by Yu Xie (1990) avid Dam (1992).

" This hypothesis cannot be directly measured with thitalal@data; my intent is to examine whether altévestto
this hypothesis can be ruled out. Conclusive evidensagport it requires further research beyond the scojpasof t
dissertation study.

¥ A thorough exploration of the data, and sensitivity amslysevealed that the following were the measurable
characteristics of the population associated with @petiion in the first round of HIV testing: sex; age groupgther
the individual died before 01 January 2007, or remained; gartnership status; employment status; education level;
tertile of household assets; whether ever internaifyated since the start of the DSS; whether in-négtaince the
start; whether the individual was resident on 01 June @@03g updated information); degree of presence in the
household in the previous 6 months; whether or not pt@s¢he night prior to the visit; and household infrastural
variables related to electricity, access to a flusthemical toilet and access to a piped water supply.

¥ All individuals tested for HIV have the opportunity tofieaheir results if they wish; pre- and post-resuitreseling,
confirmatory tests and results are available at comityrbased counseling centers through a unique pin-number give
to individuals when they are tested. These servieeprarided in non-clinic locations in each fieldworkeraapger

the 3 months during, and for 1 month after the HIV testougd in that area.

“I' This methodology was evaluated in a randomized, coedrtiial in Manicaland, Zimbabwe (Gregson et al. 2002).
Results showed that respondents were more likely to reppetrience of unprotected sex with casual partners when
the “voting box” method was used. In a follow-up study (Greggal, 2004a), the effectiveness of the method for
reducing “social desirability” bias had declined in the padparta
Yl The three-way interaction term odds ratios were cortstitfoom coefficients from the multivariate logit madel
The interaction term had the following components:

var 1: migrant status (O=non-migrant, 1=migrant)

var 2: sex (O=male, 1=female)

var 3: lifetime number of sex partners (integer, cardus from 0)

The relevant model output is shown here:

Robust

H VResul t _~t Coef . Std. Err. z P>| z| [ 95% Conf. Interval]
_____________ e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e mm e mm . —— - - =
_lrecentm ~1 . 081485 . 1849693 0.44 0.660 -.2810481 . 4440182
_Isexn_1 . 3923639 . 1147424 3.42 0.001 . 1674729 . 6172549

Li f ePart . 0351599 . 0092401 3.81 0. 000 . 0170496 . 0532701
_lrelXsel -. 1175616 . 2643986 -0.44  0.657 -.6357733 . 40065
_lrelXLi -. 0154615 . 0232725 -0.66 0.506 -. 0610747 . 0301518
_lselXLi . 1767059 . 0407898 4.33 0.000 . 0967594 . 2566524
_lrelXselXLi . 2021876 . 0880368 2.30 0.022 . 0296386 . 3747366

The variable labeling in the output above correspondsetfotlowing construction:
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var 1 _Irecentmi~1

var 2 _Isexn_1

var 3 LifePart

var 1 *var 2 _lrelXsel
var 1 *var 3 _IrelXLi

var 2 *var 3 _IselXLi

var 1 *var 2 *var 3 _IrelXselXLi

The odds ratios (and corresponding 95% CIs) for Tabler8 wonstructed as follows:

1. The effect of var 3 (lifetime number of partners) wivar 1=0 and var 2 =0 (male non-migrants):
EXP (0.04) = 1.04

2. The effect of var 3 (lifetime number of partners) wivar 1=1 and var 2 =0 (male migrants)
EXP (0.04 + -0.02) = 1.02

3. The effect of var 3 (lifetime number of partners) wivar 1=0 and var 2 =1 (female non-migrants)
EXP (.04 +.18) = 1.24

4. The effect of var 3 (lifetime number of partners) wivar 1=1 and var 2 =1 (female migrants)
EXP (.04-.02+.18+.20) = 1.49

A similar example with more detail is in "Applied Lsic Regression” by Hosmer and Lemeshow, Wiley, 1989, pp.
101-103.
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Chapter 5

Conclusion

This dissertation has demonstrated that questions of gareleentral to the
study of migration in southern Africa today. The femation of internal migration is a
key facet of the rapid social transformation underwa$auth Africa, and may be both a
cause and a consequence of contemporary transformetigesder. The African
“gender ordef”may never have been as fixed or without conflict ag lbesimagined (or
depicted in popular discourse), but recent scholarship tiherfields of anthropology,
history, critical studies and gender studies has probleeshéiny “essentialist” notions of
gender in Africa, and has documented rapid transformatiogsrnder norms, aspirations
and power relations in the southern African region.

This dissertation study offers a unique contribution t@rge and growing body
of gender theory-influenced scholarship on South Afmeach of which has focused on
men and transformations in masculidity(This is perhaps ironic, because the turn
towards masculinities did not follow as intensive aqeeof scholarship on women in
southern Africa, | would argue.) This scholarship has tirtke evolution of South
African masculinities to the male migrant labor syst(see, for example Campbell
2001" and Breckenridge, 1998), and discussed how forms of masgutirfie nation

have both perpetuated the AIDS epidemic and been tramsdoby it (Hunter 2005).
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It is replete with accounts of the challenges thadaubnities pose to HIV/AIDS
prevention efforts (e.g. Leclerc-Madlala 2005). A largdybof research implicates the
unequal power relations favoring male control over sedeeaision-making in the spread
of HIV/AIDS (e.g. Campbell 2000; Susser and Stein 2000;VZ6D0; Harrison, Xaba
et al. 2001; Smith 2007). Yet the literature also pointsdn’srambivalence, and change
and instability in notions of masculinity: Hunter haserged that “in the contemporary
period, shaken by the huge AIDS deaths, men are betragirgasing doubts about the
isoka [in Zulu, the man with many sexual partners] masayliHunter 2005, p.2).

The migrant labor system’s role in influencing gender immatand family and
household arrangements is quite well-documented, abaedfects of declines in the
industry and rising male unemployment on marriage and maieg@orms. In
contrast, the literature on women’s changing conceptibgender- even in sub-Saharan
Africa overall- is quite small. This dissertationdy is the first to introduce the notion
that women’s migration ialso part and parcel of the transformations in gender seen
South Africa today. Changes in men’s and women'’s naht@rcumstances, marriage
and relationship norms, aspirations, opportunity structurgésanstraints are all
manifestations of the gender transformations which haciéthted women’s increasing
mobility. The findings of this study should put to restb&ions that migration in South
Africa is primarily a male phenomenon; that femalgnatiion, where it occurs, is
primarily associational; or that HIV/AIDS is circtilag within populations in South
Africa via the corridors of movement of male migramtdy. This study, instead, offers

the following conclusions about gender, migration and HIY2&lin South Africa:
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1. Conventional measures of internal migration should be intewgated for their
likely bias towards the capture of men’s patterns of migrabn. More innovative
measures can better capture both sex differences and theagnitude of women’s
level of participation in migration in southern Africa. Female migration in the
region been under-researched, mis-measured, and poorhstoutkrbut newer, more
innovative measures of migration and mobility may betigtinguish the particular
features of male and female internal migration patterdeveloping countries that,
like South Africa, are undergoing rapid social transforomat These would include
measures of local mobility, and not only the recordinghgfrations over long
distances (e.g. over provincial boundaries); measuresmgidrary as well as
permanent changes of residence; measures that permnictibsts between
individuals’ household memberships and the places wheyentrenally reside;
measures of the frequency of changes in residencer(thdreassuming migration is
a rare event); and measures of degrees of mobilitysemale from the household

(rather than solely dichotomous measures).

2. In South Africa, the factors that drive migration are changing,particularly for
women. Male circular labor migration should no longer seasea dominant
paradigm for the study of migration, as migration nom@e associated with work-
seeking, for both men and women, rather than the airecnbvement between an
(already established) workplace and a rural homesteagl dath shown in this study
are suggestive that this population of individuals in KZN tmageeking to establish

such footholds, but the level of stability implied by tivewar labor paradigm has
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not been achieved: poorer, but not destitute, householdsendya migrant in order
to diversify their risks and increase their incomes;gbilitonly a minority of those
who reside outside of the DSA are in full-time empt@ynt. Further, the findings of
this study provide no evidence to support an assumptiomigeation for women
largely relates to marriage and the purpose of joiningshdnd’s household. Other
research in the population has shown that marriage (Etosegood, McGrath et al.
2008) and fertility rates (Camlin, Garenne et al. 2004) ackndteg, and this research
would tend to support assertions that women are increagiadigipating in the
labor force, in part as a response to declining traditimade income supports for

rural households.

. The HIV/AIDS epidemic has become a major driver of mobiliy. As described in
other research in this population (Hosegood, Preston-Whylle 2007; Hosegood,
McGrath et al. 2004), and as shown in this research, sleétdults in households
often facilitate the migration of surviving members @& ttousehold. People migrate
into the DSA after an adult in their DSA household diesing a household as a
resident to help to take care of remaining dependents. They asointernal migrants
to consolidate their resources with others, when an ddaths results in the loss of
income that they relied on. They move in, out anermdlly in the area to care for

others who are ill, and they move when they beconandl need the care of others.

. Migration poses a risk of HIV/AIDS patrticularly for women. In HIV/AIDS

research, a bias in the ways in which studies areepbnalized has continued, and
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studies have tended to measure the HIV risks to malesigration and to female via
their relationships to male migrants. The risk of HdMvomen via their involvement
in migration has been rarely studied, and this has hampdrgddunderstanding of
the role of population migration and mobility in the HAMDS epidemic in South
Africa. This study is one of very few to incorporatstatistical comparison of the
HIV risks to men and women resulting from migrationislthe first to examine
whether migration results in a higher risk of HIV to wemthan to men in South
Africa, a country in which the sex disparity in HIV padence levels is particularly
striking. Its most important contribution to the la&ure is the finding that migration

does indeed present a higher risk of HIV to women than to men

This conclusion, that the effect of migration on Hiskrvaries by sex, warranted
further investigation. | ruled out a hypothesis that tlk& omposition’ of the population
of migrants accounted for the finding, as well as a hygmsithat female migrants
engage in riskier sex than male migrants. This sty examined whether a given
level of sexual risk behavior resulted in a greaterihkeld of HIV infection for female
migrants, and is, to my knowledge, the first to examiredbestion. The findings
suggested that not only are migrants more likely than nigrants to engage in higher-
risk behavior than non-migrants (and to perceive, accurdbelythey are at risk of
infection), but that a given level of risk behavior isrmlikely to lead to infection for
female migrants than for female non-migrants, ancesnal either category.

These findings challenge more than just the conventieaglin which the

relationship between migration and HIV/AIDS has beedistd. They also challenge
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strictly biological or behaviorist explanations faethigher level of HIV prevalence in
women than in men in South Africa. While women’s dgital disadvantage relative to
men (in terms of the ease with which HIV is transaditfrom men to women, rather than
vice-versa) undoubtedly contributes towards sex disparkyVV prevalence in South
Africa, biological sex alone does not fully explale tsex disparity, as this study found
that involvement in migration and biological sex inténsith one another to predict HIV
infection. And, while behavioral differences betwesigrants and non-migrants can
certainly help to explain the higher levels of HIV prevede found among migrants, they
do not explain the “differences within differences”, gaaticularly high level of HIV risk
face by female migrants, revealed by this study. Femaeants do not engage in
higher risk behavior than do male migrants, yet theeadndn risk is greater: their
biological disadvantage accounts for some part offtb@thtened risk. And female
migrants do engage in higher risk behavior than femalenmigrants; thus their greater
risk behavior accounts for some part of their heighteis&d elative to non-migrating
women. But the study also found that risk behavior andatigr significantly interacted
to predict a higher odds of infection in women. In otherdsphigher risk sexual
behaviorin the context of migration leads to a greater risk of HIV infection in women.
This dissertation study points to the possibility thaitB@frica’s explosive
HIV/AIDS epidemic can in part be explained by the higlelswf population mobility, in
which both men and women participate, and it suggestsahat unmeasured aspect of
the migration experience renders it particularly rikkywomen. Whether this
unobserved aspect of migration pertains to the ‘highkrensironment’ hypothesis

presented in Chapter 4 is beyond the scope of this @diieerstudy. Further research,
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incorporating geographic measures of HIV prevalence and linkesgtto individual-
level data on migration flows and sexual partnership cheniatics, would be needed to
clarify whether the proliferation of such environmetsracterized by large sexual
networks in which HIV is highly prevalent, plays a roighe heightened HIV risks for
female migrants. Sexual networking studies could more éllicidate the implications
of men’s and women'’s involvement in migration for th&/FAIDS epidemic in KZN,
and ethnographic research also would be useful, for dfagithe ways in the
circumstances of migration pose a particular risk fomen.

The findings of this study, however, are sufficient tagraat a greater attention to
the HIV/AIDS prevention and care needs of migrants,qdarly female migrants, who
may be less likely to be reached by formal workplace A¢éldGcation programs and
services. “Place-based” HIV-prevention interventitreg reach migrants at their
common destinations may hold promise for stemming #restnission of HIV in
populations in South Africa in which HIV is highly prevalenThe social networks of
migrants may also provide avenues for the transmissiéti\bprevention messages, and
these natural networks can be utilized to help migrantautoally support one another
with accessing HIV/AIDS prevention and care messagegramts and services.

In summary, migration, and women’s mobility in partamllis an essential fact of
life for individuals and families in southern Africadiay; and tragically, the HIV/AIDS
epidemic is as well. In 2003, Preston-Whyte offered apwg overview of the social
transformations underway in Africa, and the centraitynobility and the HIV/AIDS

epidemic to these transformations:

In many parts of the continent, and certainly in SoutlcAfrpeople seem
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almost continuously ‘on the move’. Ravaged successivelyigyant
labour, poverty, war, globalization and now by HIV, meoemen, and,
increasingly, children move between living spaces. Thegyate from
country to town, within the country, and in and betwesms, moving
anywhere where it looks as if they might gain a foathdise their
standard of living and, in particular, earn money. Nowadhese
migrants and nomads come home to die, prematurely fi@8 Ar to
care for the dying. (Preston-Whyte 2003, p. 89).

It is hoped that this dissertation study has shed lighhe under-researched aspects of
gender and migration in southern Africa, and draws attemti the particular

vulnerability of migrants, especially female migrantsHiV/AIDS.
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Notes

' Gender theorists and historians of Africa (e.g. Bhsarell et al., 2007) are among the first to
problematize any essentialist notions of a ‘primadiender order in pre-colonial Africa or in the
modernist projects of colonial states. Meillassouk360) materialist account of the pre-colonial African
“gender order” (in which, briefly, a young man cannot becolaer @inless he takes a wife and can become
father of her children, and old men are fed by younger mieaneed the elders’ agreement to marry—
setting the stage for inter-generational male confiéct)seful for a comparison to accounts of
contemporary gender relations in the more recent scdgbar Yet even this “earlier” account of a gender
order in Africa resisted any deterministic notions afdgr; Meillassoux observed that women's
reproductive capacity became the currency of gender struggtany contexts in pre-colonial and colonial
Africa Meillassoux, C. (1960). "Essai d'interprétationghénoméne économique dans les sociétés
d’autosubsistance.” Cahiers d'Etudes Africaide38-67..

" The changing landscape of masculinities in southern Afidsabeen charted in two recent volumes,
“Men Behaving Differently: South African Men Since 19%%id, G. and L. Walker (2005). Men
Behaving Differently: South African Men Since 19@hpe Town, Double Storey Books. and “Changing
Men in Southern Africa” Morrell, R., Ed. (2001). ChangiMgn in Southern AfricaNew York, Zed
Books..

Gender theorists such as Connell (1987) are indebted tosGirammose notion of hegemony has often
been used in the mapping of ‘masculinities’ in southericAftConnell’'s work shows that while men
dominate women, some men also dominate and subordih&tenoén; and masculinities are historically
and socially constructed in a process which involvesraeg between rival understandings of what being
a man should involve. Connell, R. W. (1987). Gender and PS8geiety, the Person, and Sexual Politics
Stanford, CA, Stanford University Press, Connell, R(Y995). MasculinitiesBerkeley, University of
California Press.

" According to Campbell, in a context in which employmersciarce, mineworkers’ earnings support a
large number of people, and working conditions are hazard@msgulinity is an important coping device:
“It assists these men in the daily challenge of havingpeatedly place themselves at physical risk in
order to earn a living. However, the very concept of miasty that enables men to cope with their life-
threatening working conditions, simultaneously servesttanger their sexual health.”(p.284) Campbell,
C. (2001). 'Going underground and going after women': Masguéinil HIV transmission amongst black
workers on the gold mines. Changing Men in Southern &fific Morrell. New York, Zed Books: 275-286.
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