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Executive Summary

TeraGrid integrates multiple high-performance cotimguresources at distributed provider
facilities. In 2006, the National Science Foundat{NSF) awarded a grant to the University
of Michigan's School of Information (UM-SI) to camet an external evaluation of TeraGrid.
The primary goals of the evaluation were to provifecific information to TeraGrid
managers that will increase the likelihood of TeidGuccess, and to give NSF and policy
makers general data that will assist them in makirategic decisions about future directions
for cyberinfrastructure. In order to accomplishsebjectives, the UM-SI study assessed
four aspects of the TeraGrid project:

* progress in meeting user requirements

* impact of TeraGrid on research outcomes

» quality and content of TeraGrid education, outreactd training activities
» gsatisfaction among TeraGrid partners

We employed a mixed method approach that consisted user workshop; participant
observation; document analysis; interviews withi@@ividuals representing five different
categories; a survey of a sample of 595 TeraGruisysand two surveys to assess TeraGrid
tutorials held in 2006 and 2007. Most of the dagseacollected from June 2006 through May
2007.

Findings from the evaluation study are presentetim parts. In this first part, we report
results from analyses of all data collected dutireginvestigation. Detailed findings from the
user survey are presented in Part 2 of the report.

TeraGrid as a Virtual Organization

A virtual organization (VO) is distributed acrogsase and time, dynamic in processes and
structure, and enabled and enhanced by technolé@iesommunication and coordination.
As a VO, TeraGrid has the potential to capitalinglee advantages of organizing in this way,
but it also confronts many of the challenges fabgdther distributed organizations. The
TeraGrid VO can be characterized as a series sides that both create challenges and help
the organization to grow, innovate, and adapt.

One set of tensions arises from the diverse cherasts, histories, and cultures of the
resource provider sites that participate in TerdGtiheir need to collaborate as well as
compete, and their desire to retain individual aatoy and identity while cooperating under
the TeraGrid banner. In addition, as new instingigoin the TeraGrid scaling becomes a
challenge. For instance, communication and cootidnamanagement and governance, and
technical integration become more complex. A segmace of stress stems from TeraGrid's
three-part mission to support the most advancedatational science in various domains, to
empower new communities of users, and to provid®uees and services that can be
extended to the broader cyberinfrastructure. Eatchhese goals can require different

methods, resources, expertise, and strategieshteva¢ making it difficult to establish and

balance priorities and to define success. Furtkeme goals fit better with the existing



strengths, customer bases, and priorities of iddai resource providers than others. Finally,
there is tension between the desire for infrastirattreliability and stability, particularly on
the part of users, and the research and developthahtare often necessary to create a
distributed cyberinfrastructure. TeraGrid has depetd approaches to deal with some of
these challenges, which can provide valuable lesgpother VOs.

Prior to TeraGrid, there was limited opportunity fateraction between personnel at the
different resource provider facilities. Projecttpapants noted that collaboration with people
at other sites has led to the development of nehni@ogies, processes, and systems to
support distributed computing; made them more avedrthe capabilities and expertise at
other sites, which has helped to improve servicesgrs and enhance local procedures; and
opened up TeraGrid resources and services to newassnmunities. While they viewed
these as important successes, many believed thaaer project vision would direct efforts
in ways that would better serve users’ needs.

Grid Computing

The original notion of grid computing as runningnare than one site concurrently (i.e. co-
scheduling) has evolved into the idea of employhreygridto enable a variety of distributed
tasks and modes of usage. This is viewed by mtetviewees as a positive development.

User Needs Analysis

The goal of the user needs analysis was to understee needs of different types of users
and the factors that influence user behavior. Tésults from the user survey offer a
generalizable view of current TeraGrid users wiiile qualitative data provide in-depth
information and help explain some of the survegifigs.

TeraGrid users are numerous, diverse, and distibu@inding meaningful ways to classify
users can improve strategies for delivering TerdGupport and consultation services to
users; inform decisions related to hardware, so#ywand policy; and provide mechanisms
for users to interact with each other in supporttiedir needs. Our results shows that
experience level; algorithms, models, and softwareage mode; and the relationship
between the nature of the research problem andetiteical infrastructure are potentially
productive means to distinguish the needs of differusers. In addition, we found that
usability issues affect users of all types and agpee levels and that problems with lengthy
gueue times go beyond user irritation and incoreueze and affect the efficiency and speed
at which science is conducted.

The resources available through TeraGrid are atit@ most users. Although batch use of a
single resource at one or more sites is a commarembusage, users noted that the ability
to move data from one computer to another was g@ortant aspect of TeraGrid. They also
noted that the use of TeraGrid resources madesgilple for them to simulate phenomenon at
longer time scales or across a continuum and tadwep experimental and engineering
designs. Future requirements will be shaped bysuseeds to manage, store, and analyze
growing amounts of data and to make existing codes efficiently on more capable



resources. Education and training, tools to suppoftaboration, and access to a wider
variety of usage modes will also be increasinglgomant.

TeraGrid Science Gateways

Recognizing that many disciplinary communities wén@lding elements of their own
cyberinfrastructure, TeraGrid formed partnershipthwther projects to provide TeraGrid
resources and services to user communities throogls and services they were already
using. One goal of gateways is to enable entirenconities of users associated with a shared
research goal to use TeraGrid resources throughmemon interface. Developers of science
gateways have two roles: 1) TeraGrid user, andt2ymediary between user communities
and TeraGrid.

As users of TeraGrid, developers of science gateway in need of tools and processes that
help make development easier and that assist thenpport their users. These include basic
services that gateways can use instead of creatingosting their own; templates and
standardized systems; and standardization to suppereffective use of allocations and
meta-scheduling. As intermediaries between the :xi@eéd eraGrid and their users, science
gateways appear to play an important role in intoing TeraGrid to potential users and
enabling current users to conduct their work in meays.



1. Introduction

TeraGrid integrates multiple high-performance cotimguresources at distributed provider
facilities. In 2006, the National Science FoundafidNSF) awarded a grant to the University
of Michigan's School of Information (UM-SI) to camet an external evaluation of TeraGrid.
The primary goals of the evaluation were a) to mlevspecific information to TeraGrid
managers that will increase the likelihood of TeidGuccess, and b) to give NSF and policy
makers general data that will assist them in maktrategic decisions about future directions
for cyberinfrastructure. In order to accomplishsebjectives, the UM-SI study assessed
four aspects of the TeraGrid project:

* progress in meeting user requirements

» impact of TeraGrid on research outcomes

» quality and content of TeraGrid education, outreaciu training activities
» satisfaction among TeraGrid partners

Findings from the TeraGrid evaluation study aresprgéed in two parts. In this first part, we
report results from analyses of all data colleadedng the investigation. As appropriate,
findings from theTeraGrid User Surveye conducted in late 2006 are integrated into this
document; detailed findings from the survey aresg@néed in Part 2 of the report.

The primary audience for this report is NSF persbnparticularly those responsible for
management of NSF's cyberinfrastructure investmamtisthose in divisions that support the
research of communities that are current or futusers of TeraGrid. The other main
audience for this report is TeraGrid itself, speeity senior managers, but also all
individuals at the TeraGrid resource provider (Ri®s who are or have been involved in the
project whether formally or informally. The docuniemas also written with many other
TeraGrid stakeholders in mind such as TeraGridsysecluding individuals affiliated with
projects that provide gateways to TeraGrid resauared services, developers of software
and applications, and other providers of high-pennce computing (HPC) or grid services
in the United States and internationally. Given #fert time period of the study, our
evaluation was necessarily formative, and our pyngmal was to provide feedback to NSF
and to TeraGrid that would help with future plarintWe hope the findings will be a
significant step toward filling gaps in our knowtgl about the needs of scientists and
engineers who use NSF-supported HPC resources aaides, particularly TeraGrid, the
factors that affect their use, and the impact of tise on research outcomes. In addition, we
aim to improve understanding of the organizatiorsdcial, and technical challenges
associated with the delivery of cyberinfrastruct(@) via a virtual organization such as
TeraGrid.

We begin this report with a description of the eadilon research questions and the multiple
methods used to collect and analyze the data ochwthe study's results are based. Next, we
provide an overview of the history, current orgatian, and operations of TeraGrid. In
addition to providing background for those who &ess familiar with TeraGrid, this



information is relevant to findings discussed laterthis document. The majority of the
report focuses on the study's findings. The resasdivided into sections that cover the
main topics of the investigation. The end of eagults section includes a summary and a
brief discussion of potential implications. Givdretformative nature of the evaluation, the
latter should be viewed as preliminary and are idexy for the purpose of offering some
discussion of the results. We conclude the repdtt a discussion of the study's limitations
and needs for future research.

2. Research Questions

As stated in the previous section, the evaluatiadyswas designed to address questions
related to user needs, experiences, and satigia¢tie impact of TeraGrid on research
outcomes; quality of TeraGrid education, outreaaid training activities (EOT); and
collaboration between TeraGrid resource providers.

Questions related to user needs and requirements:
* What factors affect users' computing needs andnegents?
» How are the needs of users expected to changdim/eext five years?
 What factors affect users' behavior as it relatstheir use or non-use of
computing resources and services?

Questions related to impact:
* How does the use of TeraGrid impact the work oésicsts and engineers?
* What are the benchmark factors for impact in paldicareas of research?

Questions related to TeraGrid as a virtual orgdiuna
» What factors affect satisfaction among the resoprogiders?
* How is information shared across sites?
» What mechanisms are used to coordinate activitidssarvices?

Question related to EOT activities:
* How do attendees of EOT events perceive the qualitgstruction and instructional
materials?
* How likely are attendees to participate in futwtials or workshops?
* What is the level of enthusiasm for TeraGrid useigeand after participation in an
EOT event?

We investigated the questions above using multgdearch methods. We describe these
approaches in the next section.

3. Research Methods

Mixed methods research involves the collection)yams and integration of quantitative
and qualitative data in a single study. This forinresearch can provide a better
understanding of a question or topic than is pdéssiith a single research approach



(Creswell, 2003). In this particular study, theledlion, integration, and analysis of both
gualitative and quantitative data improved validiyedibility, and comprehensiveness of
the findings.

3.1 Data Collection

Most of the data collection activities occurrednfraJune 2006 through May 2007.
Institutional Review Board (IRB) approval was obtad from the University of Michigan

for the study. In keeping with the conditions ofBIRapproval and to protect the
anonymity of research subjects, we provide onlyeganinformation regarding the sites
we visited and the individuals we interviewed.

3.1.1 User Workshop

The first major activity we conducted as part of #valuation study was a June 2006
user workshop whose purpose was to begin to exarfieerelationship between
TeraGrid's development priorities and the needsit®fusers. The invitation-only
workshop was funded by TeraGrid and held in cortjoncwith the first TeraGrid
Conference in Indianapolis, Indiana. The workshopswdesigned to assess user
requirements from the standpoint of how TeraGriduldoenable the next big
breakthrough in workshop attendees' lines of resedrwelve individuals, representing
the fields of biology, chemistry, geosciences, ptg/sand social and behavioral sciences,
participated in the event.

Two key conclusions were generated from the wornaskarst, we found that there are a
range of technical needs even in a group of uséis mave mostly large allocations.
Second, although the technical requirements ofsusary, the social and educational
challenges they face are similar. These two finslipgpvided a preview of results that
emerged from the study overall. Detailed resultenfthe user workshop are available in
a separate report (Zimmerman & Finholt, 2006).

3.1.2 Site Visits

From mid-July through early October 2006, we vidiseven sites around the United
States with the primary purpose of conducting wnesvs with a variety of individuals;
further detail on interviewees is provided belouweFof the cities we visited were home
to a TeraGrid resource provider site as well assters or other interviewees. In addition
to the opportunity to conduct face-to-face intemgewith a large number of people in a
short amount of time, the site visits also allowesdto observe users in their working
environments and to learn more about the operatbigraGrid RP sites.

3.1.3 Interviews

We conducted interviews with 86 individuals in Gfparate interview sessions. As these
numbers indicate, most interviews were conductdt wisingle person, but several took
place with groups of two or more individuals. Thedividuals we interviewed were

affiliated with 13 different institutions, includinfive RP sites, as noted above. At least



one institution from each major geographic arethefUnited States was represented in
the sample.

The interview sessions totaled more than 47 houits mdividual interviews averaging
43 minutes in length. Most interviewees agreedlltmnvathe interview to be audiotaped,
and transcriptions were made from the digital afiléiowhen an individual declined to
have the interview recorded the interviewer tootesonstead.

We conducted interviews with individuals who regmsfive different categories that we
identified in advance as being important to addtiessobjectives of the evaluation study.
Table 1 summarizes the number and types of peopéeviewed, and the text below
describes each category in further detalil.

. Number of
Category Definition . )
interviewees

TeraGrid Users Individuals associated with a

¢ Individual Researchers project that had a TeraGrid 26
allocation at the time of the
interview

TeraGrid Users Individuals who on a day-to-

« Science Gateway day be?sis.spend sqme portion

Developers of their time working on a 27

project designated as a
TeraGrid Science Gateway

TeraGrid Personnel Individuals employed by one of
the TeraGrid RP sites who have
a formal or informal role in the 26
TeraGrid project

Non-TeraGrid Users of HPC Individuals who use HPC

Resources computing resources other 3
than TeraGrid

Cyberinfrastructure Experts Individuals with extensive
knowledge of high- 4
performance computing

Table 1: Number and Types of People Interviewed

Several interviewees belonged to more than groop.ekample, an individual working
on one of the science gateways was a domain sstiemno had a TeraGrid account to
support his own research. In these cases, we askpdndents questions related to the
main reason for which they we selected for an uier, although comments they made
relevant to their other roles and experiences \weladed in our analyses.



TeraGrid Users

We interviewed two types of TeraGrid users: 1) wdtlial users, and 2) science gateway
developers. Individual users (n=26) included ppatiinvestigators (Pls), faculty and
research scientists, postdoctoral associates, authate students with a TeraGrid account.
These users were affiliated with seventeen diffepeojects and eleven institutions. Table 2
provides information on the research area, positiand the largest allocation the
interviewee's project had at the time. When prolsosee accepted and projects are granted
an allocation, they are assigned to one of threardwategories: development allocations
(DACs), medium resource allocations (MRACs), andjgéaresource allocations (LRACS).
The awards differ based on the number of servidgts @tlotted, ranging from 30,000 for
DACs, between 30,000 and 200,000 service unitMiRACs, and over 200,000 service units
for LRACs. Although LRAC awardees are small in nemkelative to all awards made, they
represent a major portion of the use of TeraGrldcated resources (see section 8.1.1).
Whereas DAC awardees are many, they use a smakmgeof allocated resources. In the
interviews, we focused on LRAC and MRAC users besedahey represent the majority of
TeraGrid use. In addition, since some LRAC and MR4sérs sometimes also have a DAC
award, it was challenging to find users who hagy @nDAC award and were available for an
interview. The purpose in interviewing DAC only usevas to learn about the needs of
individuals who were new to TeraGrid. We were dblgain insight into these needs in other
ways, particularly by talking with graduate studeand other researchers associated with
LRAC and MRAC projects, who had not used TeraGedble, and through th&eraGrid
User Surveysee Part 2 of the report).

We asked individual users questions about theramesh, including future research goals,
their experiences using HPC resources generallyTanaGrid in particular, including when

they started using them, how they learned to usenthhow they obtained help, what
resources and capabilities they used (i.e., masag#, visualization, computation), and what
resource provider(s) they used, including fac#itiether than TeraGrid. We also asked
interviewees to describe the impacts of TeraGrid@ZHi? their research. Finally, we sought
information about the other technologies they uskeow they spent their time (i.e.,

administration, research, teaching), and who th@alsorated with. Our interview protocol

assumed that users understood what TeraGrid the sense of both its organization and
purpose. We soon found, however, that users' krigeleand perceptions about TeraGrid
varied widely, so we added a question to the poitticat asked interviewees to define
TeraGrid from their point of view. If users had ague notion of TeraGrid, we framed our
subsequent questions around their use of NSF HBQuUrees more generally rather than
TeraGrid specifically.



Project Position Research Area Allf:‘::\:ilon
A Principal Investigator High-Energy Physics LRAC
B Doctoral Student Chemistry LRAC
C Principal Investigator Biochemistry LRAC
D Principal Investigator Materials Science LRAC
D Principal Investigator Materials Science LRAC
E Research Scientist Molecular Biology LRAC
F Research Programmer Molecular Biology LRAC
G Postdoc 1 Chemistry LRAC
G Postdoc 2 Chemistry LRAC
H Principal Investigator Earth Science LRAC
| Doctoral Student Chemistry LRAC
J Research Scientist High-Energy Physics LRAC
K Masters Student Chemical Engineering LRAC
L Principal Investigator Astrophysics MRAC
L Doctoral student Astrophysics MRAC
M Principal Investigator Economics MRAC
M Postdoc Economics MRAC
M Doctoral Student Economics MRAC
N Principal Investigator Geoscience MRAC
N Postdoc Geoscience MRAC
N Doctoral Student Geoscience MRAC
0] Principal Investigator Molecular Biology MRAC
P Principal Investigator Chemistry MRAC
P Doctoral Student Computer Science MRAC

Research Scientist Geoscience DAC
Research Programmer Computer Science DAC

Table 2: Individual User Interviewees

Developers of science gateways are a second typerafGrid user. Here, we use the term
developerbroadly to mean people who on a day-to-day basend some portion of their
time working on a project designated as a TeraSdignce GatewayEarly in its history,

L A project is defined by TeraGrid as a TeraGriceSce Gateway if it has an allocation on the TemGri



TeraGrid conceived the idea for what has becomeldraGrid Science Gateway program.
Recognizing that many disciplinary communities wén@lding elements of their own
cyberinfrastructure, TeraGrid set out to form parships that would provide TeraGrid
resources and services to user communities throogls and services they were already
using (Catlett, Beckman, Skow, & Foster, 2006).al3d's role is as a back-end service
provider with the gateway serving as the front emthe user. There were approximately 20
such projects during the time of the evaluatiorl &e interviewed individuals affiliated with
eight of them. Interviewees (n=27) included perseith expertise in the scientific domain
represented by the project, technologists devegppird/or making applications and services
available through the gateway, project managemgperés, and education and outreach
professionals. We provide few details regarding teeways we studied since this
information could make it possible to identify theojects and thus compromise the
anonymity of our respondents. We can state thatinvestigated gateways that serve a
diverse set of disciplines. The questions we agkiedviewees varied depending on their role
in the project, but in all cases we spoke witheast one person who was able to tell us about
the motivation for the gateway, especially the sigfie needs that the project was trying to
fulfill, the gateway's intended user community, theds of resources and capabilities that
were perceived as being important for the user conityy and the impacts that the gateway
would have if it were successful. We also askedenspecifically about the need for HPC
resources and services within the gateway and exmpes in working with TeraGrid.

TeraGrid and Centers Personnel

The second main category of interviewees is indiald who were employed by one of the
TeraGrid RP sites and who had a formal or inforroéd in the project. We interviewed 26
people at five RP sites whose salary was suppartedhole or in part by TeraGrid funds or,
who received no funding from TeraGrid, but who lfr@ct involvement in the project such
as supervising people supported by TeraGrid fulds.refer to both types of people as
TeraGrid personnel. The individuals we interviewedrked in or were responsible for a
variety of areas such as operations, networkingsurdlg, user support, systems
administration, education, external affairs, andtvgare development. In addition, we
interviewed both staff and managers. The lattelugded a sample of individuals who serve
as Area Directors or are members of the Grid Itfuature Group (GIG) or the Executive
Steering Committee (ESC) (see section 4.2). Mdstrvirewees' experiences with TeraGrid
dated back to the start of their institution'sletfion as a member of TeraGrid. The questions
we asked TeraGrid personnel varied slightly depandn their role in the project, but in all
cases we asked individuals about their responsgsili how and when they came to be
involved in the project, their opinions regardingraGrid's challenges and successes, and
other TeraGrid personnel they work with and the siaywhich those interactions occur.

Non-TeraGrid Users of HPC Resources

We interviewed three individuals who use HPC féedi other than TeraGrid to understand
why they do not use TeraGrid. Due to the small damsjze, few conclusions can be drawn
from these interviews, but they were helpful inngag additional insight into the factors that
influence researchers' computing decisions. Thestopres we asked non-TeraGrid users of
HPC resources were similar to those we asked idaliTeraGrid users.
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Cyberinfrastructure Experts

Finally, we interviewed four people that we deserds cyberinfrastructure experts. These
individuals have been involved in the world of higérformance computing in various

capacities for many years. Among the intervieweethis category were a former funding

agency program manager, the director of a campomgpuebng center, a former employee of

Internet2, and a computer science researcher esgploy a university computing center.

3.1.4 Participant Observation

Participant observation enables a researcher tn glise familiarity with a group or
community and their practices through intense weolent with them, often over a long
period of time. In this study, participant obsermwas included our attendance at five
TeraGrid quarterly management meetings during #r@g@ September 2005 through April
2007. The primary purpose of the face-to-face Tach@uarterly meeting is to bring together
the RP-Pls, the ESC, and the GIG (including Arege@ors) to review and assess progress
over the past quarter and to make necessary adjostnin plans, priorities, or projects.
Representatives from some science gateway progssisparticipate in these meetings. The
September 2005 meeting was the first face-to-faatheging of the TeraGrid principals
following NSF's $150 million, 5-year extension diet TeraGrid for the period August 1,
2005-July 31, 2010. We also attended the firstsewbnd TeraGrid Conferences (June 2006
and June 2007), and weekly TeraGrid Architectureetings. Finally, one of us
(Zimmerman) served as co-chair of TeraGrid's Impajuirements Analysis Team (Impact
RAT). This team was charged to investigate, idgnahd recommend ways to quantitatively
and qualitatively measure TeraGrid's impact on rgifie outcomes. Material from the
group's report (TeraGrid Impact RAT, 2006) has beearporated into this document where
relevant.

3.1.5 Surveys

Three surveys were conducted over the course dttity. These consisted of a survey of a
sample of current TeraGrid users and surveys ttuateatutorials presented at the 2006 and
2007 TeraGrid conferences.

The purposes of th&eraGrid User Surveyvere to gain insight into the characteristics of
those who use TeraGrid and to understand siméaritind differences in the needs,
motivations, and commitment of different types @rdGrid users based on factors such as
their experience with supercomputers, frequencyeraGrid use, stage of career, field of
research, gender, and age. Part 2 of this repataes detailed results from the user survey,
which was administered using SurveyMonkey.com. pbpulation from which the survey
sample was drawn included all users who were adietveen 1 October 2005 and 30
September 2006 and all Principal Investigators @ased with active projects. We stratified
our population along two criteria: 1) the largelfd@ation associated with a user (e.g., DAC,
MRAC, and LRAC), and 2) the field of science asaten with projects. We selected a total
of 595 individuals, representing a random, stredifsample proportional to the distribution of
users by field and allocation category. The surnesponse rate was 52%.
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We prepared and administered two 15-question sard®signed to evaluate TeraGrid
education and outreach activities. These surveyse wieveloped to measure attendees'
satisfaction with pre-conference tutorials conddase part of the TeraGrid '06 and TeraGrid
'07 conferences. Findings from the survey of th@62TeraGrid conference tutorials are
available in a separate report (Krause & Zimmern20Q7). The results showed that the
tutorial attendees who responded to the surveyrgiyneated their experience positively and
would attend another EOT event sponsored by Teda@esponses to open-ended items
suggested that some attention should be paid teted of the tutorial and the ability of the
attendees. Offering introductory tutorials in whiftendees are given practical step-by-step
training in tandem with more advanced tutorialsecied at experienced users could be
beneficial in meeting the needs of a wide varidtyugers. Preliminary analysis of results
from the survey administered in conjunction witle theraGrid '07 Conference show that
participants rated the tutorials highly.

3.1.6 Internal Systems and Documents

TeraGrid senior management and resource providsopeel at all levels were supportive of
our study. In many cases they agreed to be int#edeand in other instances they provided
access to information and people which greathyifatéd our research. For example, internal
sources such as the TeraGrid central databasehwinitudes information on all projects

with a TeraGrid allocation, were made availableito We monitored several project emalil
lists, and we were provided with copies of TeraGuiposals and findings from NSF

reviews of TeraGrid. There were sources of inforamathowever, to which we were not

privy, including the weekly meeting of the TeraGménagement team.

3.1.7 Supplementary Information: The TeraGrid Planning Process

In late spring 2007, the UM-SI received a sepagatat from NSF to facilitate a planning
process whose goal was to provide information ttp lguide the future evolution of
TeraGrid. One objective of the first phase of thecpss was to gather information about the
future requirements (i.e., over the next five ypafscurrent and potential users of TeraGrid.
During summer 2007, researchers and staff at theSUbrganized and conducted a series of
three workshops to collect information on user neuents that could be used, along with
findings from the evaluation study, to inform suipsent phases of the planning process. The
first workshop, which focused on the needs of thadeseeloping TeraGrid Science Gateways
and on the intended users of those gateways wdsrhdune 2007. Seventeen of the then 21
science gateways were represented at the work3tnepsecond and third workshops were
held in late August 2007. The goal of these worksheas to gain an understanding of the
requirements of current and potential future usérseraGrid. The user workshops brought
together 35 individuals from ten research domaireddress the question: Where could HPC
take you and others in your field over the next ¥ tyears? The findings from the planning
process workshops (Lawrence & Zimmerman, 2007a7BDBupplement data collected in
the evaluation study.

3.2 Data Analysis

The qualitative data consisted of transcripts aoigs from interviews, documents and web
sites related to TeraGrid and the TeraGrid Sciéateways, and our notes and observations.
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We developed a coding scheme to analyze qualitd@e based on our research questions,
interview topics, and prior literature.

As described in the detailed survey reports, qtetivte survey data were analyzed using the
statistical package SPSS®. We calculated desceipstatistics for all variables and
conducted tests of association between variablesdan the appropriate method in specific
instances. The responses to the open-ended sunesyians were coded according to major
categories that emerged from an analysis of the dat

4. TeraGrid History, Organization, and Operations

NSF has been making substantial investments in FP@ore than 20 years. Although it
was not an objective of this investigation to doeuithe history of the TeraGrid project or
to analyze the wider contexts under which it depetb and evolved, in the course of the
project we learned that aspects of this backgrauek important to understand the data we
were collecting. Therefore, we provide a brief tuigtof the TeraGrid project, including some
of the activities and events that preceded it. fiermation presented here was gathered
from publicly available sources, including the N&E€b site, NSF solicitations related to
TeraGrid, third-party reports, and internal TeraGlocuments available through TeraGrid's
wiki.? Additional insights into the history that emerdeain interviews are discussed in our
findings and are not covered here. As we will shiavthe results section, the context in
which TeraGrid was created and the nature of itswvigr affected the TeraGrid virtual
organization and others’ perceptions about theqgaef TeraGrid.

4.1 History

TeraGrid grew out of a late 1990's focus on tedasoamputing and grid computing.
The project, as it currently exists, is the resfltawards made through a series of NSF
solicitations and Dear Colleague letters.

In 1999, a report by the President's Informatioshf®logy Advisory Committee (PITAC)
recommended that in order for "the United Statesdiotinue as the world leader in basic
research, its scientists and engineers must haessdo the most powerful computers" (p.
52). At this time, terascale systems ‘@ldperations per second) were emerging as the most
capable systems. The PITAC report was precededige tNSF-sponsored workshops on
terascale and petascale computing that were heldgdMay and July 1998. The findings
from these workshops are documented in a consetid&port (Reed, et al., 1998). A similar
joint Department of Energy/NSF workshop was heldrg after the three NSF workshops
(Langer, 1998). Like the PITAC document, the wodgsineports emphasized the importance
of the most capable computers to U.S. competitiseme science and engineering research.

What is now known as the TeraGrid began in 200k a®llaboration among four sites:
Argonne National Laboratory (ANL), California Intie of Technology (Caltech), National
Center for Supercomputing Applications (NCSA), &an Diego Supercomputer Center

2 See http://www.teragridforum.org/mediawiki/indebpPtitte=Main_Page. Although the wiki is not
intended to serve as TeraGrid's public Internet situch of the information on the site is unrestdc
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(SDSC). This partnership was the result of a dalicn for a Distributed Terascale Facility
(DTF) issued by NSF in January 2001. The soliatastated that more than computational
capability was required to meet the needs of ssisrdnd engineers.

Investments in large scale research instrumentagomg made in such diverse fields
such as astronomy, biology, earthquake engineergmyironmental science,
geosciences, gravitational science, and high engihggics, will not yield their full
returns unless corresponding investments are nradeei infrastructure needed for
data analysis. Terascale computing systems ane-fge scientific instruments and
sensors are now routinely creating multi-terabyagadarchives. All the researchers
involved encounter similar problems since compuigaserved, and experimental
data all require data manipulation and storageyaligation, data mining and
interpretation. The rapidly increasing rate at whitata are being generated and the
distance between its point of generation and tiwase need access to information
contained in the data are problems that must df@dSF, 2001, n.p.).

The DTF solicitation identified a computational dgras a way to meet these needs. The
solicitation defined the grid as "the sum of netwog, computing, and data storage
technologies needed to create a seamless, balancesfjrated computational and
collaborative environment." The DTF was named Teih@nd included computers capable
of 11.6 teraflops, disk-storage with capacity ofrenthan 450 terabytes of data, visualization
systems, and data collections integrated via gidtleware and linked through a high-speed
optical network.

In April 2002, NSF issued ®ear Colleague Letter on the Extensible Terascadeiliy
(ETF) for Principal Investigatorgo expand the DTF. A $35 million award was maderla
that year to expand the capabilities of the origIh@F sites and to include PSC's LeMieux
system. The partnership continued to be calledTém®aGrid, but the award program was
known as ETF.

In March 2003, NSF issued thHeerascale Extensions Program Solicitation NSF03-&53
further expand ETF capabilities. This resultechireé separate awards to fund the high-speed
networking connections needed to share resourcedsna University (IU), Purdue
University (Purdue), Oak Ridge National LaboratdiRNL), and Texas Advanced
Computing Center (TACC). Although they were lisesiseparate resource providers, Purdue
and U partnered on a proposal and received a @irtrd® In 2004, TeraGrid entered full
production, and in 2005 NSF's newly created Ofti€€yberinfrastructure (OCI) extended
its support with a $150 million set of awards f@eeation, user support and enhancement of
the TeraGrid facility over the next 5 years. Asawbpreviously, one of us attended the first
guarterly meeting organized by TeraGrid followihg terascale extension award.

% Since 2005 Purdue and Indiana have had separarelsw
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4.2 Organization and Operations

When the evaluation study began TeraGrid was caegrof eight resource providers: U,
ORNL, NCSA, PSC, Purdue, SDSC, TACC, and UC/ANL.Jme 2006, the National

Center for Atmospheric Research (NCAR) became ihéhrnTeraGrid RP site. Figure 1

shows the TeraGrid partnership during the periodusfinvestigation. The tenth and eleventh
sites—the Louisiana Optical Network and the Natidnatitute for Computational Sciences
established by the University of Tennessee and Rldge National Laboratory—joined the

TeraGrid in fall 2007 after the completion of otuidy.

eimie Facility. ——— -

y!.

Figure 1: TeraGrid Resource Providers - June 2006

As stated in th&@eraGrid Policy Management Framewotke TeraGrid comprises "multiple
cross-referenced but independent awards to autamoimstitutions” (Catlett, Goasguen, &
Cobb, 2006, p. 2). Each resource provider is furideNSF to operate and support resources.
The Grid Infrastructure Group (GIG), funded throughseparate grant to UC/ANL, is a
distributed body that provides integration and damation across the project (Catlett et al.,
2008). The GIG supports common services such assugpport and authentication services
and common processes such as accounting, authenzaand allocations peer review. It
also supports the TeraGrid operations and helpdedkcation, outreach and training
activities, external affairs, software coordinatenmd system architecture and planning, and a
dedicated optical network backbone. Each RP selactste lead to make and ensure
commitments on behalf of the organization.

The TeraGrid Forum includes one representative feawch institution (i.e., each RP site and
the GIG); it is the main decision making body fietTeraGrid. Working Groups and
Requirements Analysis Teams (RATs) help providerdioation across the project by
addressing areas of common concern. Working Grtagtdor a year or more and generally
include representation from all sites. Their ggatii coordinate services in major areas of the
project such as accounting, allocations, data, gsevices, and security. Requirements
Analysis Teams bring together a small number ofeetspto work together over a period of
six to ten weeks to understand a specific topiccloallenge, investigate solutions, and
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recommend a course of action. The Cyberinfrastradtiser Advisory Committee (CUAC),
which along with the GIG and resource providers wasdated by NSF, was an advisory
body comprised of users of cyberinfrastructuhdore detailed information about TeraGrid's
organizational structure, governance, and operatioravailable in Catlett et al. (2008) and
Catlett, Goasguen, and Cobb (2006).

Due to the distributed nature of TeraGrid, most gamication occurs through electronic
mail, over the Access Grid, and via teleconferentég purpose of the TeraGrid wiki is to
serve as a central point for sharing documentsynmdtion, and ideas. The RP site leads and
the GIG meet face-to-face on a quarterly basis,ta@dnnual TeraGrid Conference provides
an opportunity for face-to-face meetings of workgrgups, RATS, and other teams.

Although this report focuses on an evaluation stoflthe TeraGrid, it is important to note
that TeraGrid is only one activity and one sourtéunding for the resource providers. The
percentage of each RP's budget and staff thatpposted by the TeraGrid award varies
across sites. In addition, TeraGrid is only onegpam that has, over time, supported HPC in
the United States. For example, from 2001-2004 Gedaco-existed with the Partnership for
Advanced Computational Infrastructure (PACI), whrelm from 1997-2004. There were two
PACIs—the Alliance and the National Partnership fédvanced Computational
Infrastructure (NPACI). In summary, TeraGrid grevorh and exists within a broader
context. The ways in which past and present cotktibns and competition among resource
providers, changing user needs and requirements,technical developments affect the
TeraGrid project are analyzed in the results seaidhis report.

4.2.1 Access to TeraGrid

Similar to other HPC resources, an allocation igur@d in order to use TeraGrid. As
described on the TeraGrid web site, the followiteps are necessary to obtain an allocation.

To use TeraGrid resources, you must submit a rédoean allocation of computing
time or data storage space. To make such a request,need to have an
understanding of the type of codes you will be ingror the amount and type of data
storage you will need, the amount of time you’ledeto complete the simulations
you plan to conduct, and any special data needsat@mpany a computing time
request. Allocation requests are subject to a vepi®cess, which varies according to
the size of your request.

As noted earlier, proposals are typically diredtmslard one of three award categories: DAC,
MRAC, or LRAC. The awards differ based on the numifeservice units allotted. Service
units are generally defined as “equivalent to eitiree CPU-hour, or one wall-clock-hour on

* In January 2008, the CUAC was reorganized intoTéxaGrid Science Advisory Board (SAB). The
charge to the SAB is to "provide advice to the Geid Forum and the NSF TeraGrid Program Officemon
wide spectrum of scientific and technical actigtigithin or involving the TeraGrid." See
http://www.teragridforum.org/mediawiki/index.phpRi=Science_Advisory Board

® See http://www.teragrid.org/userinfo/access/aliocs.php. TeraGrid began requiring allocationsdata
storage shortly after the completion of our study.
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one CPU, of the system of interest,” although ex@sdinitions vary based on resource
platform according to the NSF Cyberinfrastructueséurce Allocations Policy documént.
All proposals have a PI. If an award is made basethe proposal, a project is established,
and the Pl may add users may to the project. Atittegion means that a user has a TeraGrid
account; authorization defines what that userlgsedd to do at particular sites. For example,
a user may be restricted to file transfers at SO&€authorized to access compute resources
at PSC.

5. Introduction to the Findings

The findings of the evaluation research study agamzed by the major categories of the
evaluation as well as themes that emerged fromniestigation. The end of each findings

section (i.e., sections 6-9) contains a brief sumyraad some discussion of the implications
of the results. As noted in the introduction, thatdr should be viewed as preliminary and are
provided for the purpose of giving some inital feadk on the results.

In addition to Part 2 of this report, which analyzesults from th&eraGrid User Surveywe
have published other documents that present fisdiram specific data collection activities
(Zimmerman & Finholt, 2006; Zimmerman, 2007; Krads€immerman, 2007; Zimmerman
& Finholt, 2007). Results and conclusions from #hesblications are incorporated into the
relevant portion of the results sections that fello

These findings reflect data collected at a paricyloint in time. For example, in summer
2006 TeraGrid personnel were debating how to dedirieeraGrid user. This was also the
time of the problematic implementation of versiorof3the Common TeraGrid Software

Stack (CTSS). Although specific challenges will mha over time, we use these events to
illustrate the types of issues faced by TeraGritigpants.

6. The TeraGrid Collaboration

The TeraGrid collaboration can be characterizedh aseries of tensions that both create
challenges and help the organization to grow, iatevand adagtin this section we analyze
the sources and affects of those tensions. Oneofsetresses arises from the diverse
characteristics, histories, and cultures of thdigpating sites, their need to collaborate as
well as compete, and their desire to retain indigld autonomy and identity while
cooperating under the TeraGrid banner. In additasnew institutions join the TeraGrid
scaling becomes a challenge. For instance, commtmicand coordination, management
and governance, and technical integration beconre mmmplex. New participants must be
"caught up" with the existing policies, procedurasd plans and the rationales behind them,

® See http://www.ci-partnership.org/Allocations/aiionspolicy.html

" Informally, we have heard some objections to e of the wordollaborationto describe the
relationship among the resource providers. Thisiopiwas expressed by individuals who view a
collaboration as a partnership among individualsrganizations who willingly choose to work withcha
other. We use the broad®xford English Dictionandefinition, which states that to collaborate i Work
in conjunction with others."
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and the sites must adapt to a reconfigured orgtmizd arrangement. The concept of a
virtual organizationprovides a framework to better understand thesesss

A second source of tensions stems from TeraGrtsetpronged mission to support the
most advanced computational science in various d@n&g empower new communities of

users, and to provide resources and services that e extended to the broader
cyberinfrastructure. Each of these goals can reqiiiferent methods, resources, expertise,
and strategies to achieve, making it difficult gtablish and balance priorities and to define
success. Further, some goals fit better with thistieg strengths, customer bases, and
priorities of individual resource providers thahers.

Finally, there is a tension between the desireififrastructural reliability and stability,
particularly on the part of users, and the reseanthdevelopment that are often necessary to
create a distributed cyberinfrastructure. In TerdGrchieving this balance has been
particularly difficult because few users demandée grid computing capability that
TeraGrid was developing.

Below we analyze each source of tension, while alsmwing that they do not operate in

isolation from each other. We find that much of tva learned in the study was knowledge
that already exists in the project, but for varioegsons it was not brought to the foreground,
discussed, and acted upon. The results presentéhisirsection are based primarily on

interviews with TeraGrid personnel. Data collectgring participant observations and

interviews with others, especially cyberinfrastiuet experts, also informed the findings

discussed in this part of the report.

6.1 TeraGrid as a Virtual Organization

TeraGrid is a virtual organization (VO). As sucthiéis the potential to capitalize on the
advantages of organizing in this way, but it alsafronts many of the challenges faced by
other distributed organizations. DeSanctis and Mo(i999) defined a virtual organization
as

...a collection of geographically, functionally andfulturally diverse entities that
are linked by electronic forms of communication arady on lateral, dynamic
relationships for coordination (p. 693).

Virtual organizations vary across dimensions swgBize, degree of formality, lifespan, and
purpose. The definition of a VO is still evolvingdause it is a relatively new form and
knowledge about it is incomplete. However, simitaDeSanctis and Monge, Cummings and
his colleagues (2008) identified the following &g common to most VOs:

» Distributed across spacavith participants spanning locales and institugio
» Distributed across timewith asynchronous as well as synchronous intienast

» Dynamic structures and processasevery stage of their lifecycle, from initiation
termination

» Computationally enabledia collaboration support systems
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» Computationally enhancedvith simulations, databases, and analytic sesvigbich
interact with human participants and are integrahe operation of the organization.

Cummings and his coauthors stated that technologg in a VO goes beyond
communication. For example, a centralized projeanhagement plan that is accessible to
everyone in the VO can help to coordinate work sEsites by listing tasks, responsibilities,
and milestones. The DeSanctis and Monge definieamphasized the lateral nature of
relationships in a VO. Taken together, these twaceptual definitions provide a framework
for understanding the TeraGrid partnership.

The existing literature has identified a numberreésons for the formation of virtual
organizations. Among these are to facilitate act@sssources and expertise, enhance ability
to solve problems, improve economic and scientbmpetitiveness, help leverage limited
funding and other resources, and enable discovetyraovation. But it seems that for every
potential advantage there are risks.

For example, greater geographical reach of the fmight be enabled via electronic
communication, but the firm may also struggle withintaining a coherent identity.
Similarly, more participation by discussion in larggroups of people may be
possible, but information overload may be a burdenparticipants; and more
efficient communication might be possible but sgimigreater alienation (DeSanctis
& Monge, 1999, p. 694).

Virtual organizations also face challenges relateduilding trust, motivating and rewarding
participants, sharing knowledge, and scaling omgiunal processes and governance. In the
section that follows, we analyze how these andragmies identified in the VO literature
affect TeraGrid.

6.2 Factors Affecting the TeraGrid Virtual Organization

Cummings and his co-authors (2008) stated thatobriee most important questions to ask
about a VO is how it came to be created. In the chJ eraGrid what seems more relevant is
the contrast between the way the project begantaananner in which it evolved into its
current form. As noted in the history section, guwal of the original partnership between
ANL, Caltech, NCSA, and SDSC was to create a thigted system based on homogeneous
clusters® During the time from 2001-2007, the TeraGrid grfe@em four resource providers
to eleven. The expansion occurred through whatefer to as "organization by solicitation."
Except for an initial cooperative proposal subndittyy IlU and Purdue, the current TeraGrid
partners did not choose each other nor was growahnpd strategically by TeraGrid.
Resource providers were added primarily based cardsvmade to sites by NSF; the NSF
also made the award to the UC/ANL to operate th®.Glhe addition of sites increased the
technical and organizational complexity of the potj and new initiatives such as the

8 Two interviewees noted that the project actuadigdn with two sites NCSA and SDSG-and about
three months later it was expanded to include Angoend Caltech. The project's history is obviously
complex. Our goal was to understand the affectajbmevents on the partnership, particularly asteel
by the participants themselves.
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TeraGrid Science Gateways program introduced momgptications and further clouded the
vision. Thus, like many other VOs, TeraGrid hasrbaad continues to be dynamic. While
the situation has sometimes been stressful forGralgpersonnel and often confused users, it
has also forced the individual sites as well asT#aGrid as a whole to adapt and innovate
and helped to forge collaborations that otherwisghinnot have been formed. In the
paragraphs that follow, we analyze the dynamismfefiGrid and the affects of changing
conditions.

6.2.1 Homogeneity to Heterogeneity

The first instantiation of the TeraGrid, in 2004nsisted primarily of Itanium-processor
based machines distributed across the original RRursites. The homogenous clusters were
designed to operate as a single distributed faailitd were linked via a dedicated optical
network. Grid software was employed to integraterdgsources to create the appearance of a
“virtual system,” which was in fact resources cotlad independently by the individual
sites. The recommended use guidelines emphasimedpmplications, but according to one of
the TeraGrid participants, users did not have gpdlications, and so early on few requests
were made for time on these machines. This is agirising given the fact that "the user
community that TeraGrid started with was not basedrid computing users," as one project
member noted."The people who we catered to were not peopleingnsmall jobs on small
clusters. We need people who will spend million$ofirs on full machine jobs running on
big machines.” Nonetheless, the lack of requestalfocations on high-end resources was
troubling and problematic. As a result, the recomdesl use guidelines were altered to allow
users to request time on a single computing sy&efhis change was one source of what
became an ongoing lack of clarity within and owdilde project about TeraGrid's vision and
goals. However, there was little time to addressiisue before further changes occurred.

The addition of new sites to the TeraGrid, begignmth PSC in 2002, created another
challenge for the struggling grid computing visidws a project member noted, "One of the
hallmarks of the DTF was this complete homogendihey were all bought at the same time
and constructed in the same way. PSC came in addaheompletely different system.”

Specifically, PSC's Bigben supercomputer had a mdiferent architecture and its

networking design and equipment also varied from other sites. With the addition of
Bigben, homogeneity began to give way to heteragen€his posed new challenges for
TeraGrid, which were summarized by one of the pigdnts.

So, it really made them have to rethink how theyemgoing to add sites. It made
them have to take into consideration ideas andeqgsdhat hadn't been core or even
critical to the original proposal that they subeetitt | think that was difficult. | think it
was really eye opening, and | think it helps esgbcif you think of the TeraGrid
and the ETF as a prototype for the cyberinfrastmectBut | think it was also a
challenge because here you've submitted a proploats gotten funded by the NSF
and all of a sudden you have to change it. So, stduhave all those goals and
objectives that went along with the original proglahat you submitted. Then, all of

° This statement was supported by our interviewh witers and with cyberinfrastructure experts.
191 section 7, we analyze reasons for the lackidfapplications both then and now.
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a sudden you have these new goals and objectigesuth a little bit more difficult to
meet, and you have to figure out how to do that stild make progress on both
fronts.

TeraGrid personnel held different opinions regagdihe merits of trying to achieve and
maintain system homogeneity and enable grid comgutAccording to the participants,
different views on technical matters are not uncammmong computer scientists. There are
often multiple ways to accomplish the same task diffdrent people and institutions have
varied preferences. In this case, most interviewgese skeptical about the viability of
homogeneity because they felt it was not scalal#sirable, or even possible. For example,
one person who questioned the wisdom of this agprsaid:

You can create a homogeneous environment thatti®tthe least good of any one
system. These systems have positive quirks, te@b,ate the very reason that people
want to use them. So, you have to sort of managgethimilarities and differences in
a way that's usable.

Another project member, whose institution was ma of the original four sites, viewed it as
an improbablefeat even with identical clusters and iampossibletask once new RPs and
architectures were introduced.

What was quickly demonstrated was unless you haeeykody install the same
version of everything at the same time, and idethly should like all be clones—the
system administrators should all be clones of edbkr—and somebody blows the
whistle, and they push the button exactly at theesaime, you will rapidly get
differences, even if you have the same system fravendor point-of-view. That's
what | saw. Then, of course, we started bringingew architectures and new sites.

Another person felt that grid computing was notgi\a chance to succeed, and the addition
of new architectures increased the complexity afidulty of achieving the original vision.

| thought this was NSF’s big chance to promote gachputing. Could those systems
have been brought up and efficiently used as agngeand true multiple resource by
a multitude of people immediately? Absolutely néould there be wasted potential
computing cycles? Absolutely. What better way cogdd support and increase the
probability of evolving these capabilities and #etechnologies if not in an

environment where this was top priority? The onbople that should have gotten
onto those systems were the people who had eitteaep, could argue, or were
willing to do new things to try the new technolagfeom the very beginning.

In this, as in some other situations, it was natswal for TeraGrid participants to have
different interpretations of the outcome of the sagituation. In this case, a couple of staff
we spoke with felt the original goal had merit ahdt it had achieved a result that other
experts thought was impossible. As one of them said
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Back in the early days of the project...you couttually build and execute on one
machine, so that you could do dynamic resolutionlilmfaries rather than static
resolution. And you could take it from San Diego N&€SA to Argonne and to
Caltech, and the crazy thing would find all thedities it needed at run time. So, that
meant that the environment was really set up ctiyreeind you could roam between
these resources. And | don’t know if that still Wertoday. | have my doubts. But
that’s kind of cool and kind of amazing.

The issue is not that people have varied opinibas,that the lack of clarity regarding a
major aspect of the project leads to confusion @and result in personnel working at cross
purposes. Several interviewees thought this was dhge in regard to the issue of
homogeneity.

| see huge evidence that people are still workawgards the homogeneity. I'm never
sure if that's because there is somebody or somapgof people who really believe
this, or if there are just a set of people who hlbeen given a charter several years
ago and are still working toward that charter.

While PSC's hardware posed a challenge, it wasnasinterviewee stated, "bringing them
onto the playing field at the same level." The #&ddiof the next set of resource providers
significantly increased the diversity of the prajesembership and the heterogeneity of the
technical environment. The affects of these chaageshe subject of the next section.

6.2.2 Organizational Growth and Diversity

The nine sites that comprised the TeraGrid durimg period of our study varied along
several dimensions, including history, culture,jonsand mission, organizational context,
and the number, type, and size of the computatimesdurces contributed to TeraGrid. The
latter also corresponds to the number of persoargte has available as well as the depth
and/or breadth of expertise it brings to TeraGriktcording to the participants we
interviewed, this diversity has been both challaggand beneficial. We found that diversity
in terms of culture, mission, and human and tedinapabilities, along with past
experiences among some of the sites, were partigutaportant as both sources of tension
and innovation.

NCSA and SDSC were two of the four supercomputegters funded by NSF in 1985, and
they have been the leading-edge sites for acad@seéarchers in the United States. PSC was
established by NSF in 1986, but it was not pathefPACI program. According to one of the
interviewees, the terascale computing system awasl PSC's "reentry into the NSF after
having been out of it for awhile." Although NCSADSC, and PSC provide the full
complement of services typical of dedicated supamding centers (see Graham, Snir, &
Patterson, 2005, p. 174), PSC is significantly senah terms of the number of employees. It
was clear from our interviews with TeraGrid perselinnsers, and Cl experts that each center
is perceived as having unique strengths. PSC isvikrfor focusing on high-end users and
dedicating people to work closely with them; NCSAseen as serving a broad range of users,
and SDSC is recognized for data.
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The other six resource providers are situated muétitude of contexts. The Computation
Institute was established in 2000 as a partneiséigween Argonne National Laboratory and
the University of Chicago. It is the home of thed®@rid GIG. ANL, along with ORNL, is a
Department of Energy (DOE) research center. Pusdparticipation in TeraGrid is
headquartered in the Rosen Center for Advanced Goingp which is located within the
Office of the Vice President for Information Techogy at Purdue (ITaP). Similarly, the
Research Technologies Division, which is part doimation Technology Services, is IU's
home for TeraGrid activities. Purdue and IU are llman terms of hardware capability and
number of staff, and they have less experienceigiray resources, services, and support at
the national scale. NCAR is unique from the othd?sRn that it provides tools and
technologies to a targeted area, namely the atmeosptand Earth system science
community. TACC is a research center at the Unityersf Texas at Austin. The following
guote captures the impact of this organizationaledity as described by several
interviewees.

So there’s the multi institutional challengénstitutions who have and are competing
as well as collaborating. Each of them has a vdifgrdnt culture. Some of them
have been in this field, obviously, for 20 someghyears. Others are new to this idea
of sharing resources and providing shared resouitese are, of course, some sites
that have, say, a DOE background, which is a toiliferent thing than the NSF
culture.

Together, these factors can lead to what one pedssocribed as "serious philosophical
differences among the sites."

In addition to philosophical differences, it wasdant from our observations, and to a lesser
degree from the interviews, that some sites havee mesources, particularly in the form of
computational capacity, human expertise, and tatahber of people to leverage and
contribute to TeraGrid than other sites do, ansl iha source of some tension.

| know that we’ve put in twice as much effort asmedunded, and | suspect the same
is true of [name of RP] from talking to the folkatdahere'! ...it sort of creates more
tension in that there’s an expectation for thirmghappen on money that doesn’t even
belong to them. You try to do what you can, butweejot other obligations on that
money... As always, there’s never enough money tewdwything you want to do,
and there’s a lot of expectations from a lot ofygdeo

Regardless of their size, every site has a stakeaitters that affect them, and so each RP
wants a say in how things will be done. Yet, suitagy in terms of their degree of experience
and expertise in particular areas. For exampleh bbéraGrid personnel and users,
particularly those who compute at multiple sitesnparked on the varied quality of support

1 Sites are not named in order to protect confiaditti
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available at different sité$.Further, smaller RPs must consider whether theyimglement
or commit to particular tasks such as installingl @upporting new software and making
future upgrades. As one person stated, "Comparéuketother places, we're pretty small. ...
So, the number of people we have to throw at tticgtds very small." This diversity raises
guestions about whose opinion should prevail whendapabilities of sites are not equal.
Resource providers with more experience and knayddd a particular area can feel that
considering the opinions of sites with less capigbdlows down the process of getting
decisions made or tasks accomplished. And foritgé,sdoing things in a cooperative way
can be more time-consuming, at least in the slkeon-tCTSS, the means by which TeraGrid
delivers a common set of software capabilitiessers, is an example of this.

With CTSS, for example, on the one hand, it's ab# pain in the butt for everyone
involved. On the other hand, once things get statdeone of those things that truly
sort of help the people who manage the systemaubeaaf the packaging effort that
goes on. For example, they shouldn't have to wabgut endless dorking around
trying to get software configured and running. Thehould just be able to run a
command and it all works. We're not quite therd, go people have to put in the
time both ways, which doesn't feel real comfortaBlet | think those things in the
long run will help.

Challenges regarding CTSS were exacerbated by ldepnatic upgrade in mid-2006 from
version 2 to version 3, which one TeraGrid paraiaipdescribed “as the CTSS fiasco.” The
situation frustrated users, and in some casesfisgntly hindered their work. However, the
event spurred some personnel to reanalyze the Co®Ponents and the way in which they
are delivered. As we ended our study, TeraGrid decdded to package version 4 of the
CTSS software into task-oriented KifsEach kit is designed to implement a set of related
capabilities based on the needs of users, suchresng jobs, moving data, or computing
remotely. Resource providers are required to implanthe core integration kit, but they can
choose whether or not to make other kits available.

The level of resource capability in terms of congpaycles available at sites is another
source of tension. Later, we will show how quicklye sites with the most capable
computational resources can shift, but in late semB906, one of the interviewees stated
that NCSA, PSC, and SDSC provided more than nipetgent of the resources that are
allocated through TeraGrid. In addition, NCSA andS& have more than 20 years of
experience providing computational resources apgpat at a national scale. Further, as we
discuss in a later section, users want to compateesources with which they are familiar
and that meet their technical requirements. Theeefthey can be reluctant or unable to
compute on the resource available at sites suthh asPurdue.

12 Both TeraGrid personnel and users were hesitamriee these sites, and we did not press the matter.
The point is that personnel and ugeesceiveda difference among site capabilities in termsupfport. It is
also logical to expect that sites would have défgrabilities in this area.

13 Version 4 of CTSS has now been implemented acegrii the TeraGrid web site:
http://www.teragrid.org/userinfo/software/ctss.php.
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| agree that it's helpful to have these sites tplae these technologies, but let’s
think about it that way. Let’'s not think about & @roduction resource providers.
Let's think about them as development partners vevgl these technologies. Of
course, they are driven by the fact that they feav®&P award, and they have to show
usage of their resources. So, we're often doin§aal things to try to bring users to
them.

In summary, participants do not share the samemetbout what it means to be a member
of TeraGrid. In addition, the roles and respongieg of individual sites are sometimes
obscure to other providers. This is probably arcauie of the way in which TeraGrid grew
(i.e. sites did not choose each other) and is fdride. each site has a contract with NSF).

On the other hand, according to many interviewels, "forced" collaboration has also
produced benefits. Personnel commented on thetfett TeraGrid created a "fabric of
collaboration that didn’t exist before" by bringipgople into contact with others that they
would not have met otherwise. This was mentionednlayy of the TeraGrid personnel as
one of the project's most important succesb&sen individuals who were critical of the
project overall agreed with this sentiment.

If there was anything good about the TeraGrid,pid that high on the list. It's
enabled us—me in particular-to get to know a sqtenfple that are good people to
know and people | would not have got to meet otrsw

Individuals attributed the opportunity to work withose at other sites as helping them to

grow both personally (e.g., learning to negotiatthwthers and work across distance) and

professionally (e.g., improve local processes er \ay they manage and configure their

systems). In addition, the tension among the site®uraged what one person described as
"a necessary push out of the old."

If we're going to take a step from the old tradiab paradigm of supercomputing,
you need projects like TeraGrid and OSG and evea smaller extent things like
PlanetLab that come forward and say, “Look, we rtedajure out how to coordinate
all this stuff.” They’'ve had very different ways gbing about it. TeraGrid has been
very funded, very formal in this activity. OSG isore grass roots. The same with
things like PlanetLab. The Europeans and otherimemis have certainly done things
along these lines, too. | think having NSF reallglpit in terms of TeraGridill be a
good thing.

Some credited the leadership "at smaller sites'tieir role in this and acknowledged that
they "have been an asset" to the project. Refetortpe national centers, an interviewee at
one of these institutions noted:

14 A comprehensive analysis of participants’ viewareting project successes appears in section 6.3.3.
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There's a lot of momentum, a lot of—I don't knowatkhe right word is—a lot of
reluctance to move off of where they've been féoray time. Some of the smaller
sites might do a better job of grasping and deadiy it.

The positive outcomes of bringing such diversessiiegether in one project were not
foreseen by most participants at the start of tlogept, although some expressed their initial
excitement at the opportunity to be involved ind@rid even though, for most, this feeling
diminished over time. The benefits have not comthauit costs, however, particularly in
terms of stress on individuals and tensions betwastitutions. In the next section, we
analyze the challenges of managing and governingrsk, distributed sites and scaling
communication and coordination processes to de&levganizational growth.

6.2.3 Communication, Coordination, Management and Governance

Cummings and his colleagues (2008) observed tretgds in the composition of a virtual
organization may surface entirely new processes. short period of our study limited the
amount and type of data we were able to collectm@thanisms for communication and
coordination and management and governance, badlmsinterviews and observations, we
saw evidence that these systems were affected bpaGfrid's growth. In addition,
interviewees expressed concern about how theseegses would scale as more sites are
added in the future. Below, we analyze each ofdfaesas in turn.

Communication and Coordination

TeraGrid uses a number of mechanisms to commuracateoordinate across the distributed
organization®> These approaches include Working Groups and Rameints Analysis
Teams, regular meetings of TeraGrid managemenygusiephone conferencing and the
Access Grid, the quarterly face-to-face meetinggemson gatherings at the yearly TeraGrid
conference and other events such as the annualcsugeuting conference, and numerous
electronic mail lists. Centralized information gysis such as the TeraGrid central database
and the TeraGrid wiki also play a useful role ifiommation sharing and appear to aid
coordination.

As we and others have learned from prior studiedistiibuted projects, it is difficult to
achieve an appropriate balance in terms of the amand type of information shared.
TeraGrid personnel who had participated in othdlaborations noted this, too: "Anytime
you have multiple organizations, you can never westenate the overhead that you have to
spend on communication, level setting, and gettimgminds to meet." A problem we have
witnessed in other investigations is what we ré&deas "death by email attachment.”" We use
this phrase to characterize the information overltaat virtual organization participants
often experience. This is a challenge for Tera@sdavell.

There’s an enormous amount of time that can betgiing on these working group
calls, following up with the email. | got very fituated one day, and | started what |
knew was an ill fated effort and so eventually itglout | was going to keep track of

15 Another important topic for cyberinfrastructurejercts is communication with user communities and
with other external stakeholders (Spencer et @D72p. 21).
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all the emails that come out that say, "Here’s eudment that you have to read and
get back at the end of the week." What speed rgahd comprehension rate did you
have to have just to keep up—let alone if you cquiaide any input?

Those who needed responses to requests for infiematoncurrence on plans, and other
feedback from individuals at remote sites expre$sesiration at the lack of reaction to their
queries. We witnessed a number of occasions whepl@ continually requested replies to
their calls for information, feedback on proposeticns, and input on decisions. Certainly,
information overload contributed to low responsesabut we also observed that there were
often unresolved issues that kept sites from redipgn This usually became apparent in
face-to-face and Access Grid meetings when indalgllmade comments or raised questions
about the topic at hand, which indicated that ek lof response was due to confusion,
disagreement, or reluctance to act upon sometlsiome people dealt with this problem by
stating that they would move forward by a particdate if no input was received. This was
not always a workable solution, however, partidylar cases where action was required by
personnel at other RP sites in order for a taskctvity to occur. Any action on site systems
such as software installation, for instance, depemwl direct participation from resource
providers. As we shall see later, the inabilityftarce” sites to comply in this way is a source
of ongoing tension.

The TeraGrid wiki was initiated in September 2086 &egan somewhat as an experiment to
test how it would work as a means for project pengb to share experiences, ideas, and
information. TeraGrid had used technologies prethe wiki such as a forum, so shared
project spaces were not new. Although we did ndecbquantitative data on its use by
TeraGrid personnel or people external to the ptpjee observed that the wiki quickly
became a rich resource for information about thea®dd. The wiki includes meeting
agendas, notes and reports from working groups RAds, presentation slides, and
procedures and policies. It is now a routine mdtieagendas, documents, slides, web links,
etc. to be posted to the site in advance of orngumeetings. The wiki also provides a
significant view into project activities. Transpacy is an important part of governance, and
the wiki helps provide this for both internal andeznal parties.

While the wiki is a shared and open space for métron, it only contains what is posted

there, and it is not a total solution for commutitna and coordination in such a complex
project. We observed and personnel commented orfatttethat important meetings and

decisions often go undocumented and that additiomatralized information sources would

be useful. For example, at the TeraGrid quarterbetings we attended notes were rarely
taken, action items recorded, or decisions docuetghtand the weekly Architecture team

meetings were documented irregularly. One of thmept participants outlined the reasons
why this type of documentation is important.

There’s a lot of policy missing that just doesnitist—other than there were
discussions that were had on these AG sessionsawe an Thursdays—never

! The exception is votes on TeraGrid policy documenhich are recorded in the final version of the
policy.
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documented. And so everybody walks away with tbain understanding and goes
and works based on that understanding. Well, it sishared understanding, and so
we run into various issues along the way whereetli®rdisagreement, and they all
point to the same conversation saying, "This istwias said,” and, of course, the
interpretations are different. We lack a lot ofisture in that sense. Now that is a fair
amount of overhead that nobody ever wants to dow8cuffer through anyway.

One result is that discussions are continually atgxe if they are not documented. As one
interviewee observed:

It's a fine line to walk between too much processhsthat it becomes burdensome,
but on the other hand you don’'t want to keep repgahe same debates over and
over again because you haven't recorded the outc@hé¢he decision from these

things...so that when something gets decided, iteaput behind and you can move
on and not have the debate again in 6 months.

Similarly, another person noted that when decisemesnot recorded it is difficult to discern
if an issue was dropped because people got tootbusprk on it, or if there was a strategic
decision made to not do something.

Besides the recording of decisions and meetingsnstame TeraGrid personnel expressed a
desire for additional centralized sources of infation. The TeraGrid central database was
held up as an example of a useful repository féormation on users and allocations. For
example, helpdesk personnel query it to learn bt individuals who contact them with
problems (e.g., where users have accounts andcfsdjeey are associated with). But by
itself, the central database is inadequate. Fomplegy someone noted that there are "pieces
that are commonly handled at the centers that ¢dmedandled by the central database”
such as refunds. Another interviewee spoke to aad®o need for shared sources of
information.

There are things like a common good that you wdhidk the government would

provide, for example, things like databases ofra¢mformation. ... We've needed a
central database for machine downtime informatamneaivhile, and there's not really
a resource for that kind of thing.

This person explained that a real-time databade imibrmation on system downtime would
be useful to several internal groups as well assty's, who could use it to compare resources
and decide where to submit their jobs. The inteveie noted, however, that one hindrance to
this goal is the difficulty of getting a personeatch RP to commit to update the information
for their site; this is a challenge that growslesnumber of sites increases. Another potential
impediment to central data sources is that thegakwmformation that sites may prefer not to
share or make known. There are data that indidagenbay be a consideration for some
TeraGrid personnel. For example, the Inca testdsmmand monitoring project allows
TeraGrid to run tests, benchmarks, or any scripg>@cutable on all machines, collect the
information centrally, and display it from one ltica. It is used to monitor CTSS and, at the
time of the evaluation study, it was being explofed measuring the performance of
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GridFTP and client software. Two interviewees ndfest members of their staff perceived
Inca as an imposition rather than a tool to hegrilget their work done or a means to meet
the goals of their site as well as those of TerdGri

That has created some tension because | thinlofoe of the sites—maybe all of the
sites—perceive that as sort of a compliance thmgl | viewed it that way for a long
time, too. Where it was the GIG trying to say tei@, "You're doing well. You're
doing poorly.” ... We want to get to a point whereér@enonitoring the critical things
that we need to monitor, and we're able to gesites to respond to it without feeling
like they're being undercut.

Many of the issues we discuss in our analysis ah®ed as a virtual organization are

intertwined with each other. For example, if trisstacking, people are apt to be suspicious
of systems that monitor performance rather thavidr them as aids to help them achieve
their goals. This is even more likely to be theecaden the systems require extra effort to
implement or maintain or when procedures diffenfriocal practices. Further, circumstances
do not remain static. For example, coordinationlehges have varied at different points in

the project. Contrasting initial versus later seagkthe project, one person noted:

When you're trying to build something it's prettiear what you're trying to
accomplish, especially when it's hardware and so#wYou can say, "We're going
to specify a system, procure a system, instadnt get it operating." There are some
clear milestones that can be achieved. You camlglsee the results of those efforts.
You can do it across organizations. "[Name of RB{ their hardware installed.
Check, check." During an operational phase theréd of work where pretty much
no milestone is achieved. ... Sometimes there'sle@r goals because what you're
doing is cutting edge and research-oriented.

Finally, most interviewees, even those who weretpesabout the current state of affairs in
TeraGrid, were concerned about the ability to spadeesses as the number of sites increase.

There are a lot of good people out there that apalsle and willing to contribute and
interested in contributing. It's efficiently managi and coordinating the work of all
of these people that is extremely difficult.

Recording decisions, having clear processes inepland holding people accountable are
challenges that many TeraGrid personnel feel areeotly not dealt with as well as they
could and need to be handled. Capturing and shatieg"right” amount and type of
information is challenging as is scaling mechanismshe organization grows and changes.
This mirrors findings by Cummings and Kiesler (2p@ho observed that the number of
institutions had more of a negative impact on &ibisted project's ability to meet its desired
outcomes than the number of disciplines involvedrtiter, they found that as more
institutions became involved collaborations wes lekely to employ coordination activities
that might help them mediate such challenges (Cumgsn& Kiesler, 2007). Organizational
growth poses problems for management and goverrsanasures, too.
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Management and Governance

Communication and coordination mechanisms playnmaportant role in management and
governance. For example, as stated above, tramgpyarend the involvement of key
stakeholders are two necessary conditions for @fiegovernance. Although it is not a
complete solution, the TeraGrid wiki appears topsupthese goals in effective ways. In this
section, though, we turn attention more directly tmanagement and governarte.
Specifically, we analyze the views of TeraGrid pargel regarding project management and
governance. Again, we see a set of tensions at,vpoikarily between attempts to balance
autonomy and interdependence, local and projecg-wtemands, and the present and future
needs of users.

The Institute on Governance defined governanceaaset of ideas about how direction is
provided to human activity® Management consists of executive decision-makindg a
implementation within the framework established dyvernance. The main feature that
distinguishes governance from management is tleatottmer is concerned with how they

(or strategic) decisions are made avitb makes those decisions. Management in TeraGrid
relies heavily on a matrix approach. In many cagadividuals who are responsible for
particular areas or tasks are not the direct sigmroef those who are working on those areas.
Further, their "employees” may not be located airtimstitution and may, in fact, be spread
across several sites.

In the GIG, we fund—partially—an awful lot of peepbut it's sort of like the worst
form of matrix management. We don't necessarilyehaantact with their managers.
We don't even necessarily have that much day-toedayact with the individuals.
We do some tasking, and we do follow-up, and wetdrikeep people engaged. For
people who are funded off the GIG and who are lepdbme of the working groups
and are driving some of the major efforts forwalat's a little bit easier. But it isn't
always clear that the people who are GIG-fundednktieey are GIG funded; know
what they are trying to accomplish with the GIGding, even if they've been told,
and in the vast majority of cases, there's no cbnbetween the GIG and the
managers of the people, who are funded. So, thespl@ live in the space of
conflicting priorities. And how that plays out dewls on the site cultures and
everything else.

This quote emphasizes points made by other inteegs. First, most people have a fraction
of their time funded by TeraGrid. Studies of otk€s have shown that level of effort on the
collaborative project plays a role in determinirmpvhengaged people are or if they even are
aware that they are part of the project (Lee, atyri& Mark, 2006; Olson et al., 2008).
TeraGrid recognized and made an effort to avoid groblem. For example, most of the
Area Directors and GIG personnel are full-time ba project. Second, even if individuals
are aware that they receive a portion of theirrgadapport from TeraGrid, they can be torn
between local and project-wide demands. As oneopessaid, "People have different

7 Earlier in this report (see section 4.2), we désct TeraGrid's governance structure as it exiatatie
end of our investigation. We do not repeat thisinfation here.
18 For further information, see the web site of thstitute on Governance: http://www.iog.ca/
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priorities. They have different tasks. They haviedent opinions. And that's part of what
makes any distributed project as a whole diffi€u. third point that the quote above
illustrates is that when an individual is respolesitor coordinating the work of people at
multiple RPs, he or she must figure out how to leegfage each site. One person described
this task as “... finding the path of least resista Each institution has a sub-award with a PI.
Some PIs are more engaged than others. It's judgrstanding how different institutions
work." Different people used different tactics. Amgothe approaches employed were visits
to the other sites, formal and informal face-toefameetings at conferences, and the use of
project management tools.

There was widespread agreement among interviewsssan authoritative, hierarchical
approach to governance and management would biectieé for several reasons. Most of
these have already been discussed in other patisotport. These reasons include:

» funding arrangements, which make it logically imgbke for the GIG to mandate or
enforce policies;

» differences in technical environments across tkesswhich can render it hard to
implement standards and configure systems idehjcal

* the needs and demands of an RP’s user communitieieh can conflict with
TeraGrid activities, particularly if those acti@s impact system stability; and

» diversity in institutional culture, mission, andrhan and technical resources.

Interviewees emphasized that maintaining a degregitonomy increased in importance as
the organization grew.

I'm sure you're familiar with how this whole thirgjarted with DTF and three
identical machines and all the concepts were Iwgtnh there. And when you start
expanding to different architectures, different glep wider ranges of hardware and
software things have to change from a very rigidcttire to finding somewhere in
between the very rigid and the completely auton@mstoucture that works; this is
difficult.

The above quote also shows that in spite of comseas the need for each site to maintain
some autonomy, it is a constant struggle to firel dppropriate balance between that and
interdependence. Further, most personnel agreestima¢ areas demand decisions that have
"more teeth," as one person described it at a nggdiut it is difficult for the group to reach
consensus on the matters that require standaxhzati

You want to proactively catch problems before tsers notice them. | really think

that's where we need to get to. The trick is tarigout how to do that, but at the
same time, respect the autonomy of the RPs. Therdghings we're trying to do

together, but they are independent sites with iaddpnt goals and their own user
communities and their own things that they arenggyto protect and foster and
nurture and everything else.
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The processes by which decisions get made, direiiset, and the project is managed are
important in a distributed collaboration, but leestigp was mentioned as being critical, too.
This was a common sentiment, but beyond that, vigeees spoke to this topic in various
ways. In general, they were more reticent on thisiton other subject$.Some TeraGrid
personnel were bothered by the fact that the dithe GIG was selected by NSF, even
though most of the people who mentioned this weteopenly critical of the individuals who
comprised this body. In fact, some members of tl& Were highly regarded by others in the
project. In other cases, interviewees acknowledatithe GIG, particularly Charlie Catlett,
who was GIG director during the course of our siudged many obstacles. These arose
from the management and governance challenges seissied above as well as from
demands and restrictions that were perceived asngofmom NSF and from a lack of
engagement and support for the project from leagerat some of the RP sites. A few
interviewees, however, spoke more directly to f#sei¢ of leadership.

Although | talked about the challenges are readlppde, what | see happening with
this project is that it tends to want to move arddme more about solving technical
issues because you're dealing with technical pedyglen you have an environment
like that, and you don't have the right kind ofdegship, technical people are going to
do what they're very good at; they're going to €ltise door, and they're going to
pound away on code. It's a natural thing to happeatyou have to counter that with
very strong leadership and vision that keeps peqpléing back to the overall
mission. You continue to work on technical challesigbut that is not the reason
TeraGrid is being built. There's a bigger reasantlics. And that's what 1I'd like to
see. I'd like to see a little more visionary leadtep.

It is important to note that interviewees talkedattthe importance of leadership beyond the
GIG director. A project as large and complex projes TeraGrid requires leadership on
multiple fronts and from more than one person. &pgaof TeraGrid working groups, one
person said, "Give the group some direction. Otisswl think you tend to find that you've
got energy and you've got expertise, and they veadd something." Leaders emerged in the
course of the project and achieved the respectecfopnel at remote sites by stepping
forward and accomplishing tasks that needed todoe énd carrying out the work in a way
that was respectful of the needs and situation®tbérs. Some people in positions of
leaderships were identified as being effectivengirtrole while others were not.

It was clear from both our interviews and obsenvati that many people involved in
TeraGrid want it to succeed and believe the pragectid accomplish important work that
would benefit users. There was also frustratiomuadothe issues that made success slower,
more difficult, or stressful to achievdeading, governing, and managing multiple and
diverse organizations were part of this challenge.

9 We did not ask TeraGrid personnel direct questairsut management, governance, or leadership. These
were areas that interviewees identified, partidylar response to our questions about project ehgls
and successes.
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6.2.4 Collaboration and Competition

The last source of tension we analyze in the Teda@Gitual organization is the one between
collaboration and competition. There was widespradttiough not total, agreement among
interviewees in all categories that the continiehend for RPs, particularly NCSA, SDSC,
and PSC to collaborate as well as compete wasngital to TeraGrid and to its users.
While some individuals acknowledged that competitould spur innovation, most felt that
the current situation was out of balance.

| think the other big challenge is... What's the tefar it? Coopertition. NSF
exasperates this problem because they’re makingdhmetition cycles shorter, but
then they're expecting everyone to work togethantike this a success, but "By the
way you have to work together and show this to baaess, but then you are going
to be competing.” ... So, from my perspective tlsee constant tension between:
Well, do you do this and make TeraGrid succeed kmgwfor example, at the end
this is going to make University of Chicago/Argoninek better because they'll take
the glory as the GIG leaders, or do you do somgtktimat maybe isn’'t as good for
TeraGrid that makes better sense for [name of BiPfio you try to do the logical
thing which may be half way in between these twiags? And there are constant
tensions on that front. It's not that people damt to do the right thing, but the
guestion is, "Whose right thing are you going tottr do?"

Short funding cycles were seen as exacerbatingo&rtiion" as well as being an ineffective
means to support persistent, stable, and relialiastructure. In regard to this, one of the CI
experts stated, "You don't build infrastructuretlimee year chunks. They have to be ten
years." He added, "NSF needs to get out of the minmécompeting these things. These are
national facilities. They need to be managed asdlity and not a single investigator
proposal.”

As noted earlier, interviewees emphasized the cttigggcollaboration tension as a
particular problem for NCSA, PSC, and SDSC, bus #tould be an artifact based on the
timing of our study. The circle of competitors fd6F HPC solicitations is growing. A prime
example of this is NSF's Track 2 initiative, a fg@ar program to fund up to four leading-
edge computing systems that will be integrated iféoaGrid?® The first of the Track 2
awards was made in September 2006 when TACC ratev859 million dollar, 5-year
award from NSF for what is currently the most pdwecomputational resource on the
TeraGrid?* A second Track 2 award has since been made fomguter that will be housed
at the National Institute for Computational Scien&e a result of this award, NICS became
part of TeraGrid. These grants include support gersonnel and operating costs. One
interviewee predicted that they would change sohtkeodynamics in the partnership.

...once there is a Track 2 award made | suspettmhaever that is, is going to play
the 800-pound gorilla because they will, in fact, 60% or more of the total set of

20 "National Science Board Approves Funds for Petas€amputing Systems," NSF Press Release 07-95.
See http://nsf.gov/news/news_summ.jsp?cntn_id=1088&=NSF&from=news
% The system, named Ranger, was dedicated on Fgt#Ra2008.
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resources. Look, if it was me, I'd say, "This ig thhay we’re going to do it at [name
of RP] because this is what we’ve got and the sugpalo with what we can do, and
| suggest that others follow suit.

Similarly, another person noted that "the instdntthat wins the first Track 2 award is going
to have a big bat to swing." Behind these statesnemte tones of distrust and
competitiveness, but there is also recognition these systems are specialized and unique
and must be managed carefully. Although sites mrgtrhited when other RPs do not install
specific software, for example, most intervieweesognized that these decisions can be
complicated. In particular, individuals recognibattsystem reliability and stability are major
concerns for the sites and their users. As oneopesaid, "It's important for RPs to have
some autonomy and be able to say, 'This is whaksvimr my users.' Each RP knows their
users." Even so, it is difficult to discern a slthr®tion of what is acceptable in this regard
particularly because, as we noted earlier, thereftsn more than one way to achieve a
technical objective, and people have different mpis regarding the best approach.

6.3 TeraGrid's Vision and Mission

What is TeraGrid? What are its vision and goals?at\dre the priorities among the three
elements of its mission? To the majority of TeraGxersonnel we interviewedas well as to
many users-the answers to these questions were unclear. lalikence of clarity, project
participants did their best to answer these questior themselves. In this section, we
analyze the factors that contributed to this canfusind the circumstances that have made it
difficult to resolve. We have already discussed ynaiithem, which we reiterate briefly here.
However, we focus our attention on the opening tjes for two main reasons. First, in the
absence of shared vision, it was difficult for thdmth in and outside the project to evaluate
successes TeraGrid had already achieved as wéll dsfine what it would mean for the
project to succeed ultimately. Second, we examhme donflicting and sometimes new
demands that TeraGrid's multi-faceted mission glamethe technology and on the resource
providers. We find that TeraGrid personnel heldilsimviews about the problems caused by
the lack of a shared concept of success and theutliy of balancing the three-part mission.
Further, their visions for the project, as glearfienn their conceptions of success, often
overlapped. Unfortunately, these commonalities veeldom brought to the fore and openly
discussed or debated.

6.3.1 What is TeraGrid?

As early as the first and second quarterly meetimn@905, TeraGrid personnel who attended
the meetings recognized that most users had difficunderstanding what TeraGrid was and
how they might use it. TeraGrid was very new & goint, and it seems natural that it would
take time for the project to form an identity, pautarly in light of the fact that few users had
grid applications. However the question of whatak&ndis has persisted.

When we asked TeraGrid personnel about the prejeletllenges and successes, the answers
we received were often preceded by comments sydhgagss it depends on what the goals
of the project are,” or, It rests on "this ideavidion and what it is we're actually trying to
accomplish.” In the absence of a shared understgrafi these topics, individuals did their
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best to form their own answers and to direct thenergies in those directions. As a
consequence, we found the situation to be largetyn@ person predicted.

If you ask people, "What is TeraGrid? Or what dre gjoals of TeraGrid?" you're
going to get a lot of different answers. I'm notesthat | could even answer what the
goals of the TeraGrid are. There’s sort of the Vefty goal to make more computing
available for science or to make more science plesgirough computing, but that’s
right next to world hunger. That doesn’t reallyek get anywhere. | think in some
sense we're still sort of struggling: What is therdGrid?

Similarly, another person said, "If you asked fp@ople at different institutions: What does

TeraGrid mean to you? You'd get a lot of differanswers because we haven't formed it up
yet." People tried to define TeraGrid both by wthety perceived it was and what it was not.

For example, "TeraGrid is a unifying software eamment and a dedicated network that
enables certain things for users," but "traditiopaigle resource supercomputing is not
something TeraGrid enables."”

Another problematic question that interviewees fidied is: What is a TeraGrid user? This
was a matter of some controversy during summer .280€hat time, if a TeraGrid user was
defined as anyone using a resource available offe¢n&Grid then the number of TeraGrid
users was several thousandf the definition was limited to users employingidyand
middleware software, the number was very small. tMoterviewees who addressed this
topic did not believe that those who used the nessuin "traditional” ways should be
counted as TeraGrid uséfsFor one, it made it difficult to distinguish thertributions of
individual sites from those of the TeraGrid. Furth@terviewees perceived that for most
users TeraGrid is "just a new name for the resaufoey use to get their science done."

It sort of harkens to a discussion that happensidwaek...trying to provide metrics
for TeraGrid. They were showing all TeraGrid usé&s.of March, April of this year,
the number doubled. Why did the number double? i®xave decided to call all the
resources at NCSA and San Diego that weren't alréadaGrid resources, to call
them TeraGrid resources. So, their users weredcakbeaGrid users. The users don't
care; they didn't even know for the most part, pkéewas an inconvenience for
them to have to change all of their projects atatations, but other than that, it's no
different for them. But all of a sudden, we havécevas many TeraGrid users. So, |
was asking this question, "What do you mean by @G&gd user?” And there’s no
good definition of what that means. | say it's adiyia meaningless term because
there are very few users who care about TeraGrithéncontext of what TeraGrid
wants to be.

%2 Thijs appears to be the definition that TeraGriimately settled upon.
% There is not a strict definition of this type afey but generally it was described as batch usesifgle
resource at one or more sites.
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Interviewees noted that it has been difficult, astmioom the outset, to define the goals of the
project and that this continues to be something tine@stle with. The quote below is typical
of what many said.

What did the users need, what community were wmgryo serve, and did the
traditional supercomputing users really want togdid computing? How could we
make it attractive to them? How can we providelifiées that they would find useful?
| think we've continued to struggle with those tdrades.

The same questions held true for TeraGrid Scieratev&ys, which we discuss later in this
report (see Section 9). Science gateways servasdnd interfaces to TeraGrid resources.
They attempt to hide the complexity of using TeidGand are a significant part of
TeraGrid's strategy to reach new communities ofsuseterviewees noted that the number of
users was one of the few quantifiable measurescthaltl serve as an indicator of success.
Thus, there was competition for users between Tradeg®d the RP sites and, to some extent,
between TeraGrid and the science gatewayske other large-scale, multi-million dollar
projects, TeraGrid was continually under pressareshiow results, but most participants
believed that the "user count issue is a red rgpfrin

It's not so much that we've got 4,000 users or 4lioni users, or we've got
supercomputers with so many petaflops. Those &thiags you need, but it really
comes down to the researcher and those that useothputers and working with
them to make sure that they're really getting tbeeptial out of the resources that we
provide.

Not all personnel were confused about the meanfn§ecaGrid. A minority of those we
interviewed seemed clear about the project's gaadkfor the most part, did not question
them—at least in their conversations with us. Anothew feelt they understood what
TeraGridis, but they disagreed with what they perceived spritmary aims. For example, it
was common for TeraGrid personnel to talk aboutdhme activity or goal, but to have
different views regarding whether it was a wortmedo aim for and whether it had or was
likely to succeed. Examples of this include CTSfming accounts, and the global parallel
file system.

We found that the notion of what TeraGr&drepresented uncertainty around three specific
areas: TeraGrid'gision, which is related to what it means for it the pajto besuccessfyl
and priorities among the three facets of nisssion We identified multiple reasons for
ambiguity about these topics based on the data ollected® Early factors, which we
discussed previously, included the move from homeges to heterogeneous architecture,

24 At the time, most science gateways had few usensher, the users that did exist were not heaeysus
of TeraGrid resources available through the gateway

% We cannot assess if the vision, mission, and gifatse project that included ANL, Caltech, NCSAda
SDSC were clear to those participants, at that.tivve can only say that interviewees felt that intcast to
TeraGrid, the purpose of the DTF was more wellstgdi This is not to say that everyone agreed \uith t
goals of the DTF, as we discussed earlier in g®rt. In addition, the time-frame of the DTF mayvé
been too short for ambiguity to emerge.
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the relative absence of users for grid computinigck of consensus on the definition of grid
computing, and the solicitation-driven additionrobiltiple RP sites over a short period of
time. All of these factors increased the social daadhnical challenges of integrating

distributed resources using a suite of grid anddieidare software. In addition, we also
analyzed challenges that stem from TeraGrid astaaliorganization such as "coopertition,”
lack of trust, and pressure to produce resultskiyuiand continuously. All these aspects
made it difficult to have the discussions that milghve helped participants achieve clarity.
Other reasons mentioned by interviewees includelhcl of strong leadership, mixed

messages from NSF, high expectations to delivanany different tasks without a sense of
present and future priorities, and the difficulfyaochitecting competing requirements on top
of existing infrastructure.

6.3.2 Vision

There are numerous strategic planning sourcesatetntended to help an organization
identify whatit is, what itdoes and how it does it. Vision and mission statements are
important aspects of most strategic plans as amergk statementsoften called goals
outlining the ways in which the mission will be aotplished. The mission describes the
overall purpose of an organization, including whxists, its business, and its values. The
vision is broader than the mission; it tries tovegisthe question of what success will look
like when an organization is working optimally ialation to its environment and its key
stakeholders (Bryson, 1995). Thus, vision and sgege intertwined. It was difficult for
most TeraGrid personnel to articulate the projeas®n; it was easier for them to talk about
success, particularly their views about what it idomean for the project to succeed in the
long run. Although we will show later that theree egeveral types of users, which created
uncertainty about whose needs take precedenceGiidrpersonnel were unequivocal that
the project's focus should be on enabling resees¢bealo their work.

TeraGrid personnel used the words mission, visaod, goals somewhat interchangeably. We
are not concerned here with textbook definitiongt with the way in which TeraGrid
participants and those external to the project ggtwssues related to the project's vision,
definition of success, and mission. We analyze e@&these in turn, beginning with vision.

Until recently, it was difficult to find a visiontatement for TeraGritf John Bryson, an
expert on strategic planning stated that the aleseha written vision statement does not lead
to failure nor does the presence of one guaranteeess.

% \We searched the TeraGrid wiki, TeraGrid public \sib, the main text of annual reports covering
October 2004 through calendar year 2006, and €atlel. (2008) for a vision statement. In Augud®d?2,
Dane Skow, who was then the GIG Director, presetitedollowing vision during an overview of
TeraGrid that he gave at a user workshop condudqhrt of the TeraGrid planning process: "TeraGrid
will create integrated, persistent, and pioneeciognputational resources that will significantly irope

our nation’s ability and capacity to gain new ifg&ginto our most challenging research questiods an
societal problems. This vision requires an integtapproach to the scientific workflow including
obtaining access, application development and dixetldata analysis, collaboration and data
management."
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While it may not be necessary to have a vision wfcess in order to improve
organizational effectiveness, it is hard to imagiae truly high-performing
organization that does not have at least an ini@ied widely shared conception of
what success looks like and how it might be aclug€95, p. 156)

Bryson also stated that a vision statement is rdifieult to develop than a mission because
it "must usually be a treaty negotiated among ris@élitions” (p. 154). The majority of
TeraGrid personnel we interviewed felt that thejgrblacked a shared vision, and they
perceived this as a significant hindrance to plagndecision-making, and the ability to meet
user needs. It was clear from our interviews ansepkations that TeraGrid personnel are
dedicated to enabling science and to supportingsueethat quest. Thus, low interest from
users in the capabilities and functions that Teih@as developing caused many personnel
to question the relevance of the project's iniéimhs or what they perceived as its present
goals. This was compounded by the fact that mamaQied participants felt that users had
other, and more important, needs that were nogheiet.

At some level, you start with an elegant visionnirthe computer science point of
view. You ultimately fall into the, "If you build, they will come,” but they don't.
Because to you as the person who builds this,ishypur project, and it's cool and
you like it, and CTSS, Globus, whatever; it's catks elegant, it sounds great and
you map it out. That's your job. But to the physisj they're thinking, “What am |
going to publish? How am | going to keep my PhBsg and my post docs fed?"
The preoccupations are just so different, and tkeegybt with, "How can | use this
cool tool that the TeraGrid is providing me?"

Since a vision is future-oriented, there is a radtatress between the current state and the
desired future. Bryson described this as a usefdion, but he noted that goals "must be set
high enough to provide a challenge but not so lagho induce paralysis, hopelessness, or
too much stress” (p. 158). As the quote below tilatss, balancing the tension between

giving users what they want today and readying thamthe future is difficult.

We’re focusing on trying to put in all these grigpabilities that nobody cares about
instead of trying to make it useful for the way plkeowant to use things. Eventually,

it'll evolve to that, but people aren’t ready févat. And you need to push them, and
it's important to do that. But | think we’ve goneot far in that end of it and not

provided the functionality that they want today stes trying to push them toward

tomorrow’s functionality that they’re not ready fpet anyway.

Overwhelmingly, TeraGrid personnel want to seewisgon driven by user needs. As one
interviewee put it, "I don’t want some crazy Utojm&erfering with the ability of the user to
continue doing their science now as they see At.the same time, he and others believed
that users need encouragement to try new thingshetdgart of their job was to help users
see the possible advantages of new capabilities.

If you let users set the agenda, you're going tb @m doing business as usual and
maybe not making progress in terms of advancingehbnology. However, if you
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are just a slave in advancing the technology, ymoie the users. This is where |
think the leadership of the project has to say winratbalance is between those things.

It was difficult for TeraGrid personnel to recorctheir desire to serve users when so few
users were ready or able to use what TeraGrid wastcted to provide. The disparity
between what TeraGrid personnel perceived userseading and where TeraGrid efforts
were directed left many project participants frattd and in search of a reconcilable vision.
Some individuals thought that TeraGrid should bera@totype for cyberinfrastructure both
technically and organizationally.

What | would like to see happen is TeraGrid may hetso much a technical
challenge as it is a way of moving the whole nafmmard in research by combining
the resources.

Others agreed, but they expressed uncertainty atdoether that was the intended vision for
the project.

| don’t know if TeraGrid is really a technical clalge or it's more a challenge as to
how faculty and universities work together to pttair resources for the better.

Individuals outside TeraGrid expressed similar gddar example, one of the ClI experts we
interviewed described the major challenge of cymstructure as getting distributed
elements—people, resources, and data—to work tegedls a whole. He noted that
socioeconomic, behavioral, and technological chgks would have to be overcome for this
to happen, and he viewed this as the most impaatspect of TeraGrid. He also said:

I’m not too concerned about whether broad elemehtke scientific community are
using the TeraGrid directly because | personallyele the way the TeraGrid will
impact the life of the average scientist 10 yessmfnow is through the technologies
that were developed and disseminated and distdbwidely. ... TeraGrid is doing
many pioneering things that will find applicationsyond the TeraGrid and beyond
science.

Interestingly, the Cl expert’'s prediction has beere aspect of TeraGrid’'s success to date
according to TeraGrid personnel and to some udarone sense, this should not be
surprising. In spite of a lack of consensus regaydne definition of grid computing and the
technical and organizational challenges resultimgnf the heterogeneity of RP resources,
policies, and culture it is clear that tying togatistributed resources and making it possible
for users to do things across sites have been tamayoals since the start of the project. And
it has remained an aim in the midst of unplannemvgr in the number of RP sites. To
accomplish this at the scale and complexity of Geic required the development of new
technologies. Sites also had to be willing to adiagal policies to meet project-wide needs.
Unfortunately, without a shared notion of this asimportant outcome, TeraGrid personnel
and users do not know how to assess the value aff nds been achieved in this regard.
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6.3.3 Success

What success has TeraGrid achieved to date andwithatefine its success in the future?
The TeraGrid personnel we interviewed identifieceéhcategories of success from the early
stages of the project through the time of our stddhese areas included collaboration across
sites, development of new technologies and mecimsnis enable distributed computing, and
broadening the base of TeraGrid users. Ultimateesscfor TeraGrid was defined in terms of
the science that TeraGrid made possible. Some eodibappointment and frustration that
TeraGrid personnel expressed about the projectaappe be due to disparity between what
individuals perceived as success so far versumatii success tied more directly to user
needs and research advancement. Below, we anadyreagea of success as described by
TeraGrid personnel. In addition, we contrast thema of project participants with those of
others', particularly users, as this comparisorvigdes additional insight into the tension
between TeraGrid efforts and activities at the tiofieour study and the needs of users as
perceived by both TeraGrid personnel and usersdbkes.

Collaboration across Sites

Earlier, we reported that many of the TeraGrid pengl we interviewed stated that cross-site
collaboration has been an unexpected and valuabteome of the project. At the
organizational level, individuals were surprisedattiresource providers were able to
cooperate in such a competitive environment. Thetea that the situation was far from
perfect, but the fact that collaboration was pdeséb all astonished many. At the individual
level, people enjoyed the opportunity to work watid to learn from personnel at other sites.

I think from a people and staff wise perspectivepared to the independent
supercomputing centers—we are closer tied. | kndwatwhe other centers have now.
I know what their capabilities are. | know the pleothere. So, if | have a scientist
with a need, | have a bigger picture of what cappea. So, | think one of the
successes is the fact that all of the centers nmperate a lot more than they did
before. In spite of our growing pains, we are gitting a lot of science done.

Others' views about the collaboration between TetaBPs were mixed. For example, the
Cl experts we interviewed expressed varied opini@re person felt that collaboration was
a major goal of the project and that it would ocetth time and another believed that signs
of increased cooperation among sites were alreadg® . On the other hand, two of the ClI

experts were critical of the ability of sites tooperate; one person referenced cultural
reasons and another believed that NSF's short mgndycles contributed to the tension

between collaboration and competition among RPmeSosers, including science gateway
developers were indirectly critical. In generalegh individuals had less insight into or

interest in the organizational dynamics betweensttess. Their concerns were related to the
way the various kinds of heterogeneity impactedr ttverk. For example, science gateway
developers mentioned the time required to workughosimilar issues with each site when a
central point of contact would be more efficient fllem (see also Lawrence & Zimmerman,
2007b). As one person remarked, "We only deal wath sites, and that's still a fair amount

of overhead."
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Technological Developments and Common Processes

The ability of sites to collaborate contributedtibe development of technologies, processes,
and procedures intended to make it easier for usemsork at different sites. TeraGrid
personnel noted several types of accomplishmenthign category. For one, individuals
expressed surprise that the system worked at\a#hgihe heterogeneity and complexity of
the technical environment. After describing somehefse challenges to us, one person said,
“The fact that we're now dealing with the complesdtthat we discussed is a success.”

Another and more frequently mentioned area of sgees centralized processes such as
those for accounting and allocations along with ¢batralized help desk for user support.
Single sign-on login was also noted in this catggor

Data transfer capabilities, particularly GridFTRdahe high-speed network that facilitates
data movement were also named by many TeraGricbipees as technical achievements.
Another data-related advancement that several Teta@erviewees identified is TeraGrid
GPFS-WAN (Global Parallel File System-Wide Area \Matk). This is a 700 terabyte
storage system mounted on several TeraGrid plaffoiithe system is physically located at
SDSC, but it is accessible from all platforms onialihit is mounted and appears to the user
as a local directory. When asked about the waysTiaGrid impacted their work two of the
things that users mentioned frequently were dathfi transfer capabilities and access to
data storage. This agreement between users anGfleég@ersonnel was unusual, though. In
general, when users described the benefits of TetaGey did not emphasize the
technological developments and common processds TiaGrid personnel mentioned.
There are several possible reasons for this. HistaGrid participants acknowledged that
these technologies and processes were not yet mgorptimally. The quote below is
representative of comments made in this regard.

I think some aspects of the common software enwiemt, a common environment

where allocations get done, a common environmemtre/hser accounts get created,
can all be counted as successes. | certainly thenkould do a better job at all those
things, but | do think that it does and has madeifierence for the users. The

network is a technical success story. Like evenglalse | can attach a caveat to it.

Other personnel who identified these types of sssxe® were careful to note, as the
interviewee quoted above did, that the solutionsevm®t perfect. A statement made in regard
to the development of parallel file systems refeattitudes about other technologies, too: “It
isn't a completely solved problem by any stretalt, wse made really good progress on it.”
Based on other findings from this study, the caveatld reflect several things.

» technological immaturity that will improve with filmer development

» the challenges of system heterogeneity

» site-specific unwillingness or legitimate reasamsléck of participation, or
* acombination of one or more of these reasons

For instance, as shown in results from the useveguruser interviews, and planning
workshops, users are frustrated by the difficulty abtaining account balances and
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information on the software available on individd@&raGrid resources. A second reason for
different perceptions between users and TeraGmsopeel regarding these successes is that
some require changes to user behavior. Users mretamst to alter the way they carry out
particular tasks unless they perceive a signifieaviantage or the technology makes it easy
to try to new approaches. The use of MyProxy taucedthe "headaches,"” as one person
described it, of managing private keys and cedtiés is an example of this. The option to
login into MyProxy through the user portal withohaving to go through other steps
increased the use of MyProxy.

| think integrating with the user portal has bedrgasuccess for MyProxy. MyProxy
has always sort of been there as a TeraGrid setwitehe user portal is the first case
where it's really coming into the mainstream foenrss they're getting this username
and password in a packet that they can use to ugerdy, and it's hopefully
starting to become a standard part of what thejaiag.

But some users, particularly those with smallepcdtions, are not interested in capabilities
that make it possible for them to compute at dffersites or to move data from one place to
another other than from an RP site to their lo@hputer. Many users are interested in
computing and storing data at one or sometimessites. For these individuals, common
processes or technological solutions that makeasiee to work at multiple sites actually
interfere with their activities. For example, soomers mentioned the confusion caused by
the fact that they received login information fdf mine RP sites when they obtained a
TeraGrid allocation even though they did not haseoants on all the resources. A few users
also expressed annoyance over email messages éhegived as irrelevant to their use of
TeraGrid such as downtime for resources on whidy ttid not have an account. Many
TeraGrid personnel were aware of these issuesthtangroject has taken steps to address
some of them. Other issues have proved more clgatigrfor the many reasons we have
already discussed in this report.

While there was wide-spread agreement among Tedggersonnel concerning technological
and common process achievements, there were asadumal TeraGrid personnel who saw
particular developments less favorably than otHeoss.example, GPFS-WAN is not mounted
on all TeraGrid platforms. As in other cases, reselheterogeneity played a role in this
difference between sites. A user support persahssaiply that GPFS and other mounted file
systems sometimes caused problems for users antidaites. Another person was more
critical, however, and stated that GPFS-WAN wadabis, implying that the system that she
knew others perceived as a success was not ahstmade out to be. Someone else who
viewed GPFS-WAN as a success believed that this was not supported by everyone in
TeraGrid because of a "not invented here" mentality

The “not invented here” mindset provides insighoianother aspect of the technologies and
processes developed by TeraGrid. This is thatrtipgeimentation of common processes and
technological solutions were often not the restilextensive multi-site collaboration. For
instance, interviewees noted that:
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* TACC led development of the user portal;

* account management was based primarily on effgrisbsonnel at NCSA,

* GPFS-WAN was pushed forward by SDSC; and

» the centralized allocation process was built ontbaé existed prior to TeraGrid.

On one hand, division of labor and building on &g solutions or efforts can be efficient
and effective ways to accomplish tasks, especially five-year project like TeraGrid where
quick progress is expected and built-from-scratidht®ons, in most cases, would take longer
to achieve. At a basic level, the choice is to Enpent existing processes or solutions under
development at one site across diverse instituteorts architectures, which, as many of the
findings in this report show is difficult, or to mduct design and development activities from
scratch. The first option makes it hard to estAbh®mogeneity across the sites because
variations in environments are not taken fully irdocount at the start; this leads to
heterogeneity, which complicates the ability ofras® work at more than one site. Open-
ended responses from the user survey showed tteabbeneity is a barrier to TeraGrid use.
However, given the unplanned growth and dynamianeabf TeraGrid it is unlikely that all
resource and policy differences could ever be aueol for completely. Retrofitting
activities seem to be an inherent aspect of cybastructure. On the other hand, it is
possible that starting from scratch would give ipgrants more of a sense of shared
accomplishment. We saw evidence that some Workiraus, which include at least one
participant from each site, achieved camaraderikarprocess of meeting their charter.

Broadening the User Base

The science gateways program was the third mogtémly mentioned success by TeraGrid
personnel. Interviewees viewed gateways as an te#estrategy to open up TeraGrid
resources to new communities of users by redutiadparriers to use.

An engineer that's worried about nanotechnologysdboeeally want to worry about
which language is being used; what file system ifipechow you parallelize, and
what have you. They want answers; they're engind@erme, that's one of the biggest
goals of the TeraGrid.

As with other areas, TeraGrid participants ackndgal that there were many challenges to
overcome in order for gateways to achieve theil patential. For one, gateways were
described as being in their infancy in the sensd there is not yet a clear or shared
understanding of the gateway concept. Gateway®wilyrprovide a variety of capabilities
such as access to a community specific set of @gimins, workflows, visualization, resource
discovery, and job execution services (Wilkins-Dje2006). Second, gateway developers
and TeraGrid often share different concerns. Tath@eeds to track usage, maintain
security, and show scientific impact. The lattersvea particular challenge since TeraGrid
personnel believe they must demonstrate that udbedf resources leads to "big science
successes.” They noted, "It's hard to show a bignee success story with a bunch of little
users, especially a gateway." We found that gatsveag not unconcerned with issues of
usage, security, and impact. However, since mastirardevelopment, their focus is on
different goals such as understanding user neetigraming their user base.
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In spite of the challenges, several TeraGrid parsbwe interviewed echoed the sentiments
of a colleague who said:

I still think that science gateways should be whataGrid leads with—that and a
handful of these Karniadakis sorts of things whéney're really using grid
technologies for full scale application runs anithdl like that’ Those are the sorts
of successes that we should be driving towardsifBu¢ want to have broad impact,
the science gateways are going to be the way thato

The same individual quoted above also noted the¢ gateways are in full production they

will provide a positive story about the usage afl gervices since almost all of them use a
grid service type of approach, including certifesiased authentication of grid services and
Globus GRAM for job submission. He also cautiongabugh, that TeraGrid needed to be

careful not to take more credit than they desefgethe concept of science gateways.

The gateways are mostly ongoing projects at varmases. We're just providing
some back-end resources. Let's be honest aboutwd¥at doing there. And there's
still a good story to tell behind that—if we dootersell the story. If we can show
small growth early on and good adoption over tilmgt is a much better story than
some giant step function. It worries me that wghabbing too much, and it's not ours
to grab.

This precautionary message seemed well justifiddos& who are developing science
gateways do a lot of the work required to make tteewiable concept. The gateways are
responsible for interacting with and assessingnéeds of their particular user communities
and for developing some of the technologies, atonie cooperation with TeraGrid (see also
Zimmerman & Finholt, 2007). Some of the gatewayedepers we interviewed did feel that

TeraGrid "grabs too much."”

Ultimate Success

While the successes described by TeraGrid pers@raesignificant, they do not yet match
their views of what it will mean for TeraGrid touty succeed. Ultimate success was
described by interviewees as enabling researcicthdtl not have been done elsewhere and
being able to demonstrate the value of that rekedrc addition, TeraGrid participants
believed that these outcomes would be the resularofenvironment that appropriately
balances user needs in the present with gentlergieef users toward new ways of doing
things. The sense of disappointment regarding prgaccesses to date appeared to be the
result of an inadequate link between these outc@ndghe vision that most of the TeraGrid
personnel we interviewed had for the project. H®ilisation was made more difficult by the
fact that few users demanded what TeraGrid wasedda provide.

%" The work of George Karniadakis, Professor of AgplMathematics at Brown University, and his group
is a grid computing success story for TeraGrichat the Karniadkis group is able to launch jobs laank
them run at multiple sites concurrently. Informatabout the group's research is available at
http://www.cfm.brown.edu/crunch/index2.shtml.
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6.3.4 Mission

Unlike the situation regarding vision, the propofal the terascale extension articulated a
mission that has been consistently and widely dtsitece the project was funded. TeraGrid's
mission is to support science through three integranitiatives (Catlett et al., 2008).

» Deep: Enable Terascale/Petascale Science: TeraGrid will enable scientists to pursue
scientific discovery through an integrated set efacale resources and services

* Wide: Empower Communities; TeraGrid will make Terascale resources and sesvic
broadly available through partnerships with comrtyudriven service providers

* Open: Provide an Extensible Foundation for Cyberinfrastructure: TeraGrid will
provide, and use where provided by others, a sefoohdational services and
resources to support nation-wide cyberinfrastrgtwsing open standards, policy,
and processes.

Personnel were able to articulate the missionatsdtabove, which demonstrates that it had
been clearly communicated. Further, interviewees midt appear to disagree with the

mission. Instead, the concern was over how to itiderthe three facets of the mission,

particularly, the first two, since resources amitied. One person succinctly summed up the
view of many personnel when he said, "The Tera@istbn of deep, wide, and open boils

down to, 'Let's make everybody happy.™ The masyas that we have already discussed in
this report intensified the dilemma caused by c¢otfilg demands stemming from TeraGrid's

three-pronged mission.

We’ve only got so many resources. We have to demmdkprioritize. Let’s pick three
communities and do a good job working with them Batdhe rest of the people, the
masses, just benefit from the results of what wéhdoe. We can’t help everybody at
the same time.

We analyze user needs in detail in a later pathisfreport. For now, suffice it to say that
trying to meet the requirements of diverse typesseirs and enable multiple modes of usage
often places conflicting demands on existing tetdgies and policies. The challenge is not
so much that TeraGrid personnel do not understarat wsers need and want; the difficulty
is in knowing who to pay attention to, when, howd &o what degree (see also section 8.1.1).

We've got the traditional users, and if you lookhat way the allocations break down,
a good third of the total allocated usage boil dewnthree or four users. You don't
want to do anything to mess those guys up. Thosetta bread and butter guys.
Regardless of output, regardless of... We might warbok at it regardless of the
vision for gateways or anything els¢here are a small handful of scientific users
who drive and populate the TeraGrid. And we cak aflout deep, wide, and open all
we want to. The reality is deep is the only onet tieally matters at this stage.
Everything else is still something that we wantto Deep is where it's been for 20
years, and it's where it still is today.

As the quote above shows, large users are impdddhe resource providers, and they exert
a strong influence. We discerned two related reagonthis. First, a metric of success for
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HPC sites is utilization of resources. Since supmguuters are costly and unique resources, it
is important to demonstrate that they are in uselese to 100% of the time as possible.
Thus, policies are designed to guarantee maximizatf use. This makes it hard to meet
needs for on-demand computing, which is often meguifor weather prediction and
emergency response, and to serve new classes rsf siggh as some experimentalists who
desire quick results in order to test hypothesed marake decisions on experimental
conditions.

We have two kinds of modes. One is people compigiabout wait time, and the
other is idle processors. Trying to find that swemit. The way everybody wants to
run a computer is on-demand. "l need 128 processws Let's go." The problem is

everybody can't be the most important and havengpaee access. ... The only way
to really give people the best quality of serviseto really under-allocate the
machine. And we do have control over that. So,atid be like, "The machine's idle
most of the time, but, boy, the wait times are gfe@e can't afford to do that

because we have $10 million in this machine, andvamet to get the most utilization

out of it as possible.

In addition, it is important to show that use takegantage of the architecture of a particular
resource and that codes run efficiently. Utiliziligge amounts of time on a specialized
resource in an efficient manner is not easy. Mb#h® projects with large allocations that we
studied employ multiple people and direct significime and effort toward computing.
Even though the findings from the user workshopmiderman & Finholt, 2006), the
TeraGrid User Surveyand interviews with users show that users withdaallocations have
needs for education, training, and support duehto ttrnover of graduate students and
postdocs, it is the case that supporting the needssmall number of large projects is more
feasible than serving thousands of “little” users.

There's lots of users doing little stuff, and thiteere are these "grand challenge”
people who have a lot of clout and are very visidled we've always kind of paid
special attention to them. And we've always hadvéigh and balance how much
effort do you give single users and their projeetsus these thousands of users out
here. And you can't do it all.

Even though education and training need exist @jepts with large allocations, the fact that
these projects usually include a team of peoplensi¢hat there is support and training
available within the group. The number of usersdiree education and support could
explode as usage of science gateways increases.ifeyateways provide these services for
their users, TeraGrid personnel will have to, atimum, troubleshoot problems that involve
the use of their resources and provide some oédlueation and training for new and often
less experienced communities of users.

Although interviewees described the project's nsagtificant obstacles as being social and

organizational in nature, the technical complesiti®f tying together distributed,
heterogeneous systems to serve the needs of raul8pls are significant.
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We're adding grid interfaces to systems that aeady well defined; we already have
processes in place, and so building the glue fat th terms of both policies and
mechanisms has been a challenge throughout thecproj

As we noted previously, many personnel were notvibmed that there was sufficient
demand for grid computing to justify the effort ainde spent on this task. The growth in the
number of RPs and the diversity in site hardward policies added to the technical
difficulty of achieving this goal.

A good example is that initially many things weresmgjned—I'll use the account
management process as an example—assuming thefeuarsites, and that's all
there would ever be. And there were certain assomgpassociated with that, which
all went away a year later once ETF was born. Smreh of things were changed to
add that functionality in there, and then it chahgayain. The program keeps
changing, and the way things were designed—inytialhder assumptions that no
longer held—were broken. And they were done fajickly at that point just to try
to get them done to the point where we could deploy be successful and provide
the resources. And it's never been possible too$gw back and fix it right.

Science gateways further increased the technicahplExity. Besides the technical
challenges they created, existing policies and ggees, as described in the quote below,
were also a poor fit for the needs of science gaysw

They weren't even on the radar when we made tmsiti@n into production. So,
that's a new development effort, but it necessitgt®ng back and re-architecting lots
of things that we made during the construction phasit we now need to go back
and deal with.

We have analyzed tensions in priorities between dfvthe three elements of TeraGrid's

mission, but we have not discusseddpenaspect of the mission. This is due to the fact that
it was rarely mentioned in interviews or was itopit at meetings we observed. For this

reason, given the limited time of our study, we sgha@o focus on issues and topics that
interviewees identified as most important.

6.4 Research versus Production Infrastructure

The last tension we analyze is the one betweemnlélsee for infrastructural reliability and
stability that makes it easier to accomplish wauarticularly on the part of users, and the
research and development that are often necessargate a distributed cyberinfrastructure.
TeraGrid personnel expressed three opinions ong$ig: 1) TeraGrid is foremost a research
and development project; 2) TeraGrid should behblstand reliable cyberinfrastructure; and
3) TeraGrid is both research and development abdrayfrastructure. As an interviewee told
one of us:

If I were in your role, | would really try to focum what do | think the barriers are to
users using TeraGrid and the tension between ca@anpguatence research, deploying
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computer infrastructure, and then actually gettihg science done, and what
TeraGrid's balance of these three things is sugptis@e. ... In my mind, different
people have different views of those three things.

No one we interviewed advocated for research ae®pense of users' abilities to conduct
research. As the quote above states clearly, there different views, however, about how
far the balance could swing between R & D and ttewipion of a production environment.
These views are captured below in the words oébfiit interviewees.

TeraGrid is not a research project. It's infrastuue. Infrastructure is supposed to
work, and in many ways it doesn’t work.

This is not a development project; this is a redearoject. And that means there's
risk. It means it can fail. In a sense of, you knetsictly deliverables.

Given the ideal environment, | think a good balaoicthe two is workable.

Studies of other cyberinfrastructure projects halge noted the tension between research and
development and the provision of a robust andbldianfrastructure (Lawrence, 2006; Ribes
& Bowker, 2008; Ribes & Finholt, 2007).

6.5 Summary: The TeraGrid Collaboration

It is clear from our interviews with TeraGrid pens@l and from our observations that many
in TeraGrid

» are aware of the tensions that exist;

» share frustration over the lack of clarity regagdihe project's vision and priorities;

* have substantial knowledge of and dedication two tisers; and

* Dbelieve that TeraGrid could (and has), enable nawlskof science, technological
advances, and be a model for distributed delivadysaupport of cyberinfrastructure.

Given this, why does the knowledge that existh@project often not get shared, discussed,
or acted upon? In his book on strategic plannir@nJBryson (2005) stated that it is
important to obtain an answer to this question. imtified three factors that impeded the
sharing of knowledge within the TeraGrid virtuaganization. We have touched upon these
in other parts of this section, but we bring thesgether here in answer to the question
above.

One set of explanatory factors stems from challertgat the growing body of literature
shows is common to many virtual organizations. k¥se, trust can be among the most
difficult to achieve, and a lack of trust can matkkarder to arrive at a shared vision and to
balance autonomy and interdependence and collatoeatd competition.

Trust is a big issue. ... And nobody wants to &kut it because everyone wants to

appear congenial, and everybody needs to appeéarthay're team players. ... The
NSF does a disservice to its goals by using thepetition stick as the only tool that
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they use to try to shake out who should get whatawhappens is the Pls go into
battling for dollars. They're battling for surviyahey're battling to keep staff, and it
really has a big impact on how well partnerships loa built and trust can be built.

One of the project participants noted that oftesttis "based on the experiences of actually
working with people.” TeraGrid personnel mentiotieat one of the project's main successes
was the spirit of collaboration that it engendeaetbng colleagues at other sites. This was a
pleasant surprise to many of the individuals thlated this success, and it may bode well for
TeraGrid's future. As new sites become part ofpttegect, though, trust must be continually
developed.

A second category of explanations arises from pressto present a united front, at least to
the outside world, and to show results quickly aodstantly. One affect of these pressures is
a disinclination to take risks.

| definitely see that from a management perspedhe¢ sometimes you can take a
risk and you might get a lot of bang for your bublf there's disincentive to do that
and it's just a little bit easier and more comfbféato just try to stick to the standard
party line and move forwardmaybe incrementallythat way. Where, if you took a

flyer on a couple of other things, you could takee bigger leaps forward. ... | think
they have been successful but, again, | think,géoenward that it would be nice to

figure out where we can take some risks as a gaadmot have finger pointing.

The need to demonstrate results exacerbated ttsotebetween those who perceived
TeraGrid as primarily a research and developmeojeptr and those who viewed its main
purpose to provide stable and reliable cyberinfumstire. Further, it is a strain on
participants to present a united front in the fafeongoing competition and diverse
organizational cultures, missions, philosophies, @pabilities.

These challenges are not unique to TeraGrid; at¢ability and public scrutiny are inherent

to large-scale, multi-million dollar projects (e.gollins, 2003). In addition, the funding that
RP sites receive for TeraGrid activities is onlyeoreason for their participation in this

endeavor. TeraGrid is a significant part of NSK/betinfrastructure program and one that
organizations either want to be involved in or catrafford to be left out of. In regard to the

former, a person at a site that was not one obtiggnal NSF-funded centers described his
organization's reason for wanting to participat@enaGrid:

It starts tying us into NSF in a big way and cyb&astructure, which is, of course, a
big emphasis right now. And it also aligned us vatlot of places around the country
that are also doing a lot of "good things" in cybastrucure. So, | saw it as a way
of us really moving quickly toward our goal, andhés really helped us do that.

The diversity of the organizations that comprise TreraGrid is a source of innovation, but it

also raises questions about the roles and respldresbof sites and what it means to be a
member of TeraGrid
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Third, there is a notion that the leadership, trenagement structure, or both have been
unable to overcome the many sources of tension.r@$dt is that people are cautious and
often hesitant to speak out.

So, you are constantly playing that game: competidgy, but tomorrow you're on a

conference call on the TeraGrid stuff, and you htaveollaborate. | think that the

management can deal with it better. The staff dorow what they can say because
they don't know what the negotiations are and what thinking is because it's

changed anyway. They just don't know how theypssed to interact, so they tend
to clam up because they want to try to protect #edwes and their own site. ... But
that means that the conversations that really nedtappen in the TeraGrid don't
happen, and the people aren't as open as theyméedand for good reason.

The findings from our study of TeraGrid show howfidult it is to juggle the tensions and
competing demands inherent in a virtual organirateven when there is widespread
agreement about what is ultimately the most imporggal-in this case, enabling the work
of scientists and engineers. In the midst of th8rulties, and the stresses they create for
the participants, positive outcomes can be achieSeche of the most significant successes
may be ones that were unexpected. The ability ttalwarate across sites, to learn from
people at other institutions to improve and enhdacal procedures, and to work together to
achieve a challenging technical goal within an emmment of competition and lack of trust
should be viewed as important successes that rmapégond this particular project.

7. Grid Computing

In this section we analyze reasons for the slowpadio of grid computing by current
TeraGrid users. Results from this part of the stpdyide a useful bridge between our
analysis of the TeraGrid collaboration and the nsattion, which synthesizes data we
collected on user needs. We describe technicapeaadical reasons for the limited interest in
grid computing. We find that the concept of gridmmuting is evolving to encompass a
broader range of distributed computing tasks. T&ia positive development that can be
attributed partially to technologies developed leyalGrid and science gateways.

7.1 Defining Grid Computing

What is grid computing? Although interviewees toklthat there was not a consensus on the
definition, there was more agreement than it apE&\We found that the debate was not so
much over the definition of grid computing as itsaabout whether it was worth the human
resources and funds that were being expended ievach, particularly since only a small
number of users were interested or able to comjputkis way. One of the CI experts we
interviewed described what we found to be the comemnception of grid computing at the
time TeraGrid was initiated.

% There is a significant amount of literature ordgromputing (e.g., Berman, Fox, & Hey, 2003; Fo&ter
Kessleman, 2004). We do not discuss definitiongriof computing found in these resources. We are
concerned here only with the views of those inamad as part of this study.
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The idea was that you would have load balanciray\ary high level among national
supercomputing centers and to enable researcheus jobs across multiple systems
at the same time.

The ability to run at more than one site concuiyenwas referred to by most interviewees as
co-schedulingFurther, the prevailing definition of the time segted that the number of jobs
to be run was large and required a significant arhaf computing power; controlled
execution was employed to send jobs to many placesier to achieve load balancing.

Interviewees, particularly TeraGrid personnel aothe gateway developers, advocated for
meta-schedulingather thanco-scheduling Meta-schedulingwas defined as the ability to
submit a job and have it run on the first availaf@source that is appropriate. The fact that
people distinguished between meta- and co-schegigifiurther evidence that there was a
common understanding of grid computing. Again,dkebate was primarily over whether co-
scheduling should be the focus. The quote belovg bgraGrid participant, is representative
of what others said.

There’s been a lot of effort trying to do what tlrea}l meta-scheduling, but what they
really mean is co-scheduling. You're running aBayr 4 sites concurrently. That's a
wonderful goal for the 5 people who care abouiitlot more people care about
submitting a job and getting their job back, anglytdon’t care where it runs. This is
really meta-scheduling, where | can submit a jod srmight run here, or it might
run, there, or it might run there. It runs wherean run first. A lot more people care
about that. It's a lot less sexy, but it gets scgedone, which is what researchers care
about.

A number of TeraGrid personnel voiced frustratimerothe fact that the project had not yet
made it possible to do meta-scheduling. They Felt it was technically achievable and that
there had been adequate time for this goal to dehe=l.

7.2 Barriers to Grid Computing

Interviewees in all categories noted that grid cotimg as defined above (i.e., co-scheduling)
is hard to achieve for a number of technical aratfical reasons. These are in addition to
ones we have already mentioned such as the hetmibgef the resources and the fact that
the many traditional users of national centersrateinterested in grid computing; they are
interested in exploiting the unique aspect of patér resources and have optimized their
codes to run efficiently on specific platforms. &&| we list other important factors that

affect the adoption of grid computing. We do natbalrate on the technical barriers since
they can be quite complex, and they are well utdedsby computer scientists, users, NSF,
and other HPC experts.

 Communication needs of codes

Codes that require a lot of communication betwé&enprocessors are poor candidates for
grid computing because latency between sites caredg affect their performance. Even
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if a particular code can be rewritten to run onghd, it may not be worthwhile—not all
jobs are appropriate for the grid.

» Costs of getting into grid computing

Some scientists and research groups have beenngaoki one code for many years. It
takes a long time to develop and modify codes sy ttun well on one or more
architectures. Redesigning legacy codes requiletscd effort and knowledge that can be
difficult to obtain. For example, if a particulaode has been written by graduate
students, the Pl may lack the deep knowledge otdlde required to adapt it to the grid.
In addition, unless users perceive a significanaathge to grid computing, they will not
change their practice. One reason for this is thaearchers want to control as many
factors in the compute environment as possiblethey can, for instance, assess the
source of unexpected results: Is it an error incbee, or the job processing, or is it an
interesting new finding? Other scientists rely bind-party software, in which case they
may not be able to modify the code because ofi@uteial property considerations.

» Middleware

Middleware was described as being unstable, pumitand hard to use. In addition,
middleware is not transparent. Users must undetstdhthe details because many
different problems can occur and identifying thenpat which trouble arose can be
difficult. This also makes it hard for RP sites gopport grid computing. As noted
previously, since most science gateways use asgrdces type of approach they may
help to reduce many of these barriers.

 Logistics

It requires considerable manual effort to computacarrently at different sites. For
example, a user who wants to compute at PurdueCSB&d TACC must interact with
three different job schedulers. Since there isamoautomated way to do this, the process
is labor intensive and involves personal commuimoaiand hands on actions. An
experienced user of grid computing, who was alsatsfied TeraGrid user, said, "l don't
care how it works. You can call other people, enladdm, but | want to contact one
person and get information about why my code israphing, why my reservation is not
going well, or how to solve some particular problehat is related—not to one
supercomputing center—but to several supercomputiagters.” Science gateway
developers expressed sentiments similar to this Qme stated, "Grid computing is
primarily a problem in scientific administration.The logistical difficulties and
heterogeneous procedures across sites also h&pptain why some users, including
gateway developers, did not perceive TeraGrid@shasive collaboration.

» Security
Obtaining passwords and grid certificates, renewdedificates, and managing all this
information can be a barrier to grid computing.

According to interviewees, most users who run iote or more of these barriers will

abandon future attempts at grid computing. Eveeaehers who are proponents of grid
computing acknowledged many of these batrriers.
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We're saying there are codes and middleware analsinficture that exist that could
enhance people's productivity, but there are aflatsers that don't even recognize
that today. And it's just because of the scalénimigs and the complexities that have
appeared in the past—some of them usability isslibere are people who've
effectively burned their hands with some of thelyeaniddleware. If you're a
scientist, you have objectives to meet, and yowtegoing to waste too much time. If
you wasted a lot of time before, how are we gomgeérsuade you to go back again
this time and try it?

Still, TeraGrid has enabled some high-profile griinputing successes, and interviewees in
all categories recognized that grid computing igjppropriate usage mode in some areas and
for some users.

7.3 The Evolution of Grid Computing

Based on interviews conducted during the courstniefstudy, we find that the concept of
grid computing as defined in the opening of thistise has broadened considerably over
time. This is viewed by most as a positive develepinThe main changes we observed were
increased emphases workflow, distributed file systems, and data movementagrand
visualization. There were also subtle changes ngdage. Instead of the phrase "grid
computing,” people spoke more of the "grid" to meanentity that enables multiple and
distributed tasks. It is difficult to identify thexact causes and timing of this conceptual shift.
It is likely a combination of several factors, inding

 technological advancement;

» the ways—often unanticipated—that users have eraplolye capabilities developed by
TeraGrid;

* the influence of science gateways in helping topad@ad shape the infrastructure to
accommodate the needs of their particular user aamtres;

* the ever growing amounts of data to move, managkaaalyze; and

* the difficulty of maintaining a homogeneous setesfources.

One of the CI experts we interviewed describeddhelution of grid computing and his
belief that the vision of TeraGrid could remairaicttin the face of changing technology.

Now, 6 or 7 years later technologies have changednaeds have changed, and the
overarching picture that is used now is no londge® backplane. The original
backplane vision was very hard to sell becausé@ipeed of light and other issues
with latency. Given the important emphasis of datgberinfrastructure, the
overarching vision is a storage area network gtel dystem. It's a distributed file
system, distributed on a grand scale.

Several users stated that the main benefit of lgawinltiple RP sites connected together has

been the ability to quickly move huge datasets maldtom one computer to another. Another
Cl expert explained that he perceived the origivigion for TeraGrid as being about

53



distributed computing cycles, whereas, he saidwNahink it's really more about storage
and visualization and dynamic networks that you ¢larow around to support those
requirements.” The importance of workflow was memtéid most often by gateway
developers and TeraGrid personnel. The quote bislénom a TeraGrid participant.

The thing we’ve been trying to lobby for is notreach the run anywhere that there’s
time, but sort of embracing the heterogeneity. €hpeople are talking about
workflow. | think in ultimate when this is succesisfit's when somebody can sit
down and construct a workflow that includes whértdata is going to be, where it
needs to get, what job needs to run, what datasneedome out and get back to
maybe someplace else. ... | think that's when succestd come.

A gateway developer felt that the ability to autéenavorkflows would attract more
researchers to the TeraGrid. He noted that physiaisd chemists, with their long history of
HPC use, are willing and able to surmount usageidvar Researchers in other areas,
however, will not be attracted to HPC until theyqave how it will benefit their work. A
workflow that automates many otherwise manual steypsmake HPC easier to use and help
new user communities find value in HPC. The gatesnagrk with researchers to develop the
workflows and to hide the complexity of the mangpst required to execute the workflow.

7.4 Summary: Grid Computing

The original notion of grid computing as runningrabre than one site concurrently has
evolved into the idea of employirige gridto enable a variety of distributed tasks and modes
of usage. This is viewed as a positive developm@atscheduling is perceived as only one
way to use the grid. It is valuable to those whio ke advantage of it, but the effort put into
co-scheduling should be weighed against option$ sag meta-scheduling, which many
believe would benefit a large number of users.

8. TeraGrid User Needs

Since TeraGrid is a national facility serving the broad spectrum of science and
technology, how you allow that system to meet such diverse needs is going to be
an overarching challenge. And no one pretends to have the answer. It's actually
an evolving field in itself. —CI expert

Historically, the use of HPC resources has beeprved for specialized scientific and
engineering applications that must handle verydatgtabases or do a great amount of
computation. HPC users will increase in number dnersity as more research fields
become data and computation intensive. Ecolodistsinstance, have not been traditional
users of HPC resources, but as their field mowssitt big science with teams of researchers
from multiple disciplines and sophisticated instants that collect large amounts of data,
they will need different tools and technologiesianage, store, and analyze the data they
will collect (Borgman, Wallis, & Enyedy, 2007). Siar changes are occurring in other
domains, including the humanities and social sa@sr{eley & Trefethen, 2008; Lawrence &
Zimmerman, 2007b). In fact, the compute, data,\aswhlization resources available through
TeraGrid and other HPC providers have already begupay a role in many disciplines as
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evidenced in part by the development of scienceevgas (Wilkins-Diehr, 2006;
Zimmerman & Finholt, 2007).

One of the goals of the TeraGrid evaluation studis wo assess TeraGrid's progress in
meeting user needs. To reiterate, the questionslitbee this part of the investigation were:

* What factors affect users' computing needs andnegents?

» How are the needs of users expected to changelweext five years?

* What factors affect users' behavior as it relavethéir use or non-use of computing
resources and services?

Users included individuals whaurrently useTeraGrid andarget usersresearchers who do
not yet use TeraGrid, but who are likely to do sdhe future. Since it is difficult to study
users who, in large part, do not yet exist, werinésved developers of science gateways to
better understand the needs of potential futuresu3dne timing of the study enabled us to
get a snapshot of the first generation of HPC useme recent users, and emerging user
communities.

We employed methods from the field of user-centelesign (UCD) to analyze user needs.
User-centered design emphasizes the importancedefrstanding the work practices of users
and maintaining ongoing interaction with them ast jmd an iterative process of analysis,
design, development, and system implementationridar& Draper, 1986; Olson, Finholt &
Teasley, 2000). Given the scope of TeraGrid andsés base and the time limitations of the
study, a full UCD process was beyond the resouofethis investigation. Therefore, we
focused on an analysis of user needtlse first step in UCD. The result of this analyisi&n
understanding of the factors that influence usezeds, affect their decisions about how or
whether to use TeraGrid, and help to explain vianst in their needs. We also identified
issues that are likely to affect user needs in fiiteare. As we have noted elsewhere,
differences in the requirements of users can beuace of tension that makes it hard to set
priorities. While these issues are difficult tolyutesolve, a clearer understanding of user
needs should aid NSF, TeraGrid, and other stakel®wkd develop strategies to serve users
who address many types of research problems arel Vaying levels of HPC experience,
knowledge, and skill.

Interestingly, it also became clear to us as oustigation progressed that a substantial body
of information exists about user needs. While ihisrimarily the case for fields that, to some
degree, already employ HPC resources, there is algoowing amount of information
available on the needs of communities that have tradtitionally employed HPC. This
information appears in numerous reports, many athipresent findings from workshops
sponsored by various NSF divisions and programs. Warkshops were structured to define
user requirements for cyberinfrastructure, inclgdiPC, in terms of research drivers that
determine needs for hardware; network infrastr@gtalata; human resource capacity and
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development; and algorithms, models, and softwHne.examples below illustrate the range
of areas covered by the workshdps.

» Cyberinfrastructure for Environmental Research &utlication 2002

« Cyberinfrastructure for the Atmospheric Sciencetha2f' Century 2004

* Final Report: NSF SCE-CISE Workshop on Cyberinftecstire and the Social
Sciences2005

» Identifying Major Scientific Challenges in the Mathatical and Physical Sciences
and their Cyberinfrastructure Need2004

* Materials Research Cyberscience Enabled by Cybestriicture 2004

e Our Cultural Commonwealth: The Report of the AmaricCouncil of Learned
Societies Commission on Cyberinfrastructure for tHemanities and Social
Sciences2006°

* Summary Report: NSF EPSCoR Cyberinfrastructure ghax 2006

Elsewhere in this section, we refer to the repdescribed above asyberinfrastructure
reports.Another excellent and comprehensive source ofin&ion that we drew from is the
volume edited by Graham, Snir, and Patterson (20@&jch presents findings from a
National Research Council committee's assessméntSofsupercomputing capabilities.

Recently, there has been a focus on examining pipertunities for research progress that
could be enabled by petascale computational cafyadid determining the steps to prepare
for the use of these resources when they beconiiliea(e.g., Snavely, Jacobs, & Bader,
2006; Yeung et al., 2007).

The plethora of existing information raised new sjiens for our study as it related to user
needs.

» Is it the case that existing information is not Mkelown or adequately organized and,
therefore, not used? Or, is use of the knowledygdd by other factors?

* Would more effective use of this information prawidetter guidance for TeraGrid
hardware procurement, software development, uggrast) and education, training,
and outreach programs?

» Does the available information address all theofacthat influence user needs and
behavior? If not, what is missing?

In this section, we address the questions aboveyaiath those we formulated at the start of
the investigation. We begin by drawing from andanging on results presented in section 6
of the report — The TeraGrid Collaboration. We fitndit unresolved tensions over how to
balance the needs of different types of users,ldok of a clear vision, and the broad
definition of a TeraGrid user leads to several rdifgas that hinder the use of available
information regarding user needs. Second, we prekerresults of the user needs analysis

29 A more complete list of reports appears as AppeBdin NSF's 2007 publicatioiGyberinfrastructure
Vision for 2£' Century Discovery
% The Commission was supported by The Andrew W. dtefoundation.
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we conducted. Our results confirm and support tHom@ prior activities. In addition, our
investigation identified other important aspectuusér needs. We conclude the section with
an analysis of areas that will shape user neetiieifuture.

8.1 Dilemmas

In spite of the pressure for TeraGrid to serve rgeaand more diverse user base, it is
difficult for TeraGrid to meet these demands. Tierdture on the historical, social, and
technical aspects of infrastructure has identiBederal reasons for this that are relevant to
TeraGrid (e.g., Edwards et al.,, 2007; Star, 1999ese include mismatches between
potential new users and the TeraGrid infrastructilre inability of TeraGrid to interact with
many individual users, and the conservative infigeof the “installed base” of users,
technologies, and institutions, which pushes agathange (Monteiro, 1998, p. 229). The
tension between growth and expansion on one hashé@sting technical and non-technical
elements on the other, create three dilemmas f@Qrel.

8.1.1 Dilemma #1: Resources must be used, but support is limited

A large percentage of TeraGrid allocations are de@rto a small fraction of principal
investigators. For example, according to TeraGnarterly statistics for January-March
2007, the top twenty PIs as measured by usage i@muswalmost two-thirds of the
normalized units (NUs) utilized by all 879 PlIs walflocations during this time period. A
similar situation applies to domains. Figure 2 shotliat projects in six broad areas
accounted for more than 98% of TeraGrid usage asuned by multiple factors. In addition,
the Pls associated with the top twenty projectsiggge during this quarter were from the
seven broad disciplinary categories listed in #g@r(e.g., atmospheric sciences, chemistry),
plus a user in ocean sciences. Given these stafisi strategy focused on the needs of
individuals associated with projects and discipfnareas with the greatest TeraGrid usage is
compelling. Of course, TeraGrid’s stated missiorisader than this; NSF has encouraged
TeraGrid to increase participation in terms of glikces, usage modes, and gender and race;
and new communities of users with different typéseeds are putting pressure on RP
policies and technologies. In spite of these dematik statistics above help to explain the
dilemma TeraGrid faces in trying to broaden andeaase its user base.

First, on the TeraGrid side, utilization of res@mgds a measure of RP success. Second, on
the user side, it requires people, time, and ebgeetb utilize millions of service units.
Therefore, it is not surprising that those who cansume significant numbers of cycles are
considered the “bread and better guys” (see se@&i8r)*! Further, as a TeraGrid user
consultant described, these users support mamefawn need®

The big users typically are very sophisticated do't have that many questions, and
when they do, it's not related to their code @&lated to our quality of environment or

31 To say “guys” is not totally accurate: the top tiyeusers in the first quarter of 2007 included one
woman. Some of the users associated with the teptiwprojects are probably female as well. TeraGrid
does not keep statistics on the gender of usettber information, including results from the usarvey
indicate that the majority of TeraGrid users ardema

%2 There are exceptions to this, which we discuss iatthis section.
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something like that. Because a lot of them, like MILC group and the NAMD
group, have computer scientists who are workindp whiem to make their code run
faster. So, they spend a lot of time finely tunihgir code to run on various different
machines, and they're very knowledgeable. ... Moghefproblems they have are
more operational problems where it's something tha problem on the system,
something is not working right, or something is cobfigured right?

Results from th&eraGrid User Surveghowed that there is a relationship between freguen
of TeraGrid use, which is related to allocationesiand user satisfaction. Individuals
affiliated with groups with large allocations haneeds for, and in many cases would like,
more access to education and training and suppatrthere is generally an option to obtain
help within the project.

Third, more users place strains on TeraGrid permsomolicies, and procedures, particularly

if many of these additional users have less egpee in using HPC resources, and therefore
require a higher level of support. Technical comripyealso increases when a wider range of
hardware and software are needed to meet user demBinese issues were summarized by
the PI of a science gateway project, who was etitd TeraGrid’s efforts to meet the needs

of a broader base of users.

The new communities that would benefit from highmfpenance computing find a
real impedance mismatch between the way the machiefielded, the way the staff
are there to help them understand how you wouldhisen your science project, and
also the way the machines are actually architectad—amount of memory, the
portability of codes to that particular architeetur

TeraGrid personnel recognized these challenges dseton 6.3.4), but they are hard to
resolve. Because so many resources at RP sitesoasedered TeraGrid resources and
because there is a TeraGrid process by which snaglocated on these resources, the needs
of large users are a significant concern for Teld@ven if these users were not considered
TeraGrid users by definition, meeting their needsih still be paramount for the reasons we
have identified.

% The MILC (MIMD Lattice Computation) Collaboratids one of the largest users of open-science
computing in the world. By April 2008, they hadesdy consumed 19 million computing hours at TACC
alone (Dubrow, 2008). NAMD is a parallel molecutignamics code designed for high-performance
simulation of large biomolecular systems. It wagadeped by the group of physicist Klaus Schultethat
Beckman Institute for Advanced Science and Techgwl8chulten’s group is also one of the largestaise
of TeraGrid resources. For the first quarter of 2a@ls Robert Sugar of the MILC Collaboration arldus
Schulten were the second and third largest usespectively, of TeraGrid as measured by usage.
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TeraGrid, Jan-Mar 2007, by Discipline
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Figure 2: TeraGrid Usage by Discipline
(figure created by David Hart, SDSC)

8.1.2 Dilemma #2: Utilization versus Impact

In spite of the fact that almost all usage of Terd@ accounted for by a small number of
Pls, the remaining time supports numerous scisnitisa variety of areas. Figure 2 shows
that the 20 disciplines that comprise less thanud#ge in terms of number of Pls, active
users, and charging users are equal to roughly 80&te total in each of these areas even
though they make up less than 10% of the allocsted and NUs utilized during this
quarter. Although they are small in terms of researconsumed, taken together, these
researchers' contributions to knowledge produdiot scientific advancement may equal, or
even surpass the output of all projects with suttistlly larger allocations. The scientific
benefit derived from use of TeraGrid is an extrgndifficult outcome to assess, however.
The report from the TeraGrid Impact RAT (2006) segjgd ways to evaluate the merit of
projects that utilize TeraGrid resources, but inains an intractable problethlt is even
harder to evaluate the relative impact of differgiues of science. For example, how does
one compare the results of research that contshiotbasic theory with applied research that
may have more immediate economic benefit? Or, lagemany small jobs that could be
enabled by meta-computing equal in research otgpjobs run concurrently at more than on
RP site? Because such questions are nearly impogsilanswer, TeraGrid personnel and

% TeraGrid LRAC and MRAC allocation committees arstiucted not to judge the scientific merit of the
work described in an allocation proposal as thtkésrole of the peer review process under whieh th
research was funded. The task of allocation coremstis to evaluate the quality of the past andqueg
mapping of scientific progress to the TeraGrid teses. Yet, TeraGrid and users are expected tagaov
evidence of the scientific results produced throtighuse of TeraGrid resources.

59



some users stated that science success is oftatedqwith size such that the larger the
simulation, for example, the more likely it is te bouted as a successful scientific use of
resources. This situation creates tensions betwsers.

We do science-based engineering to address impatayineering problems using
computational methods. It's different than doing rgputheoretical science.
Engineering problems are a lot more complicated.

The user above was referring to the difference éetwapplied problems and basic research.
He perceived a bias in queue policies toward rekeas doing what he described as “one
huge computation,” whereas he needed to run “témisomsands of little ones.” A quote in
the next section, which was taken from an interweth a theoretical high-energy physicist,
is indicative of another perspective—that the us@eyaGrid should be limited to jobs that
match a machine's capabilities.

8.1.3 Dilemma #3: Determining Appropriate Use

The ability to efficiently and effectively expldihe unique capabilities of HPC resources has
traditionally determined what qualifies as “appiafg use” of these resources. Should this
also be the metric for TeraGrid? It is difficult éamswer this question without a clear vision

and a robust definition of TeraGrid and a Tera@sdr.

As noted earlier, 879 PlIs had TeraGrid accountsnduthe first quarter of 2007. These
researchers use the resources in different ways. thdoretical high-energy physicist we
mentioned above stated:

When | got onto one of the TeraGrid machines, | agisast at the number of people
running single processor jobs. They could have stations at their own university
doing the same thing. So, why was this done? ktthe centers are under pressure to
show the resource is being used, so they keep ilogvéhe bar, until finally the
people using the resource are not using it for wthaas built for.

This LRAC user expressed a sentiment that we hé&ard other large users and from
TeraGrid personnel; similar comments were also niadesponse to open-ended questions
on the user survey (see Appendix D, part 2 ofrép®rt). The issue is more complex than the
statement above implies, however. While no oneeddar “inappropriate” use of resources,
interviewees recognized that it is not a simpleterab determine what is appropriate. For
one, as the physicist stated, it is important ghatulti-million dollar program is perceived as
serving more than a small percentage of the relseammunity. Second, many users run
more than one type of job, and these jobs can tidfezent computational requirements. It is
not simply that large users run “big” jobs and drmakrs run “small” ones. For example, the
engineer quoted above, who had an LRAC award, solendreds or thousands of
simulations, varying one parameter or another $oetn which are most sensitive, so he can
then make comparisons with experimental data. Trar¢omment we heard consistently
from the users we interviewed is the value of hgvaomputational resources that are
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available (i.e.,open to researchers or educators at U.S. academiomprafit institutions
whether or not they receive funding from N8FThis was noted even by users who were
dissatisfied with TeraGrid. Results from theraGrid User Surveghowed that only half of
the respondents have HPC resources available iatinlsgtutions and 14% have access to
state or regional resources. Interviews indicad¢ ¢#ven when these options exist, the quality
in terms of resource stability and reliability anger support are variable with some local
centers being very strong and others less so. Bepatal or project resources are preferred
by many users, but some funding agencies do ngtostipuch purchases, and so users must
rely on NSF-funded resources. As one user noted:

When we get funded by the NIH to do a lot of thzrky they actually assume we can
do the calculations we do without giving us money it. So, having these NSF
centers is very important because they allow wbtthese calculations.

Departmental and project resources also incur esqeefor maintenance and support, space,
and power and cooling costs. Energy demands, ticpkar, are becoming a serious issue for
institutions (Hacker & Wheeler, 2007). In additiarsers noted that access to NSF-funded
resources by foreign nationals is a major bengfiesit is common in research environments
to have students, postdocs, and faculty who are Lh& citizens. Interviewees who
mentioned this generally believed that DOE faeititifor example, are not open to foreign
nationals®® Some interviewees who had allocations at a DQffecalso noted that stringent
security regulations can be a barrier to use. Hothase reasons, it is difficult for NSF-
supported RP sites to strictly limit resource wspdrticular types of jobs.

8.1.4 Addressing the Dilemmas

Until these dilemmas are resolved, existing infararaon user needs, including those based
on data collected in this study and presented @ ribxt section, will not be utilized
effectively. This statement is not intended to dplag the complexity of meeting the needs
of diverse users at a time when the demand for i$RfCowing, or to ignore the urgency for
improved methods to organize the substantial inétion that exists and to find ways to
employ it strategically. In addition, the effectiuse of user needs data will rely on ongoing
assessment of user needs and on interactions betwe#iple parities, including NSF,
TeraGrid, users, and other stakeholders.

% Details regarding eligibility to use TeraGrid rastes are available at
http://www.teragrid.org/userinfo/access/allocatiphg. DAC allocations are available to K-12 teasHer
classroom use, and international researchers eameraGrid resources if a U.S. researcher is ttanRhe
allocation award.

% DOE Leadership Computing Facilities are managespas national resources. While they are available
to all researchers, including foreign nationals, fibcus of their use is on “computationally interesihigh-
impact scientific applications” (U.S. Departmentofergy, Office of Science, 2007, n.p.) In addition
DOE’s INCITE (Innovative and Novel Computationalgact on Theory and Experiment) program
reserves ten percent of the DOE Office of Scienghk-bBnd computing resources to allocate to thedroa
scientific community, including private industryijtivno requirement of DOE funding.
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8.2 User Needs Analysis

The goal of the user needs analysis was to gaimtagrated picture of users and their
cultural, organizational, and research contextaiqgaard et al., 2006). Specifically, we
collected data from individuals representative wfent and target TeraGrid user populations
in order to understand the needs of different typleasers and factors that influence user
behavior. The results from the user survey offeyeaeralizable view of current TeraGrid
users while the interview data provide in-depthoinfation and help explain some of the
survey findings. Science gateway developers acewssrs of TeraGrid, but since their needs
are different from those of individual users wecdss them in a later section. Interviews with
science gateway developers did, however, provideitlsinformation about the likely needs
of future TeraGrid users as did interviews with nBevaGrid users.

We approached research questions related to theésnefe TeraGrid users from several
perspectives. First, we asked questions intendeddover areas where users currently spend
time that does not come under the heading of "deaignce." These are activities and tasks
that are candidates for automation or other impream. Second, we queried users about
future scientific problems they would like to adsBeor specific questions they want to
answer and the challenges to doing so whether bthey were related to computational
resources or services. This helped us to idengBds that are within the traditional realm of
HPC providers to meet; ones that TeraGrid doescaoently play a role in fulfilling, but
might consider doing so, alone or in collaboratwith others; and needs that should be
addressed by others such as users' local institutibhird, by drawing on a wide variety of
data sources we gained insight into present annlduteeds as well as those that are likely to
persist across time. We also learned about needarging levels of granularity, and we
identified factors that affect user behavior.

The needs analysis is based on data collected usutigple methods. We found that each
source of data provided unique insights. Furthiee, combination of data from multiple
sources helped to elucidate needs in particulaasardsers were, of course, an important
source of information about their needs. TeraGadspnnel were also very knowledgeable,
especially user consultants and support staff. & nedividuals were able to discern larger
categories of user needs from the individual isshey dealt with on a daily basis. In
addition, since they often had many years of expee, they were able to provide a
perspective on user needs over time. Interviewh wjtberinfrastructure experts and non-
users of TeraGrid resources were informative, toally, reports from domain-specific
workshops organized by funding agencies and relseammunities helped to support and
confirm much of what we learned through interviews.

Our results show that in order to gain a comprelkengnderstanding of user needs it is
necessary to consider multiple factors. The tecuosystenhas been used to describe the
multiple and inter-related aspects of the worldhigh-performance computing.

Supercomputing is not only about technologies, it&gtand economics; it is also
about the people, organizations, and institutitvias are key to the further progress of
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these technologies and about the complex web thatects people, organizations,
products, and technologies (Graham, Snir, & Paiter8005, p. 157).

We identified four categories that are importantthe user component of the broader
TeraGrid ecosystem. First, we introduce the conoémtommunity of practicewhich we
employ to help explain factors that affect the se@thd behavior of current and target
TeraGrid users. Second, we discuss overarchingrdiites between current and target
TeraGrid users. This simplified distinction is madeorder to illustrate the marked division
between users who belong to a community of prattiaehas a culture of high-performance
computing with those who do not. Third, we analyationships between the nature of the
research problems to be solved and TeraGrid's igahinfrastructure, which is an important
aspect of user needs. We end with an examinatiopoténtial communities of practice
relevant to current TeraGrid users.

8.2.1 Communities of Practice and User Needs and Behavior

Every one of those single users out there is very likely to be part of a larger community,
depending on how you want to break it down. Do you just look at different scientific
disciplines, or do you look at different types of scientific calculations, or..? Somehow, you
can group these individual users. —TeraGrid participant

As the above quote illustrates, there are muliydgs to classify users. There are three main
advantages to grouping users based on their naedghe value and importance of doing so
increases as the user population grows and diiessiThe benefits include

* improving strategies for delivering TeraGrid sugpand consultation services to
users;

* informing decisions related to hardware, software] policy; and

» providing mechanisms for users to interact withheather in support of their needs.

Our results show that the conceptcoinmunity of practic€CoP) is a useful framework to
understand and even anticipate the needs of u€#assifying users according to the
communities of practice to which they belong pregdn avenue for TeraGrid to interact
with particular groups to design, develop, and enpnt strategies for technical
infrastructure, user support, and education, oakreand training that best meet their needs.
Below we briefly discuss the community of practmencept. Following this, we discuss
TeraGrid-relevant CoPs based on findings from gex needs analysis.

Community of Practice

A community of practice is defined as a group agde who share an interest in a domain of
knowledge and who develop a set of approachesattmtv them to deal with that domain
successfully (Lave, 1988; Wenger, 1998). In thisegahe termrdomainrefers to a shared
competence that distinguishes members from otheplpeA domain could be a group of
biologists working on a similar problem or a netwof educators exploring online learning.
A CoP shares technology, language, culture, andnammmways of addressing recurring
problems. Participation in the community providggpartunities for learning that aids an
individual to become a member of the group. The @ahework helps to account for
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variations in the needs of current TeraGrid userd @rovides a way to assess the needs of
groups that are not yet using TeraGrid. Individubaédong to multiple communities of
practice; they may be full participants in some padpheral members of another.

We identified several communities of practice basedour analysis of user needs. We
present these findings in two parts. First, we uscgeneral distinctions between current
TeraGrid users and target users based on the Wnlfieory of Acceptance and Use of
Technology that we employed in th&€eraGrid User Survey.Second, we analyze
communities of practice relative to current TeraGiusers.

8.2.2 Users and the Unified Theory of Acceptance and Use of Technology

The Unified Theory of Acceptance and Use of Techgpl(UTAUT) is described in detail in
Part 2 of this report. To summarize, according TAUT, four constructs play a significant
role as direct determinants of user acceptancausage of information technology. The two
most important constructs are performance expegtand effort expectancy. We describe
each construct below and briefly discuss its releeato current and target TeraGrid users.
The analysis of current users is based primarilyesults from theleraGrid User Survey
and the main source information on target usemté&views with gateway developers (see
Zimmerman & Finholt, 2007).

Users and Performance Expectancy

Performance expectandyg the degree to which an individual believes tising TeraGrid
will help him or her to attain gains in job perfante, and it is an important factor in
whether or not a “culture of HPC” exists for pamer groups of individuals. An alternate
name for the concept of performance expectanaysesulnessResults from thderaGrid
User Surveyshow that individuals who currently utilize Teraresources do so because
they are critical tools for their research. Forrapée, 91% of respondents either strongly
agreed or agreed that supercomputing is necessanysiver research questions of interest to
them, and this was reinforced in interviews andksbops. This necessity is reflected in a
statement made by a TeraGrid staff member.

I've always felt that with supercomputing, you afihbave to have desperate people.
Because nobody in their right mind would use thigou have the luxury. You have
to be really in a bad way to use shared resources.

At the other end of the spectrum are researchecshalie not yet begun to conceive a need
for TeraGrid. Prior research has shown that theomdgterminant of technology use and
adoption is performance expectancy. Before newsusan make judgments about the
expected performance of a system, they must uragerstow it can help them to accomplish
work.

Users and Effort Expectancy

Effort expectancys the degree of ease associated with use ofyiters. While current users
have a bias in favor of the usefulness of TeraGhdy are favorable to a somewhat lesser
degree in terms of its ease of use. Slightly fetman half of the respondents indicated that
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TeraGrid is easy to use, and this category cordaankarger percentage of neutral responses
than other items on the survey. Interviews with al&id personnel and current users
confirmed findings regarding ease of use. Thus,ldlck of ease of using supercomputers,
particularly shared resources such as TeraGrid issale for both current and potential users.
The difference is that some people will toleratahility barriers if the technology is
important to them. For example, the director oBmpus computing center said, in reference
to users with large allocations:

They will jump through hoops of fire to get theyctes. You can make the lives of
those guys almost impossible, and they are goimgtoheir resources.

On the other hand, if the system is not perceigedesng useful, users will not be drawn to it
no matter how easy it is to use.

Users and Facilitating Conditions and Social Influe nce

Facilitating conditionsrelate to an individual’'s belief that an organiaatil and technical
infrastructure exists to support use of the systamdsocial influences the degree to which
an individual perceives that important others heliée or she should use the system. For
many reasons, it is likely to be the case thatviddials who do not perceive a use for
TeraGrid will not be members of a community thas bhanditions or people that support and
promote use of the technology. For example, in ncases, the problem to be solved on a
supercomputer is derived from a mathematical motiéhe physical world. However, some
areas of study do not yet lend themselves to sud@mtdication. For example, in the
humanities and in some social sciences models tlexist to study the vast digital archives
of text, audio, and visual data that are becomiuaglable. Given this, it is not surprising that
historians and literary scholars are not typicarasof HPC and that they do not have the
trained personnel, algorithms, or applications tpp®rt their use. In addition, as they
become users of HPC resources, their use of thmumess and the systems required to
support their use are likely to be much differentf traditional HPC users.

The purpose of the above analysis has been to 8taivthe needs of current and target users
are, in general, quite different and should be eskkd separately. We have analyzed the
needs of target users elsewhere (Zimmerman, 20@0Tm&rman & Finholt, 2007). In the
remainder of this section, we focus on issuesithpict the needs of current TeraGrid users.

8.2.3 Relationship between Research and Technical Infrastructure

We really need to understand what it is that they do—do they transfer a lot of data? Do
they do a lot of computation? Can they benefit from use of multiple resources? Is
visualization important to them? What are all of those things? —TeraGrid participant

One of the most common ways to assess the neadsers is to investigate the relationship
between the nature of the research problem to beedsdhrough the use of TeraGrid
resources and technical requirements such as neachahitecture, network infrastructure,
system software, data storage and managementpalsdiar collaboration. The nature of the
research problem affects the utilization of researsuch as the "expense" of the calculation
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and the ease of applying computation to the proBiefinere are different ways to classify

problems such as linear or nonlinear; applied \®erfioeoretical; experiment versus

simulation; by scale; and by the ratio of resouncesded to invest in the storage of data
versus the compute elements—to name a few examiesalignment between the nature of
the problem to be solved and various aspects ofettienical infrastructure is an important

and complex part of satisfying user needs. Thiphéb explain why it was a major topic

raised in the interviews and user workshops we wciedl and in the CI reports and other
documents we examined. Below we introduce the w@olgical components that are most
often mentioned. Since the relationships betweeseareh problems and technical

infrastructure are complex and have been covershsixely in other documents we provide
only a brief introduction and simple examples.

* Machine Architecture

A supercomputer is composed of processors, meri@rgystem, and an interconnection
network. Different configurations of these compadsseare more or less effective for
particular types of problems. For example, reseasclwho are trying to compare very
large datasets prefer machines with large memadyhegh 1/O. If the amount of data in
the simulation is small, huge amounts of memorymatethe concern they are for cases in
which there are large files of data. Researcheis start with a fundamental theory and
little data generally need compute power.

* System Software

System software includes the operating system coemgs as well as tools such as
compilers, schedulers, run-time libraries, monitgrsoftware, debuggers, file systems,
and visualization tools (Graham, Snir, & Patter2d05, p. 159). System software is not
linked as directly to the nature of the researclothgr parts described here, although
users may be grouped according to the compilessuke, for example. It is unclear how

useful such categorizations are, however. Regadle® mention system software

because it is an important part of the HPC techmingironment. The impact of system

software is related more to usability and easesef &or example, users must know how
to find the parallel libraries they need and howse the commands for compiling and
running programs on each TeraGrid resource. Onth@fmost important aspects of

system software is the queues and the policiextrdtol them.

* Network Infrastructure

We refer here to the high-speed network that casn&eraGrid sites. The network
integrates high-performance computers, data ressuend tools, and experimental
facilities around the country. The high-bandwidttwork is critical, for example, to

users who compute across multiple sites, move langeunts of data from one place to
another, or wish to improve computational modedg ttonnect with experiments.

37 Graham, Snir, and Patterson provide an overviesupércomputing applications in a dozen domains,
which is similar to our concept of the nature af thsearch problem.

66



» Data Storage and Management

Systems and tools to manage and store data arenportant part of the technical
infrastructure for many users. TeraGrid, for exampkovides users with access to long-
term archival storage systems and to TeraGrid-beskettions; software to connect data
resources over a network; and centralized file esyst for short- and long-term data
storage. User needs will vary depending on the amoludata to be managed, where the
data reside (for example, in many distributed fdes few large files), the heterogeneity
of the data, and analysis needs such as directaisop of real-time data to simulations
or cross correlation of massive data sets—to nafee @xamples.

 Collaboration Tools

The mention of collaboration tools in the contektHi’C is relatively new. There are

multiple needs for collaborative technologies sashelping researchers to connect with
others who have expertise they require and sh&mogvledge among widely dispersed
users. For instance, some interviewees who corduge-scale simulations told us that
they would like a way to locate collaborators whie experimentalists in order to help

them validate and improve their simulations.

The main purpose of the above was to introducargoitant component of user needs. In
some cases, communities of practice emerge frometh&onship between the nature of the
research and technical infrastructure requiremehRts. example, those who simulate
processes at the same length scales (e.g., nansjmateonduct atomistic simulations using
codes such as AMBER or GROMACS may form CoPs. Beloe describe other potential

CoPs that emerged from the needs analysis we cteditltat may be useful for supporting
and interacting with users.

8.2.4 Communities of Practice and Current TeraGrid Users

In some areas represented by users who currertiBeuteraGrid, broad disciplinary areas
are helpful to understand users, but in many casas, difficult to generalize based on
discipline. Results from the user survey, for exEmgid not find a significant difference
between discipline and perceived usefulness ofG@eda We hypothesized that this is due to
the fact that those who use TeraGrid are moredde&h other than they are different because
HPC resources are vital to their resedfcm addition, we observed during the TeraGrid
planning workshops that even within groups, pedmm nominally similar fields often had
very different computational needs for their resbgisee Lawrence & Zimmerman, 2007a,
pp. 9-11). Additional evidence to support thesedifigs is available in many of the
cyberinfrastructure reports we described earlier. &xample, the authors of a document on
Cl needs in the mathematical and physical sciestegsd:

Because of differing computational needs and coxitgleimplications across
disciplines, a common and important theme emphdsdizat one size does not fit
all-across MPS, different [NSF] divisions and grsupithin divisions will have

38 Note that we refer only to people who use TeraGhie cannot generalize about disciplinary areas
because we did not compare those who use Tera@hdhese who do not. This would be informative,
but it was beyond the scope of this study.
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different needs in order to access cutting edgensei in their fields (MPSAC
Working Group, 2004, p. 7.)

In addition to diversity within disciplinary aredsijs also common for individual users in the
same project to employ multiple codes and to hafferdnt compute requirements based on
the scale or type of problem they are investigatihg particular moment. As one user told
us, “Our scientific interests are quite broad, arsl not easy to make classifications.”
Another said, “This is a big group, and we’ve goteral different focuses.”

Findings from the survey show that individuals wise TeraGrid more frequently are also
greater users of TeraGrid support, more strongbntified as TeraGrid users, perceive

themselves as more experienced, and are morevgoaliout TeraGrid’'s usefulness, ease of
use, and the facilitating conditions for using Tend. Further, as one would expect, more
frequent use is associated with larger allocatipe. 8y itself, however, allocation size is not

a sufficient way to categorize users because ofltversity of research problems addressed,
software used, etc. An analysis of data we coltbstieggests more fruitful classifications,

including experience level; algorithms, models, asdftware; and mode of usage.

Communities of practice based on these dimensians lmve greater potential in terms of

devising strategies to identify and support usexdse

Experience Level

Individuals who are new to TeraGrid and to HPC fa@y similar challenges. TeraGrid is a
complex system andse of TeraGrid requires multiple steps and specidlikaowledge.
First, there is a set of practical tasks that omstncomplete in order to use TeraGrid. For
example, users must write a successful proposakedeive an allocation on a TeraGrid
resource or work with someone who has an alloca@mte they have access to an allocation
and to a user name and password, applied knowledgeeded in order to, for instance,
select the most appropriate resource on which totheir application, figure out which
versions of software and applications reside oriquaar machines, run jobs and retrieve
data, and avoid data loss. A user’s needs, exmpeserand behavior are influenced by the
level of knowledge and skill they have to negotifitese and other steps and the options they
have for gaining the expertise they require. Ifrssge part of a larger project in a CoP with a
culture of HPC, they are likely to have accessdip focally. However, this is not always the
case, and even when it is Pls and their team metierefit from access to help outside
their project (see Zimmerman & Finholt, 2006). Ard@rid user support person explained
how users’ HPC background affects their experievite TeraGrid.

In many ways a lot of the people that started daicignce on the TeraGrid initially
had already done all this stuff elsewhere. Eitlweyythad allocations elsewhere, or
they were using super computers somewhere elseéh&pknew the drill, and they
knew their way around. ... But the more new peopla gdd to this...and we're
adding people who are using these systems who @resahooled in computer
science. That's not what they do, but they needrimch some numbers. So, we'’re
running into people with that sort of backgroundtthave to jump through lots of
hoops. If you look at the TeraGrid user documeotatihere’s a lot of it and it's very
complex. If you have multiple accounts at multipiees, there are multiple ways of
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getting on and it's very confusing. | would saytthgrobably a big challenge. The
complexity just to get on and do their sciencensang.

This interviewee felt, though, that TeraGrid haddmagood progress in reducing the
complexity, thereby making it easier for new uderget started.

The type of support needed by beginning users siaFer instance, individuals who are the
first in their department or project to use TeraGrave many start-up questions. The initial
one generally concerns how to get a TeraGrid dilmea Development allocations are
intended to help people learn about the resouncds@prepare them to apply for a larger
allocation in the future. The process to obtaireaetbpment allocation is much simpler than
for larger allocations in that the written proposah be very brief—as short as a paragraph—
and the review process is less formal. Even sdgatiig the process can be challenging. We
asked an individual who was the first person ind@partment to attempt to use TeraGrid, to
document his experience. The notes he took appeaAppendix A. The issues he
encountered are similar to those described to wthmrs and include:

* Lack of an overview of the application process ard example of a successful
proposal

» Questions about terminology and eligibility requaents

» Usability issues with the interface to the propasatem that made the preparation and
submission process more confusing than necessary

Some people who are new to TeraGrid do not haeenaplete the proposal process because
it has been done by someone else on their reségaoh For these users, questions concern
how to get an account, log-in, submit jobs, andpkieack of their allocations. One potential
user we interviewed suggested that TeraGrid prowdéne support in the form of a
discussion board, chat, or bulletin board systeBSB

At least one BBS should be designated to the begitttow to start to use the
TeraGrid. At that point, we don't care about disog But once you become a user
then you might have more specific questions reladgaur discipline.

As the quote above indicates, as users get padgnitied hurdles, new ones arise. While
discipline may be useful in some cases to categarsers, we found others to be more
promising.

Algorithms, Models, and Software

TeraGrid users often employ the same algorithmsjeaiso or software to study systems in
similar as well as quite different subject aredse Types of codes used have implications for
user support and for the future.

Results from thelTeraGrid User Surveyghowed statistically significant differences ire th
codes that disciplines use. Specifically, biolag@hd chemists are more likely to use third-
party codes or third-party codes augmented with esasf their own routines/libraries.
Computer scientists and astronomers favor codeslaged entirely by themselves or their
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group. Geoscientists use codes developed by theupgand augmented with third-party
software. On the other hand, Monte Carlo methodsaaclass of computational algorithms
used to simulate many physical and mathematicabsys and models of fluid flow are
necessary in astrophysics, aircraft design, climateeling, and geophysics (Graham, Snir,
& Patterson, p. 73). Philosopher Paul Humphrey®Z2Mas suggested organizing science
based on computational models. According to Humyshreomputational templateare at
the heart of computational models.

Familiar examples of such templates are differéptymation types, such as Laplace’s
equation and the Lotka-Volterra equations; stat$timodels such as the Poisson
process and its various extensions; and speciyficamputational models such as
cellular automata and spin-glass models (Humph28@2, p. S2).

Besides the use of the same or similar algorithnts rmodels, TeraGrid users in different
subject areas frequently employ the same codesotehphysical systems. For example,
NAMD is a parallel molecular dynamics code desigfadhigh-performance simulation of
large biomolecular systems that is used by marijade we interviewed. AMBER is another
widely used code for molecular dynamics simulatiohgeochemist described how similar
codes are used to solve problems in multiple fields

It only makes sense to use petascale capabilityefally large problems that require
massively parallel computations. This is a chakeby itself to make software run
efficiently on this scale. Luckily for us, theress much larger community of life
science and biophysics people who are doing maecsimulations for protein
folding and things like that. Essentially, we ar@ng the software and approaches
they develop to solve our problems of geochemical anvironmental chemical
processes.

The ability to use codes developed by others shgdgimilar problems was of particular
value to this MRAC user since he was one of the fmmople in his field using HPC
resources.

The type of software used can affect the needs@fsun terms of the support they require.
For example, third-party software can simplify tinees of users, but it may increase the
knowledge required by support personnel. For examphny chemistry researchers use pre-
packaged software such as Gaussian. One of th&flidranterviewees mentioned that their
site has specialists who deal specifically withralstry users because they are not what he
described as “sophisticated programmers. Furtleesald:

They just want to know: "How do | solve this praii@" And they want to stay on

chemistry. And they're able to do that pretty w&hey don't have to learn as much
about computers. Physicists generally tend to blyrauts and bolts. They're really
good programmers. They get right down to the lowesssible level. Those are kind
of stereotypes, but they're pretty accurate, kthin
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Another of the TeraGrid support personnel we ineaved observed changes in the kinds of
guestions he received between the early days @Qret and the time we interviewed him in
summer 2006.

Early on, it was really oriented towards people wianl a directory full of source

code, and they were going to go out and build tlwswn program. They were

collaborating with researchers at another site patsonal lab or whatever, and they
would compile their own program, and they didn'tch@ny third party software. As

more and more people come in you start seeingrdiffeaypes of users.

He described how these changes impacted user suppor

It changes the type of question. You have to beli@nwith the actual application
software and maybe have people on staff. Going freltimg people how to build
programs and not really have to worry about whatgtogram was doing—whether
it was a physics program or ten molecular dynansiosulations for someone in
chemical engineering. Compilers are compliers; camanline options are command
line options, and here are the libraries. Mosthef users that we dealt with were
running their own code as opposed to commerciat cod

A support person at another RP site did not peecsignificant differences in user needs
over time, but this may have been due to the natutiee two sites—he was located at one of
the original NSF-funded supercomputing sites areldther person was at a site newer to
providing national level support.

The type of software they use also has implicatfonsisers. Thos who use third-party codes
may not require as much expertise in terms of pnogning and development, but they also
have less control over the direction of the coder Example, commercial software is

proprietary and cannot generally be modified byrsiseven if they have the skill to do so.

Open-source software is modifiable, but to do syuires expertise. In addition, variations

made to a code by individuals or groups affectsdibgree to which it can be shared among
different groups or used to replicate results. vitilials and groups that develop their own
codes have more latitude to make changes to iretbasscalability of the code, for instance,
but this requires a significant investment of tianed resources, particularly if the code is
large. These issues will affect users into therkias we discuss later.

Although it is possible to make some generalizaticmgarding software used by particular
domains, other data show that caution is requifed.one, the needs of users in the same
discipline can vary. An above quote describes mistsi as skilled programmers. This may
be true generally, particularly in comparison witblds such as chemistry, but physics
researchers told us they have diverse needs thahflwenced by the different scales with
which they work (Lawrence & Zimmerman, 2007a, p.®@cond, some users use more than
one code. For example, a high-energy physicistmerviewed stated that “some kinds of
measurements involve certain kinds of software somde platforms work better with other
kinds of software.” Finally, while the user surveagked respondents about theost
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importanttype of code related to their research goals, rgdimable data on other aspects of
software use (e.g., number, names, and origin pliiGgtions used) are lacking.

Usage Mode

Users who are employing new usage modes such ashealuling or real-time computing
may benefit from interactions among themselves waitth TeraGrid. Users could share
lessons learned with each other and work with Teth@s a group on issues that will
enhance their work while eliminating redundancyjniieractions.

The areas described above, along with others thatild be determined through further
investigation and collaboration with users, provaleenues for supporting and interacting
with a large and diverse user base. Communitigsradtice are likely to evolve over time
with existing ones losing relevance and new onésgb@eveloped. For example, as a mode
of usage becomes common, the benefit of classifysegs in this way may diminish. Or, a
CoP formed around those with an interest in petascamputing may be useful while
researchers are working to adapt codes to this emwironment, but it may become less
relevant as these challenges are overcome.

8.3 User Behavior: Consequences of Unmet User Needs

As users try to meet their research needs relativihe use of TeraGrid resources, they
exhibit behaviors that have implications for tedogy acquisition, RP policies and
procedures, and the progress of science. We disasareas that affect user behavior that
stood out in our analyses: queue times and usalstities.

8.3.1 The Problem of the Queue

Users are united in their dissatisfaction and faigin with job turnaround times. This was
the most commonly mentioned barrier to TeraGrid aseording to findings from the user
survey and interviews with users and TeraGrid pereb While it is a difficult problem to
solve for technical and policy reasons, lengthy uguéimes have consequences that go
beyond user inconvenience and irritation. Our figdi show that long waits in the queue
affect the speed at which science is conductederdeters from making optimal use of
resources, and increase the time spent on compugiatgd tasks versus "doing science.”

Non-Optimal Use of Available Resources

Long queue times discourage optimal use of HPCuress by individuals who are not
currently TeraGrid users as well as researchers lvelve allocations on the TeraGrid. One
consequence of lengthy waits in the queue is #sgarchers expend resources to purchase,
manage, store, and supply power to local clustegs, (project or departmental) that might be
better utilized on institutional, state, regionatf, national resources. It is not unusual for
projects to maintain their own clusters, and toisitton makes sense in some circumstances.
One of the main advantages of researcher-ownedectuss control over the resources.
Besides not having to wait in the queue, reseascban gain direct access to the cluster to
install software, reconfigure systems, or troubteshproblems. Local resources also provide
students and researchers with opportunities told@esearchers who employ a combination
of resources—for example, local, regional, andamati—are able to submit jobs to different
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resources based on factors such as fit to theataghkpriority. Thus, it is not a simple matter

to judge the merits of one approach over anothes. dll the case that choices about where
and how to compute are not always based on ansasalf/the best approach in a particular
circumstance. As one scientist, who does not usa@rél resources, said:

We've found that running our own resources andingntnem in the way we want to
and configuring them in the way that we would Ih&s been... Well, that's the way
we've chosen to do it. Whether it's been more atfaus it's hard to say.

There is evidence, however, that in the futureayrecome more difficult for researchers to
rely solely on project or departmental resourcesr Example, a faculty member in
computational fluid dynamics, who primarily usee ttiuster he purchased with Department
of Defense (DOD) funds, noted that three-dimengi(8#®) simulations take a long time and
utilize a lot of processors. Although he had reedivunds from DOD to purchase a new
cluster, he stated that the system he was purghasinld be inadequate for 3-D simulations.
Thus, he grudgingly obtained a TeraGrid allocatmsupport this work, although it was used
primarily by his doctoral students.

Earlier, we observed that it can be challenginglétermine appropriate use of TeraGrid
resources (see section 8.1.3). Long waits in theuguare one reason for this. Several
researchers stated that they will request lessepsaes than they need if it will reduce their
job turnaround time. As one said:

If you have to wait three times as long to get erds many processors, you get more
science done if you run on a smaller set. It'dh@leconomics that go with a large,
shared resource.

This quote leads to a related problem with oveolygl job turnaround times. As one user
said, “I'm most interested in performance: How maoah | get done with a certain amount of
wall clock time?” Thus, getting more science dofterotranslates into time spent devising
strategies to “beat the queue.”

Beating the Queue vs. “Doing Science”

Users, especially those who have the skills to dospend significant amounts of time
designing and executing strategies to get throbghgueue faster. Sometimes this comes at
the expense of the most efficient use of computati@and human resources. As one user
related:

Right now on the Cray at Pittsburgh, my highesbaighput is if | just run one hour
jobs. So, | submit lots of short, one-hour jobgol through the queue much faster
than | would if | did eight hour chunks, but thagight times the work of managing
all the different stuff. It's not really eight timdecause | have it automated, but...
We're always finding tricks as to how to get irtte thachines as quickly as possible.

We heard many other stories in which users destrimev they tried to speed up the
turnaround time of their jobs. Besides spendingetinying to get through the queue users
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also lose time doing science when their job dodscomplete for some reason. When this
happens they have to get back in line and waitnaf@i their job to run. According to
interviews with TeraGrid personnel and users, Waies of over one week are not unusual.
Thus, the time lost due to a job failure can benifitant. This is one reason that users,
particularly those who are trying to increase tbaability of their code, want debug queues
that match the scale they are trying to achieve.

The debug queue is good, but a lot of time whatemeying to do is increase the
scalability of our code. “Need this many processtis much memory for a short
period of time.” Trying to do scalability parallpfogram development really limits
how big your science can get, how fast you camgek done.

The size of the job can have different affects sersi productivity. As one interviewee said,
“If you've got a short job that two-day wait in tiggieue is a lot more significant than if
you've got a 12-hour job or a large job.”

Interestingly, long queue times can contributehte tdevelopment of more portable codes
since they may encourage researchers to spenduinregy and optimizing their code to run

on multiple architectures, particularly ones tretér people are able to utilize. For instance,
the developers of AMBER, a widely used moleculanaiyics code, have worked to make
the code run on a variety of architectures. Thiselies users who employ this code. An

individual in a group that had developed their msde described a similar strategy.

We applied for allocations from different machitescompare performance and to
distribute work more evenly because some compuegsmore crowded. It's an
optimization problem between the CPU time spentsolving the problem and

human time spent on waiting in line in the queugebthe job run.

Again, it is generally more sophisticated users who take advantage of these strategies.
Even these users often prefer to compute on addmumber of machines because “if you
have a strange result, you want to know that elergtran on this machine and nothing
changed.”

Clearly, many aspects of user behavior are relatedtempts to get as much research done
as possible in the shortest amount of time. Findvags to speed up the turnaround time of
jobs is one way that users try to accomplish thither factor that limits the productivity of
researchers is problems with the usability of t@wid interfaces.

8.3.2 Usability

Usability refers to ease of use, effectivenesscieficy, and user satisfaction with tools and
interfaces. Usable systems also have a low erter emd when users do encounter errors,
they are able to recover from them quickly. We tdesd several types of usability barriers
that are common across user types based on oped-eagponses to the user survey and
interviews with users and TeraGrid personnel:
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Challenges to finding documentation and informatarthe TeraGrid web site
Limitations of available tools for carrying out kassuch as submitting and monitoring
jobs, tracking allocation balances, moving filesd &ransferring data

Problems related to the management of login andwextanformation

Difficulty finding resources with desired applicatis and system software

Heterogeneity of resources and policies across REs ®xacerbated many usability
challenges. Appendix D in Part 2 of this reporttears representative responses from the
open-ended survey item regarding barriers, manywbich are usability problems, to
TeraGrid use.

Usability issues affect users of all types and egpee levels, although the particular issues
vary based on experience level and other fact@atswie discussed previously. Still, we were
surprised to find that advanced users with lardgecations are interested in gateway-type
access to resources, tools, and information. lree®es gave two primary reasons for this.
One is their desire for tools to manage their wokkf including submitting jobs and
transferring data.

What | would really like to see ultimately are wibokv tools that allow us to manage
where our data was, where our runs were becausegyBv 30 projects or something
that are ongoing. If | had ways with electronicebmiok where | could say, “Oh yeah,
I ran this on the Cray the other day. | want tasfar it over to TeraGrid NCSA or
TeraGrid San Diego. And this one’s running thetevbuld also like ways to manage
where the information is. Part of the solution asngthing like electronic notebooks
and part of it is portals to the machines.

This LRAC user noted that he had just receivedphaissword for the TeraGrid User Portal,
and he was hopeful that this would help him withrkflow management? A physicist with
substantial HPC expertise whose project uses mdlaf service units each year spoke to the
problem of managing the vast amounts of data tlilhbe generated by new detectors soon
to come online.

If you can keep all your data on one disk to wonktlis stuff, who cares? Nobody
cares. But if you have two petabytes of data per,yeelieve me, it will be a lot of
guys who are sitting behind the scenes somewherAnd .a portal is a good way to
make analysis as transparent as possible for thessr.

The interviewee stated that it already requiresiaimum of two people to manage the
utilization of their annual allocation on TeraGithd other resources: one person who is
deeply involved with the physics and a second pergbo specializes in technical aspects

% The TeraGrid User Portal (TGUP) is a Web interflaremanaging account status, for obtaining
information about TeraGrid resources, and for agsinogsmany of the existing TeraGrid services inrgls
place. See http://www.teragrid.org/userinfo/poptiaph. The TGUP was in development during most of our
study, so assessing user satisfaction with thepeds not part of our investigation. However,aed not

yet appear to have the workflow capabilities tlieruwvas interested in.
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such as data production, job submission system&la@nent, and tracking allocations on
different clusters. If the latter set of tasks cbble simplified it would free up time and
personnel for scientific work.

The second reason that large users expressedsintergortals is to facilitate collaboration
with experimentalists. Some researchers who condictulations are interested in
collaborating with experimentalists as a way to riaye their models. Conversely,
experimentalists stated that they can benefit fraamputational guidance to help them
determine what kinds of experiments to conduct. &lexs realize that experimentalists who
are not HPC users will find HPC a poor fit with ithpractices; gateways are a means to
make computing more accessible to some experim&staind engineers who otherwise
“wouldn’t touch any of this computing with a terofgpole.”

While they share some things in common, overadl,rteeds of "power users" and new users
who access resources via science gateways arg lkdle different. For example, advanced
HPC users are used to interacting directly with réources and may find that a gateway
interface, in many respects, does not offer theflity they want. On the other handhe
hope is that the gateway will enable these reseasdlo do things that were not possible or
easy to do before. Referring to these types ofsysgre of the gateway developers described
his project's vision in this regard.

The researchers are capable of using them jukegsare, and in fact that's what they
are used to. What we’re trying to do is give thamther way—actually using grid
mechanisms to get to the resources and give th#eratit tools to use their codes
and pull in data and do their work that they coiildo before.

These efforts may move the grid vision forward, aahieving a stable and reliable system
given all the different layers (e.g., research spdeid software, gateway interface, TeraGrid
resources) is a difficult technical challenge.

Some usability issues are easier to improve thherst Problems with existing interfaces
such as the online proposal system (see Appendixah) be fixed relatively quickly by
employing accepted interface design and usabikgessment techniques described in key
texts (e.g. Nielsen, 1993; Nielsen & Mack, 1994n&8tderman & Plaisant, 2005). The
development of new tools such as those to managkflaws requires significantly more
time and effort. Some of the science gateway ptejace focusing on workflows, and this
may be an area ripe for collaboration among gatevaayl between TeraGrid, gateways, and
software developers.

8.4 Impact of TeraGrid: Results of Meeting User Needs

In earlier parts of this report we analyzed theaotpof TeraGrid from the point of view of
TeraGrid personnel and, to a lesser extent, froe ghrspective of the Cl experts we
interviewed (see section 6.4). We discussed suesess date as well as the longer term
vision for TeraGrid. We also made some comparidoetsveen user needs and TeraGrid
services and development efforts. In this sectipresent an analysis of users' responses to
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interview questions concerning the impact of Terd@nd/or HPC on their research. One
guestion asked user workshop participants andvieteees to describe how TeraGrid and/or
HPC resources and capabilities had impacted thesrk,wknowledge, or scientific
understanding. Second, we inquired about the beadtswelevant to their field of science in
terms of assessing impact (e.g., publication ofiltesfaster time to solution, or increased
scale of simulation).

TeraGrid and the individual RP sites play a sigaifit role in the research of current users by
virtue of the fact that the resources and servibeg provide are necessary to the work of
these researchers as shown by findings from thesuseey, interviews, and user workshop.
Given the necessity of access, we were interestagp ta step further and hear from users
about specific ways to measure the impact of Tach®n their research. We noted
previously that few projects are using TeraGriduio at more than one site concurrently. For
those that do, TeraGrid enables research that cmtldbe done otherwise. For example, in
order to simulate the entire arterial tree, Gedfgeniadakis’ team requires more shared
memory than any one machine has available. By adppts code to reduce latency, he has
been able to run single jobs at multiple sites twedeby obtain the memory he needs to work
toward his research go&lMost users, though, continue to employ TeraGridréauitional
ways, although some users are taking advantagbeoflistributed nature of TeraGrid to
move data from one place to another. Thus, weustebeginning to realize the unique ways
in which TeraGrid will impact research outcomes; describe some of the current benefits
below.

Not surprisingly, users tended to emphasize imp#uts are directly linked to research
activities or outcomes such as

* publications, especially quality as measured byptlestige or impact of the outlet;

* reducing time to solution;

» making it possible to simulate phenomenon at lotige® scales or across a continuum
as resources become more powerful;

* influencing the direction of work in other areadaeusing the problem space; and

« facilitating collaborations.

One result of the last item is that it enables aedeers to study processes that had been
missed until the resources became available tolaitedhem. A high-energy theoretical
physicist stated that as compute capability haseased their work has begun to have an
impact on the analysis of experimental data, whiel facilitated their collaboration with
experimentalists and furthered discovery in bodims. Engineers noted that HPC has led to
better designs.

If you can improve the design process and enhance gonfidence, then perhaps
you can get by with fewer tests, or you design nmapédly, or you can fix something
more rapidly. If something does go wrong, you'lblnfairly quickly how to fix it.

“° This is how the work was described to us by Teid@ersonnel, but it is consistent with the way the
research of Karniadakis and his group has beenqgmdd elsewhere.
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This PI also stated, as did other intervieweeg, jtites he assigns for homework now would
have been research problems in the past. Anotiseareher described recent work by his
doctoral student that took a few days, “wherea$ years ago, it would have taken his entire
PhD time-frame of anywhere from 4-5 years justddteht work.”

Since HPC is a critical tool to current users, himg that reduces the time spent on
computational tasks or makes them easier to acésmgbntributes to the conduct of

research. In the section on usability, we descrdmde of the barriers that get in the way of
"doing science." Although there are currently masability challenges than solutions,
several interviewees expressed sentiments simdathis LRAC chemistry user, who

described the steps TeraGrid has made in tyinghegelistributed resources and the positive
affect it has had on his group's research.

The main benefit for us of having them all connddte this kind of TeraGrid idea
has been...well, probably several things, but tegs | think of right now are the
ability to quickly move huge data sets betweenredéht computers and things on this
backbone. That has been invaluable when you needoie things around and so
forth. If you want to use a number of differentaeces for the same project then to
have to transfer those via normal things would bey\edious. ... They have one
thing they call the TeraGrid cluster that's reatheant to be kind of the same
environment everywhere even though it covers fiveadifferent sites. And it's the
same architecture, and it's the same everythingjosocan almost just move your
binary in between these machines, and there’s ningacost, and you submit it via
the same way and everything. We're starting toseeee of that benefit. And so as
far as the DOE goes, you don’t have any of thaf.y®a've got the full cost every
time you go to use a different site at DOE; youéhatart from scratch to get it to
work there.

Capturing descriptions of the research impact ofaGeid such as the one above are
necessary and important means of assessment aretlea} outcomes that would otherwise
be difficult or impossible to capture. In additidhe impact of a particular technology is hard
to predict because users often employ tools in Wagsdesigners did not expect; interviews
with users, TeraGrid personnel, and others aremeans to understand changes that are
developing or in process. Quantitative methods sgctitation counts or the impact factor of
journals that publish work based on the use of Gachresources are useful, but they are
inadequate by themselves (TeraGrid Impact RAT, 2006

Some interviewees also spoke to future impacthénsense of the longer term vision for
TeraGrid. Their views on ultimate success alignéd the sentiments expressed by TeraGrid
and CI experts. They believed that TeraGrid sucskesld be assessed in terms of its role in
enabling changes in the practice of science andneegng; its contribution to the
development of usable tools, technologies, andveoé to enhance research productivity;
and its ability to expand the communities of ugbreugh gateways. In the next section, we
analyze the future needs of users to gain additimsight into the ways TeraGrid might
impact research.
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8.5 User Needs: Looking Ahead

The user needs analysis was structured to colbget t help identify and understand needs
for the future as well as the present. In the mnevisection, we focused on the ways that
TeraGrid and HPC have impacted the work of reseaschased on two questions we posed
to interviewees and workshop attendees. A third @tated question asked individuals to

focus on the future and to describe the computakjmsocial, and/or organizational factors

that constrain their research productivity or hintheir ability to address research questions
they would like to answer. Our findings relativeth® future needs of users coincide with
topics discussed in cyberinfrastructure reports elsdwhere, including the final report from

the TeraGrid Planning Process (Killeen et al., 20@8ce current needs often foreshadow
future issues, we have already discussed mosteskthareas directly or indirectly elsewhere
in this report. These include needs related to:

* managing, storing, and analyzing growing amountaté

« parallelization of codes to, for example, simulatecesses on longer time scales, or to
make existing codes run efficiently on HPC resosirce

* modes of usage (e.g. on-demand, real-time) thanacwodate a wider range of needs

 education, training, and support

* tools and support for collaboration

The number and capability of TeraGrid resourcemdseasing along with the number of
users. For example, we noted earlier that a pdeasgatem is scheduled to come online in
2011. Although it is not currently slated to besgrated into TeraGrid it will be of interest to
TeraGrid users who require lots of processors wigin-performance interconnects. We also
mentioned NSF's Track 2 initiative, which is a fgear activity designed to fund the
deployment and operation of up to four leading-edg@puting systems; these systems will
be integrated into TeraGrid (NSF, 2007). Of couesenew resources come online existing
systems reach the end of their usable life andretieed. Still, the overall capacity and
capability of the resources will increase. Will s$eenew resources lead to reduced wait times
and better accommodate the needs of different tgbessers? Unfortunately, a positive
answer to this question seems unlikely under tmeentiscenario. For one, most of the large
users we interviewed told that us that they adjustsize of the research problem to the size
of the machine that is available. As one user said:

In our program we reach the limit of the machinéoke we reach the scale of the
problem we are truly interested in. So we alwayjsisidhe size of the problem that
we are working on to the size of the machine trehave available.”

A primary need for these users is access to markesyor longer periods of time. Second,
the move to petascale will affect the needs ofsusexd present many technical challenges.
For example, as a TeraGrid participant noted: Theput from the petascale has to go into a
terascale machine to do some filtering, massagind,maybe only then you'll be able to take
it home and make sense of it.” Dealing with the amoof data generated by a petascale
computer is only one challenge. Significant effartd resources will be needed to make
software run efficiently at this scale. In additidhe petascale system will be suitable to
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particular type of problems. These and other issuggerning petascale computing have
been discussed elsewhere (e.g., Snavely; Yeurig 20a7).

8.6 Summary: TeraGrid User Needs

Meeting the needs of TeraGrid users presents destealienges. For one, the application of
user-centered design methods to a large, diveistepdted, and growing population of users
is a complex and resource-intensive process (Spezical., 2006; Zimmerman & Nardi,
2006). Specifically, the design, and delivery otyberinfrastructure such as TeraGrid is
difficult because the users are

* numerous,

» widely distributed, and

* include a heterogeneous mix of users whose neetlprasrities may conflict and who
differ in terms of culture, skills, knowledge, aother factors.

We conducted an analysis of user needs—the feptistthe UCD cycle. The purpose of the
analysis was to gain an understanding of the fadtmat influence the needs of users, affect
their decisions about how or whether to use TedG@md help to explain variations in their
needs. There are many types of research problemhgdh benefit from TeraGrid resources,
and they require varying combinations of architestisoftware, policy, and support. We
found the concept of community of practice (CoPh&useful framework to help classify
users, and we identified several CoPs, which hhgepbtential to assist TeraGrid to devise
strategies to further study, interact with, andpgrpthe needs of its users.

Ideally, each step of the UCD process—needs asalgsisign, development, and system
implementation—is iterative and ongoing. The resesrand expertise that this would
require adds to the challenges of meeting the nekderaGrid users. However, employing
the full UCD cycle would help to increase the ubgbof TeraGrid tools and systems, which

our results show is important to all types of usérgroving the usability of TeraGrid tools

and systems would enable users to spend more tmtheoconduct of science and less on
computing-related tasks. The conduct of sciencalgs hindered by job turnaround time,
which limits the productivity of current users addters potential users from employing
TeraGrid resources.

In order to effectively utilize information on useeeds collected in this study and that which
appears in other sources such as cyberinfrasteumtports (see section 8) TeraGrid must
find ways to address dilemmas that result from:

 the demand to support more users with limited recss)
« limitations in the methods used to assess the ihgdderaGrid; and
« the lack of clarity regarding what constitutes ayppiate use of TeraGrid resources.

Science gateways are one means to attract and rsupgraGrid users. Users may also be

important sources of support for each other. Fan®le, popular codes and applications
generally have their own web sites, tutorials, amail lists. TeraGrid does not need to
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duplicate these online resources but could linkhtem as a service to users. In addition,
TeraGrid personnel might monitor these lists oreh#éhweir own online mechanisms (chat,
wiki, listserv, etc.) for TeraGrid-specific quesi® related to the use of particular
computational models, applications, or codes.

In addition to the challenges of supporting thespre needs of current users, TeraGrid must
also be attuned to needs that will arise in the fagaire. Meeting future—and present—
needs will require collaboration across TeraGritbssias well as collaboration between
TeraGrid and users, software developers, scienesvgygs, educators, and others. Although
it has active programs in most of these areasstues below seem to be outside the scope of
TeraGrid to address on its own.

» Developing human capacity at the undergraduategeadliate levels in computational
science

» Broadening participation whether it is by attragtinsers from minority-serving
institutions, new disciplines, etc.

* Developing or adapting existing codes to run effitly on TeraGrid resources or
scaling of codes and algorithms to take advantdgew resources

* Integrating Cl across a wide set of resources gdevsi (e.g., national, international,
campus) to provide pathways for users

Developing and implementing a coordinated apprdadhese and other issues that concern
all stakeholders is an open challenge. The respiiihsifor addressing it is beyond the
expertise or resources of any one organization.

Finally, users react to unintended as well as mefud incentives in their use of computing
resources. More thought should be given to the\betsato be encouraged and to strategies
that will motivate users to exhibit preferred bebavThis will not be easy given the many
different needs to be met. It is also unlikely tisgues and challenges related to the use of a
shared system will ever be entirely alleviated.e8alinterviewees noted that telescopes and
colliders are managed by the communities they s&ume computing resources are similar
to this, too. In TeraGrid, however, no single usemmunity controls the resources. Each
approach should be examined more carefully to gasight into its benefits and
disadvantages.

9. TeraGrid Science Gateways

Science gateways were described at the beginnitigiofeport (see section 3.1.3) and have
been mentioned in a number of places in the textthls section, we analyze science
gateways in more depth. The goal of gateways isenable entire communities of users
associated with a shared research goal to use Tidra€sources through a common

interface. Science gateway projects are similah#&t they have external funding to build a
community-specific cyberinfrastructure; many ofrthpre-date TeraGrid. Although a few of

the projects receive funding from TeraGrid, thisad their primary source of support. There
were approximately twenty projects designated asaGred Science Gateways when we
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began the evaluation stuffyBy the time of this report, the number had growratmost
thirty-five.*> A wide range of disciplines are represented iricgdastronomy, biology,
chemistry, computer science, earth science, engimggamaterials science, nanotechnology,
and physics.

It is difficult to describe gateways along dimemsiosuch as purpose, governance,
permanence, source of funding, capabilities, andiemges because there is substantial
variation among them in these respects. On its siteh TeraGrid describes three common
forms of gateways.

* A gateway that is packaged as a web portal withsuseront and TeraGrid services in
back.

* A gateway that involves application programs rugnion users' machines (i.e.
workstations and desktops) and accesses servidesasrid (and elsewhere).

* A gateway that bridges multiple grids, allowing commities to utilize both
community developed grids and TeraGrid.

Most of the gateways we studied are funded by NSEnae-limited collaborative research
and development projects similar to those descrimgd.awrence (2006), but others are
supported by a combination of funding sources ereanbedded in programs or institutions
that have longer term stability and more formal andoing interactions with their intended
user communities.

Examples of the kinds of capabilities that gatewarys developing include the ability to run
complex climate simulations, to query large databasr to simplify the submission of jobs
to supercomputer resources. For example, Linkedr&mwents for Atmospheric Discovery
(LEAD) is attempting to bring together meteorol@jicata, forecast models, and analysis
and visualization tools to explore the weathert @volves. LEAD's goal is to automate many
of the time consuming and complicated tasks astutiaith meteorological science. The
developers of LEAD are trying to serve a ranges#rs from scientists who are experienced
in modeling and simulation using HPC resourcestmsl children and everyone in between.
Not all the projects we studied are designing tarhsvaried users. A report from a workshop
conducted in June 2007 as part of the TeraGridnptanprocess provides an overview of the
purpose, funding sources, target user communédied,status of most (n=17) of the science
gateway projects that existed at that time (Lawes&Zimmerman, 2007b).

In spite of differences in the characteristics afegvay projects and the approaches they take
to achieve their objective, we identified two brogdals that are similar across gateway
projects. First, gateways aim to support new typiescience and to enable the pursuit of
novel research questions.

L A project is designated as a TeraGrid Sciencev@atéf it has an allocation on the TeraGrid. Workin
with gateway projects, TeraGrid developed a comtyuaiiocation whose goal is to delegate account
management, accounting, certificate managemedtus@r support to the gateway developers.

*2The TeraGrid web site includes a section on ther8e Gateways program. See:
http://www.teragrid.org/programs/sci_gateways/
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So, the whole goal, at least in my opinion, isrialde these scientists who are not
accustomed to these big machines to start usimg.t@ace that's done, what one
would expect is that they will start asking quaiitely bigger, more complicated
guestions. So, it will be a self-fulfilling processere eventually, they will start
asking questions so big that meta-computing staiisok like a path to solution.

This is similar to what other interviewees told Asecond shared goal among the gateway
projects we studied is to make the technology iblgs Hiding the technology makes it
possible for users to concentrate on doing sciasdbe quote below illustrates.

It should be a black box. All they should worry abts the decisions that are relative
to the scope of their science. ... Where are my sets? What kind of calculations?
‘What if’ type questions.

Or, as another interviewee stated, "It should beolve very transparent. It should become
like a power grid." As we noted previously, incrieasthe usability of TeraGrid would be
beneficial to all types of users. Thus, gatewaysehthe potential to be valuable to
experienced as well as new users.

Developers of science gateways have two roles: ekpGrid user, and 2) intermediaries
between user communities. Our analysis of thess daws on interviews conducted as part
of the evaluation study and the June 2007 planpingess workshop described above. Since
we have published these results in two other doatsn@awrence & Zimmerman, 2007b;
Zimmerman & Finholt, 2007), we summarize the firgdinn the sections below and refer
interested readers to the more complete reports.

9.1 Gateway Developers as TeraGrid Users

As TeraGrid users, developers of science gateweydnaneed of things that help make
development easier and that assist them to suppent users. We found that gateway
developers are excited by the potential of Tera@richake HPC available to end users and
communities who would otherwise be unable to cohdheir research as effectively or
efficiently. In addition, they are enthusiastic abothe opportunity for distributed
communities to work together on common solutiongakivhile, they are eager to move
TeraGrid toward a collaborative mindset that emalttte developers to focus on the unique
needs of their gateway communities. At present fimel that too much energy is focused on
re-creating custom solutions when standardize®eBysior a TeraGrid-hosted gateway layer
would suffice. Specifically, science gateway depels have need for:

« basic services that gateways can use instead afrageor hosting their own;

« templates and standardized systems to save deweltpetime of recreating things
that others have already built; and

- standardization that would make TeraGrickal grid that could support the effective
use of allocations and meta-scheduling.
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They would also like to find ways to operate mdfeatively as a community in order to
better support education and development needstetvgy developers. This is similar to the
need for collaboration support mentioned by sondevidual users of TeraGrid.

9.2 Gateway Developers as Intermediaries

It is well known from prior research that in order users to adopt new technologies, they
must offer advantages over current practices, ipekitchange the way that work can be

performed, and be easy to implement and straigh#iat to use (Star & Ruhleder, 1996;

Venkatesh et al., 2003). This is also recognizedhlbygateway projects as succinctly stated
by a PI of one the gateway projects we studied:lé&h there is something extra that a
scientist can get, they won't adopt any new tedygyo!

Science gateways are a type of mediating organizaand they may play a key role in
attracting new users to TeraGfitiSpecifically, they providémportant social and technical
support that help new users to conceptualize afoseleraGrid and increase their
willingness and ability to use it.

An interesting aspect of gateways is that mosthef requirements do not come from the
intended users. This is because many potentiak ud@mot yet perceive a need for HPC
resources and capabilities. As one intervieweeisattyg stated, "It's hard to sell something
to people where the expectation is zero." Thosceptualization of use concerned with
helping potential users to see a relationship betwthe research questions they want to
answer and the capabilities of TeraGhkidllingness to us@eraGrid relates to how TeraGrid
fits with users' values, expectations, and prastideor example, TeraGrid has made
adjustments to policies and procedures such as agentication and the tracking of
allocations to accommodate the needs of gatewagsh Bonceptualization of use and
willingness to use are largely anticipatory actest and depend on gateways’ and/or
TeraGrid’s abilities to foresee barriers and to kvtwr reduce or eliminate them. Finally, in
order for individuals to use TeraGrid resourcesulh gateways, they must kndnow to use

it to submit jobs to remote resources, for examplésamsfer data across sites. The usability
of gateway interfaces to TeraGrid resources and is@n important aspect of use.

Gateways also play an important role in facilitgtinteraction between TeraGrid and new
communities of users. It is difficult for TeraGrihich has less than 150 FTEs, to interact
with potentially thousands of new users. Thus,gatway concept can also be viewed as a
mechanism of interaction. The results from our wtatl TeraGrid Science Gateways show
that attracting new users to TeraGrid often invslvegense and ongoing activities on the part
of both the gateways and TeraGrid, but that gatewssar much of the difficult task of
helping potential users to conceptualize a us@évaGrid.

3 Most gateways are too new to have yet made sigmifiuse of TeraGrid. Thus, it is not known if
widespread use of TeraGrid via science gatewayoeagur.
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9.3 Summary: Science Gateways

Science gateway developers comprise an importanipgof TeraGrid users because of the
various ways in which they build on and enhancectymabilities of TeraGrid. As users, they
require services that make it easier for them il tools and services that meet the needs
of their user communities.

The developers of science gateways mediate betwls=meeds of potential users and
TeraGrid. It appears that they may play an impaéntale in introducing TeraGrid to potential
users and supporting the use of these communtieways that fit with their culture,
expectations, and skills. Gateways may also bewefitent users, and some projects are
focused primarily on this goal. For one, gatewaysynhelp reduce the barriers to grid
computing. Our interviews with current users ofd@rid show that their needs would also
be served by the work that the gateways and Teda@e doing to make the TeraGrid
infrastructure more transparent, and thus, easiarse. TeraGrid users comprise a broad
spectrum, however, and a small percentage of eserently use the majority of TeraGrid's
resources. While these users might welcome impremsnin ease of use, it is not their
overriding concern. The prime issue for "hero si5&s to obtain as much of the available
resource as they can, and they will put up witbteof pain on the usability side to achieve
this goal. More than once in the interviews we carted with TeraGrid personnel and
individual users we heard that the "high-end, tpghformance user is going to do whatever
they've been doing." As one person put it, "lIt'sdhia teach old dogs new tricks."

Most gateways are funded as limited-time researdpegts. This situation has important
implications for the stability and sustainability these organizations and for TeraGrid's
ability to rely on the roles they fulfill (for exgpte, see Ribes & Finholt, 2007). In addition, if
TeraGrid provides support to gateways or if fundaggncies decide to extend funding for
these projects, then there must be ways to ideatity evaluate factors related to success of
science gateways—first in attracting new userslatad in finding ways to sustain and adapt
to that use. Finally, at this point in time, mangteyays are not necessary to users.
Interviewees noted that databases, such as theiPfdta Bank are resources that scientists
in certain fields require. In many respects, Terd@ also necessary because it has unique
capabilities and resources. Gateways are generatlyn this advantageous situation. They
must work hard to cultivate users for both themselnd for TeraGrid.

10. Discussion

The primary purposes of the TeraGrid evaluatioreassh project were to conduct an
analysis of the

» needs of TeraGrid users, including TeraGrid Scigpateways,
 the impact of TeraGrid on user’s work, and
* the relationship among the TeraGrid partners.

We also conducted two surveys to assess the sditisfaf those who attended tutorials held

at the TeraGrid conferences in 2006 and 2007. Wee tibe results from the study will
provide useful feedback to TeraGrid and NSF thdt help with future planning and
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program improvement. It is also our intent that finelings contribute to the literature on
virtual organizations and the evolution of HPC I tUnited States and to approaches to
analyze the needs of users who are distribute@rdggneous, and numerous—properties
that are characteristic of e-Science.

TeraGrid is part of a potentially major shift thiast underway in the delivery of high-
performance computing resources and services stgapby the NSF and in the institutions,
policies, technologies, and users that are pathisfsocio-technical ecosysterthe phrase
used to describe the complex web that connects Ipeapganizations, products, and
technologies (Graham, Snir, & Patterson, 2005 5f@).1Resource providers are independent,
but also linked together, forming a virtual, netisdl organization characterized by
distributed and dynamic governance and coordingtimcesses. By studying TeraGrid, we
have learned about the specific tensions that arden computing resources and support are
delivered through a VO. We were able to study héw tensions we analyzed were
approached, managed, or avoided and to underdiarfddtors that lead to particular actions
on non-actions. For example, TeraGrid is now paitipgommon software in kits. Resource
providers are required to install a basic package nstallation of other components is left
up to each RP. This solution balances site autonamye providing users with some
standardization across sites. Achieving a cleaowisn the light of continual change has
been more difficult for TeraGrid to reconcile. Hoxge, since most personnel have a similar
view of what it will mean for TeraGrid to succeedthe long run, the organization may be
able to build on this to clarify shorter term goals

The vision for HPC is that it will evolve intayberinfrastructurethat brings together
distributed resources such as computational taalssarvices, instruments, data, and people
to accelerate the pace of science and engineersog\weries (e.g., Hey & Trefethen, 2005;
NSF, 2007). The research areas and problems thaireeHPC are expanding, portending a
dramatic rise in the number and types of HPC usHms. needs of these new users have
already begun to influence resource provider pedieind practices, technology development,
and education, training, and outreach programs.tinge¢he needs of these users may also
help the larger population of individuals that dsFaGrid. Like the power grid, the vision of
HPC as infrastructuraneans that it will be transparent to users. Ctlyehowever, using a
supercomputer is not a simple matter of "signingam hooking up" (Star & Ruhleder,
1996). Making high-end computing resources suclTe®sGrid easier to use is seen as
necessary to increase research productivity aneédspg knowledge production (e.g.,
Nomura, 2005; West, 2007). Ease of use does nat ttavome at the expense of capabilities
and power, however, as noted by Donald Norman palpo product design consultant (2008,

n.p.).

Everyone wants simplicity. Everyone misses the p@mplicity is not the goal. We
do not wish to give up the power and flexibilityair technologies. ... People want
the extra power that increased features bring pooduct, but they intensely dislike
the complexity that results. Is this a paradox? Netessarily. Complexity can be
managed. ... The real issue is about design: degjghimgs that have the power
required for the job while maintaining understaritigb the feeling of control, and
the pleasure of accomplishment.
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Good design is relevant beyond the technical iaterf it applies to processes such as
obtaining allocations, getting a TeraGrid accoant] making arrangements to conduct runs
at multiple sites. The science gateways share dla¢ t9 enable new types of science. For
many gateways, this means developing ways to ntag&asier to obtain an allocation, sign
on, and automatically select resources on whictuto Usability is an outcome that would
benefit all users because it would allow them &nsbmore time on science.

10.1 Limitations of the Study

The main limitations of the investigation arisenfrehe complexity, dynamism, and scope of
the TeraGrid virtual organization, the number ameeiity of current users, the lack of

previous studies to guide some data collectionaralysis activities, and the evolving state
of HPC, including the challenge of meeting the reefl new communities of users. We
discuss the impact of these challenges on the tige#i®n and the ways in which we

attempted to mitigate them.

We conducted formal interviews with individuals ébed at five of the nine RP sites that
were part of TeraGrid during our study. Given theedsity of the individual sites, there may
be important perspectives that are not representéds report. We attempted to reduce the
impact of this limitation by selecting sites witlffdrent characteristics and by attending and
observing meetings where representatives fromird sites were present. We recognize that
public statements made by project participants rddier from views that would be
expressed in private interviews. We are encourégetie fact that common themes emerged
from the interviews conducted with individuals essdhe sites and with different roles in the
organization.

TeraGrid is a large and complex project that grewvas and exists in complex environment
that includes past collaborations and competit@md changing policies, technologies, and
needs for HPC in science and engineering. Thistdiththe investigation in three primary
ways. First, it was beyond the scope of the stodyonduct a comprehensive examination of
the historical, political, social, and technologilzandscape related to TeraGrid. Our findings
are based largely on what interviewees told usvelmat we observed. We were not able to
compare this data with close examinations of fugdialicitations, the larger NSF portfolio
of HPC resources, or the detailed history priof éwaGrid, particularly the PACI program.
Second, while we were provided with excellent asdespeople, meetings, and documents,
there were many internal TeraGrid conversationscudisions between NSF and TeraGrid,
and interactions between TeraGrid and externalgzatd which we were not privy. Third,
there are important stakeholders such as middledearelopers and other providers of HPC
and grid resources that play a role in the Tera@cdsystem; in-depth study of these
stakeholders was beyond the scope of this investigand its objectives.

Assessing the needs of current and target Tera@mus posed several challenges. First,
TeraGrid counts more than 4,000 individuals amdagiesent users—a number that does
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not include most people who access TeraGrid ressutierough science gatewdysAs
mentioned elsewhere in this report, these userslisegse along several dimensions. Since
this was the first comprehensive scientific stutigo HPC user population that we are aware
of, there was little prior research on which to éasur investigation. By combining
qualitative (interviews, user workshop, participaiservation) and quantitative (survey)
methods, we gained a generalizable picture of ntmueers as well as in-depth information
that helps to explain the statistical findings. thar, we employed a theoretical framework
that has been tested in numerous studies of temgm@doption to guide the design of our
survey. Second, although we studied all typemdividual TeraGrid users, we focused on
users affiliated with a project that had a largeotgce allocation because these individuals
utilize the majority of TeraGrid resources. Agane employed multiple research methods to
collect data from a variety of sources to help oedooncerns that results might be skewed
toward the needs of LRAC users. Finally, we ingzded the needs of target TeraGrid users
primarily through interviews with science gatewagvelopers, who play a key role in
attracting new users to TeraGrid and supportingr thee. As new communities of users
employ TeraGrid, it will be important to assessrtheeds directly.

10.2 Future Research

The history and evolution of NSF-supported HPC esyst and networks, including study of
the policies that have shaped the environment ¢twee; the nature of institutions that
provide the resources and support their use; theacteristics of users and the factors that
affect their needs; and the impact of HPC on siienbutcomes have received little
consideration from scholars in history or sociaésce. This is not to say that these topics
have been completely overlooked (e.g. Aspray & Mfitls, 1984; Rogers, 1998), but the
attention has been minor relative to the importaotéHPC on science and engineering
research and the investment in high-end computirtge United States and elsewhere. This
knowledge is necessary to evaluate options foruresodelivery, develop curriculum in
computer science and in the domains, and asseseaesds and develop systems and policies
to meet those needs. The consequences of thesengayrsunderstanding will only increase
going forward. The research areas and problemsréuatire HPC to address questions of
interest are expanding, portending a dramaticingae number and types of HPC users. At
the same, petascale computing offers unprecedecapdbility for researchers able to
capitalize on this power, but it also presents mahgllenges. Adapting codes to the
petascale environment, managing and analyzing #ta groduced, and developing the
human capacity to both support and use a petasoaiputer are some of the problems to be
faced. As this report shows, the technical chaksraye difficult, but the social, institutional,
and organizational challenges of effectively anficieintly enabling researchers to do their
science using distributed resources and servicesa@ually difficult. These issues are not
unique to TeraGrid, but are relevant to e-sciencgeineral. Below, we discuss some of the
most pressing needs for research raised by th&fidravaluation study.

The results presented in this report suggest meslof research. First, attention should be
directed to ongoing and long-term investigatiomesfearch areas addressed in the evaluation,

* This is the latest figure we have.
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especially those related to the TeraGrid virtugbmization and to the needs of current and
target TeraGrid users. It can take a long timeotdcomes to occur and to become visible.
For example, we are just beginning to understand s®rs are employing capabilities that
TeraGrid has developed and how TeraGrid has deidtthe many tensions inherent in a
VO. Second, the study's findings also point todspo investigate in greater depth.

Although data collection for the evaluation wasited to one year, we gained insight into
the evolution of the TeraGrid partnership over tifbis was possible because many of the
TeraGrid personnel we interviewed have been inwbivethe project since the beginning of
their institution's participation. Many users anderinfrastructure experts also had a long-
term perspective on HPC and TeraGrid. TeraGridiooas to be dynamic, and entirely new
processes and issues are likely to surface basethiarges in composition of the TeraGrid
partners and the portfolio of resources. For exampk our investigation was ending,
TeraGrid was implementing changes to its governastagture to accommodate growth.
What issues were these revisions intended to agsldeesl are they achieving the desired
goals? Effective mechanisms of coordination and roamication are critical to virtual
organizations. The evaluation identified the mgpraaches used by TeraGrid, but detailed
study of the use of collaborative technologies ahdred sources of data and information
would help us to better understand their role iovjating coordination and cohesion across
the distributed organization. Finally, a survey ©®éraGrid personnel would provide
generalizable information that would contributethe literature on virtual organizations and
could be used to enhance the program.

Findings from this study provide guidance for fetsurveys of the TeraGrid user population.
For instance, a survey designed to better undetstlavant communities of practice would
inform mechanisms to interact with and support tiegeds of the user community. This
information would also be useful in designing v@teaommunities to help users support their
own needs. In addition to generalizable informati@@mned through surveys, there is a need
for in-depth study of a small sample of users drda&sed on the characteristics found to
influence user needs and behavior such as disejgitale of investigation, allocation level,
codes and algorithms used, and level of experieDaee studies would allow us to test and
refine what we learned in this study, surface ofaetors that affect user needs and behavior,
help in devising policies and strategies that nad&vand incentivize user behavior to better
serve the entire community, and inform developntemheet future needs such as managing
and analyzing vast amounts of data.

Finally, science gateways are one approach beied tesanticipate and deal with challenges
related to increasing both the total number of sis@d the types of disciplinary communities
that employ TeraGrid. More research is needed adense gateways as mediating
organizations and on the needs of the target wsemunities. Since most gateway users are
not routinely accessing TeraGrid resources throtigh gateway it will be important to
conduct additional user analyses as new communitiege TeraGrid. It will also be useful
to identify and evaluate factors related to sucoéscience gateways, first in attracting new
users, and later in finding ways to sustain angtmathat use.
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Appendix A: Notes on Applying for a DAC Allocation

The notes below were created by an individual asdm through the process to obtain a
DAC allocation. The individual is a PhD student avak the first person in his
department to attempt to use TeraGrid. In ordg@rtdect his identity we do not provide
the exact dates of his application except to sahbk applied for the allocation in late
2007-early 2008.

Day I

1. Went to the main TeraGrid website

2. Data and computation resources. http://mwwwgtédaorg/userinfo/hardware/index.php
3. POPS page. Thought to myself they should hawaebered list of steps | need to go
through to create a new account. https://pops-duiensigrid.org/

4. Created a POPS login. My first password wasstawt. Didn't realize it needed to be
a certain length. Will this login be my TeraGridjin? If | login using the different
authentication mechanisms will it take me to défgrplaces? What is the difference
between the portal and the website that | am usavg?

4. Took me a little while to figure out that | msel to read the user guide. This guide is
the list that | was looking for:
http://www.ci-partnership.org/Allocations/pops_deihtml#docs

--Logging in and creating the proposal

5. Itis an annoyance to go through the stepsm@waindow and create the proposal in
another window. A pdf document with numbered steps | can print out would have
been nice.

6. After | have already created my POPS passwooiM see that my password needs to
be a specific length.

7. In selecting the proposal type the languag®isonsistent with the resource
allocation terminology I've seen before: startupdiom, large VS DRAC, MRAC,
LRAC. | picked a startup allocation.

8. Upcoming meetings page. There are five optamaslable. Not exactly sure which to
choose. When do these different committees meetieihmost relevant to my
application? The different committees seem to lbegmaized by organization rather than
scientific application.

| picked the TeraGrid DAC because | want to applyd TeraGrid allocation.

9. While filling out the PI application, | begamwonder about the required
gualifications to be a PI. | could be wasting mgei | entered my position as research
assistant (which | technically am)

Day 2

10. Logged in, opened 2 windows, one for the antptocedure page and the other with
the actual account creation page.
11. Selecteedit current proposal
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12. Thought: Might have been nice to see a saprpigosal.
13. Not sure if my abstract should be a paragahpages.
14. Not exactly sure how many SUs | need. It's aiold and red. Not sure why.
15. What is the difference between multi-site erabs site?

Day 3
Had to update my curriculum vitae

Day 4

The interface has changed. The changes were fruilegh that it took me a few minutes
to realize that everything has changed. | just i@ihdg in and continue with my
application. | somehow came to this page: httpa@ed.org/userinfo/access/dac.php that
says | can log in on the left column, but therdarmer is a left column.

Finally found the POPS login page, but | seem teetfargotten my username.
Remembered the password and username.

Having problems uploading my cv. | can find the wioent, but the document will not
upload.

The status is showing incomplete.

For the heck of it | clicked the submit button, dhd submission status changed to
submitted Not sure if my cv was successfully uploaded dr no

Update- just got an email saying that my applicatias submitted.

97



