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Executive Summary

TeraGrid is a national, comprehensive, distributddstructure integrating multiple resources at
nine resource provider facilities. In late sprir@2, the NSF awarded a grant to the University
of Michigan’s School of Information (UM-SI) to fditate a community-driven, participatory
planning process for the future of TeraGrid. Thisgess is intended to anticipate the changes
that are already occurring in the use of HPC sesvand resources. To gain an understanding of
the requirements of current and potential futuersisf TeraGrid, UM-SI conducted a series of
three workshops. The first workshop, which focusedhe needs of those developing TeraGrid
Science Gateways and the needs of Gateway uses$ieMbhon June 7, 2007, immediately
following the TeraGrid '07 Conference in Madisonisébnsin. All twenty-one projects

currently designated as TeraGrid Science Gateways imvited, and representatives from
seventeen gateways attended the workshop.

The guiding question for the workshop was “What ledoLeraGrid be if it met the needs of your
science gateway perfectly?” Answering this questerquired a better understanding of the
future goals of each project and the specific tioé high-end computing resources and services
(such as those provided by TeraGrid) would plasngeting the scientific needs of the gateway
user communities. The workshop was organized towage small group discussion of these
topics and cross-fertilization of ideas. The fegercise focused on the question “What role does
TeraGrid play in meeting the scientific needs afitygateway user communities?” and generated
a list of six important topics:

1. Creating acommunity environment with appropriate templates and shared code (inoduithe
approach of horizontal integration with other istractures, virtual platforms, virtual
organizations, and common authentication)

2. Managingscheduling flexibility and allocations, such as throughput on demand or
opportunistic scheduling

3. Sharing ofbest practices through education and training for gateway creations (including
educating faculty and graduate students)

4. ldentifying appropriate performance (in response to issues such as high throughpunigfs.
performance or the need for handling large amooihdsita)

5. Supportingease of use and reliability of software

6. Offering asystemthat is consistent across machines, thereby creating a real grid

The second exercise was based on these six tagkiag “Regarding [this topic X], what do our
science gateways need from TeraGrid?” The grouprgéed many ideas and solutions, and then
prioritized solutions according to three criteria:

Most important to end users

Most important to science gateway developers (nekes development easier)
Impact per resources spent (money, people, etodddmpact in terms of publications,
students, classes, etc.

Two overarching themes came out of this exercike.fifst was supporting interaction and
cross-fertilization among the science gateway dgpraknt communities. Specifically,
developers wanted to share code and successfalossuand they hoped for greater financial



and professional support for developing gatewaie. Jecond was reducing the hurdles to
getting on the TeraGrid. For example, developengwencerned with the reliability and
tracking of upgrades, the length of the softwaneettgpment cycle, and the bureaucracy
associated with using TeraGrid.

In sum, gateway developers are excited at the patei TeraGrid to make HPC available to

end users and communities who would otherwise ladlerto conduct their research as
effectively or efficiently. In addition, they are@ted at the opportunity for distributed
communities to work together on common solutionsalkivhile, they are eager to move

TeraGrid toward a collaborative mindset that eratiie developers to focus on the unique needs
of their gateway communities. At present, they finat too much energy is focused on re-
creating custom solutions when standardized systerasl eraGrid-hosted gateway layer would
suffice. The prominent cross-topic patterns idedifrom the workshop outcomes advocate for:

Basic services that gateways can use instead afirngeor hosting their own.

Templates and standardized systems to save develiygetime of recreating things that
others have already built.

Standardization that would make TeraGricka grid that could support the effective use of
allocations and meta-scheduling.

Operating more effectively as a community in ortelbbetter support the education and
development needs of gateway developers.



Introduction

TeraGrid is a national, comprehensive, distributddstructure integrating multiple resources at
nine resource provider facilities. The projectuaded by the National Science Foundation
(NSF) and provides access to computational ressupcemarily in the form of supercomputers,
large amounts of storage space, visualization eesyifast networks, and software. Following a
5-year construction phase, TeraGrid became opesddtio late 2004. TeraGrid’s resources
currently include more than 150 teraflops of conmutapability and more than 15 petabytes of
online and archival data storage. High-performaretevorks provide rapid access and retrieval
to data. TeraGrid supports a variety of use camagimg from exploiting a single TeraGrid
resource to combining resources across sites.altex tapability opens up new possibilities for
conducting scientific work. Since TeraGrid becarperational, many changes have occurred.
For example, TeraGrid resources have been opentxngw user communities through the
TeraGrid Science Gateways program, the numbersolurees providers has grown, and a user
portal has been developed to make it easier torolstiormation about accounts and resources
and to simplify access to TeraGrid services. Furnthanges are certain to come. For instance, by
the time the current grants expire in 2010, a pedagesource will be on the horizon, the user
community will increase and diversify, and new pi&s and services are likely to be needed to
meet the needs of users and the expanding podaglofoerformance computing (HPC)
resources.

In late spring 2007, the NSF awarded a grant tdJthigersity of Michigan’s School of

Information (UM-SI) to facilitate a planning prosed he planning process itself is led by a
steering committee consisting of individuals reprémg key stakeholder communities and
various areas of expertise. The outcome of thisgs® will be a report that discusses options for
the future delivery of TeraGrid services and resesitbased on the diverse needs of science and
engineering communities. This report will be writtey the steering committee for the audience
of stakeholders. The process is intended to aatieithe changes that are already occurring in
the use of HPC services and resources. By relying community-driven, participatory process,
the steering committee and facilitation team hapachieve wide acceptance of the planning
outcomes.

One objective of the first phase of the process gain an understanding of the requirements of
current and potential future users of TeraGrid.iBgisummer 2007, as the steering committee
was being established, researchers and staff &tNh&l organized and conducted a series of
three workshops to elicit preliminary information oser requirements that could be used to
inform subsequent phases of the planning procdss.réport describes the results of the first
workshop, which focused on the needs of those dpiured TeraGrid Science Gateways and the
needs of Gateway users. The workshop was heldme d2007, immediately following the
TeraGrid '07 Conference in Madison, Wisconsin. tlenty-one projects currently designated
as TeraGrid Science Gateways were invited, anckseptatives from seventeen gateways
attended the workshop.

The remainder of this report is organized as foloWe begin with a brief description of the
TeraGrid Science Gateways program. Next, we disttiess/orkshop’s guiding question, the
participants, and the results of a pre-workshopesurFrom here we summarize the activities



that were used to address the guiding questioricaadquaint attendees with each other and their
projects. The main part of the report analyzegéialts of the workshop discussions and
activities. We conclude with a summary of the kegings from the workshop and the results of
the meeting evaluation survey.

TeraGrid Science Gateways

Early in its history, TeraGrid conceived the ideawhat has become the TeraGrid Science
Gateway program. Recognizing that many disciplir@mymunities were building elements of
their own cyberinfrastrucuture, TeraGrid set oufiotan partnerships that would provide
TeraGrid resources and services to user commutiieagh tools and environments they were
already using (Catlett, Beckman, Skow, & FosteQ&0Essentially, the gateway concept
recognizes that many of today’s scientists usetdpstomputing applications and web browsers
to conduct their work. The program also recognthes different communities have different
needs.

TeraGrid’s role is as a back-end service providign the gateways serving as the front end to
the user. At the time of the workshop, there wer@djects with an allocation on the TeraGrid,
which is the criterion used to designate a pragsch TeraGrid Science Gateway. A wide range
of disciplines are represented including astrondoglpgy, chemistry, computer science, earth
science, engineering, materials science, and phyBiese projects are similar in that they have
external funding to build a community-specific cyib&astructure. For more information about
the TeraGrid Science Gateways, see Wilkins-Die@062 or the gateways section of the
TeraGrid web page (www.teragrid.org/programs/sdieways/).

Workshop Purpose and Participation

The workshop was designed to assess how TeraQild nteet the needs of Science Gateways,
specifically the end users of the gateways andj@teway developers. The guiding question for
the workshop was “What would TeraGrid be if it rtie¢ needs of your science gateway
perfectly?” Answering this question required a éetinderstanding of the future goals of each
project and the specific role that high-end computesources and services (such as those
provided by TeraGrid) would play in meeting theestific needs of the gateway user
communities. Thus, the workshop activities wereaairged with these topics in mind. Secondary
goals of the workshop were to solicit ideas foragigg others in the planning process and to
provide an opportunity for gateway developers t@haad interact with their colleagues.

We contacted the lead Principal Investigator (PBaxh gateway project, inviting them to attend
the workshop or send a qualified gateway developteam member in their place. (See
Appendix A for a copy of the invitation and Appexdi for the list of participating gateways

and patrticipants.) Although a few gateways wereblento participate due to scheduling
conflicts, illness, or other reasons, the followitig Science Gateways were represented at the
workshop, representing a broad range of TeraGpdithers:

Biomedical Informatics Research Network (BIRN)
Caltech Science Gateways (Grid Analysis Environinent



Computational Science and Engineering Online (C3iir®©)
GEOsciences Network (GEON)

GISolve (Geographic Information Science Gateway)
GridChem (Computational Chemistry Grid)

Linked Environments for Atmospheric Discovery (LEAD

Massive Pulsar Surveys using the Arecibo L-bandiPaeay
(ALFA)

nanoHUB

National Biomedical Computation Resource (NBCR)
NESSSI (National Virtual Observatory or NVO)

Neutron Science Instrument Gateway

Open Science Grid Consortium and Project (OSG)
Southern California Earthquake Center Earthworkgeet
Telescience Project

TeraGrid Visualization Gateway

Virtual Laboratory for Earth and Planetary Matesi@V/LAB)

Results of Pre-Workshop Survey

Before the workshop, we asked participants to angwestions in a brief online survey. The
goal of this survey was to gather some generalmmétion about the projects and to spur
attendees (and their Gateway colleagues) to tim@idivance about the topics to be discussed at
workshop. We also asked the participants to craatetroductory slide about their gateway
projects using a template we provided. (A full b§tsurvey questions is in Appendix C. Slides
are available on the planning process website: wavagridfuture.org.)

The survey results showed that participants reptedea range of roles on science gateway
projects, including project directors, researchgofiware developers/engineers, graduate
students, and project managers. The science domegiresented by their gateway projects were
also diverse and included earth sciences, chemistlpgy, physics, astronomy, and
nanotechnology, as well as projects open to allalogi Almost all of the projects were funded
by NSF—ten exclusively by NSF—and some receivedtiaal funding from the Department

of Energy and National Institutes of Health as vaslimore specialized funding sources.
Gateways are primarily designed to support reseascleducators, and university-level students,
but seven of the respondents indicated suppodttmients in grades K-12 (see figure 1). Three
of the gateways are open to the general publicv@odexpect use by policy makers. More than
half (ten respondents) consider their gateway agweént process to devote an even balance of
effort between research and development; mosteof@mainder have a stronger bias towards
development (see figure 2). All of the gatewaysenaade some development progress; about
two-thirds have at least 50% of their gateway ieragion (see figure 3).



Figure 1: Expected User Types
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Figure 2: Focus on Research (as Opposed to Developm  ent)
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The survey included several open-ended questi@icipants indicated a range of current and
future user needs that are driving the servicescapdbilities of their gateways (many of which
were raised again during the workshop). Not suipylg, TeraGrid primarily supports the

storage, management, manipulation, and transfiergé amounts of data. Gateways also depend
on visualization and simulation capabilities whiohy not always use large amounts of data but
which cannot be performed on local, desktop compudeservers. TeraGrid is a valuable
resource because the high-end speed and capaxibgwond what end users could afford, and
the resources are critical to rapid advancemeastiehtific discovery.

Other open-ended questions encouraged attendeesgmmler the current state of TeraGrid,
TeraGrid’s potential, and how their projects canmkmwith TeraGrid to their mutual benefit.
Responses indicated that the main ways that Tedlag®rild exploit its potential reach were
through outreach, communication, and technologilzalty. For example, one person observed
that to improve understanding of TeraGrid, educatieeds to be twofold: inform senior
researchers about the capabilities of the systehtesath the hands-on users (postdocs, students,
staff) how to work with TeraGrid. Another recogrizine importance of balancing the different
needs of power users and regular users on the Sgteam or gateway. To promote grassroots
adoption, TeraGrid might consider how to ease acttesugh graduated security and other
simplified mechanisms. TeraGrid could also seekways of working with other NSF
cyberinfrastructure projects and national networks.

Participants also saw potential ways in which Ter@Gould better explain what it has to offer.
TeraGrid management needs to clarify its uniquatia@iship to the gateways, specifying the
services that will be available, how requests flmcations and services will be handled, and in
turn, what gateways must provide TeraGrid. Onei@pant also emphasized the need for better
real-time information about the current resoureeassto help schedule and match user needs
with available services. Several participants idieat the key role of Globus and the Globus
Toolkit to help make the resources more portaleligalsle, and easier to use. Others remarked on
the need for scalable tools and services, madéablaio gateway developers. Such advances
would help make TeraGrid attractive to new uses@mmunities.

Workshop Structure and Activities

The workshop was organized to encourage small gi@qussion and cross-fertilization of
ideas. Appendix D contains a copy of the workshggnaa. The majority of the time was
devoted to generating issues, ideas, and soluteated to supporting the TeraGrid
requirements of gateway end users and developers.

The workshop began with an overview of the Tera@lahning process and a summary of the
pre-survey (as described above). Next, each gbdhntcipants introduced his or her gateway
project, following the slide template we had pre@ddn advance. Their introductions included
their own role on the gateway, the field/disciplofehe end user audience, their project start
date, the project’s goals, the current and expeautesber of users, computational requirements,
their measures of success, and an interesting.t@binoted above, these slides are available on
the planning process web site.



Next, to warm up the participants for their smabtgp discussions, we began with a brief
physical exercise that was intended to help atiendet to know each other and to illustrate the
similarities and differences between the gatewayepts. For example, in the open space at the
center of the room, the attendees arranged theessil\their geographic locations across the
US. Next, they organized themselves in order baseitie number of people working on their
gateway projects. Curiously, the majority of prégelcave fewer than a dozen people working on
them (though some may have interpreted the instngto mean “number of people at their
location,” not across the entire project). Finalhg participants stood in a two-dimensional
space that represented the number of differentskiiénd users versus the level of comfort of
their end users with using high performance conmgusiervices. One participant pointed out that
the real goal of the gateways should be to make Bif@E€ssible to all, regardless of ability. The
remainder of the workshop was divided into two ma{ercises.

Exercise 1: World Café

The World Café is an effective but simple methadgenerating small group conversations that
benefit from the insights of people throughoutldrger group. The conversations begin at small
tables of four people each, and each table isttadfivith a paper tablecloth and colored
markers. The small group members are encouraggthte in the task of taking notes on the
tablecloths, while making a point of listening datky, connecting ideas, and noticing deeper
patterns. After twenty minutes, one person staysmel table as the “host” while the remaining
participants rotate to other tables with a diffénex of people. The hosts share the essence of
their prior conversation with the newcomers (altifiothey do not formally facilitate), and the
newcomers add connections and ideas from their faides. At the end of this second, twenty-
minute round, people return to their original tatded report back, collecting ideas so that they
can present their key themes to the other groulbisnétely, these conversations build on each
other as people cross-pollinate and link their sdea

The overarching question discussed during the Wodf# exercise was “What role does
TeraGrid play in meeting the scientific needs afirygateway user communities?” We asked the
participants to listen for common themes duringsimall group presentations. While the larger
group identified and discussed these common theweeyok notes of the topics that emerged.
(All ideas and notes are summarized in the nexttae From this discussion, the participants
identified six topics that formed the basis for eeond exercise of the workshop.

Exercise 2: Wandering Flip Charts

The Wandering Flip Charts exercise is an efficraeans of engaging a large number of people
in the discussion and solution of many issuesshat period of time. During a break, the
facilitators wrote each of the six topics at the td a flip chart, and the flip charts were
distributed around the room. For this second eger@articipants were instructed to wander to a
flip chart with a topic that interested them thesmaliscuss the topic with the others there, and
list the issues on the flip chart. The overarchgngstion was, “Regarding [this topic X], what do
our science gateways need from TeraGrid?”

Although this exercise is designed for participantmeet in small groups of three or four people

for five minute intervals at a flip chart, the paipants had discussed many of the issues as a
larger group before the break and so they insteatiered around at will, writing issues and
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ideas that were important to them and discussiegtwith their colleagues. After sufficient
time generating ideas, the flip chart sheets wemored and posted alongside the charts, and
then the group repeated their circulation amongliets, except this time the goal was to
generate solutions to the issues that were ligteddch topic.

Reconvening after another fifteen minutes, the griscussed what criteria should be
considered when prioritizing the solutions that badn generated. For example, solutions that
would be most important to end users might be diffefrom those that would be most viable.
Each participant received three colored stickes dlmt each criterion (described below) to vote
for their favorite solutions.

After voting, we concluded with a general groupcdission of the results. We asked if anyone
felt that something was missing or underrepreseméslalso discussed what their role and
TeraGrid’s role might be in informing each othepabrequirements and opportunities. To close,
we asked each patrticipant to make a final commieti¢sired. The facilitators took notes during
this final portion of the workshop and also handatla workshop evaluation form.

Findings

Key Themes Generated

The discussion during the “world café” exercise Viay and wide ranging. After the small
groups reported to each other, the broad discusditre question “What role does TeraGrid

play in meeting the scientific needs of your gatgwser communities?” revealed more than a
dozen common themes, some of which were relateddb other. The groups raised many issues
and questions which were captured in the subseggesmiand solution generation exercise, so
we have grouped and synthesized them in that sediid a synopsis of the small group reports
can be found in Appendix E.

The themes were distilled into the following siximgopics (in order of those garnering the most
votes in the subsequent prioritization stage ofattevity):

1. Creating acommunity environment with appropriate templates and shared code (inoduithe
approach of horizontal integration with other istractures, virtual platforms, virtual
organizations, and common authentication)

2. Managingscheduling flexibility and allocations, such as throughput on demand or
opportunistic scheduling

3. Sharing ofbest practices through education and training for gateway creations (including
educating faculty and graduate students)

4. ldentifying appropriate performance (in response to issues such as high throughpunigis.
performance or the need for handling large amooindsta)

5. Supportingease of use and reliability of software

6. Offering asystemthat is consistent across machines, thereby creating a real grid

Additional themes that were not included in theosekcexercise were:

Managed persistence of capabilities and interfanésmation and data
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+  Web availability of non-web services

+ Roles—e.g., on demand

+ Software service provider support - service role

+ Database support

+ Balancing of cost, throughput, and time—impliedthig is meta-scheduling
+ Equity-barter

With the six themes listed above, the group begariwandering flip charts” exercise. The
results of this exercise are described in the segtion, combined with prioritization outcomes.

Prioritized Solutions

After completing the issue-generation and solugeneration parts of the second exercise, the
group discussed as a whole what criteria wouldrg@ortant for voting on and prioritizing
solutions. The group suggested a number of crjtand the top three were:

+ Most important to end users

+ Most important to science gateway developers (hekes development easier)

+ Impact per resources spent (money, people, etoadampact in terms of publications,
students, classes, etc.

Other criteria which were not used for voting irdgd most viable or likely to work, most
sustainable or scalable, most innovative, and tnassformative.

In the following subsections, we review the issaed the prioritized solutions, identifying the
different ways that these ideas are importanteduture development of TeraGrid. We also
include a table itemizing the solutions and theesdhey earned for each of the three criteria
above.

1. Creating a community environment with appropriate templates and shared
code (including the approach of horizontal integration with other infrastructures,
virtual platforms, virtual organizations, and common authentication)

The issues associated with this theme arose asfohit concern that a great deal of effort is
expended developing duplicate code and systeméidvatalready been created successfully
elsewhere. Because each gateway has limited resyuhey would like to see some aspects of
the systems they create be made available as stboidshared services and tools. For example,
new gateway communities would be better serve@pping into pre-existing, generic templates
for creating a hub, as well as by accessing welicgsy such as authorization, job submission,
data distribution, data access, and resource disgolikewise, centralized TeraGrid support for
such services and virtual organizations would nthlsestandardization more effective. In fact,
one person commented that if TeraGrid were to plee gateway framework as a hosted
service, new gateway developers could readily agvdbmain science applications for their
community without having to deploy and maintainesire framework. A related issue is the
need for greater standardization across Tera@gd.dtor example, users would like to be able
to run the same code on different machines atréifiesites. A TeraGrid-hosted framework
could reduce much of the overhead associated witigwaried resources. (This issue was also
expressed in the context of creating a “real gridée-subsection 6 below.) In support of this
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cross-fertilization, participants were eager toenhigh bandwidth between the greatest possible
number of resources.

Thus, the solutions considered to be the most itapbfor supporting these concerns,
particularly to ease the development of sciencevgays, were (1) the development of gateway
framework templates built upon toolkits which méneady exist, (2) partnering with National
Lambda Rail or Internet2 in order to provide greandwidth between sites, and (3) examining
what is happening in other grid communities witl &m of learning best practices from them.
Although each of these solutions is most beneficiagateway developers, some participants
also felt they represented a good use of resoufcsslution that would particularly benefit end
users (but received votes for the other two cates well) would be to have common scheduling
of jobs across different TeraGrid sites.

Users® ? | Resource$ | TOTAL | SOLUTIONS
3 8 Develop gateway framework templates
built upon toolkits which may already exist
3 1 8 Peering with NLR (National Lambda
Rail)/Internet2, etc.
4 2 7 Have common scheduling of jobs across
different TeraGrid sites
1 5 Examine what’s going on in other grid
communities (OSG, eScience, etc.)
3 2 5 Hosting web services
1 Integrate applications and other resources

for resource discovery> uniform software
stack for different kind of machines (Note:
this may be difficult in practice, but

common interfaces at least are essential

1 Keep “data” open with instant
acknowledgment of the generator

WSDL publication should be maintained
(Note: WSDL=Web Services Definition
Language)

Documentation (someone drew an arrow
from WSDL... to here)

3 9 32 Subtotals and Totals

&Most important to end users

P Most important to science gateway developers (hekes development easier)

¢ Impact per resources spent (money, people, ermyd impact in terms of publications,
students, classes, etc.

2. Managing scheduling flexibility and allocations, such as throughput on demand
or opportunistic scheduling

The issues associated with this theme reflectaiiiies that already exist for making effective
use of TeraGrid resources through scheduling dodadions. Participants would like to see
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scheduling issues addressed by being able to ebsdq available sites, which would require
meta- or co-scheduling systems that share a conmbenfiace at the very least. One person
noted that a common file system would be usefwell although this might be a stretch).
Meta- or co-scheduling could be accomplished witlaatomated system providing an
application code interface that could send jobdata to the most responsive resources.
Allocations thus need to be parceled out in wags déine more sensitive to the variety of user
accounts—people, communities, subgroups, and slacmlints. As the popularity of gateways
(and the number of users more generally) growscation processes will need to be
reconsidered.

The solutions generated for these issues were plynod value to end users, but the most
important solution—seriously pursuing meta-schetdpby funding development for it—is very
valuable for end users and gateways and a goodfdgeding resources. In fact, meta-
scheduling may be critical for the effective usd growth of cyberinfrastructure going forward,
as it is already inhibiting growth today. Other ionfant solutions included allocating separate
resources for on-demand computing, standardizlagyistem interfaces and metadata for
working across nodes and tools, and improving tadability and quality of information about
the status of resources.

Users Resources| TOTAL | SOLUTIONS

3 5 11 Take meta-scheduling seriously, not as a future
dream! Allocate funding for development

5 5 Allocate separate resources for on-demand
computing

3 4 Uniform file system interface
* Needs to be reliable/efficient

1 4 Improve the availability and quality of

information services

1 3 Standard/common metadata for sharing job
information across nodes & tools, i.e. maybe an
“ontology”-based resource (both hardware &
software) description language

12 6 27 Subtotals and Totals

3. Sharing of best practices through education and training for gateway creations
(including educating faculty and graduate students)

This theme focuses on issues of making it easregdteways to use and develop within
TeraGrid, but it also speaks to more broadly sprepawareness of cyberinfrastructure among
those that would likely use it. Some of the bagigrat exist for gateway developers include
finding out what factors will contribute to theuwcess, creating many basic services from
scratch, updating gateways to work with new releag& eraGrid, and developing and
deploying desktop applications.

The primary solutions for these issues are se@noasding multiple levels of education to both
end users and developers. For example, graduaterdtuand postdocs need technical education
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while senior researchers who may not be hands-exns us TeraGrid will need to know what
they can do with it. Workshops for gateway devete@hould be targeted at beginning,
intermediate, and advanced levels, identifyingroperation between gateways at the higher
levels. Here, too, the idea of providing commorsibaervices to avoid the duplication of effort
was suggested.

Users Resources| TOTAL | SOLUTIONS

2 3 6 Tiered education

+ Grad students, postdocs — technical educatign

+ More senior researchers need to know what
*can* be done with TeraGrid

1 2 4 Workshops

* Beginner

* Intermediate

+ Advanced (inter-operate between gateways)

1 1 4 Generalize and provide basic services — to avoid
duplication of effort— it is possible?

Make sure your users get the training

3
1 2 Documentation — keep it up
2 Have standard software stacks for types of ngdes
« Compute node software stack
+ Date node software stack
+ Pop node software stack

2 2 Program of work driven by science users —
desktop

7 9 23 Subtotals and Totals

4. Identifying appropriate performance (in response to issues such as high
throughput vs. high performance or the need for handling large amounts of data)

This topic reflected a particularly acute concamoag participants that HPC is focused too
much on building single, giant machines—the tensibcapability versus capacity. They would
like to see greater balance in the attention tosvéincbughput and towards performance,
particularly to meet the end-user expectation jhiag would run in seconds or minutes—not
typically in days. Some believe that high throughpeeds may be outpacing demand for
traditional HPC and should be considered as afsignt change as TeraGrid goes forward.
Many opportunities exist for TeraGrid to serveusers in new ways. For example, TeraGrid
could serve as a library and resource of commutatg sets, database expertise, and storage.
The use of TeraGrid allocations could also be ndgreamic, such as partitioning resources to let
some portion focus on throughput while other peais be geared toward HPC or allowing users
to schedule a large number of nodes to accommadatge number of data sets. Likewise,
TeraGrid could offer support for on-demand capgbdnd using cycles opportunistically.
Finally, disk storage is currently not commensuraitt CPU performance, but might be made
available with that in mind.
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This topic prompted the solution that, by far, gaed the most votes: Participants would like to
see the next generation focus perhaps only halfeofunding on single, high-capacity machines
while the remainder would serve towards developaagptent” for the distributed environment
that science gateways provide. Content includesythiag from middleware (including robust,
backward-compatible releases), gateway interfaggsh(as portals and management services,
including new gateways), and science applicatiomsning on TeraGrid systems and accessible
through science gateways) with accompanying tusaad outreach material. Also, some felt
that offering clustered, lower-cost machines migihhelpful toward this end, and many were
also eager to have a reliably performing global $ystem with a fast local input/output. The
group felt that this division of funding betweegitend and high-throughput would provide the
most impact for resources spent and it would stre@eend users well. We asked participants if
they wished to use their votes for a “solution"tthvas a foregone conclusion, buy they were
adamant that they wished to support this proposaenand championed by one of the
participants.

Users Resources| TOTAL | SOLUTIONS

4 10 15 Do not invest $200M into a single machine

+ $100M in a capacity machine

+ $100M in developing the distributed software
and integration of the distributed environment
of the Science Gateways (portals, interfaces,
information, data and job management and their
integration)

4 1 7 Reliable, performance global file system with
local high-throughput I/O (reliably performing
global file system with a fast input/output locally

Common software for data collections, data
archives, retrieval, and “curation”

Applications support for wide set

8 11 22 Subtotals and Totals

5. Supporting ease of use and reliability of software

This issue centers on simplifying access to andiéxt TeraGrid resources, possibly by making
some of the systems generic across sites. Paritsipelt gateways need:

Technology that allows codes to be ported easigvery TeraGrid computer, including
support for that portability (installation, comgitan, etc.) (See the NSF Middleware
Initiative (NMI) Build and Test facility as an exge of a support center.)

Generic services for gateways

Support of virtual machines and services

A simple process to acquire resources

A quick results/queuing policy

Mechanisms to validate results across multiplessite

Accuracy and precision of results
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Another concern was making it easier for gatewasehigpers to create applications. Participants
suggested that facilities support automatic testingpplication software. They also saw an
opportunity for increasing application developmieynimaking systems that help graduate
students and non-web developers to create applnsatapidly on their own.

To these ends, participants supported the solofigmoviding guidelines and a framework for
building web interfaces and services. They were midavor of funding integrative testing of
software stacks.

Users Resources| TOTAL | SOLUTIONS
2 1 6 Provide guidelines and framework for building
web interfaces and services
2 5 Fund integrative testing of software stack
2 3 Simplify the resource allocation process and fast
turn around time of proposal response
1 3 Utilize SQA best practices for software
development
3 3 Supposed gateways that run applications “as |s”
no web enabling
2 Application developers should provide test data
to compare versus successive builds
Adopt commercial solutions
+ Amazon
+ SunGrid
4 7 22 Subtotals and Totals

6. Offering a system that is consistent across machines, thereby creating a real

grid

The topic of creating a true “grid” system garnetteel least overall votes for solutions, perhaps
only because the need for standardization and stemgly across such a grid was expressed in so
many other topics. For example, participants eouesd certain standard capabilities that could
produce reliable outcomes across the grid, suexesuting functions, authenticating once,
moving data, monitoring progress, and locating ¢aUniform Resource Identifiers). Another
desirable feature would be a connection to or agerability with university computing systems.
Like the electricity grid, they also suggested stasgn that would automatically provision nodes
or storage, rather than allocating in advance. ¢Auattic provisioning, of course, relies on having
a uniform stack that would allow software to wodtass the TeraGrid.) Instead, users could be
sent periodic bills for their usage.

In fact, of all the solutions receiving votes, ttopic included single solutions with the third and
fourth largest number of votes—solutions that wemesidered to be important to end users as
well as for gateway developers or for producingaetpOne person noted, though, that the
liability of this approach is that if gateways &me tightly linked to TeraGrid’s approach, they
may be less able to make use of other grid enviemis
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Users Resources| TOTAL | SOLUTIONS

4 5 10 Standardize certificate based
authentication/authorization — see GAMA (Grid
Account Management Architecture, http://grid}
devel.sdsc.edu/gridsphere/gridsphere?cid=gama)

for example

3 1 9 End-to-end support for Virtual Organizations
Virtual machines

7 6 19 Subtotals and Totals

Closing Discussion

In their closing comments, participants emphasaggin certain key avenues of support that
would improve both the development of gatewaystaertxperience for the end users of those
gateways. Nearly all these comments focused omtaio themes: (1) supporting interaction and
cross-fertilization among the science gateway dgraknt communities and (2) reducing the
hurdles to getting on the TeraGrid.

First of all, interaction among developers of Teid&cience Gateways as a way of exchanging
ideas and successful solutions would save peomhe feproducing existing code or pursuing
unproductive efforts. Developers would also like&ktmw what code or features could be
generalized across gateways or would have wideahjppeong different types of users. By
sharing how certain features have been made algilatoviding some standard features as web
services, and even sharing how they manage thitivese development as a project, gateway
developers would feel better supported. This ctwglédhccomplished through an online forum or
listserv venue as well as with regular, in persa@etimgs. (Many of the participants were
unaware of the biweekly gateway teleconferenceteddsy TeraGrid’s Nancy Wilkins-Diehr,
who subsequently invited all participants to jdie group.) In addition to moral support,
financial support in the form of funding incentiviesthose who propose and develop gateways
and professional support in the form of acadeneditifor building gateways would be

welcome. A more active “developers’ gateway” conldke this exchange more successful,
allowing gateways to share with TeraGrid the burdlecommunicating best practices.

The second key issue was the variety of hurdlegsnila&e using and building on TeraGrid so
difficult. A chief hurdle is simply the lack of niability of the TeraGrid, particularly with regard
to upgrades. Some developers find that middlevsan®i tested and deployed in such a way as
to establish that it is truly useful, reliable, arghble. Moreover, gateways find it difficult to
keep up with new versions of things, making it mideely that gateway systems will break
when upgrades are made. In addition, the lengtimaf it takes to build middleware and other
software elements is too slow to keep up with trawgion of requirements. A different type of
hurdle is the process for obtaining a TeraGridcatmn and the time-consuming aspects of
interacting with TeraGrid bureaucracy. (Few of gageways at the workshop actually get
funding from TeraGrid, although some attendees wader the impression that most gateways,
other than theirs, received financial support fifbenaGrid). As mentioned above, the provision
of web services by TeraGrid could make the constm®f and access to gateways considerably
easier. Similarly, the ability to program a useplagation that runs directly from the TeraGrid
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could simplify access. Some wondered whether,erfuture, something like TeraGrid should
come from industry as a way of bypassing thesécdlffes.

Participants indicated that, to an extent, theselange issues could be alleviated with better
education and communication between TeraGrid amd#teway developers and among the
developers themselves. They also felt that progreskl be made by extending themselves
further towards connecting with other gateways r@sdurces. Finally, by making it possible for
users to help themselves, they might scale themsystore organically.

Conclusions

In conclusion, it is clear that gateway develomgesexcited at the potential of TeraGrid to make
HPC available to end users and communities who dvotlierwise be unable to conduct their
research as effectively or efficiently. In additiohey are excited at the opportunity for
distributed communities to work together on comraolutions. Meanwhile, they are eager to
move TeraGrid toward a collaborative mindset timattdes the developers to focus on the unique
needs of their gateway communities. At presenty; fimel that too much energy is focused on re-
creating custom solutions when standardized systerasl eraGrid-hosted gateway layer would
suffice. The prominent cross-topic patterns obsgmehe exercises above advocate for:

Basic services that gateways can use instead afirmgeor hosting their own.

Templates and standardized systems to save develibygetime of recreating things that
others have already built.

Standardization that would make TeraGricea grid that could support the effective use of
allocations and meta-scheduling.

Operating more effectively as a community in ordelpetter support the education and
development needs of gateway developers.

Workshop Evaluation

At the end of the workshop, we left time for pagants to complete a survey that asked them to
evaluate the information received prior to the nmggtthe clarity of the workshop goals, the
guality of the presentations, instructions, andksbop activities, and their overall impressions
of the event. Based on this feedback, the workstagpa success. The evaluations of the
workshop activities averaged greater than 4 orakesaf 1 to 5. Although many participants
expressed a preference for one exercise over anbite exercises were singled out as helpful
and effective in participants’ feedback comments. fiture workshops, participants suggested:

Extending the presentations about each of the gatew

Promoting a discussion forum

Bringing real cases from users and discussing ipeaspects

Focusing less on technical problems, solutions,ddojelctives, instead considering aspects
such as funding, organization, etc.

More workshops leading to deployed solutions

Continuing to involve gateways as part of an agilning and tracking process

They also look forward to seeing their suggestiomdemented so that the gateways are used
more extensively, their development solutions awathnologies are shared with each other, and
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users are more satisfied. They also hope thatdit@F solicitations incorporate the suggestions
that they generated in this workshop.

We observed that the workshop was very successfuiaviding an opportunity for individuals
developing gateways to come together and intevdetalso noted, however, that it was
challenging to get attendees to maintain a congigtast-2010 focus on their needs and those of
their users. In retrospect, this did not seem s&ing. When individuals with common concerns
first have the chance to meet and discuss theinahghallenges and goals, it is natural that they
need time to focus on the issues of today befor@mganto the future. This argues for
providing ongoing face-to-face and online opportiesifor interaction between gateway
developers around the topics they themselves itkshti
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Appendix A: Workshop Invitation

Dear (name of Gateway PI):

We would like to invite you or a member of your jed to attend a workshop at the TeraGrid
'07 Conference in Madison, Wisconsin. This invibatal workshop will be held on Thursday,
June 7, from 12:30 p.m. until early evening. Theppse is to solicit information about the needs
of developers of projects such as (name of gatethay)will be used to help guide future plans
for the TeraGrid. Individuals working on projedcitsel yours that integrate TeraGrid resources
and services are important users of TeraGrid.

This workshop is the first in a series of actistessociated with a planning process being
supported by the National Science Foundation (NBf¢. planning process will be led by a
Steering Committee comprised of individuals frony keakeholder communities and facilitated
by the University of Michigan’s School of Informati (UM-SI). The workshop will be
conducted by Ann Zimmerman and Katherine LawrericbeUM-SI. Please see the end of this
message for further information about the planmiracess.

The ideal participant in this workshop would berdividual working on (name of gateway)

who understands the technical, social, and orgaaiml issues related to the integration of
TeraGrid resources into your project as well agahhget users for (name of gateway). We are
able to support costs related to attendance avdhleshop. Alternately, if an appropriate person
from (name of gateway) is already planning to attenthe TeraGrid ‘07 Conference, and needs
to extend their stay in order to participate inwwkshop, we are able to subsidize some of the
travel expenses associated with that person’sdstere.

We also hope that the timing of this workshop wiincide with plans you may have to attend—
or will make it easier for you to attend—a Friddyne 8 morning staff meeting for TeraGrid
Science Gateways developers, hosted by Nancy V¥HRiehr of TeraGrid.

Please reply to Ann Zimmerman (asz@umich.edu; &41865) by Wednesday, May 9 as to
whether you or a colleague will be able to attdrelilune 7 workshop. Ann can also answer
guestions you might have about the workshop.

To make this short meeting as productive and engaag possible, we will ask attendees to
answer a brief survey in advance of the meetings 3irvey will help give participants some
advance consideration to the issues we will beudsiag and allow them to efficiently share
information with colleagues at the workshop.

Thank you for considering this invitation. We hdpesee you in Madison!

Sincerely,

Ann Zimmerman and Katherine Lawrence, Workshop Cga@izers
School of Information, University of Michigan

21



ABOUT THE TERAGRID PLANNING PROCESS

The NSF is providing support for a community-driyparticipatory planning process whose
goal is to provide information that will help guitiee future evolution of TeraGrid. Current
awards for the operation, user support, and enhaeaeof the TeraGrid facility will expire in
2010. By this date, a petascale computing resomiltbe on the horizon, the user community
will have grown and diversified, and new policieglaervices are likely to be needed to meet
the needs of users and the expanding pool of hegfepnance computing resources. In
anticipation of these changes, the planning prosgegusing on the needs of current and
emerging user communities as a critical aspedterdevelopment of a path forward for
TeraGrid in 2010 and beyond.

Planning activities will be conducted over the spatapproximately one year and will include a
combination of face-to-face and online engagemesigthed to:

»  gather information on user needs and priorities;
e compare user requirements; and
» develop options for the delivery of high-performamesources and services

The results of the planning process will be a refmwthe stakeholders that outlines options for
the design of the next generation TeraGrid andhferelivery of high-end resources and
services based on user requirements. The repdivewkritten by the Steering Committee using
the information and input gathered from stakehadleroughout the planning activities. The
final version of the report is targeted for Febyu28, 2008.

The Steering Committee is currently being formed anveb site is in development. For further

information, please contact Ann Zimmerman, Schddhformation, University of Michigan at
asz@umich.edu or 734-764-1865.
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Appendix B: List of Workshop Participants and Gatew ays

Adam Brazier ALFA Pulsar Survey

Julian Bunn Caltech Science Gateways (Grid Analgsigironment)
Xuiyi Fan CSE-Online

Ashraf Memon GEOsciences Network (GEON)

Yan Liu GISolve (Geographic Information Science évedy)
Shaowen Wang GISolve (Geographic Information Saehateway)
Sudhakar Pamidighantam GridChem (Computational @tgnGrid)

Tom Baltzer Linked Environments for Atmospheric @isery (LEAD)
Gerhard Klimeck nanoHUB

Wilfred Li National Biomedical Computation Resou(®¢8CR)

Steve Meacham National Science Foundation

Abani Patra National Science Foundation

Roy Williams NESSSI (National Virtual ObservatonyVO)

Steve Miller Neutron Science Instrument Gateway

Ruth Pordes Open Science Grid Consortium and Rr{p£RG)

Phil Maechling Southern California Earthquake CeBt&thworks Project
Jeff Grethe Telescience Project and BIRN

Joseph Insley TeraGrid Visualization Gateway

Cesar da Silva Virtual Laboratory for Earth andelary Materials (VLAB)
Pedro da Silveira Virtual Laboratory for Earth dfldnetary Materials (VLAB)

Gateways unable to participate included:

Bioportal (Biology and Biomedicine Science Gateway)

The Earth System Grid (ESG)

Network for Earthquake Engineering Simulation (NEES
Open Life Sciences Gateway (OLSG)

Special PRiority and Urgent Computing Environme&RRUCE)
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Appendix C: Workshop Pre-Survey

Thank you for taking a few moments to prepare lierTeraGrid Planning Workshop to be held
in Madison, WI on Thursday, June 7, 2007, from 02:8:00 pm.

The 14 questions in this survey are intended tp spur your thinking and to assist us in
collecting data to seed the workshop. We realiaé phojects differ and not all questions will be
relevant or easy to answer. Do the best you cap.@lestions that aren’t relevant and leave us a
comment in question 14 with any notes or otherrimftion you would like to convey.

Feel free to get input from others who are pastaafr gateway project. You can return to this
survey to revise your answers by following the linkhe e-mail we sent.

With the exception of name and contact informatatata will be aggregated and individual
responses will be anonymous.

Please complete the survey by Thursday, May 31.
Page 1 of 3: Information about You

1. Please provide your name and your gatewayatfbh as you would like it to appear on your
name badge.

2. We will be preparing a participant list to indtuwith the workshop materials. Please provide
your name and contact information in the spacevineldst as much information as you would
like to make available. For example, affiliatioddaess, phone, fax, email, web page.

3. We will be serving lunch and a snack at the \Bbdp. Vegetarian options will be available.
Do you have any other special dietary needs weldloaunsider?

No

Yes (please specify)
Page 2 of 3: Basic information about your gateway
4. What is the name of your gateway?

5. What is the primary field/discipline of your gatay end-user audience? (e.g., chemistry,
meteorology)

6. What is the funding source(s) for your project?

7. What types of people do you expect will use y@ateway? (check all that apply)
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Researchers

Educators

Students (college or university-level)
Students (K-12)

Policy makers

General public

Industry practitioners

Other (please specify)

8. To what extent is your gateway a research pr¢gscopposed to development)?

0 (0% research/100% development)
10

20

30

40

50 (50% research/50% development)
60

70

80

90

100 (100% research/0% development)

9. To what extent is your gateway in operationg@gosed to being in development)?

0 (0% operational/100% in development)
10

20

30

40

50 (50% operational/50% in development)
60

70

80

90

100 (100% operational/0% in development)

10. As part of the initial planning process, wel Wwé conducting two more user workshops to
include individuals with various levels of expemerand knowledge regarding high-performance
computing (HPC) and TeraGrid. We welcome recommigmas of people, especially users of
your gateway, who would be thoughtful about thed@md constructive in their participation.
These people do not need lots of HPC experienkaawledge and could be “emerging users.
However, it would be most useful if they have aibasderstanding of high-end resources and
services and how they might be used in suppoiiaf bwn research. Graduate students, post
docs, research assistants, and under-represermtedragps (as well as Pl-level nominees) are
all welcome.

25



If you have recommendations, please provide thaaime(s) and institutional affiliation(s), along
with a brief note as to why they would be appragria

Page 3 of 3: Open-ended questions

The following are open-ended questions to jump staur thought process... Polished essays are
not required!

11. What current and future user needs are driiagervices and capabilities that your gateway
project provides or is planning to provide? (Foample, are your users dealing with large
amounts of data that they need to move aroundsoialize? Do they need to collaborate across
disciplines or distance?)

12. Why will TeraGrid be a valuable resource toryowject and end users?

13. How could TeraGrid become outstanding?

14. What other comments would you like to add? tAeze explanations or clarifications that

you would like to make? Use this space to ask questmake comments, etc., on whatever
topics you feel are relevant to the workshop amdhping process.
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Appendix D: Workshop Agenda

Time: Thursday, June 7, 2007, 12:30 to 6:00 pm
Location:  Great Hall, 4th Floor Central Core, Wisconsin Union
Hosts: Ann Zimmerman (asz@umich.edu) and Katherine Lavwedkathla@umich.edu)

Workshop Guiding Question

What would TeraGrid beif it met the needs of your science gateway perfectly? Answering this
guestion requires a better understanding of thedugoals of your project and the specific role
that high-end computing resources and services (@sithose provided by TeraGrid) play in
meeting the scientific needs of your user commesitl hus, the workshop activities are
organized with these topics in mind.

Workshop Goals

1. Assess the requirements of gateway developersifisp#g, how can TeraGrid improve the
capabilities available to your gateway user commmes®? To do this, we will identify the
common and different needs and priorities for yonajects.

2. Solicit your ideas for engaging members of youljgotis user community in the planning
process.

3. Provide you with an opportunity to interact witlckather around topics of shared interest
and give us ideas about how to support your coatmarticipation and interaction
throughout the planning process...and beyond.

Schedule

12:15-12:45 pm: Check-in and get lunciLunch will be served starting at 12:15, so we
encourage you to arrive early)

12:45-1:30 pm: Introduction (and lunch)
Welcome from workshop organizers and explanatioimefgoals and format of the
workshop
Presentation of overall participant survey data
Participant introductions (accompanied by your @cbglides)—90 seconds each

1:30-1:35 pm: Brief bio-break

1:35-1:50 pm: Warm-up exercisdo familiarize participants with the scope of eather’s
projects

1:50-2:55 pm: Idea generation activity from perspeive of gateway end users
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The driving question of this activity is: “What eotloes TeraGrid play in meeting the scientific
needs of your gateway user communities?” Parti¢gohaave the opportunity to explore this
guestion in small groups.

2:55-3:35 pm: Large group discussion and prioritizion of topics
Small groups report the most important and intergsssues raised during the activity.
Entire group discusses common themes and identifeest significant issues for use in the
second part of the workshop.

3:35-3:55 pm: Break

3:55-4:45 pm: Idea & solution generation activity fom perspective of gateway developers
In response to the key topics selected from prtvidy, participants answer the question, “What
do our science gateways need from TeraGrid?”

4:45-5:10 pm: Discussion of evaluation criteria angrioritization of solutions

5:10-6:00 pm: Reactions, feedback, and workshop duation survey

Participants will identify key issues to consideing forward. We will discuss how, in future
workshops, events, and initiatives, we can mosicéitfely engage the end users and developers
of TeraGrid science gateways.

Workshop Outcomes

We will produce a report that will be posted on ptteenning web site shortly after the workshop.
We will ask you to comment on the report beforie fposted. The information collected during
the workshop will carry forward in the planning pess. It will be used in creating an overall
picture of user needs and requirements. It wilb &l used to gain stakeholder input on the
development of options for the future delivery @tperformance resources and services.
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Appendix E: Ideas Generated in “World Café” Exercis e

Group 1

Our group tried to maintain a looking forward pesfive in our discussion—both the needs of
the gateway user community and the roles of thaGrd. What would we like the roles of our
community to be? What would we like TeraGrid to be?

User perspective: Software packages we don’'t hmpeitchase ourselves. Results are private
unless we want them to be public. Storage andrdateagement.

TeraGrid role: Software system integration. Abilidyoperate and administer these HPC
systems. Check user credentials. Carry the cuttiibest practices. TeraGrid has visibility on all
18 of these projects, so they should provide feeklbmthe gateways about the experiences of
other projects. TeraGrid should evaluate role of technologies (ex: virtual machines). Also
development of new parallel computing techniquest. MPI forever. Perhaps developing
relational databases. Evaluating and improvinggeerdnce of our applications

Group 2

One person in our group who needs bandwidth. Mesple at the table don’t. Time and number
of users — most people want to run in seconds out@s. Very few running in days. Bringing
people up the slope. Buying specific machines. Japport. Gateway users shouldn’t have to
call user support a lot—it doesn’t scale. Won'tlsdar ten thousands of users. Metascheduler
on the TeraGrid. The user wants to minimize thedtound time.

Group 3

What happens if TeraGrid goes away? It depende@ie¢raGrid user community. For some it's
the only way they can get the work done becausedbr’t have it built into their local
infrastructure. Connecting into TeraGrid. When yooaden the scope of the users coming in,
how do you get users in? The allocation procedswéd different dynamics with large numbers
of users coming in. More structured now to run picithn codes that run behind the gateway.
Privacy. Transferring data back and forth. As thtegays grow, you're going to have a mix of
many different types of users.

Group 4

We started by trying to figure out what is the T&ria. Too hard. Not just existing gateways, but
how you bring new ones in. They don’'t want to havdevelop lots of infrastructure. A way
in—an existing package. The next layer was virtnathines. A virtual organization on top of
virtual machines, so you could really have a comitlguGateways facilitate running scientific
computations in a faster way. Getting results tbemmunities want to get without having to
build infrastructure. Getting people more feedbackow their jobs are running. Gateways not
always having to keep up with new versions of thirfgp, people don’t have to worry about
things breaking when upgrades are made. Commuifoigasions are good, but people may also
want to be able to use their own allocations.
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Group 5

We started with developer needs and then wentusgoneeds. Data parallel resources.
Communication interfaces—way to communicate witieotgrids. Making the submission of
larger jobs easier on the TeraGrid. Rule-basedoaitition. As a user don’t want to have to
worry about authenticating to all the differentdgs—a common account. On-demand
computing. 5-minute need vs. larger needs. A lichitamber of homogeneous resources.
Harness for regression testing, so it's consisgerass all the TeraGrid resources. Know code
works on Tungsten, but | also want to run it on BRigd, so | want to make sure it runs
efficiently.
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