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Preface

The work described herein uses molecular simulation to study the adsorption of CO2 and
related chemical species onto heterogeneous, solid adsorbents in order to facilitate the
developement of effective CO2 emission reduction strategies, which are needed to reduce
the chance of harmful global climate change. The specific goals of this work include: 1)
improving understanding of adsorption onto heterogeneous, microporous solids to inform
the development of future, engineered adsorbent materials, 2) evaluating the potential of
novel, metal-organic framework adsorbents to capture CO2 from fossil fuel power plants, 3)
developing an efficient molecular simulation coal model suitable for studying CO2 seques-
tration and enhanced methane recovery in unmineable coal seams, and 4) developing and
advancing tools and methods needed for the study of adsorption in non-rigid materials.

The introductory chapter provides background information describing carbon capture
and storage, metal-organic frameworks, coal, and molecular simulation. Subsequent chap-
ters describe specific molecular simulation research pertaining to the goals described above.
Each of these chapters begins with a brief summary of the work, provides details regarding
the simulation methods used, and finishes with a presentation and discussion of the results.
A concluding chapter summarizes the most important findings and suggests areas where
further research is needed.
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Abstract

Capture of CO2 from fossil fuel power plants and sequestration in unmineable coal seams
are achievable methods for reducing atmospheric emissions of this greenhouse gas. To
aid the development of effective CO2capture and sequestration technologies, a series of
molecular simulation studies were conducted to study the adsorption of CO2 and related
species onto heterogeneous, solid adsorbents.

To investigate the influence of surface heterogeneity upon adsorption behavior in acti-
vated carbons and coal, isotherms were generated via grand canonical Monte Carlo (GCMC)
simulation for CO2 adsorption in slit-shaped pores with several variations of chemical and
structural heterogeneity. Adsorption generally increased with increasing oxygen content
and the presence of holes or furrows, which acted as preferred binding sites.

To investigate the potential use of the flexible metal organic framework (MOF)
Cu(BF4)2(bpy)2 (bpy=bipyridine) for CO2capture, pure- and mixed-gas adsorption was
simulated at conditions representative of power plant process streams. This MOF was cho-
sen because it displays a novel behavior in which the crystal structure reversibly transitions
from an empty, zero porosity state to a saturated, expanded state at the “gate pressure”.
Estimates of CO2 capacity above the gate pressure from GCMC simulations using a rigid
MOF model showed good agreement with experiment. The CO2 adsorption capacity and
estimated heats of adsorption are comparable to common physi-adsorbents under similar
conditions. Mixed-gas simulations predicted CO2/N2and CO2/H2selectivities higher than
typical microporous materials.

To more closely investigate this gating effect, hybrid Monte-Carlo/molecular-dynamics
(MCMD) was used to simulate adsorption using a flexible MOF model. Simulation cell vol-
umes remained relatively constant at low gas pressures before increasing at higher pressure.
Mixed-gas simulations predicted CO2/N2 selectivities comparable to other microporous
adsorbents.

To study the molecular processes relevant to storage of CO2 in unmineable coal seams
with enhanced methane recovery, a representative bituminous coal was simulated using
MD and a hybrid Gibbs-ensemble-Monte-Carlo/MD method. Simulation predicted a bulk

xi



density of 1.24 g/ml for the dry coal, which compares favorably with the experimental value
of 1.3 g/ml. Consistent with known coal properties, simulation models showed stacking of
macromolecular graphitic regions and preferential adsorption of CO2 relative to methane.
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Chapter 1

Introduction

Atmospheric carbon dioxide CO2 concentration is a significant driver of climate change,
and anthropogenic emission of CO2 to the atmosphere is recognized as a major contrib-
utor to potential global warming. The climate changes attendant with the accumulation
of this greenhouse gas (GHG) in the atmosphere pose a long-term challenge to achieving
energy sustainability, and significant reductions in CO2 emission during the 21st century
are needed to stabilize atmospheric GHG concentrations (Houghton et al., 2001). Increased
international social and political concern about global warming are driving efforts to reduce
anthropogenic CO2 emissions. Although improvements in energy efficiency and a transi-
tion to renewable or low-carbon energy sources may ultimately slow the accumulation of
greenhouse gases in the atmosphere, the time required to implement these technologies, the
continued abundance of fossil fuels, and the significant investment in existing infrastructure
ensure the continued use of fossil fuels for at least the next several decades. Hence, there is
compelling incentive to develop feasible and cost-effective methods to curb CO2 emissions
through the capture and long-term sequestration of carbon in geologic or oceanic reservoirs.
Anthropogenic emissions of CO2 originate mainly from the combustion of fossil fuels, with
approximately one third of the total coming from electric power generation (EIA Energy In-
formation Administration, 2003; Aaron and Tsouris, 2005). Being large-scale point sources,
these power plants are attractive candidates for engineered capture and sequestration of
CO2.

1.1 Carbon Capture and Storage

In carbon capture and storage (CCS), CO2 is collected, concentrated and transported to a
storage medium, where it is sequestered from the atmosphere for geologically long time
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periods (Capehart, 2007). Figure 1.1 depicts several proposed capture and storage storage
systems. To take advantage of economies of scale, CCS will be most effectively applied
to large, stationary CO2 point sources, such as coal- or gas-fired electric power plants. For
nations such as the United States that possess abundant geological formations suitable for
CO2 storage, such as depleted oil and gas reservoirs, unmineable coalbeds, and deep saline
aquifers, CCS is an effective near- to mid-term CO2 emissions control strategy.

Figure 1.1 Possible carbon dioxide capture and storage systems. Adapted from Metz et al. (2005)

Current CO2 separation technologies incur a cumulative energy penalty of 14–40%,
depending on whether a pre-combustion or post-combustion approach is adopted (EIA
Energy Information Administration, 2003). This represents 75–80% of the total cost of CCS
(Herzog, 2001). This penalty is depicted in Figure 1.2, which shows that avoiding carbon
dioxide emission requires increased energy input to the system. To make CCS economically
viable, more efficient capture technologies are required. Mature technologies already exist
for CO2 transport and injection, as used for example in enhanced oil recovery and enhanced
coalbed methane recovery. Rather, the main challenge to implementing CCS is the high cost
of capturing and separating CO2 from other process gases.

As depicted in Figure 1.3, CO2 capture from power plants can generally be accom-
plished through two possible modes: post-combustion (e.g. CO2 capture from flue gas in
conventional power plants) and pre-combustion (e.g. CO2 capture from syngas in IGCC
plants). Unless fitted to operate with pure oxygen rather than air, which avoids the costly
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Figure 1.2 Loss of overall power plant efficiency as a result of carbon dioxide capture and storage.
Adapted from Metz et al. (2005)
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need to separate CO2 from nitrogen but is a very expensive proposition overall, conventional
power plants are restricted to post-combustion capture and separation. New gasification-
based plants, however, have the option of either capture mode; and although conventional
pulverized coal power plants produce cheaper electricity in the absence of CCS, more
advanced IGCC plants may be cheaper when CCS is required (Metz et al., 2005), because
CO2 separation and capture is more efficient at the higher CO2 pressures and concentrations
found in an IGCC plant.

Figure 1.3 Overview of carbon dioxide capture processes and systems. Adapted from Metz et al.
(2005)

Typical flue gas contains relatively low concentrations of CO2 (5% for gas-fired plants,
15% for coal) at roughly atmospheric pressure and ∼400K after final cooling. This CO2

must be concentrated to at least ∼95% CO2 for efficient transport and storage. In an IGCC
power plant, coal or natural gas are partially oxidized with pure oxygen to create a hydrogen-
rich synthetic gas (syngas). In the case of coal, the syngas composition is approximately
15% CO2, 46% CO and 35% H2 by volume (Capehart, 2007). This syngas goes through
conventional gas cleanup steps to remove undesired components, such as metals, alkalytes,
ash and particulates. After this cleanup step the syngas can be reacted with steam in a
shift reaction to convert CO to CO2. Following cold-gas H2S removal via absorption and
prior to feeding to the gas turbine, the CO2 can be removed from the syngas, which is
now approximately 56% H2 and 40% CO2. Previous studies have shown that CO2 can
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be captured from a cool (∼300–320K), high-pressure (2–8MPa) gas stream via physical
absorption scrubbing, using for example Rectisol or Selexol (Capehart, 2007; Rie, 1998),
but the process requires costly solvent regeneration and has corrosion problems.

Current methods for removal of CO2 from process streams generally use chemical ab-
sorption into aqueous amine solutions. This is a well-understood and mature technology, but
solvent regeneration requires very energy-intensive heating and cooling steps, and solvent
degradation creates highly corrosive by-products that are harmful to process equipment
(Aaron and Tsouris, 2005). Due to these problems with amine absorption, capture of
CO2 using selective membranes or adsorbent solids, which may use similar microporous
materials to induce separation, have been proposed as potentially attractive alternatives.
Because adsorption can perform well at low CO2 concentrations (<2%) (Audus, 1997),
adsorption could also be used as a final polishing step in a lower-cost, hybrid CO2 capture
system (Aaron and Tsouris, 2005). Efficient capture of CO2 using adsorption requires solid
adsorbents with high CO2 selectivity and capacity and easy regenerability. Unfortunately,
these desirable properties do not generally occur in tandem.

1.2 Metal-Organic Frameworks

Prior studies investigating microporous adsorbents have demonstrated selective adsorption
of CO2 over H2 and N2 (Goj et al., 2002; Akten et al., 2003). At this time, however, conven-
tional high-performance commercial adsorbents (e.g. zeolites and activated carbon) cannot
achieve sufficiently economic CO2 separation for wide-scale implementation of CCS (Aaron
and Tsouris, 2005). Fortunately, new classes of high-surface-area adsorbent materials are
being developed that can potentially be tailored to provide improved performance under the
desired conditions. Metal-organic-frameworks (MOFs) represent one of these new classes of
advanced adsorbents. The self-assembled geometric structure of a MOF is characterized by
vertices containing metal cations connected by edges composed of organic linker molecules.
MOFs are of interest because their pore structure and chemistry can be tuned by changing
the metal and organic building blocks used in their construction. The use of different vertex
groups and linking molecules has led to the creation of literally hundreds of different MOFs
with many exciting possibilities for specialized functionality. Adsorption behavior can vary
significantly between different MOFs due to differences in pore size, structural arrangement,
and surface functionality. In this study we focus on a novel, flexible, copper-based MOF,
Cu(BF4)2(bpy)2(bpy=bipyridine) (Blake et al., 1997), which is composed of stacked, 2-D
layers and depicted in Figure 1.4.
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Figure 1.4 Top view of two 4x4 layers of Cu(BF4)2(bpy)2 in its CO2-expanded form (Kondo et al.,
2006). The crystal structure repeats in all directions. The bipyridine linking units are shown in gray,
BF4 groups in green, and copper vertices in orange. CO2 molecules are omitted for clarity.
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Cu(BF4)2(bpy)2 is particularly interesting because it undergoes abrupt, reversible transi-
tions from an empty, collapsed, non-porous state to a filled, expanded, porous state at what
has been termed the gate pressure. As seen in Figure 1.5, experimental CO2 adsorption
isotherms at 273K display this abrupt transition between zero and saturated adsorption at
repeatable gate pressures of∼35kPa for adsorption and∼25kPa for desorption (Kondo et al.,
2006; Li and Kaneko, 2001). This transition coincides with a structural rearrangement going
from nonporous to porous mode, giving rise to the term latent porous crystal (LPC). This
strong interaction with CO2 suggested the LPC would have high selectivity for CO2 over
N2 and H2 and might be used for efficient separation of CO2 from flue gas in conventional
power plants or from syngas in IGCC systems. Figure 1.4 shows a top view of two, stacked
4x4 layers of the CO2-expanded form of Cu(BF4)2(bpy)2. Each layer of the crystal is offset
relative to adjacent layers to allow nesting of the BF4 groups into the pore spaces. As can be
seen in the figure, there is a one-to-one relationship between the number of rectangular pore
spaces and the number of Cu atoms. Above the gate pressure and at moderate pressures,
each pore can contain up to two CO2 molecules.

The abrupt gating transition of this latent porous crystal is unlike the sub-critical vapor-
liquid phase transitions observed in other microporous adsorbents in that it is induced by
rearrangement of the adsorbent structure rather than pore-size effects (Li and Kaneko, 2001).
Gating behavior with Cu(BF4)2(bpy)2 has also been observed experimentally for nitrogen,
oxygen, methane, and argon adsorption (Noguchi et al., 2005; Onishi et al., 2002; Li and
Kaneko, 2001). It has been simulated for nitrogen at 77K using Grand Canonical Monte
Carlo (GCMC) techniques by manually varying the distance between the layers of a rigid
Cu(BF4)2(bpy)2 model structure (Ohba et al., 2006).

An ideal adsorbent would simultaneosly provide high capacity, high selectivity, and easy
regenerability. Adsorbents with high capacity help to reduce equipment size and cost but
often require high operating pressures to induce pore-filling. Selectivity can be enhanced
by strong, adsorbate-specific interactions with the adsorbent structure, but this must be
balanced against the need for easy regenerability, which is impeded by excessively strong
bonding. Gating behavior may help lower regeneration costs by reducing the pressure and
temperature changes required between adsorption/desorption cycles. Optimization of CO2

capture processes requires choosing adsorbents with a proper balance of capacity, selectivity,
and regenerability under specific conditions of temperature, pressure, and composition.
Some engineered MOF adsorbents having comparatively high CO2 adsorption capacities
have been identified experimentally (Millward and Yaghi, 2005). In a comprehensive review
and extended study, however, mixed agreement was found between simulated and experi-
mental isotherms for hydrogen, methane, argon, and helium adsorption into several MOFs
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Figure 1.5 Adsorption (filled symbols) and desorption (open symbols) isotherms for
Cu(BF4)2(bpy)2 at 273K (Kondo et al., 2006; Li and Kaneko, 2001). Two adsorption-desorption
cycles are shown (♦ and4, respectively). Po is the carbon dioxide saturation vapor pressure.
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(Garberoglio et al., 2005), indicating that our understanding of adsorption in MOF structures
is not complete.

1.3 Coal

After capturing carbon dioxide, it must still be compressed and transported to its final
storage location. Of the possible options for long-term sequestration of CO2, deep saline
aquifers will likely be most commonly used, because they are widespread, have massive
storage capacity potential, and are expected to be generally safe and effective for long-term
CO2 storage. Figure 1.6 depicts carbon dioxide storage in saline aquifers and other possi-
ble geological formations. Of these other options, unmineable coal seams have received
considerable attention, because they represent an opportunity to make a profit while doing
environmental good.

Figure 1.6 Methods for storing carbon dioxide underground in deep geological formations.
Adapted from Metz et al. (2005)

Coal seams are an important geological reservoir for methane and carbon dioxide, two
principal constituents of the global carbon cycle. There are multiple coal basins within
the continental United States and around the world that are capable of storing significant
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volumes of these greenhouse gases. Relative to other sequestration alternatives, long-term
storage of CO2 in unmineable coal seams is particularly attractive because it can be linked
to enhanced extraction of methane, an economically valuable and relatively low-carbon
fossil fuel (Gunter et al., 1997; Pashin and McIntyre, 2003). The propensity for fossil
fuel-based power plants to be located in geological basins featuring such coal deposits has
been identified as another factor favoring this sequestration strategy (Hitchon et al., 1999).
Experiments and pilot studies using both pure CO2 and flue gas have established that CO2

readily displaces adsorbed methane from coal, significantly increasing coal bed methane
yields compared to conventional methods (Pashin et al., 2001; Tsotsis et al., 2004; White
et al., 2005). The worldwide coalbed capacity for CO2 sequestration has been estimated to
be 225 gigatons (White et al., 2005). However, the capacity estimates are uncertain due to
assumptions regarding coal seam thickness and continuity, coal basin accessibility, and the
CO2 adsorption isotherm on coals.

It has proven difficult to quantify the capacity of coal adsorbents for methane and carbon
dioxide storage, and to predict the selectivity for carbon dioxide sorption over methane in
coal media. Coals are highly heterogeneous materials, both in physical and chemical terms,
and coal matrices are known to undergo substantial swelling during the uptake of gases
under pressurization. These characteristics have impeded the development of a fundamental
understanding of the sorptive interactions of methane and carbon dioxide with coal media in
geological settings.

A conceptual model for gas transport in coal seams has been propsed (Remner et al.,
1984), in which methane extraction from a coalbed involves sequential rapid desorption
from the ultramicropores of the coal matter; rate-limiting molecular diffusion to the surfaces
of cleats (mm-scale cracks perpendicular to the bedding plane) within the coal matrix; and
advective flow through the cleats to the production wells. Sequestration of carbon dioxide in
coal seams is speculated to follow a similar sequence, only in reverse (Sams et al., 2005).
To understand and predict the dynamics and the long-term fate of gases transported out of or
sequestered into coal basins, therefore, one must consider adsorption and diffusion of these
species within the macromolecular coal structure.

From several decades of investigation, a consensus description of the structure of coal
has emerged (Marzec, 2002) in which coal is regarded as a glassy polymer mixture of largely
insoluble macromolecules (1300-3500 amu) bound with smaller, more mobile substances
(100-500 amu). Noncovalent associations within this coal framework can be disrupted by
solvents, leading to plasticization and swelling, usually in the direction perpendicular to the
bedding plane. Rearrangement due to swelling may also result in the expulsion of previously
sorbed gases (Larsen et al., 1997). Coal solubility and swelling behavior varies with coal
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rank and type (Karacan and Mitchell, 2003) and significantly impacts performance during
extraction and injection operations.

X-ray diffraction of coals has revealed∼1 nm crystalline graphitic structures interspersed
with amorphous regions (Lu et al., 2001). The extent of crystallization generally increases
with rank. Coal exhibits porosity at all size scales, and multi-scale models are typically
needed to describe diffusion processes (Tsotsis et al., 2004). Spatial heterogeneity in coal
has been interrogated using X-ray computerized tomography (Karacan, 2003) and magnetic
resonance imaging (Ramanathan and Bencsik, 2001).

Sorption experiments with confined coals (Karacan, 2003) have demonstrated that
isotherm features, particularly capacity and selectivity, are dependent upon a plethora of
factors including the coal rank, mineral content, temperature, pressure, moisture content,
sample history and gas composition (Goodman et al., 2004). Coal densities and surface
areas are lowest for mid-rank coals, and for some coal samples, the excess CO2 isotherms
display minima or negative values attributed to swelling at intermediate pressures (Krooss
et al., 2002).

The Langmuir model is most frequently employed to mathematically represent methane
and carbon dioxide sorption isotherms on coals, although other theory-based models have
been suggested that include empirically-calculated volume-dependent terms (Ozdemir et al.,
2003; Fitzgerald et al., 2003) to account for the effects of swelling and/or dissolution or
simultaneous adsorption/absorption (Milewska-Duda et al., 2000). For estimation of the
specific surface area and pore size distribution of adsorbents, disordered porous solids such
as activated carbons and coals are frequently modeled as a collection of independent, nonin-
terconnected slit pores with smooth, homogeneous graphitic surfaces (e.g. Lastoskie et al.
(1993a,b, 1997); Quirke and Tennison (1996); Heuchel et al. (1999); Lastoskie and Gubbins
(2000); Ravikovitch et al. (2000); Samios et al. (2000); Dombrowski et al. (2001); Dom-
browski and Lastoskie (2002); Cao and Wu (2005)). Thermophysical properties inferred
using such simplistic models for pure or mixed gas adsorption are unreliable for highly
heterogeneous adsorbents (Dombrowski et al., 2000; Quirke and Tennison, 1996; Davies
and Seaton, 1999; Heuchel et al., 1999; Sweatman and Quirke, 2001). For this reason, more
complex models have been developed in an attempt to account for the structural and/or
chemical heterogeneity of disordered porous solids (Lastoskie et al., 1994; Vishnyakov et al.,
1998; Davies and Seaton, 1998; Lastoskie, 2000; Lastoskie and Gubbins, 2001; Schoen,
2002; Pikunic et al., 2002, 2003). Monte Carlo molecular simulation has been used in limited
application to model sorption in coals represented as chemically homogeneous (Tsotsis
et al., 2004) or heterogeneous slit-shaped carbon pores (Vishnyakov et al., 1998). Putative
coal model microstructures have been assembled from compositional data on elemental and
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functional group content, aromaticity, MS fragment analysis, and other measurable physical
and chemical properties. A systematic methodology for the generation of representative
coal microstructures has been proposed (Faulon et al., 1993; Faulon, 1994), but sorption
simulations using these constructs are sparse (Takanohashi et al., 1999, 2000).

In addition to the uncertainty regarding the available storage volume for CO2 in coal
basins, a number of other knowledge gaps exist regarding the sequestration of carbon dioxide
in coal seams. The long term fate and mobility of CO2 injected into coalbeds is unknown;
reinvasion of water into coal seams, for example, may dissolve stored CO2 and lead to its
migration back to the surface. Little information is available on the effects of sequestered
CO2 on coal mineral matter and indigenous microbiota, and whether methanogens may
reduce the stored carbon dioxide to methane. To answer these questions, accurate measure-
ments of CO2 and methane isotherms, sorption selectivities, and diffusivities are required.
However, such data are unexpectedly difficult to measure with precision, on account of
the wide variability in the properties of coals, the effects of coal swelling and moisture
content, and the solubility of low molecular weight, noncovalently-bound fractions of the
coal macromolecule (White et al., 2005). Consequently, a wide range of estimated values
have been reported for key properties such as the CO2 surface area (110-425 m2/g) (Maha-
jan, 1991) and CO2/CH4 sorption selectivity (1.9-5.3) (Mastalerz et al., 2004; Tsotsis et al.,
2004). There is thus a strong motivation to use molecular modeling and simulation tools to
investigate the fundamental interactions of carbon dioxide and methane with coal media, to
impart new understanding of the mechanisms of adsorption of these gases on coal surfaces
and to calculate important physicochemical properties (e.g. diffusion coefficients in coal
matrices) that are difficult to obtain by direct experimental measurement.

1.4 Molecular Simulation

Modeling and simulation are complementary to experimental and theoretical analysis and
play a critical role in understanding, characterizing, and developing adsorption systems. For
example, using simulation, the potential of proposed but unsynthesized candidate structures
can be screened without costly laboratory synthesis and adsorption measurements for un-
derperforming materials. Further, identification via simulation of structural features and
chemistries that yield adsorbents well-suited to particular conditions can help inform the
rational development of new generations of engineered adsorbents specifically tailored for
the desired application. Also, simulation can enable the study of phenomena that occur
under conditions and at scales that are difficult to reproduce in a laboratory setting, such as
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sorption and desorption in deep, unmineable coal seams.
Many of the results in this work were generated using grand canonical Monte Carlo

(GCMC) simulation methods. GCMC simulations are characterized by constant system
temperature, constant volume, and constant adsorbent chemical potential. Using the GCMC
algorithm, random trial moves, which include molecule translations, rotations, insertions,
and deletions, are accepted according to probabilistic rules that result in a distribution of
states consistent with the grand canonical ensemble. Molecular dynamics (MD) methods
were also used in some of this work. Unlike MC methods, which are characterized by
random and generally local moves, MD steps are deterministic and global, calculating sys-
tem evolution according to specific equations of motions (e.g. Newton’s F = ma). Further
details of GCMC and MD simulation are well documented in several texts (e.g. Nicholson
and Parsonage (1982); Allen and Tildesley (1989); Frenkel and Smit (1996)).

The molecular models used in this work were generally built as assemblies of individual
particles. Each particle was comprised of a Lennard-Jones (LJ) site to account for dispersive
(van der Waals) interactions and/or a partial charge to account for electrostatic interactions.
The potential energy, ULJ

ab , between two LJ sites is calculated using the Lennard-Jones 12-6
potential

ULJ
ab = 4εab

[(
σab

r

)12
−
(

σab

r

)6
]

(1.1)

and the standard Lorentz-Berthelot mixing rules

σab =
σa +σb

2
(1.2)

εab = (εaεb)
1/2 (1.3)

where σa and εa are the site diameter and potential well depth for site a, respectively; and r

is the distance between sites a and b. The electrostatic potential energy between two charged
sites is

Uch
ab =

qaqb

4πε0r
(1.4)

where qa is the charge at site a. With two exceptions, each model particle corresponded
to a particular atom in the given molecule. The first exception was the use of united-atom
representations, which for some adsorbent models lumped hydrogen atoms with the carbon
atoms to which they are attached, thereby reducing computational costs by reducing the
number of site-site interactions. Second, in the case of the three-site nitrogen and hydrogen
models, there exist central, non-atomic, partial-charge sites to balance the partial charges
at the atomic positions. More specific details about the molecular simulation methods and
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models used in this work are contained in their respective sections.
Isosteric heats of adsorption, qst , were calculated for some systems from single-

component GCMC simulations using fluctuations in the adsorbed number of molecules,
N, and total system energy, E, according to (Nicholson and Parsonage, 1982; Vuong and
Monson, 1996; Do et al., 2007)

qst = kT − 〈UN〉−〈U〉〈N〉
〈N2〉−〈N〉2

. (1.5)

Experimental adsorption data for gas mixtures at varying temperatures, pressures, and
compositions are expensive and time-consuming to generate. Approximate methods such
as ideal adsorbed solution theory (IAST) (Myers and Prausnitz, 1965), which uses only
single-component isotherms as input, have been used successfully to predict mixed-gas
behavior for several microporous materials (Goj et al., 2002; Yang and Zhong, 2006). IAST
is a classic technique to predict the equilibrium adsorption for mixture using data from
pure-component adsorption isotherms on the same adsorbent. IAST assumes the adsorbate
mixture behaves as an ideal solution and there is no or negligible change in the thermody-
namic properties of the adsorbent. IAST has been used with various degrees of success in
predicting gas mixture adsorption selectivity for several microporous materials, including
zeolites, silicalites, and metal-organic frameworks (Goj et al., 2002; Akten et al., 2003; Yang
and Zhong, 2006). Simulated, single-component CO2 and H2 isotherms were used in this
work with IAST to predict adsorption of binary CO2/H2 mixtures. These IAST results were
then compared with results from mixed-gas simulations to evaluate the accuracy of the IAST
method for the Cu(BF4)2(bpy)2 MOF.
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Chapter 2

GCMC Simulation of Carbon Dioxide
Adsorption in Heterogeneous Porous

Carbons

Capture of carbon dioxide from fossil fuel power plants via adsorption and sequestration
of carbon dioxide in unmineable coal seams are achievable near-term methods of reducing
atmospheric emissions of this greenhouse gas. To investigate the influence of surface hetero-
geneity upon predicted adsorption behavior in activated carbons and coal, isotherms were
generated via grand canonical Monte Carlo simulation for CO2 adsorption in slit-shaped
pores with underlying graphitic structure and several variations of chemical heterogeneity
(oxygen and hydrogen content), pore width and surface functional group orientation. Adsorp-
tion generally increased with increasing surface oxygen content, although exceptions to this
trend were observed on structurally heterogeneous surfaces with holes or furrows that yield
strongly adsorbing preferred binding sites. Among the heterogeneous pore structures inves-
tigated, those with coal-like surfaces adsorbed carbon dioxide more strongly than planar,
homogeneous graphitic slit pores of comparable width. Electrostatic adsorbate-adsorbent
interactions significantly influenced adsorption onto model surfaces.

2.1 Simulation Details

Isotherms for CO2 adsorption into laterally infinite slit-shaped pores were generated via
grand canonical Monte Carlo (GCMC) simulation using rectangular periodic boundary
conditions. All simulations were performed at a temperature of 273 K, slightly below the
CO2 critical temperature of 304 K. The three-site TraPPE CO2 model, which was optimized
to reproduce pure component bulk vapor-liquid equilibria, was used in this study (Potoff
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and Siepmann, 2001). Table 2.1 lists the parameters used for this model. Each atomic site
is characterized as a Lennard-Jones (LJ) sphere with a partial charge. Lennard-Jones and
electrostatic fluid-fluid interactions were truncated at 2.0 nm.

Table 2.1 Lennard-Jones and charge parameters for three-site CO2 model (Potoff and Siepmann,
2001).

The absorbent surfaces were varied to investigate the influence of chemical and topolog-
ical heterogeneity upon CO2 adsorption. Isotherms for the 10-4-3 graphite surface (Steele,
1974) were generated for comparison. The potential energy between a Lennard-Jones site
on an adsorbate molecule and a smooth, homogeneous 10-4-3 graphitic surface is

Us f = 2πεs f ρsσ
2
s f ∆

[
0.4
(

σs f

z

)10

−
(

σs f

z

)4

−
σ4

s f

3∆(z+0.61∆)3

]
(2.1)

where εs f and σs f are calculated using the Lorentz-Berthelot mixing rules, ∆ is the distance
between graphene layers, and ρs is the solid density. The potential parameters used for
graphite were: σC = 0.34 nm, εC/kB = 28.0 K, ∆ = 0.335 nm, ρs = 114 nm-3 (Steele, 1974).

One set of model surfaces used in this study was generated by (1) cleaving a graphite
crystal parallel to the (1̄010) or (1̄012) planes (perpendicular or slanted relative to the
basal plane of graphite, respectively) and (2) attaching H, OH, or COOH functional groups
in varying concentrations onto the exposed graphite carbon atoms so as to maintain sp2
hybridization. In this manner, the effect of surface chemical heterogeneity (as manifested
by the presence of oxygen-containing surface functional groups) was investigated for CO2

adsorption in carbon micropores while still maintaining the periodicity and low dimension-
ality associated with the graphite slit pore geometry. All model surfaces were assumed to
be rigid. The number of pendant OH or COOH groups and their angle of attachment to the
surface were varied. Table 2.2 lists the surfaces examined in this study and provides, with
the cleavage plane of the underlying carbon structure, the type and density of the appended
functional group, and the attachment angle for the surface groups identified for each model
surface. Where applicable, the surfaces on opposing walls of a slit pore were reversed
relative to one other (i.e. not simply reflected across the center plane of the pore).

Figure 2.1 shows four of these model surfaces to a depth of∼ 0.5 nm below the cleavage
plane. For the GCMC simulations, each model structure extended ∼ 2.2 nm below the
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Table 2.2 Names and construction parameters for model surfaces constructed by cleaving a graphite
crystal and appending H, OH, or COOH functional groups to the exposed edges of graphene layers.

cleavage plane. The simulation cells spanned ∼ 4.0 to 4.8 nm in the lateral directions and
were sized to accommodate 12 graphene edge planes with 16 exposed carbon atoms per
edge. This resulted in 4032 and 4992 aromatic carbon atoms per simulation cell for the
(1̄010) and (1̄012) surfaces, respectively. The highest density arrangements of OH or COOH
functional groups occupied alternating exposed carbon sites on alternating graphene layers,
resulting in a maximum of 6 x 8 = 48 oxygen-bearing functional groups per simulation cell.
Sites not occupied by OH or COOH groups were saturated with H atoms. Note that the
resulting C:O ratio for these model surfaces is not in itself significant particularly because
the thickness of the underlying graphitic structure was arbitrarily chosen.

The short-ranged nature of the dispersion and dipole-quadrupole adsorbate-adsorbent
interactions in this study suggests that the carbon atoms more than ∼ 0.5 nm below the
cleavage plane do not exert a major influence on CO2 adsorption. The solid-fluid interaction
energy includes both Lennard-Jones and electrostatic contributions. Every atom in the
surface structure was represented as a Lennard-Jones site, and partial charges were assigned
to each atom in the appended functional groups and to the carbon atom to which the groups
are attached to the graphite surface. Table 2.3 lists the dispersion and charge parameters
used to describe the atoms in these surfaces. Given the idealized nature of these surfaces, the
force fields were not tuned to reproduce results from experimental adsorption measurements.
The selected Lennard-Jones parameter values are comparable to values used elsewhere
(Freindorf and Gao, 1996; Vishnyakov et al., 1998). The assigned partial charges were based
upon results obtained from ab initio calculations for representative ∼ 100 atom polycyclic
aromatic hydrocarbons performed using the Hartree-Fock method, 6-31g(d,p) basis set, and
Mulliken charge analysis with the Gaussian 03 software package (Frisch et al., 2003).

Another model heterogeneous surface used in the molecular simulations is shown in
Figure 2.2. This surface has a carbon content similar to that of a typical coal (Fitzgerald
et al., 2003; Ozdemir et al., 2003), and was oriented parallel to the basal plane of the
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Figure 2.1 Examples of model surfaces summarized in Table 2: a) c0 OH a90 6x8 b)
c0 COOH a0 6x4 c) c2 COOH a0 6x4 d) c2 H. Surfaces are composed of carbon (light gray),
oxygen (dark gray), and hydrogen (white) atoms.
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Table 2.3 Lennard-Jones and charge parameters used to represent atoms in model surfaces.

underlying graphite. To create a surface with both chemical and topological heterogeneity,
selected carbon atoms from the top graphene layer were either removed entirely or replaced
with oxygen- and hydrogen-containing functional groups, yielding a 212-atom surface
structurally similar to that used by Vishnyakov et al. (Vishnyakov et al., 1998). Simulations
for the resulting surface were performed using three models of varying complexity and
computational expense. First, the most complex and computationally intensive model repre-
sented each carbon, oxygen, and hydrogen atom in the top layer of the surface with both
a Lennard-Jones sphere and a point charge. To allow direct comparison with results from
other model surfaces in this study, the LJ parameters chosen for this model were unchanged
from those described above (see Table 2.3). Point charges for each surface atom (not listed)
were obtained from ab initio calculations using the Hartree-Fock method, 6-31g basis set,
and Mulliken charge analysis with the Gaussian 03 (Frisch et al., 2003) software package.

To study the importance of adsorbate-adsorbent electrostatic interactions, a second
model used the same LJ parameters as the first but omitted all surface point charges. The
third and least computationally expensive model omitted surface point charges and used a
set of LJ parameters derived from Vishnyakov et al. (Vishnyakov et al., 1998) which only
implicitly account for the presence of hydrogen atoms (see Table 2.3). For each of these
three models, the adsorbate-adsorbent interactions for the subsurface layers in this structure
were modeled using the 10-4-3 potential.

Simulations were performed for nominal pore widths H = 1.35, 1.8, and 2.4 nm, where
for a graphitic slit pore, H is measured from the centers of the carbon atoms on the surface
layers of the opposing pore walls. Pore widths of this size range are characteristic of the pore
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Figure 2.2 Top view of the coal-like model surface composed of carbon (light gray), oxygen (dark
gray), and hydrogen (white) atoms.
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size distributions obtained for typical coal samples (Tsotsis et al., 2004). The pore widths of
the heterogeneous model surfaces considered in this study were adjusted slightly so that the
total available pore volume matched that of a homogeneous graphitic slit pore of comparable
surface area and similar nominal pore width. Available pore volume is defined here as
the region of the pore volume where the Lennard-Jones portion of the adsorbate-adsorbent
potential has a zero or negative value.

To reduce the computational burden required for the molecular simulations, separate
three-dimensional solid-fluid potential maps were generated for the dispersion and electro-
static interactions between the adsorbate atoms and the adsorbent surface by summing over
all of the explicitly represented surface atoms prior to GCMC simulation. These summations
were truncated at ∼ 6 nm for Lennard-Jones interactions and at ∼ 60 nm for electrostatic
interactions. The maps were discretized onto a 0.01 nm grid. The potential energy between
the adsorbent and a particular CO2 Lennard-Jones site or charge site was calculated via linear
interpolation between grid points. Convergence of the simulation results using truncation
and discretization was verified (results not shown). Excess adsorption versus P/P0 was
calculated from absolute adsorption versus fugacity simulation results using thermodynamic
equation of state data for carbon dioxide from the NIST Chemistry WebBook (Lemmon
et al., 2005).

2.2 Results

Figures 2.3, 2.4, 2.5, and 2.6 show the mean and minimum adsorbate-adsorbent Lennard-
Jones potentials for an oxygen site on the CO2 molecule as a function of the site distance
above the carbon surface for various model surfaces. For the Steele 10-4-3 surface and the
coal-like surface, the z = 0 plane passes through the centers of the carbon atoms in the top
graphene layer. For the other surfaces, the z = 0 plane passes through the centers of the
aromatic carbon atoms to which the OH or COOH functional groups were attached. The
total CO2-adsorbent potential is the sum of the potential interactions for the three constituent
Lennard-Jones sites (two oxygen and one carbon), plus the electrostatic interactions, if
applicable. The latter are a function of both distance and orientation relative to the surface.

Figure 2.7a presents excess adsorption isotherms for slit pores with Steele graphite
surfaces and coal-like surfaces with explicit hydrogen atoms and point charges at three
different pore widths. Figure 2.7b repeats the 1.35 nm slit pore results from Figure 2.7a
and shows for comparison results from simulations using the uncharged explicit-H and
implicit-H coal-like surface models. Figure 2.8 reports excess adsorption isotherms for 1.35
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Figure 2.3 Mean (filled symbols) and minimum (open symbols) adsorbate-adsorbent Lennard-
Jones potentials for a CO2 oxygen site versus distance above the surface for coal-like model
surfaces with explicit hydrogen atoms (squares) and implicit hydrogen atoms (diamonds). The
one-dimensional potential for the Steele surface (triangles) is shown for comparison.

Figure 2.4 Mean (filled symbols) and minimum (open symbols) surface-fluid potential for a
Lennard-Jones CO2 oxygen site versus distance above the surface for the c0 H (triangles) and c2 H
(diamonds) model surfaces.
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Figure 2.5 Mean (filled symbols) and minimum (open symbols) Lennard-Jones potential
for an oxygen CO2 site versus distance above surface for the c0 COOH a0 6x8 (triangles),
c2 COOH a0 6x8 (diamonds), and c0 COOH a90 6x8 (squares) surfaces. The average potential for
the c0 COOH a90 6x8 surface coincides with that for the c0 COOH a0 6x8 surface and is omitted
for clarity.

Figure 2.6 Same notation as in Figure 2.5, except for the 6 x 4 rather than the 6 x 8 surfaces.
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nm slit pores with various truncated graphite model surfaces substituted with H, OH or
COOH surface groups. Continuous filling rather than phase transitions were observed in the
isotherms for the 1.35 nm slit pores of all surface compositions, and capillary condensation
occurred only in the largest (2.4 nm) pore size considered. Adsorption/desorption hysteresis
was not observed for any of the surfaces studied. Figure 2.9 shows snapshots from GCMC
simulations at P/P0 = 0.001, 0.1, and 0.44 for 2.4 nm slit pores with coal-like surfaces with
explicit hydrogen atoms and surface charges. Figure 10 shows a snapshot at P/P0 = 0.1 for
one surface of a 2.4 nm slit pore with c0 COOH a0 6x8 surfaces.

The deep trough at z ∼ 0.31 nm in the minimum potential curves for the coal-like
surfaces in Figure 2.3 is indicative of a hole or cavity in the first surface layer. The low
energy at this site results from interactions with the underlying surface layer and surface
atoms around the edge of the hole. The large difference between the minimum and mean
potential curves for the coal-like surface is a consequence of the surface roughness. The
broadness of the minimum potential curve for the coal-like surface, compared with the
potential curve for the Steele surface, suggests that monolayer formation and wetting of the
coal-like surface by CO2 should occur over a wider range of pressures than for the Steele
surface. This expectation is confirmed in the excess adsorption isotherms reported in Figure
2.7 for slit pores with Steele- and coal-like surfaces. Because the minimum potential for
the coal-like surface is significantly lower than the Steele potential, it was expected that
CO2 adsorption would universally occur at lower pressures for the coal-like surface than
for the Steele surface. This is not observed, however, in Figure 2.7b for the uncharged
explicit-H surface model, for perhaps two reasons. First, it is possible that the low energy
cavity sites on the coal-like surface are too few in number to compensate for the weaker
mean potential interaction of CO2 with the coal-like surface. Second, because CO2 is
a linear molecule, orientation and size exclusion play a significant role in its adsorption
onto surface defect structures, and thus energetically favorable sites for the adsorption of a
monatomic adsorbate (e.g. the oxygen site of CO2) may not be accessible to the polyatomic
CO2 molecule. Adsorbate-adsorbate interactions, which increase as the surface coverage
increases, also influence binding at particular surface sites.

For simulations of coal-like surfaces in which electrostatic interactions were included,
electrostatic adsorbate-adsorbent interactions accounted for 60 to 70% of the total adsorbate-
adsorbent potential energy at low surface coverage, which significantly increased adsorption
of CO2 relative to the uncharged case. In contrast, for simulations with the idealized het-
erogeneous model surfaces, the electrostatic adsorbate-adsorbent interactions accounted
for only 20 to 30% of the total adsorbate-adsorbent potential energy, and CO2 adsorbed
less strongly onto these surfaces than onto the Steele surface. While the relatively large
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Figure 2.7 a) Excess CO2 adsorption isotherms at 273 K for 2.4 (squares), 1.8 (diamonds), and
1.35 (triangles) nm slit pores with Steele graphite surfaces (solid symbols) or coal-like surfaces
with explicit hydrogen atoms and charges (open symbols). b) Excess CO2 adsorption isotherms at
273 K for 1.35 nm slit pores with Steele graphite surfaces (solid triangles), coal-like surfaces with
explicit hydrogen atoms and charges (open triangles), coal-like surfaces with explicit hydrogen atoms
but without charges (open diamonds), and coal-like surfaces with implicit hydrogen atoms (open
squares).
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Figure 2.8 Excess CO2 adsorption isotherms for 1.35 nm slit pores for various model surfaces at
273 K.

LJ interaction potentials for the uncharged implicit-H coal-like surface resulted in high-
pressure adsorption behavior similar to that for the charged explicit-H surface, low-pressure
adsorption is still greatly reduced (Figure 2.7b).

A comparison of the Lennard-Jones potentials of Figure 2.4 indicates that the c2 H
model surface is topologically rougher and possesses sites that bind more strongly than the
c0 H surface. As shown in Figure 2.8, for the c2 H surface, the isotherm is broader and
more CO2 adsorption occurs at lower relative pressures than for the c0 H surface.

Figure 2.5 compares the mean and minimum potentials for the three model surfaces
with COOH functional groups arranged in a 6 x 8 pattern. The c0 COOH a90 6x8 and
c0 COOH a0 6x8 surfaces differ only in the attachment angle of the COOH functional
group, and it is seen that the mean potentials for these surfaces overlap. In contrast, the
minimum potential for the c0 COOH a90 6x8 surface has a secondary minimum at z =
0.41 nm that is not present in the minimum potential for the c0 COOH a0 6x8 surface.
Relative to the other surfaces, the c2 COOH a0 6x8 surface is topologically smoother and
energetically more uniform, with a higher minimum potential but a lower mean potential. As
can be seen in Figure 2.8, CO2 adsorption in the c0 COOH a0 6x8 slit pore is significantly
enhanced relative to the other two surfaces with the same arrangement of COOH sites.
Although initial adsorption of CO2 into the c2 COOH a0 6x8 and c0 COOH a90 6x8 slit
pores occurs at the same relative pressure, pore filling is completed at a slightly lower pres-
sure for the c2 COOH a0 6x8 surface, consistent with the topological differences between
the two surfaces.
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Figure 2.9 Snapshots of CO2 adsorption at 273 K and P/P0 = 0.001, 0.1, and 0.44 (a, b, and c,
respectively) in 2.4 nm slit pores having coal-like surfaces with explicit hydrogen atoms and charges.
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Figure 2.10 Snapshot of CO2 adsorption on a c0 COOH a0 6x8 surface in a 2.4 nm slit pore at
273 K and P/P0 = 0.1.

The surfaces represented in Figure 2.6 have half the COOH functional group site density
of the surfaces represented in Figure 2.5. In general, this results in a weaker Lennard-Jones
interaction potential (as indicated by Figure 2.6) and a decrease in CO2 adsorption (as seen
in the c0 COOH a0 6x4 curve of Figure 2.8). The general ordering of the mean potentials
for the various surfaces remains unchanged, with the exception of the c2 COOH a0 surface,
which acquires a secondary minimum in its potential for a 6 x 4 ordering of the functional
groups that is absent in the 6 x 8 ordering; and the c0 COOH a90 surface, which has a
secondary minimum in the 6 x 8 ordering but not in the 6 x 4 ordering. These differences
indicate that the orientation of surface functional groups can significantly influence the
energy landscape, and hence the resulting GCMC isotherms. Figure 2.10 shows how CO2

preferentially adsorbs in the energetically favorable valleys between the rows of COOH
surface groups in the c0 COOH a0 6x8 slit pore. This CO2 alignment was observed for
many of the model surfaces investigated in this study.

The mean and minimum adsorbate-adsorbent potentials for surfaces with OH functional
groups (not pictured) featured single minima approximately 100 K higher in energy (ε/kB)
than those for corresponding surfaces with COOH sites. As seen in Figure 2.8, with the
exception of the c0 COOH a90 6x8 surface, surfaces with COOH functional groups gener-
ally adsorb CO2 more strongly than surfaces with an equivalent number of OH groups. It
was noted that the rank ordering of surfaces with OH functionality, but the same underlying
cleavage plane structure, in terms of their adsorption strength was somewhat different than
the rank ordering for the same surfaces with COOH functional groups. While there is
significant variation among the isotherms for the various 6 x 8 surfaces, the corresponding
set of isotherms (not shown) for CO2 adsorption on the 6 x 4 surfaces were much more
similar. The cleavage plane of the adsorbent surface was observed to have a significant
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effect on CO2 adsorption, particularly so in the case of unsubstituted (H-only) surfaces for
which substantial differences in the isotherms of the c0 H and c2 H surfaces were noted.
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Chapter 3

GCMC Simulation of Carbon Dioxide
Separation from Nitrogen Using a

Copper-Organic Framework Adsorbent

Adsorption of carbon dioxide and nitrogen on the metal organic framework (MOF)
Cu(BF4)2(bpy)2 (bpy=bipyridine) was simulated at temperatures, pressures, and composi-
tions representative of flue gas streams from fossil fuel power plants. This MOF was chosen
because it displays a novel CO2 adsorption behavior in which the crystal structure reversibly
transitions from an empty, zero porosity state to a fully-saturated, expanded state at what
has been termed the gate pressure. Estimates of CO2 capacity above the gate pressure from
grand canonical Monte Carlo (GCMC) simulations using an experimentally-determined
rigid model structure showed good agreement with experiment at 273K. CO2 adsorption
capacity (∼140 mg CO2/g) and estimated heats of adsorption (∼35 kJ/mol) are compa-
rable to common physi-adsorbents at similar process conditions. Mixed-gas simulations
predict a CO2/N2 selectivity of ∼700 at 300K, which is significantly higher than common
physi-adsorbents at this temperature.

3.1 Simulation Details

Isotherms for pure and mixed-gas adsorption into Cu(BF4)2(bpy)2 latent porous crys-
tals (LPC) were generated via grand canonical Monte Carlo (GCMC) simulation using
triclinic periodic boundary conditions. Post-equilibration simulation runs were com-
posed of 2-8 million MC moves. The open-source MCCCS Towhee software package
(http://towhee.sourceforge.net) (Martin and Siepmann, 1999) was used for all GCMC simu-
lations. The rigid model structure used for the GCMC simulations was the CO2-expanded
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form of the LPC (structure 2a in Kondo et al. (2006)). This structure was found using
crystallographic methods during CO2 adsorption above the gate pressure at 273 K (Kondo
et al., 2006). Figure 1.4 shows a top view of two, stacked 4x4 layers of the expanded LPC.
Each non-orthogonal simulation cell contained ten 4x4 layers, corresponding to a total of
160 Cu atoms.

Simulated pure CO2 adsorption isotherms for comparison with experiment were gen-
erated at 273K, which is slightly below the CO2 critical temperature of 304 K. Simulated
isotherms were generated for several binary mixtures of CO2 and N2 at 300, 350, and 400 K
to investigate adsorption under realistic process temperatures and pressures. Additional pure
N2 and CH4 isotherms were generated for comparison with experiment in order to evaluate
the applicability of the rigid LPC model structure, which was found via crystallography
during CO2 adsorption, to adsorbents other than CO2. The three-site TraPPE CO2 and N2

models, which were optimized to reproduce pure component bulk vapor-liquid equilibria
(Potoff and Siepmann, 2001), were used. Each atomic site in the TraPPE models is com-
posed of a Lennard-Jones (LJ) sphere and a partial point charge. The DREIDING force
field (Mayo et al., 1990) was used for the LPC and CH4 models. The DREIDING forcefield
does not include an entry for Cu2+. DREIDING does, however, include Fe2+ and Zn2+,
which bracket Cu on the periodic table, and uses the same Lennard-Jones (aka dispersion
or van der Waals) parameters for both Fe2+ and Zn2+. Therefore, the parameters for Fe2+
were used for Cu2+ in the MOF model. Each copper ion was assigned a charge of +2, and
the immediately adjacent fluorine atoms were assigned charges of -1. LJ interactions were
truncated at 1.4 nm, and long-range electrostatic interactions were calculated using Ewald
summation. Excess adsorption versus pressure was calculated from absolute adsorption
versus fugacity (or chemical potential) simulation results using thermodynamic equation of
state data for carbon dioxide and nitrogen from the NIST Chemistry WebBook (Lemmon
et al., 2005).

3.2 Pure-gas Adsorption Results

Figure 3.1 shows experimental isotherms and simulation results for CO2 adsorption into the
rigid LPC model at 273K. At pressures above the gate pressure of ∼0.35 bar (and below
1 bar) simulation predicts a saturated capacity of approximately 160g of CO2 per mg of
LPC. This corresponds to two adsorbed CO2 molecules per pore or two CO2 molecules
per copper atom. Experimental isotherms at 273K show lower saturation amounts of ∼140
g/mg (Onishi et al., 2002), suggesting that the experimental LPC sample likely possessed
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defects that deviate from the idealized crystal structure.

Figure 3.1 Adsorption (filled symbols) and desorption (open symbols) of CO2 on Cu(BF4)2(bpy)2
at 273K. Two experimental adsorption-desorption cycles are shown (♦ and4, respectively) (Onishi
et al., 2002). GCMC simulation results for CO2 adsorption on the rigid expanded MOF model are
shown for comparison (�).

Figure 3.2 shows isosteric heats of adsorption, qst , for CO2 adsorption onto Cu(BF4)2(bpy)2.
Results were calculated using Equation 1.5 from single-component GCMC simulations at
300, 350, and 400K and for bulk gas pressures from 1 to 100Pa. Isosteric heat for CO2

increases with pore loading due to increased adsorbate-adsorbate interactions. Simulations
at much higher pressures show this trend continuing as loading is increased further until
a plateau of ∼50kJ/mol is reached (results not shown). Because this heat of adsorption
is calculated from simulations using a rigid Cu(BF4)2(bpy)2 model, it is regarded as an
upper-bound. Expansion of the flexible MOF structure requires an energy input, reducing
the amount of energy released during adsorption and shifting simulation isotherms to lower
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pressures relative to experiment. This shift can be seen in Figure 3.1. The relationship

∆qst ≈ RT ln(Pgate/Pf ill), (3.1)

where Pgate is the experimental gate pressure and Pf ill is the simulated filling pressure, can
provide an estimate of the energy required to expand the MOF structure. The observed
pressures at which the transition from zero to saturated adsorption occurs in the experimental
and simulated isotherms at 273K (Figure 3.1) suggest that the actual heat of adsorption
should be∼5-10kJ/mol lower than that calculated from simulation on the rigid model. Heats
of adsorption for CO2 adsorption into the actual, flexible Cu(BF4)2(bpy)2 structure are
therefore predicted to be ∼33–37kJ/mol.

Figure 3.2 Upper-limit estimation of isosteric heats of adsorption, qst , calculated using Equation
1.5 from GCMC simulations of CO2 adsorption on the rigid model Cu(BF4)2(bpy)2 structure at
300K-♦, 350K-� and 400K-4 and pressures of 1 to 100kPa. Actual heats of CO2 adsorption for the
flexible LPC are expected to be 5-10kJ/mol lower.
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Using the heat of adsorption and an integrated form of the Clausius-Clapeyron equation,

∆ln
(

P1

P2

)
=

qst

R

(
1
T1
− 1

T2

)
(3.2)

where R is the ideal gas constant, it is possible to estimate the gate pressure P2 at temperature
T2 from an experimental gate pressure of P1 at T1. Assuming qst ≈ 35kJ/mol, this results in
an estimate of a gate pressure of ∼140kPa at 300K.

To further evaluate the validity of the simulation model, Table 3.1 compares experimental
and simulation results for the number of CO2, N2, or CH4 molecules adsorbed per Cu atom
from single-component bulk gases at pressures above their gate pressure. Simulated and
experimental CO2 adsorption capacity at 273K are in close agreement. This is expected,
as the rigid model structure used in the simulations was determined experimentally during
CO2 adsorption above the gate pressure at 273K. In contrast simulation results for N2 and
CH4 often deviate significantly from experimental values, indicating that Cu(BF4)2(bpy)2

expands to assume different structures for different adsorbates. While this calls into question
the use of this model structure for general simulation of mixed CO2/N2 adsorption, it is not
expected to cause problems at the temperatures and pressures considered in this study. As
seen in Figure 3.4, the amount of N2 adsorbed is generally negligible relative to the amount
of CO2 adsorbed, and so structural rearrangement is expected to be dictated primarily by
CO2 adsorption, with N2 adsorption only being possible once the structure has expanded to
accomodate CO2. At much higher pressures or very low temperatures, where N2 adsorption
can be non-negligible, a flexible simulation model would likely be necessary.

T Pgate P Nads/Cu Nads/Cu
adsorbate (K) (atm) (atm) (exp’t) (sim.)

CO2 273 0.30 1 1.8 2.1* 2.0
N2 77 ∼0.07** 1 6.5 2.0
N2 196 47 69 3.9 1.8

CH4 258 17 59 3.5 -
CH4 303 41 59 2.2 1.7

Table 3.1 Comparison of experimental (exp’t) and simulated (sim.) adsorption capacity for adsorp-
tion of CO2, N2, and CH4 into Cu(BF4)2(bpy)2. Expressed as number of adsorbate molecules (Nads)
per copper atom (Cu). *varies with adsorbent pre-treatment temperature (Li and Kaneko, 2001)
**gated transition from empty to saturated adsorption of N2 at 77K is less abrupt than that observed
for CO2 at 273K (Onishi et al., 2002)
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3.3 Mixed-gas Adsorption Results

Figures 3.3, 3.4, and 3.5 show results from from mixed-gas simulations at 300, 350, and
400K and bulk gas pressures of 100kPa and 200kPa as a function of the bulk phase CO2 mole
fraction. The amount of CO2 adsorbed (Figure 3.3) decreases significantly with increasing
temperature and increases slightly with increased pressure. The mole fraction of CO2 in the
adsorbed phase (Figure 3.4) remains close to unity but decreases slightly with temperature
at very low bulk gas CO2 mole fractions. The mole fraction of CO2 in the adsorbed phase is
essentially independent of pressure.

Selectivity of CO2 over N2 is defined as

SCO2/N2
=

xCO2
/yCO2

xN2
/yN2

(3.3)

where xa and ya are the mole fractions of component a in the adsorbed and bulk gas phases,
respectively. As seen in Figure 3.5, selectivity is predicted to decrease significantly with tem-
perature and increase slightly with pressure. Within the uncertainty of the results, selectivity
is essentially independent of bulk phase composition.

Figures 3.6 and 3.7 show snapshots of CO2 and N2 adsorption into Cu(BF4)2(bpy)2

from a binary mixture at 273K and 100kPa. The top view (Figure 3.6) shows the regular
arrangement of up to two adsorbate molecules per pore. The side view (Figure 3.7) shows
that the adsorbate molecules are primarily located near the plane of the copper atoms. If
there are two adsorbate molecules in a given pore, one is typically slightly above the plane
of the copper atoms, the other slightly below. This arrangement results from the regular
arrangement of the BF4 groups from adjacent layers, which also occupy space in each pore.

Table 3.2 summarizes the predicted CO2 adsorption capacity, selectivity relative to N2,
and isosteric heat of adsorption for Cu(BF4)2(bpy)2 at 300K and 100kPa. Results for typical,
high-performance commercial adsorbents under similar conditions are included for com-
parison. As can be seen from the table, Cu(BF4)2(bpy)2 is predicted to display comparable
adsorption capacity and heat of adsorption under these conditions, but the predicted CO2/N2

selectivity is much greater.
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Figure 3.3 CO2 adsorbed from binary mixtures of CO2 and N2 at 300-�, 350K-♦ and 400K-4
for bulk gas pressures of 100kPa (filled symbols) and 200kPa (open symbols). Standard deviation
values are comparable to the size of the symbols.

capacity CO2/N2 q st
adsorbent mg CO2/g selectivity kJ/mol

Zeolite 13X 150* 50** ∼36***
activated carbon 100* 20** ∼30***
Cu(BF4)2(bpy)2 130 600 33–37

Table 3.2 CO2/N2 adsorption characteristics for various porous materials at 300K and 100kPa. The
predicted qst values shown for Cu(BF4)2(bpy)2 have been adjusted to account for the energy change
associated with the expansion/collapse the flexible MOF structure during adsorption/desorption.
*(Millward and Yaghi, 2005) **(Siriwardane et al.) ***(Chue et al., 1995)
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Figure 3.4 Adsorbate CO2 mole fraction versus bulk gas CO2 mole fraction for CO2 adsorption
from binary mixtures of CO2 and N2 at300-�, 350K-♦ and 400K-4 for bulk gas pressures of 100kPa
(filled symbols) and 200kPa (open symbols). Standard deviaton values are comparable to the size of
the symbols.
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Figure 3.5 CO2 adsorption selectivity from binary mixtures of CO2 and N2 versus bulk gas CO2
mole fraction for CO2 adsorption from binary mixtures of CO2 and N2 at 300-�, 350K-♦ and
400K-4 for bulk gas pressures of 100kPa (filled symbols) and 200kPa (open symbols). Error bars
denote one standard deviation.
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Figure 3.6 Snapshot of CO2 and N2 adsorption into one layer of Cu(BF4)2(bpy)2 from a mixed
gas (20 mol% CO2) at 300K and 100kPa. One 4x4 section of one MOF layer is shown.
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Figure 3.7 Snapshot of CO2 and N2 adsorption into Cu(BF4)2(bpy)2 from a mixed gas (20 mol%
CO2) at 300K and 100kPa. Five stacked layers of the MOF are shown.
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Chapter 4

GCMC Simulation of Carbon Dioxide
Separation from Hydrogen Using a

Copper-Organic Framework Adsorbent

Pure- and mixed-gas adsorption of CO2 and H2 on a novel, metal-organic framework (MOF),
Cu(BF4)2(bpy)2(bpy=bipyridine), was simulated at temperatures, pressures, and composi-
tions corresponding to realistic syngas processing conditions at integrated coal gasification
combined cycle (IGCC) electric power plants. This MOF was chosen because it displays
a novel CO2 adsorption behavior in which the crystal structure reversibly transitions from
an empty, zero-porosity state to a fully-saturated, expanded state at what has been termed
the gate pressure. Grand canonical Monte Carlo (GCMC) simulation methods were used
with a rigid model of the MOF in its CO2-expanded form. Simulation results showed
good agreement with experimental measurements of CO2 capacity at 273K. Predicted CO2

selectivity relative to H2 for this MOF is higher than selectivities typically observed with
other microporous materials. Selectivity generally decreased with increasing gas pressure at
298K and 373K. Predicted isosteric heats of adsorption are comparable to those of other
common physi-adsorbing materials. Ideal adsorbed solution theory (IAST) estimates based
on simulated single-component adsorption isotherms generally diverged from mixed-gas
simulation results at 298K and 373K and high pressures.

4.1 Simulation Details

Isotherms for pure and mixed-gas adsorption into Cu(BF4)2(bpy)2 latent porous crys-
tals (LPC) were generated via grand canonical Monte Carlo (GCMC) simulation using
triclinic periodic boundary conditions. Post-equilibration simulation runs were com-
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posed of 2-8 million MC moves. The open-source MCCCS Towhee software package
(http://towhee.sourceforge.net) (Martin and Siepmann, 1999) was used for all GCMC simu-
lations. The rigid model structure used for the GCMC simulations was the CO2-expanded
form of the LPC (structure 2a in Kondo et al. (2006)), which was found using crystallo-
graphic methods during CO2 adsorption above the gate pressure at 273 K (Kondo et al.,
2006). Figure 1.4 shows a view of two 4x4 layers of the expanded LPC. Each non-orthogonal
simulation cell contained ten 4x4 layers, corresponding to a total of 160 Cu atoms.

Simulated pure CO2 adsorption isotherms for comparison with experiment were gen-
erated at 273K, which is slightly below the CO2 critical temperature of 304 K. Simulated
isotherms were generated for pure and mixed CO2 and H2 at 298, 373, and 473 K to investi-
gate adsorption under realistic process temperatures and pressures. CO2 was modeled using
the three-site TraPPE CO2 model, which has been optimized to reproduce pure component
bulk vapor-liquid equilibria (Potoff and Siepmann, 2001). H2 was modeled using a three-site
hydrogen model (Alavi et al., 2005), for which the LJ potential has been optimized to repro-
duce the potential minimum of the SilveraGoldman pair potential for gas phase hydrogen
(Silvera and Goldman, 1978). Each atomic site in the TraPPE CO2 model and the Alavi
model for H2 is composed of a Lennard-Jones (LJ) sphere and a partial point charge. The
DREIDING force field (Mayo et al., 1990) was used to model the LPC. The DREIDING
forcefield does not include an entry for Cu2+. DREIDING does, however, include Fe2+
and Zn2+, which bracket Cu on the periodic table, and uses the same Lennard-Jones (aka
dispersion or van der Waals) parameters for both Fe2+ and Zn2+. Therefore, the parameters
for Fe2+ were used for Cu2+ in the MOF model. Each copper ion was assigned a charge
of +2, and the immediately adjacent fluorine atoms were assigned charges of -1. LJ inter-
actions were truncated at 1.4 nm, and long-range electrostatic interactions were calculated
using Ewald summation. Excess adsorption versus pressure was calculated from absolute
adsorption versus fugacity (or chemical potential) simulation results using thermodynamic
equation of state data for carbon dioxide and hydrogen from the NIST Chemistry WebBook
(Lemmon et al., 2005).

4.2 Pure-gas Adsorption Results

Simulation results for CO2 adsorption in the expanded LPC model above the gate pressure
of ∼0.35 bar (and below 1 bar) at 273K predict a saturated capacity of approximately 160g
of CO2 per mg of LPC. This corresponds to exactly two adsorbed CO2 molecules per pore
or two CO2 molecules per copper atom. Experimental isotherms at 273K show saturation
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amounts of ∼140 g/mg (Onishi et al., 2002), suggesting that the experimental LPC sample
may not be perfectly crystalline. Simulated single-component isotherms for CO2 and H2

on Cu(BF4)2(bpy)2 are presented in Figure 4.1. As expected, the isotherms indicate that
CO2 interacts much more strongly with the MOF structure than H2. The simulated CO2 ad-
sorption isotherms display saturation behavior at the pressures studied, while the adsorption
isotherms for H2 remain linear. The isotherms for 298 and 373K reach saturation (∼3.6
mol/kg or 158 mg/g) at ∼0.5 and ∼4 MPa, respectively, while the 473K isotherm does not
reach full saturation at the pressures studied. Because saturation in the rigid, model structure
is expected to be a prerequisite for saturation in the flexible, expanding, real-world LPC,
gate pressures for this MOF at temperatures above ∼400K are expected to be much greater
than pressures associated with typical IGCC operation.

The lines in Figure 4.1 show Langmuir model isotherms fitted to the CO2 and H2 simu-
lation results. Fitting to continuous functions was done to permit the application of ideal
adsorbed solution theory (IAST), which predicts multicomponent adsorption equilibrium
using single-component isotherms. The Langmuir model describes the number of molecules
adsorbed, N, as a function of pressure, P, according to

N(P) =
NmaxBP
1+BP

(4.1)

where Nmax and B are the saturated adsorption amount and the Langmuir equilibrium con-
stant, respectively, for the given adsorbate. Note that the Henry’s constant, H, for the system
is given by the product NmaxB and describes adsorption behavior in the linear, low-pressure,
low-coverage region of the isotherm. The Langmuir model satisfactorily described both the
CO2 and H2 isotherms within the standard deviation range of the simulated data. The fitted
Langmuir parameters for H2 and CO2 adsorption isotherms are summarized in Table 4.1.

Temperature H B
(K) Adsorbate (mol/kg MPa) (1/MPa)
298 CO2 833.33 221.33

H2 0.1796 0.0335
373 CO2 30.211 7.9517

H2 0.0821 0.0144
473 CO2 1.8440 0.4652

H2 0.0414 0.0095

Table 4.1 Fitted Langmuir parameters for single-component isotherms

Examination of values of H in Table 4.1 shows that H decreases with increasing tem-
perature, which corresponds to a decrease in the amount adsorbed as temperature increases.
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Figure 4.1 Single-component adsorption isotherms for CO2 (filled symbols) and H2 (open sym-
bols) at 298K-♦, 373K-� and 473K-4. Lines are Langmuir isotherm fits to the simulation data.
Standard deviation values are comparable to the size of the symbols.
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Additionally, H decreases more rapidly for CO2 than for H2. Because adsorption selectivity
for CO2 over H2 can be approximated by HCO2

/HH2
, the H values in Table 4.1 suggest

that CO2/H2 selectivity will decrease as temperature increases. The Henry’s constants for
CO2 adsorption on this MOF are relatively high compared to other microporous adsorbents,
indicating strong CO2 interaction with the MOF structure, and suggesting that this LPC
should display comparably high CO2/H2 selectivity relative to other adsorbents.

Figure 4.2 Upper-limit estimates of heats of adsorption, qst , for CO2 (filled symbols) and H2 (open
symbols) at 298K-♦, 373K-� and 473K-4. Actual heats of CO2 adsorption for the flexible LPC are
expected to be 5-10kJ/mol lower.

Isosteric heats of adsorption, qst , for CO2 and H2 at 298K, 373K and 473K were calcu-
lated from single-component GCMC simulations using Equation 1.5. Results are shown
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in Figure 4.2. qst for CO2 increases slightly with pore loading and reaches a plateau as
the pores are saturated with CO2 molecules. This increase in qst for CO2 is attributed to
adsorbate-adsorbate interactions. In contrast, qst for H2 is essentially constant over the range
of pressures studied. This behavior has also been observed in other microporous materials
like Zeolite Na-4A and Silicalite (Akten et al., 2003; Gallo et al., 2006) and is attributed
to the small contribution of H2-H2 interactions when the extent of adsorption is far from
saturation.

Because the heat of adsorption is calculated from simulations using a rigid Cu(BF4)2(bpy)2

model, the results shown in Figure 4.2 are regarded as an upper-bound. Expansion of the
flexible MOF structure during adsorption requires an energy input, reducing the amount
of energy released during adsorption and shifting simulation isotherms to lower pressures
relative to experiment. This shift can be seen in Figure 3.1. The relationship

∆qst ≈ RT ln(Pgate/Pf ill), (4.2)

where Pgate is the experimental gate pressure and Pf ill is the simulated filling pressure, can
provide an estimate of the energy required to expand the MOF structure. The observed
pressures at which the transition from zero to saturated adsorption occurs in the experimental
and simulated isotherms at 273K (Figure 3.1) suggest that the actual heat of adsorption
should be ∼5-10kJ/mol lower than that calculated from simulation on the rigid model,
resulting in predicted high-pressure heats of adsorption of 35–45kJ/mol.

4.3 Mixed-gas Adsorption Results

Figure 4.3 shows a snapshot of CO2 and H2 adsorption into Cu(BF4)2(bpy)2 from an equimo-
lar mixture at 298K and 1MPa. Each approximately rectangular pore contains at most two
CO2 molecules, and molecules in filled pores tend to align parallel to the co-planar pair
of bipyridine rings (i.e. horizontally in the figure) in an arrangement that likely enhances
adsorbate-adsorbent interaction.

CO2 and H2 isotherms for adsorption from equimolar mixtures are presented in Figure
4.4. The mixed-gas CO2 isotherms are similar to those from pure CO2 simulations with the
adsorbed amount shifted to account for the reduced CO2 partial pressure. In contrast H2

adsorption from the equimolar mixed-gas is now essentially zero at all pressures, whereas
H2 adsorption from pure gas was proportional to pressure. The elimination of H2 adsorption
is attributed to the blocking of adsorption sites by CO2, which interacts much more strongly
with the adsorbent. Figure 4.5, which compares the pure-gas and equimolar mixed-gas
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Figure 4.3 Snapshot of CO2 and H2 adsorption into Cu(BF4)2(bpy)2 from an equimolar mixture
at 298K and 1MPa.
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Figure 4.4 Adsorption of CO2 (filled symbols) and H2 (open symbols) from equimolar binary
mixtures at 298K-♦, 373K-� and 473K-4.
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Figure 4.5 Adsorption of CO2 (�) and H2 (◦) at 298K from pure-gases (filled symbols) and an
equimolar binary mixture (open symbols).
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adsorption isotherms for CO2 and H2 at 298K, clearly shows this effect and suggests that
CO2 selectivity calculated from mixed-gas simulations will be much higher than what might
be predicted from pure-gas results alone.

Selectivity of CO2 over H2 is defined as

SCO2/H2
=

xCO2
/yCO2

xH2
/yH2

(4.3)

where xa and ya are the mole fractions of component a in the adsorbed and bulk gas phases,
respectively. Figure 4.6 plots the simulated adsorption selectivity of the MOF for the
CO2/H2 binary mixture at three different temperatures over a pressure range typical of
IGCC syngas. The selectivity is shown on logarithmic scale to capture the very different
magnitudes of CO2/H2 selectivity at different temperatures. Also shown in Figure 4.6 are
the corresponding ideal adsorbed solution theory (IAST) predictions for CO2 selectivity
from an equimolar CO2/H2 mixture.

The IAST predictions and GCMC simulation results agree only in the limit of low
pressure and high temperature, where the assumptions of ideal solution behavior are appro-
priate. At low pressure for all temperatures, the IAST estimates and the mixed-gas GCMC
simulation results all approach selectivity estimates calculated from the ratios of the Henry’s
constants. At the highest temperature investigated, 473K, where CO2 saturation has not
occurred, the IAST prediction, GCMC simulation results, and the estimate using Henry’s
constants yield the same, constant value for selectivity. Due to the inherently discontinuous
nature of the gating transition from zero to saturated adsorption, a non-constant experimental
selectivity is expected experimentally.

IAST predicts correctly the decrease in CO2/H2 selectivity with increasing pressure at
298K and 373K. Selectivity is consistently under-predicted at 373K, but it underpredicts and
overpredicts in different ranges of pressure from 0.1-1MPa and from 2-4MPa respectively
at 298K. The discrepancy between the GCMC simulation results and IAST predictions at
298K may find cause in three factors. First, while the average number of H2 molecules
adsorbed per simulation cell is considerably smaller than unity, the standard deviation is
relatively large, leading to significant uncertainty in the calculation of selectivity. Second, at
lower temperatures the pore loading is high so that the ideality assumption of IAST is not
met, leading to deviations of IAST from GCMC mixture results. Third, the inability of the
Langmuir model to fully fit the simulated isotherms (Figure 4.1) leads to inaccuracies in the
IAST predictions.

The observed trends in adsorption selectivity can be attributed to the degree of saturation
of the pore structure with CO2. At high temperatures such as 473K, adsorption is far from the
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Figure 4.6 Binary mixture CO2/H2 selectivity from mixed-gas GCMC simulation (symbols) and
IAST calculation (lines). 298K-♦, 373K-� and 473K-4
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saturation limit and the adsorption of both CO2 and H2 increase approximately linearly with
increasing pressure, leading to selectivity being nearly independent of pressure. However, at
lower temperature selectivity of CO2 over H2 decreases with increasing pressure. Under
these conditions, the pore space is increasingly saturated with CO2 molecules, limiting
further CO2 adsorption; and so any enhancement of H2 adsorption via increased pressure
shifts selectivity toward H2. This effect has also been reported for the adsorption selectivity
of binary mixtures of different molecular sizes on zeolite adsorbents (Akten et al., 2003; van
Tassel et al., 1994).

Figure 4.7 CO2/H2 selectivity as a function of bulk fraction of CO2 in the mixture obtained from
mixed-gas GCMC simulation (symbols) and IAST calculation (lines). 298K-♦, 373K-� and 473K-4

The CO2/H2 selectivities considered so far have been for equimolar mixtures. It is
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practical to examine how the selectivity varies with gas mixture composition. Figure 4.7
presents the adsorption selectivity of CO2 over H2 as a function of bulk phase composition
at 2.5MPa for the three temperatures above. As expected, selectivity at 473K and 373K
are not strongly dependent on bulk gas composition. However, at 298K the selectivity
decreases with increasing CO2 fraction due to saturation of the adsorbent with CO2. IAST
quantitatively matches mixed-gas GCMC results at 473K and 373K. As seen previously, at
298K IAST qualitatively matches the decreasing trend observed in the GCMC results but
generally over-predicts the selectivity.

Table 4.2 compares CO2/H2 selectivity for adsorption of an equimolar mixture of CO2

and H2 onto Cu(BF4)2(bpy)2 with selectivities measured for other adsorbents, including the
MOFs CuBTC and MOF5. Also shown in Table 4.2 are isosteric heats, qst , for CO2 adsorp-
tion. The predicted selectivities for Cu(BF4)2(bpy)2 are generally much higher than those
observed for other adsorbents at similar temperatures and pressures, which is consistent
with the generally high values predicted for qst . Note, however, that while large qst values
promote adsorption and selectivity, they may also inhibit desorption, particularly at low
temperatures, requiring careful matching of adsorbents to process conditions.

CO2/H2 qst ; CO2 T P
Material Selectivity (kJ/mol) (K) (Mpa)

Coal BPL (GAC)* 90.8 24 303 <1
activated carbon** 86 - 298 1

Zeolite 5A* 740 39 303 <1
MOF-5*** 25 - 298 2
CuBTC*** 150 - 298 2

Cu(BF4)2(bpy)2 ∼2000 ∼40-45 298 1
Cu(BF4)2(bpy)2 ∼1000 ∼40-45 298 2

Table 4.2 Comparison of CO2/H2 selectivity and isosteric heats of CO2 adsorption,qst , for
Cu(BF4)2(bpy)2 and various porous adsorbents. *(Sircar et al., 1996) **(Cao and Wu, 2005)
***(Yang and Zhong, 2006)
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Chapter 5

Hybrid GCMC/MD Simulation of
Adsorption into a Flexible

Copper-Organic Framework

Using a hybrid Monte-Carlo/molecular-dynamics (GCMC-MD) method, carbon diox-
ide and nitrogen adsorption onto the metal organic framework (MOF) Cu(BF4)2(bpy)2

(bpy=bipyridine) was simulated using a flexible MOF model at temperatures, pressures,
and compositions representative of flue gas streams from fossil fuel power plants. This
MOF was chosen because it displays a novel CO2 adsorption behavior in which the crystal
structure reversibly transitions from an empty, zero porosity state to a fully-saturated, ex-
panded state at what has been termed the gate pressure. CO2 adsorption behavior predicted
using GCMC-MD followed experimental results much better than results from prior grand
canonical Monte Carlo (GCMC) simulations, which used a rigid MOF model. As with the
gating behavior observed experimentally, simulation cell volumes increased with increasing
pressure, with apparent dissolution of the crystal structure occurring at the highest pressures.
Mixed-gas simulations predicted CO2/N2 selectivities of ∼20-70 at 300 and 350K, which is
comparable to many common adsorbents but significantly lower than selectivities predicted
using GCMC. Predicted selectivity decreased with increasing CO2 fraction in the bulk gas
phase.

5.1 Simulation Details

Attempts to account for the changes in adsorbent volume associated with the gate-pressure
phenomena using the Gibbs ensemble Monte Carlo (GEMC) method (Panagiotopoulos,
1987; Lastoskie et al., 1993b) alone were unsuccessful. (Note: GEMC differs from GCMC
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in that GEMC uses multiple, non-rigid simulation boxes. In addition to the usual MC
translation and rotation moves, chemical equilibrium between boxes is attained by allowing
transfer of adsorbate molecules between boxes, and mechanical equilibrium is achieved by
allowing the box volume to change according to the specified pressure.) Specifically, random
volume-change moves and random displacements of single atoms or groups of atoms in the
MOF did not allow efficient rearrangement and relaxation of the system. Consequently, a
hybrid grand-canonical-Monte-Carlo/molecular-dynamics (GCMC-MD) scheme was devel-
oped in which blocks of grand canonical MC (GCMC) steps are interspersed with blocks of
MD steps to allow for expansion, contraction, and/or relaxation of the structure. The GCMC
steps randomly inserted, deleted, translated, and rotated adsorbate molecules in the MOF
structure according to the usual GCMC method. After a specified number of MC steps,
random velocities were assigned to each particle in the simulation cell using a distribution
consistent with the desired temperature, and a specified number of MD steps were carried
out. This pattern was repeated to allow equilibration of the system and collection of data.

Swelling of model polymeric gels (Escobedo and de Pablo, 1999; Kenkare et al., 2000)
has been simulated using hybrid MD/GCMC methodologies. GEMC simulation has also
been previously coupled with molecular dynamics in a hybrid technique (Kotelyanskii
and Hentschke, 1995) to investigate swelling of polymer networks by solvents (Aydt and
Hentschke, 2000) and binary Lennard-Jones mixtures (Oyen and Hentschke, 2005).

Isotherms for pure and mixed-gas adsorption into a flexible model of Cu(BF4)2(bpy)2

were generated via the GCMC/MD method described above using triclinic periodic
boundary conditions. Figure 1.4 shows a top view of two, stacked 4x4 layers of
the expanded form of Cu(BF4)2(bpy)2. Each non-orthogonal simulation cell contained
ten 4x4 layers, corresponding to a total of 160 Cu atoms. The open-source MCCCS
Towhee software package (http://towhee.sourceforge.net) (Martin and Siepmann, 1999)
was used for the GCMC portion of the simulations. The DL POLY software package
(http://www.ccp5.ac.uk/DL POLY/) was used for the MD portion of the simulations. Con-
trol and communication between Towhee and DL POLY were handled by an external script
developed by the author.

Typically, 1000 GCMC moves with an insertion/deletion probability of 20% were in-
terspersed with 100-500 1fs MD steps. Note that because each MD step is a global move,
whereas each MC step is typically a local move, one MD step can be taken as roughly
equivalent to N MC steps, where N is the number of atoms or molecules in the simulation
cell. These alternating GCMC-MD blocks were repeated several hundred times until the
number of adsorbed molecules, system energy, and system volume stabilized. The MD
simulations were carried out using Verlet leapfrog integration in the isothermal-isobaric
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ensemble (NPT) using a Berendeson thermostat and barostat.
Simulated pure CO2 adsorption isotherms for comparison with experiment were gener-

ated at 273K, which is below the CO2 critical temperature of 304 K. Simulated isotherms
were generated for several binary mixtures of CO2 and N2 at 300 and 350K and 100kPa to
investigate adsorption under realistic process temperatures and pressures. The three-site
TraPPE CO2 and N2 models, which were optimized to reproduce pure component bulk
vapor-liquid equilibria (Potoff and Siepmann, 2001), were used. Each atomic site in the
TraPPE models is composed of a Lennard-Jones (LJ) sphere and a partial point charge. The
DREIDING force field (Mayo et al., 1990) was used for the Cu(BF4)2(bpy)2 model. In
addition to non-bonded LJ and electrostatic interactions described previously, the flexible
MOF model also includes vibration, bending, and torsion terms from DREIDING to ac-
count for the energy and forces associated with covalent bonding. Because the DREIDING
forcefield does not include an entry for Cu2+, the parameters for Fe2+ were used as an
approximate substitute. Each copper atom was assigned a charge of +2, and the immediately
adjacent fluorine atoms were assigned charges of -1. LJ interactions were truncated at 1.4
nm, and long-range electrostatic interactions were calculated using Ewald summation. Ex-
cess adsorption versus pressure was calculated from absolute adsorption simulation results
using thermodynamic equation of state data for carbon dioxide and nitrogen from the NIST
Chemistry WebBook (Lemmon et al., 2005).

5.2 Pure-gas Simulation Results

Figure 5.1 shows experimental and simulation results for CO2 adsorption into Cu(BF4)2(bpy)2

at 273K. Both GCMC-MD results for the flexible MOF model and prior GCMC simulation
results for a rigid model are shown. CO2 adsorption calculated using GCMC-MD followed
experimental trends much better than results from the GCMC simulations. GCMC-MD
simulations at 1MPa never attained equilibrium. Instead, accumulation of CO2 in the simu-
lation cell continued to increase, suggesting dissolution of the MOF structure. At pressures
above the gate pressure of ∼0.35 bar (and below 1 bar) GCMC simulation predicted a
saturated capacity of approximately 160g of CO2 per mg of MOF. This corresponds to two
adsorbed CO2 molecules per pore or two CO2 molecules per copper atom. Experimental and
GCMC-MD isotherms at 273K and 100kPa show lower adsorption amounts of ∼140 g/mg
(Onishi et al., 2002) and ∼125 g/mg, respectively. This is consistent with the experimental
sample and GCMC-MD model possessing possible defects and random, pore-occluding
atomic motions relative to the idealized crystal structure of the rigid GCMC model.
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Figure 5.1 Adsorption of CO2 on Cu(BF4)2(bpy)2 at 273K from hybrid MC/MD simulation (♦).
Standard deviaton values are comparable to the size of the symbols. Experimental results (� (Onishi
et al., 2002)) and GCMC simulation results (4) for adsorption on the rigid expanded MOF model
are shown for comparison. Lines are a guide to the eye.
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Figure 5.2 shows experimentally-determined and GCMC-MD-predicted MOF unit-cell
volumes. As with the gating behavior observed experimentally, simulation cell volumes
remained relatively constant at low gas pressures and then increased with increasing pressure.
Simulation predicted dissolution of the crystal structure at 1MPa. Experimental results
were not available for comparison at pressures above 100kPa. The much greater volumes
predicted by simulation relative to experiment for empty or low-pressure MOF structures
suggest that the relatively simple force field used in this work is not entirely capable of
modeling the behavior of Cu(BF4)2(bpy)2. Tuning of LJ and/or partial charge parameters
could likely result in more accurate behavior, but capturing specific phenomena associated
with, for example, π−π bonding between aromatic rings and charge transfer would likely
require the use of a more complex and computationally expensive force field.

Figure 5.3 shows GCMC-MD simulation snapshots of CO2 adsorption into Cu(BF4)2(bpy)2

at 273K. As can be seen in the figure, minimal adsorption has occurred at 1 and 10kPa. At
100kPa significant adsorption has taken place; and at 1000kPa CO2 molecules have begun
separating layers of the MOF, indicating dissolution of the structure.

5.3 Mixed-gas Simulation Results

Figures 5.4, 5.5, and 5.6 show hybrid GCMC-MD results from from mixed-gas simulations
at 300 and 350K and bulk gas pressures of 100kPa as a function of the bulk phase CO2 mole
fraction. The amount of CO2 adsorbed (Figure 5.4) decreases significantly with increasing
temperature and is approximately linear in CO2 mole fraction or partial pressure. CO2

adsorption capacities predicted by hybrid GCMC-MD are significantly reduced relative to
prior GCMC results (Figure 3.3).

At 300 and 350K and low CO2 partial pressures, MOF unit cell volumes (Figure 5.5)
are comparable to those observed at low pressures for pure CO2 simulations at 273K (Fig-
ure 5.2). Volumes remain relatively constant with respect to bulk composition at 350K, but
show dissolution behavior at higher CO2 fractions for 300K simulations. This could be due
to 1) increased thermal mobility at 300K relative to 273K and/or 2) momentary adsorption
of N2 molecules, which are smaller than CO2 and may act as a temporary wedge within
the MOF structure to allow subsequent entry of CO2. Experimental results under similar
conditions are not available for comparison at this time.

Selectivity of CO2 over N2 is defined as

SCO2/N2
=

xCO2
/yCO2

xN2
/yN2

(5.1)
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Figure 5.2 Hybrid GCMC-MD simulation cell volumes following adsorption of CO2 on
Cu(BF4)2(bpy)2 at 273K for various bulk gas pressures. The ‘empty’ simulation prediction cor-
responds to MD relaxation of the crystal structure at 100kPa without attempted insertion of CO2
molecules. Experimental cell volumes (Onishi et al., 2002) for the empty (non-porous, below gate
pressure) and filled (porous, above gate pressure) MOF crystal structure are shown for comparison.
All volumes are normalized to the experimental empty cell volume. The bar for simulation at 1000kPa
is truncated, as results at this pressure suggest continued expansion and dissolution of the structure.
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(a) 1kPa (b) 10kPa

(c) 100kPa (d) 1000kPa

Figure 5.3 Hybrid GCMC-MD simulation snapshots of CO2 adsorption on Cu(BF4)2(bpy)2 at
273K from pure CO2 at 1, 10, 100, and 1000kPa. BF4 groups are omitted for clarity.
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Figure 5.4 CO2 adsorption amounts predicted by hybrid GCMC-MD simulations of binary mix-
tures of CO2 and N2 for various bulk gas CO2 mole fractions at 300-� and 350K-♦. Total bulk gas
pressure is 100kPa.
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Figure 5.5 Hybrid GCMC-MD simulation cell volumes following mixed-gas adsorption of CO2
and N2 on Cu(BF4)2(bpy)2 at 300 and 350K. Total bulk gas pressure is 100kPa. The ’empty’ simula-
tion prediction corresponds to MD relaxation of the crystal structure at 100kPa without attempted
insertion of adsorbate molecules. Volumes are normalized to the experimental empty cell volume
(Onishi et al., 2002). The bars for 80 and 95% CO2 at 300K are truncated, as results at this pressure
indicate continued expansion and dissolution of the structure.
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where xa and ya are the mole fractions of component a in the adsorbed and bulk gas phases,
respectively. As seen in Figure 5.6, selectivity is predicted to decrease slightly with tempera-
ture and significantly with increasing CO2 fraction in the bulk phase. These results differ
significantly from GCMC-calculated selectivities (Figure 3.5), which were generally much
larger, very dependent upon temperature, and relatively constant selectivity with respect to
CO2 fraction in the bulk gas phase. These differences highlight the importance of model
and method selection when attempting to predict adsorption behavior in complex materials.
Experimental results under similar conditions are not available for comparison at this time.

Figure 5.6 CO2 adsorption selectivities predicted by hybrid GCMC-MD simulations of binary
mixtures of CO2 and N2 for various bulk gas CO2 mole fractions at 300-� and 350K-♦. Total bulk
gas pressure is 100kPa. Error bars denote one standard deviation.
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Chapter 6

Hybrid GEMC/MD Simulation of
Carbon Dioxide Adsorption into Coal

To improve understanding of the molecular processes involved in the storage of car-
bon dioxide in unmineable coal seams with enhanced coalbed methane recovery, an
atomically-realistic, associated, macromolecular model of Upper Freeport bituminous coal
was simulated using both molecular dynamics (MD) and a hybrid Gibbs-ensemble-Monte-
Carlo/MD method. MD simulation predicted a bulk density of 1.24 g/ml for the dry coal
across a wide range of temperatures and pressures associated with CO2 storage in unmine-
able coal seams. This density compares favorably with experimental results. The relaxed
structures predicted by MD showed evidence of association and stacking of graphitic regions
on different macromolecules. Hybrid simulation results showed minimal adsorption of water
into the coal matrix. These chararacteristics are both expected for coals of bituminous rank.
Consistent with experimental results, carbon dioxide was predicted to adsorb preferentially
with respect to methane and induce significant swelling of the structure.

6.1 Model Details

Although useful insights regarding carbon dioxide adsorption were gained from the pre-
liminary studies on heterogeneous model adsorbents generated from modified, graphitic
slit-pore structures, these structures clearly do not approach the structural and chemical
heterogeneity and flexibility inherent to coal macromolecules. Therefore, in this work an
atomically explicit and structurally realistic model of a low-volatile, bituminous coal was
implemented to better enable the study of carbon dioxide capture with enhanced coalbed
methane recovery (ECBM). A bituminous coal model was selected as coals of this rank
are considered representative of those most likely to be encountered in unmineable coal
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seams where enhanced coalbed methane recovery is practiced or CO2 sequestration is con-
templated (White et al., 2005). A target density of the unsolvated coal macromolecule in
the neighborhood of 1.25 g/ml is desired, in accordance with experimental measurements
(Takanohashi et al., 1999).

For this work the chemically-realistic associated coal model of Takanohashi and
Kawashima (2002) was used to develop a molecular simulation model of coal for use
in the study of CO2 sequestration and ECBM in unmineable coal seams. The Takanohashi
and Kawashima (2002) model was developed through a series of solvent extractions per-
formed on samples of Upper Freeport coal, one of several Argonne premium standard coals
commonly used in coal research. Upper Freeport coal is a mid-rank, low-volatile bituminous
coal. The elemental composition of Upper Freeport coal is 86.2% carbon, 5.1% hydrogen,
1.9% nitrogen, 2.2% sulfur, and 4.6% oxygen. All of these elements are represented in the
proper proportions in the final model.

As described in Takanohashi and Kawashima (2002), samples of Upper Freeport coal
were initially extracted with a mixed-solvent composed of carbon disulfide and N-methyl-
2-pyrrolidinone (CS2/NMP). This extraction resulted in a mixed-solvent-soluble extract
(MS) and a mixed-solvent-insoluble residue (MI). The MS fraction was then extracted with
acetone, resulting in an acetone-soluble fraction (AS) and an acetone-insoluble fraction (AI).
The AI fraction was further extracted with pyridine, resulting in a pyridine-soluble fraction
(PS) and a pyridine-insoluble fraction (PI).

The initial mixed-solvent extract yield for MS was 59.4 wt% on a dry, ash-free (daf)
basis. The extraction yield was later increased to 78-85 wt% through the inclusion of
small amounts of additional solvents. This relatively high degree of extraction suggested
that Upper Freeport coal is an associated structure composed of non-covalently linked
macromolecules of varying molecular weight and chemical composition (Takanohashi and
Kawashima, 2002).

Chemical models for the MI, AS, PS, and PI fractions were developed using their mea-
sured elemental compositions and NMR spectroscopy (Takanohashi and Kawashima, 2002).
Specifically, using 13C NMR for MI and 1H NMR for the remaining extracts, spectra for
proposed model molecules were generated and compared with experiment. This process was
iterated to generate model molecules that best matched experimental knowledge of elemental
compositions, atomic hybridizations, and chemical functional groups for each extract. The
final result was a seven-molecule model for Upper Freeport coal with a continuous distribu-
tion of molecular weights composed of two MI macromolecules (molecular weight 1419
g/mol and 1374 g/mol), one AS macromolecule (526 g/mol), two PS macromolecules (643
g/mol and 565 g/mol), and two PI macromolecules (1292 g/mol and 886 g/mol). Figures 6.1,
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Figure 6.1 Macromolecules comprising the mixed-solvent-insoluble (MI) fraction of the associative
Upper Freeport bituminous coal model. Adapted from Takanohashi and Kawashima (2002).
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Figure 6.2 Macromolecule comprising the acetone-soluble (AS) fraction of the associative Upper
Freeport bituminous coal model. Adapted from Takanohashi and Kawashima (2002).

6.2, 6.3, and 6.4 show the resulting chemical structures for the MI, AS, PS, and PI fractions,
respectively.

6.2 Simulation Details

Early simulation attempts using pure Monte Carlo methods failed to relax the model coal
structure to the desired density of 1.25 g/ml. Typical densities from MC simulations were
instead in the neighborhood of 0.65-0.75 g/ml. As a result, the hybrid grand-canonical-
Monte-Carlo/molecular-dynamics method (GCMC-MD) described previously and used to
study adsorption in Cu(BF4)2(bpy)2 was extended for use with the coal model described
above. To allow efficient and simultaneous simulation of the multiple phases present in situ

during CO2 sequestration with enhanced coalbed methane (ECBM) extraction, a hybrid
Gibbs-ensemble-Monte-Carlo/molecular-dynamics method (GEMC-MD) was implemented.
GEMC was originally developed to permit direct study of phase equilibria (Panagiotopoulos,
1987; Lastoskie et al., 1993b). In order to simultaneously simulate multiple phases, GEMC
uses multiple, non-rigid simulation boxes. In GEMC the system temperature and the total
number of particles are held constant during the simulation. To attain thermal equilibrium,
GEMC implements the usual MC translation and rotation moves. Chemical equilibrium
between boxes is attained by allowing transfer of molecules between boxes. Mechanical
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Figure 6.3 Macromolecules comprising the pyridine-soluble (PS) fraction of the associative Upper
Freeport bituminous coal model. Adapted from Takanohashi and Kawashima (2002).
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Figure 6.4 Macromolecules comprising the pyridine-insoluble (PI) fraction of the associative
Upper Freeport bituminous coal model. Adapted from Takanohashi and Kawashima (2002).
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equilibrium is achieved by either allowing the box volumes to vary according to a specified
pressure (isothermal-isobaric or NPT GEMC ensemble) or by allowing volume exchange
between the simulation boxes, while conserving total system volume (isothermal-isochoric
or NVT GEMC ensemble).

Although grand canonical MC would be theoretically capable of simulating adsorption
of multiple adsorbates into the coal matrix with a single simulation box by specifying
the proper chemical potential for each adsorbate, knowledge of the non-adsorbed phases
present would not be simultaneously available. Even more significantly, determination of
the proper chemical potentials to specify for the adsorbates under the relevant temperature,
pressure, and composition conditions would be problematic at best. In practice, because the
non-adsorbed phases are highly non-ideal, the use of GCMC to simulate adsorption in this
case would require prior Gibbs ensemble simulations of the non-adsorbed, multi-component
phases at the desired state points to determine their chemical potentials. In addition to
this not being an inherently more efficient strategy, it is well known that measurements of
chemical potential of dense phases, such as liquid water and super-critical CO2, are prone to
error due to the difficulty of inserting test molecules into the fluid. Therefore, in the interest
of efficiency, simplicity, elegance, and accuracy, the tools developed previously for hybrid
grand canonical MC/MD simulations with MCCCS Towhee and DL POLY were extended
to permit alternate use of Gibbs ensemble MC.

GEMC simulation has previously been coupled with molecular dynamics in a hybrid
technique (Kotelyanskii and Hentschke, 1995) to investigate swelling of polymer networks
by solvents (Aydt and Hentschke, 2000) and binary Lennard-Jones mixtures (Oyen and
Hentschke, 2005). Swelling of model polymeric gels (Escobedo and de Pablo, 1999; Kenkare
et al., 2000) has also been simulated using hybrid MD/GCMC methodologies.

Similar to the hybrid grand-canonical-Monte-Carlo/molecular-dynamics scheme used
previously, in this hybrid Gibbs-ensemble-Monte-Carlo/molecular-dynamics method, blocks
of Gibbs ensemble MC steps are interspersed with blocks of MD steps. As with the usual
NPT-GEMC algorithm, GEMC moves randomly translated and rotated adsorbate molecules
within all simulation boxes and exchanged adsorbate molecules between all boxes. The
GEMC portion of the simulation maintained mechanical equilibrium between the non-
adsorbed simulation boxes by allowing the box volumes to vary according to the specified
pressure. After a specified number of MC steps, random velocities were assigned to each
particle in the coal-containing simulation cell using a distribution consistent with the desired
temperature, and a specified number of MD steps were carried out using an NPT ensemble.
These MD steps permitted the coal/adsorbate system to relax and the simulation box to
expand or contract to maintain the pressure specified in the simulation. This alternating
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pattern of blocks of MC and MD steps was repeated to allow equilibration of the system
and collection of data.

For the most general simulations of ECBM operations, four simulation boxes were used
in the NPT version of GEMC to account for intermixing of CO2, methane, and water and
adsorption and desorption to and from the coal matrix. Specifically, one box contained
the coal matrix and any adsorbate molecules adsorbed to the coal. The additional three
boxes allowed for the presence of a water-rich phase, a CO2-rich phase (e.g. high-density,
super-critical CO2), and a methane-rich phase (e.g. gaseous methane). Exchange of all
three adsorbate molecules was permitted between each of the six resulting pairs of boxes.
Simulations involving fewer adsorbate molecules used appropriately fewer simulation boxes.

Isotherms for pure and mixed-gas adsorption into a flexible model of coal were gen-
erated via the GEMC/MD method described above using rectangular periodic boundary
conditions. Each non-orthogonal simulation cell contained eight copies of each of the seven
macromolecules composing the associated bituminous coal model described previously.
The open-source MCCCS Towhee software package (http://towhee.sourceforge.net) (Martin
and Siepmann, 1999) was used for the GEMC portion of the simulations. The DL POLY
software package (http://www.ccp5.ac.uk/DL POLY/) was used for the MD portion of the
simulations. Control and communication between Towhee and DL POLY were handled by
an external script developed by the author.

Typically, 1000-3000 GEMC moves with an inter-box exchange probability of 20% were
interspersed with 100-500 1fs MD steps. Note that because each MD step is a global move,
whereas each MC step is typically a local move, one MD step can be taken as roughly equiv-
alent to N MC steps, where N is the number of atoms or molecules in the simulation cell.
These alternating GEMC-MD blocks were repeated several hundred times until the number
of molecules, system energy, and system volume of each simulation box stabilized. The
MD simulations were carried out using Verlet leapfrog integration in the isothermal-isobaric
ensemble (NPT) using a Berendeson thermostat and barostat.

The rigid, three-site TraPPE CO2 model, which was optimized to reproduce pure-
component, bulk vapor-liquid equilibria (Potoff and Siepmann, 2001), was used. Each
atomic site in the TraPPE model is composed of a Lennard-Jones (LJ) sphere and a partial
point charge. Water was simulated using the rigid, three-site TIP/3P model (Jorgensen et al.,
1983), which is composed of a central LJ sphere and partial negative charge representing the
oxygen atom, and two partial positive charges (and no LJ site) representing the hydrogen
atoms. Methane was simulated using the single-site, united-atom representation of CH4,
which is a single LJ sphere without charge or explicit hydrogen atoms, from the DREIDING
force field (Mayo et al., 1990). The DREIDING force field was also used to produce
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an atomically explicit representation of the associative bituminous coal model described
previously. In addition to non-bonded LJ and electrostatic interactions, the flexible coal
model also includes vibration, bending, and torsion terms from DREIDING to account
for the energy and forces associated with covalent bonding. Use of this force field allows
deformation and swelling of the coal matrix upon solvation by carbon dioxide, methane,
and/or water. During the course of the simulations, LJ interactions were truncated at 1.4 nm,
and long-range electrostatic interactions were calculated using Ewald summation. Where
applicable, excess adsorption versus pressure was calculated from absolute adsorption sim-
ulation results using the density of the non-adsorbed phase calculated during the GEMC
portion of the simulations.

6.3 MD Simulation Results

Table 6.1 lists the bulk densities of randomized and relaxed assemblies of the associated
bituminous coal model at temperatures of 295, 320, and 345K and pressures of 0.1, 1, 3,
and 10 MPa. These temperatures and pressures were chosen as representative of a range of
values found in laboratory experiments and actual sub-surface carbon dioxide sequestration
and enhanced coalbed methane recovery operations. For example, taking 1000m as a re-
alistic depth for an unmineable coal seam, the unperturbed hydrostatic pressure would be
approximately 10 MPa. Following drawdown of formation water during methane extraction,
formation pressure will be be reduced near extraction wells. Regarding temperature, 25 to
50 degrees C per km of depth is a realistic range of temperature gradients covering both
“cold” and “warm” formations. Again assuming a depth of 1000m and a surface temperature
in the neighborhood of 295K, 320 and 345K span a range of temperatures likely observed in
an unmineable coal seam.

Bulk density was calculated by simply dividing the mass of atoms in the simulation cell
by the simulation cell volume. As can be seen in Table 6.1, bulk coal density is predicted
to be relatively insensitive to temperature and pressure within the range of conditions stud-
ied. This indicates that relatively strong intermolecular association and close-packing of
relatively immobile coal macromolecules is the case when adsorbate molecules are absent.
The average value for bulk density was approximately 1.24 g/ml. This is conistent with
the range of values found experimentally (White et al., 2005) and compares favorably
with the experimental value of 1.3 g/mol found for Upper Freeport coal (Takanohashi and
Kawashima, 2002).

Figure 6.5 shows a simulation snapshot at 295K and 1MPa of a randomized and relaxed
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assembly of eight copies each of the seven macromolecules comprising the associated
Upper Freeport bituminous coal model desrcribed previously. Note that there appears to be
significant association or layering of the graphitic or aromatic regions of different molecules.
This is consistent with experimental results, which have found that higher-rank coals often
contain crystalline regions composed of multiple, stacked, graphite-like layers, interspersed
with amorphous, glassy regions (Marzec, 2002; Lu et al., 2001).

T, K P, Mpa density, g/ml
295 0.1 1.24
295 1 1.24
295 3 1.24
295 10 1.24
320 1 1.23
320 3 1.23
320 10 1.24
345 1 1.23
345 3 1.23
345 10 1.23

Table 6.1 Predicted bulk densities for random assemblies of Upper Freeport associated coal model
fragments. Structures were relaxed using isothermal-isobaric (NPT) molecular dynamics simulations
at the indicated temperatures and pressures.

6.4 Hybrid GEMC/MD Results

For simulations of adsorption into dry coal, three simulation boxes were used: one for coal
and one each for potential CO2- and CH4-rich phases. Each simulation used eight copies
each of the associated coal macromolecules described previously. A total of 1000 molecules
each of CO2 and CH4 were used in the dry-coal simulations. For simulations in the presence
of water, an additional box and 1000 water molecules were added to the system. For all of
the conditions studied, with temperatures varying from 295 to 345K and pressures from 0.1
to 10MPa, CO2 and CH4 were predicted to form a single, perfectly miscible phase, resulting
in two simulation boxes containing identical mixtures of CO2 and CH4 at identical densities.
Slight CO2 absorption and negligible CH4 absorption into the water phase was predicted.
This is consistent with what might be expected based upon the properties of water, carbon
dioxide, and methane. It should be noted, however, that both the carbon dioxide and water
models were originally developed to reproduce primarily pure-component behavior. There
was no provision in the models or in the simulations to allow for reaction of carbon dioxide
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Figure 6.5 Simulation snapshot of associated coal model structure at 295K and 1MPa with no
adsorbate present. The simulation cell is comprised of eight copies of each of the seven model coal
macromolecules. The simulated bulk density is 1.24 g/ml. Carbon is shown in gray; oxygen, red;
nitrogen, blue; sulfur, yellow; and hydrogen, white.
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and water to form carbonic acid. Therefore actual CO2 dissolution into the water phase
may be greater than that predicted in these simulations, which may skew simulation results
toward greater CO2 availability for adsorption into the associated coal matrix.

Simulations consistently predicted relatively little water adsorption into this model coal.
This is consistent with experimental results, in which less-evolved, lower-rank coals, which
still possess significant heteroatom content, exhibit much greater loss of mass and volume
upon drying relative to higher-rank coals with more graphite-like structure (White et al.,
2005).

Selectivity of CO2 over CH4 is defined as

SCO2/CH4
=

xCO2
/yCO2

xCH4
/yCH4

(6.1)

where xa and ya are the mole fractions of component a in the adsorbed and bulk gas phases,
respectively. Table 6.2 lists CO2/CH4 selectivities calculated from hybrid GEMC-MD
simulations at 345K for adsorption of carbon dioxide and methane into both dry coal and
into coal in the presence of liquid water.

Pressure Moisture Content
(MPa) (wt% H2O) Selectivity

0.1 0 2.3
1 0 2.9

10 0 1.6
10 0.23 1.2

Table 6.2 Selectivity of CO2 over CH4 in the associated bituminous coal model at 345K.

Figure 6.6 is a simulation snapshot of the associated coal structure (depicted in ball-
and-stick format) in equilibrium with an equimolar mixture of carbon dioxide and methane
(both depicted according to their van der Waals radii) at 295K and 1MPa. The pore spaces
in the coal structure have expanded as a result of adsorption of carbon dioxide and methane.
Although not as easily seen as in Figure 6.5, stacking and association still occur between
aromatic, graphitic regions of adjacent macromolecules. Adsorption is prevented within
these regions. Based upon this observation, lower-rank coals (e.g. lignite), with fewer and/or
smaller graphitic sections, and higher-rank coals (e.g. anthracite), with more and/or larger
graphitic sections, would both be expected to exhibit different adsorption and swelling
behavor relative to this bituminous coal under similar conditions. This is consistent with ex-
perimental results, which generally show that adsorption and swelling both depend strongly
upon coal rank.

75



Figure 6.6 Simulation snapshot of associated coal model structure (black, ball-and-stick represen-
tation) in equilibrium with an equimolar mixture of carbon dioxide (yellow) and methane (blue) at
295K and 1MPa. The simulation cell is comprised of eight copies of each of the seven model coal
macromolecules.
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Chapter 7

Conclusion

Carbon dioxide is a greenhouse gas with a long residence time in the atmosphere, and it
plays a significant role in determining the planet’s climate. Atmospheric carbon dioxide
concentrations have been steadily increasing since the start of the industrial age, and it is now
widely accepted that anthropogenic emission of CO2 to the atmosphere has contributed to a
general warming of the Earth’s temperature. Atmospheric CO2 concentration is expected
to continue to increase significantly as developed and developing nations burn fossil fuels
to release energy and drive their economies. Although fossil fuels are an inherently finite
resource, significant climate change is predicted to occur long before our fossil fuel resources
are depleted. While climate models differ in the extent and details of their predictions, the
threat of climate change should not be ignored.

As a modern society, we have built institutions and infrastructure to increase our effi-
ciency and economic output; and we are now inherently dependent upon these inventions.
The true threat of climate change isn’t necessarily global catastrophe, although that has
occasionally been forecast. Instead, we are probably more likely threatened by significant
and sustained economic loss as shifts in climate make our current systems unsustainable.
For example, rising sea levels and/or increased tropical storm intensities could force a choice
between costly protection measures or abandonment of current coastal regions. Similarly,
shifts in temperature and rainfall could render existing food-producing regions unproductive,
causing significant social disruption and unrest.

Reducing atmospheric carbon dioxide emissions will undoubtedly require time, money,
and commitment. It is suggested, however, that this may be overall less costly than the
alternative scenario described above. The evolving social and political climate seems to
share this perception, as legislation to limit and/or tax carbon emissions, particularly in
developed nations, is expected to become more stringent over the next several years. As
a result of such legislation, regardless of one’s personal views regarding the spectre of
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global warming, emitting carbon to the atmosphere will become increasingly expensive,
which, along with concern for the environment, is driving renewed efforts to increase energy
efficiency and develop renewable alternatives to fossil fuels.

However, the world’s appetite for energy continues to grow, and improved efficiency
and investment in renewable energy will not be able to satisfy that demand at any time in
the foreseeable future. Further, our existing infrastructure investment and the continued
abundance and relative low cost of fossil fuels guarantee that fossil fuels will continue to
be used for energy for at least the next several decades. This reality provides significant
motivation to develop and apply technologies that permit clean burning of fossil fuels with
reduced atmospheric carbon dioxide emission.

Because fossil fuel electric power plants are responsible for approximately 30% of the
total atmospheric carbon emission, and because they are large, stationary point sources,
fossil fuel power plants, particularly coal-burning plants, are attractive initial targets for
implementation of carbon dioxide capture and storage (CCS) strategies. In CCS carbon
dioxide is separated, concentrated, and compressed from a process gas (e.g. from post-
combustion flue gas in a conventional plant or from pre-combustion syngas at an advanced,
IGCC facility) and then transported to a storage location (e.g. a deep saline aquifer, depleted
oil or gas field, or unmineable coal seam), where it is sequestered away from the atmosphere
for a geologically long time. Unfortunately, current CCS technology adds significantly
to the cost of the electricity produced, with most of the increased cost resulting from the
capture part of the operation.

Current CCS practice uses monoethanolamine (MEA) absorption to capture CO2 from
flue gas. MEA scrubbing is costly due to corrosion issues and the large amount of energy
required to regenerate the solvent between cycles. As a result, significant research is un-
derway to identify and develop alternatives to MEA absorption. One of these alternatives
is CO2 capture via selective adsorption onto porous solids. Although traditional industrial
adsorbents do not provide a cost savings relative to MEA absorption, there exists a class
of materials, referred to as metal-organic frameworks (MOFs), with the potential to be
tuned to provide superior adsorption performance under specified process conditions. This
tuning is facilitated by altering the chemical and structural properties of the metal-organic
material, which is built from metallic or metal-containing vertices connected by organic
linker molecules.

Literally hundreds of MOFs have been synthesized, and countless more have yet to even
be imagined, but random synthesis and testing of these new materials is inherently slow and
expensive. The pharmaceutical industry routinely uses molecular simulation tools for new
drug research, because it allows them to more efficiently produce better drugs specifically
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tailored to the desired application. With similar motivation, much of the research performed
during the course of the work described herein was aimed at developing knowledge and
tools necessary to rationally design new MOFs, in particular a novel class of flexible MOFs.
At relevant process conditions, the flexible MOF studied was predicted to be comparable to
current high-performance adsorbents with respect to CO2 capacity and ease of regenerability.
Selectivities of CO2 relative to nitrogen (in flue gas) and hydrogen (in syngas), however,
were predicted to be higher than most common adsorbents, suggesting that MOFs of similar
design might provide high-performance CO2 capture alternatives. As no MOF adsorbents
have been synthesized or implemented at industrial scale, more extensive cost analysis
would be required before a direct comparison with MEA absorption could be made.

After CO2 is captured, it must be stored. An ideal storage location would be near the
source, have a large CO2 storage capacity, provide safe and reliable long-term storage of the
injected CO2, and be low-cost. Deep saline aquifers are widespread and generally possess
the first three qualities, and they will likely be the typical storage location for CO2 if CCS
becomes widespread. Unmineable coal seams, however, also offer the potential for profit
during CO2 storage. Specifically, injection and adsorption of CO2 into the coal induces
desorption of methane, a valuable and relatively low-carbon energy source. Because fossil
fuel power plants are frequently sited in regions possessing coal deposits, CO2 storage
within unmineable coal seams is an attractive option to pursue for early adoption of CCS.

The technology required for CO2 injection is well-established in the oil and gas industries.
The only significant barrier to large-scale implementation of CO2 storage in unmineable
coal seams is instead the need to understand coal behavior well enough to optimize the injec-
tion/extraction process and to validate the safety and effectiveness of long term CO2 storage.
Coal is an inherently complex, heterogeneous, and highly variable material. Methane and
CO2 capacities and diffusivities vary with temperature, pressure, moisture, coal rank, et
cetera. Coal shrinks following methane loss, and CO2 adsorption can cause the coal to swell
and become flexible, inhibiting further injection and potentially destabilizing a geological
formation. These behaviors must be better understood before unmineable coal seams can
be confidently and reliably used for long term storage of CO2. Complimenting laboratory
experimentation and theory, computer simulation can help to achieve this understanding
by permitting flexible investigation of injection/extraction behavior across a wide range
of time- and length-scales and possible operating conditions. Because information at the
molecular scale is needed to understand and better control behavior at larger scales, methods
and models for the simulation of coal behavior at the molecular scale were developed as part
of this work. Initial studies using these molecular simulation tools confirmed that they were
able to reproduce the swelling and competitive adsorption behavior observed in real coals.

79



Further research should seek to further improve and validate these models and methods and
then apply them to the optimization of field-scale operation and long-term CO2 storage.

Detailed summaries describing the results of this body of work are provided in the fol-
lowing section. The last section suggests areas in which the current work can be beneficially
extended.

7.1 Summary of Current Work

7.1.1 Adsorption on Heterogeneous Solids

To improve understanding of adsorption into heterogeneous, microporous solids such as coal
and activated carbon, GCMC simulations were carried out to study adsorption of CO2 into
graphite-based model slit pores with surfaces of varying chemical and structural heterogene-
ity. The pressure at which pore filling with CO2 occurred varied over approximately one
order of magnitude for pores in the size range between 1.35 nm and 2.4 nm. Electrostatic
adsorbate-adsorbent interactions significantly influenced adsorption onto model surfaces.
Increasing the surface density of oxygen-containing functional groups generally increased
CO2 adsorption and lowered the pore filling pressure. However, exceptions were noted, and
in some cases, outwardly small topological differences between surfaces resulted in very
different isotherms. For coal-like model pores with explicit charge interactions, low-pressure
CO2 uptake was significantly enhanced, and excess adsorption at the saturation pressure
was slightly increased, relative to CO2 adsorption in comparably sized graphite slit pores.

7.1.2 Metal-Organic Frameworks and Carbon Dioxide Capture

To evaluate the potential use of novel metal-organic frameworks (MOFs) to capture CO2

from fossil fuel power plants, GCMC simulation was used to analyze pure- and mixed-
gas CO2 adsorption into Cu(BF4)2(bpy)2, a flexible metal-organic latent porous crystal
adsorbent. Simulated adsorption capacity at 273K agreed well with experimental measure-
ments. Cu(BF4)2(bpy)2 was predicted to have CO2 heats of adsorption comparable to other
common physi-adsorbents. For post-combustion CO2 capture at typical cooled flue gas tem-
peratures and CO2 partial pressures above the gate pressure, Cu(BF4)2(bpy)2 was predicted
to have CO2 adsorption capacities comparable to current, high-performance, commercial
adsorbents. CO2 selectivities relative to N2, however, were predicted to be much higher,
suggesting that similar engineered adsorbents may permit lower-cost flue gas CO2 capture.
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For pre-combustion capture of CO2 from syngas at integrated gasification combined-cycle
(IGCC) power plants, simulation results generally predicted slightly lower capacities and
much higher selectivities for CO2 over H2 relative to other high-performance microporous
materials. For realistic pre- and post-combustion capture process conditions, predicted selec-
tivities decreased significantly with increasing temperature and were relatively independent
of composition.

Extending the previous GCMC study that used a rigid model of Cu(BF4)2(bpy)2, a
hybrid Monte-Carlo/molecular-dynamics (MCMD) method was developed to analyze pure-
and mixed-gas CO2 adsorption into a flexible model of Cu(BF4)2(bpy)2. Simulated CO2

adsorption at 273K closely followed experimental results. Consistent with experimental
results, simulation predicted relatively negligible adsorbent swelling at low CO2 pressures,
followed by rapid swelling at higher pressures. However, simulation predicted greater MOF
structure volumes relative to experiment for empty or low-pressure conditions. Simulation
also predicted dissolution of the structure at 1MPa, a pressure for which experimental
results were unavailable. Results from MCMD using the flexible adsorbent model differed
significantly from GCMC predictions using a rigid model, indicating that careful selection
of model and method are required when simulating complex adsorption behavior.

7.1.3 Carbon Dioxide Storage in Coal

To improve understanding of the molecular processes involved in the storage of car-
bon dioxide in unmineable coal seams with enhanced coalbed methane recovery, an
atomically-realistic, associated, macromolecular model of Upper Freeport bituminous coal
was simulated using both molecular dynamics (MD) and a hybrid Gibbs-ensemble-Monte-
Carlo/MD method. Simulation conditions spanned a wide range of temperatures and
pressures associated with CO2 storage in unmineable coal seams. Predicted bulk densities
for the dry coal structure were within the range of experimentally reported values. The
relaxed structures showed evidence of association and stacking of graphitic regions on
different macromolecules, which is expected for coals of bituminous rank. Consistent with
known coal behavior, carbon dioxide was predicted to adsorb preferentially with respect to
methane and induce significant swelling of the structure.
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7.2 Suggestions for Future Work

7.2.1 MOF Simulation

Future work should explore how variations in the chemical and nano-structural proper-
ties of these engineered MOF adsorbents influence their capacity and selectivity for CO2

adsorption. Of particular interest will be developing tools to predict and tune the gating
behavior. Using predictive computer simulation, the CCS potential of numerous candidate
MOF structures could be screened without resorting to costly laboratory synthesis and CO2

uptake measurements for underperforming adsorbents. For those select adsorbents identi-
fied in the theoretical modeling as the most promising candidate materials, experimental
sorption measurements could then be performed to validate their superior capabilities for
CO2 capture. Using this simulation-based, materials design approach, new adsorbents can
be identified that offer great potential for enhancing energy sustainability through GHG
emissions control.

Because MD simulation predicted larger MOF structure volumes relative to experiment
for the empty or low-pressure MOF structure, force field improvement may be required to
achieve more quantitatively accurate predictions of gating behavior. While tuning of LJ
and/or partial charge parameters could likely result in more accurate behavior, capturing
specific phenomena associated with, for example, π−π bonding between aromatic rings
and charge transfer may require the implementation of a more complex and computationally
expensive force field.

7.2.2 Coal Simulation

Carrying forward from simulations using the associated bituminous coal model described in
this work, the study should be extended to investigate and validate in more detail predictions
of carbon dioxide and methane adsorption under in situ conditions. Direct application of
the validated model would use molecular simulations to calculate diffusion coefficients for
methane and carbon dioxide within the micropores of the equilibrated and solvated coal
macromolecule. As noted earlier, the hindered diffusion of these gases within the coal
matrix is hypothesized to be the rate limiting step in the loading and extraction of CO2

and methane from coal basins. This would serve to generate physical property data would
better inform the development of greenhouse gas fate models and engineered designs for the
recovery of natural gas from coalbeds and underground storage of CO2. To further validate
the associated bituminous coal model, simulations of nitrogen adsorption at 77 K should
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also be computed and compared to experimental isotherms, as N2 sorption at cryogenic
temperatures is commonly used to deduce the specific surface area and pore size distribution
of carbonaceous adsorbents.

7.2.3 Hybrid MC/MD Method and Tools

Regarding the hybrid Monte Carlo/molecular dynamics (MCMD) methods used in this work,
evolution of the simulated systems was influenced by the number and ratio of MC and MD
moves in each cycle. Future work should explore this variation and its role in simulation
efficiency and accuracy.

Also, although work with the MCMD method described above has already resulted
in enhancements to the open-source Towhee MC simulation package and improved the
availability of tools for use with hybrid MC/MD, further improvements are possible. In
particular, instead of accepting all MD moves unconditionally, the final configuration re-
sulting from the MD portion of the method could be accepted with a probability consistent
with the osmotic thermodynamic ensemble (constant temperature, pressure, and adsorbate
chemical potential), which would allow ensemble averaging and more rigorous prediction
of thermodynamic properties.

To improve simulation efficiency, reduce overall computational cost, and enhance ex-
ploration of phase-space, hybrid MC/MD could be combined with replica-exchange or
parallel-tempering methodologies. Using replica-exchange, multiple simulations at slightly
different conditions (e.g. temperature) are carried out simultaneously. These simulations
periodically attempt to swap configurations according to well-defined acceptance rules. This
allows, for example, simulations at lower temperatures to explore regions of phase space that
would not otherwise be reached within acceptable computation times due to the presence of
local minima in the energy landscape.

To allow the study of complex sorption systems in which chemical reactions play a role,
inclusion of reactive Monte Carlo (RMC) within the hybrid MC/MD scheme would permit
studying the interplay of reaction and sorption processes. RMC is a Monte Carlo method in
which chemical species present in a simulation are interconverted according to specified
chemical reactions and well-defined acceptance rules. This enhancement would have direct
applicability to the coal system considered here, where CO2 is in the presence of water and
various dissolved ionic mineral species.

Although described in the context of specific carbon dioxide capture and storage systems,
hybrid MC/MD methods have the potential for general and high-value applicability through-
out the molecular simulation community. There exist many very good, freely-available MD

83



simulation packages (e.g. LAMMPS, NAMD, Gromacs) and notably fewer MC simulation
packages (e.g. MCCCS Towhee). Unfortunately, in spite of the fact that hybrid methods are
not new, the author is unaware of any open-source molecular simulation packages capable
of general, hybrid simulations. Much of this work regarding hybrid MC/MD results from a
desire to rectify this situation.
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Appendix

Hybrid MC/MD Code

The following is a listing of the bash script used to link the MCCCS Towhee Monte Carlo
simulation package (v6.0) to the DL POLY molecular dynamics simulation package (v2.19)
for implementation of the hybrid MC/MD methods described in the text. The code is capable
of handing either grand canonical MC or Gibbs ensemble MC. Other code necessary for hy-
brid MC/MD has already been implemented in the Towhee codebase. The Towhee package
is open-source, free, and licensed under the GPL. At the time of this writing, DL POLY is
available free to academic researchers following registration and acceptance of their license.

1 # ! / b i n / bash

2 # T h i s s c r i p t a l t e r n a t e s be tween towhee and d l p o l y runs /

$LOOPS t i m e s .

3 # The u s e r i s r e s p o n s i b l e f o r e n s u r i n g t h e v a r i o u s i n p u t /

f i l e s are c o r r e c t .

4 # G e n e r a l l y r e q u i r e d are : CONTROL, FIELD , t o w h e e i n p u t , and/

e i t h e r t o w h e e c o o r d s or t o w h e e i n i t i a l

5

6 usage =” usage : hmc−wrapper l o o p s [ t o w h e e i n p u t f i l e ] ”
7 # i f t o w h e e i n p u t f i l e i s n o t s p e c i f i e d , s c r i p t l o o k s f o r ”/

t o w h e e i n p u t r u n ”

8

9 LOOPS=$1
10 # k l u d g e t o make s u r e LOOPS i s a number

11 l e t ”LOOPS += 0 ”
12

13 # c o n f i r m n e c e s s a r y f i l e s and o t h e r i n p u t are a v a i l a b l e

14 i f [ ! −f FIELD ] ; then
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15 echo Need v a l i d FIELD f i l e t o s t a r t
16 e x i t 1
17 f i
18

19 i f [ ! $LOOPS −g t 0 ] ; then
20 echo ” I n v a l i d number o f l o o p s ”
21 echo $usage
22 e x i t 1
23 f i
24

25 i f [ −n ” $2 ” ] ; then
26 echo ” Using $2 f o r t o w h e e i n p u t−run ”
27 cp ” $2 ” t o w h e e i n p u t−run
28 e l s e
29 i f [ −f t o w h e e i n p u t−run ] ; then
30 echo ” Using e x i s t i n g t o w h e e i n p u t−run ”
31 e l s e
32 echo ” Need e x i s t i n g t o w h e e i n p u t−run o r name of /

t o w h e e i n p u t f i l e ”
33 echo $usage
34 e x i t 1
35 f i
36 f i
37

38 # g a t h e r i n f o and p r e p a r e f o r p a r s i n g t o w h ee { i n i t i a l , f i n a l /

} l a t e r

39 nmol ty = ‘ g rep − i −A 1 ” nmol ty ” t o w h e e i n p u t−run | t a i l −1‘
40 nboxes = ‘ g rep − i −A 1 ” numboxes ” t o w h e e i n p u t−run | t a i l −1‘
41 n b o x p a i r s =$ ( ( nboxes ∗ ( nboxes −1) / 2 ) )
42 i f [ $nboxes −g t $ n b o x p a i r s ] ; then
43 maxnbox= $nboxes
44 e l s e
45 maxnbox= $ n b o x p a i r s
46 f i
47

48 # o u t p u t i n i t i a l i n f o r m a t i o n and check s e v e r a l t h i n g s
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49 g rep − i −A 1 ” nmol ty ” t o w h e e i n p u t−run
50 g rep − i −A 1 ” numboxes ” t o w h e e i n p u t−run
51

52 i f [ ‘ g r ep −A 1 l i n i t t o w h e e i n p u t−run | t a i l −1 | g rep T ‘ /
] ; then

53 echo ” l i n i t = t r u e ”
54 # number o f m o l e c u l e s and u n i t c e l l

55 g rep − i −A 1 ” ˆ i n i t m o l ” t o w h e e i n p u t−run
56 g rep − i −A 30 ” ˆ h m a t r i x ” t o w h e e i n p u t−run | g rep ˆ [ ˆ # ] | /

head −4

57 e l s e
58 echo ” l i n i t = f a l s e ”
59 i f [ −f t o w h e e i n i t i a l ] ; then
60 cp t o w h e e i n i t i a l t o w h e e i n i t i a l − s t a r t
61 # number o f m o l e c u l e s and u n i t c e l l

62 echo ” i n i t m o l ”
63 echo ” unknown ”
64 echo ” h m a t r i x ”
65 # assume n=1 box and m=3 m o l e c u l e t y p e s

66 # head −3+(n∗m∗3)+1+max ( n , n ( n−1) / 2 ) ∗3+n∗3

67 # t a i l −n∗3

68 # head −19 t o w h e e i n i t i a l | t a i l −3

69 head −$ ( ( 3 + nboxes ∗ nmol ty ∗3 + 1 + maxnbox∗3 + nboxes /
∗3 ) ) t o w h e e i n i t i a l | t a i l −$ ( ( nboxes ∗3 ) )

70 e l s e
71 echo ” Need t o w h e e i n i t i a l ”
72 e x i t 1
73 f i
74 f i
75

76 echo ”$LOOPS l o o p s s t a r t e d ” ‘ da t e ‘
77 # main loop

78 f o r ( ( a =1 ; a <= LOOPS ; a ++) ) ; do # Double p a r e n t h e s e s , /

and ”LOOPS” w i t h no ”$ ” .

79

80 # pre−run c l e a n u p
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81 cp FIELD FIELD−o l d
82 i f [ −f CONFIG ] ; then
83 mv CONFIG CONFIG−o l d
84 f i
85 i f [ −f CONFIG 1 ] ; then
86 mv CONFIG 1 CONFIG 1−o l d
87 f i
88 i f [ −f FIELD 1 ] ; then
89 mv FIELD 1 FIELD 1−o l d
90 f i
91 i f [ −f t o w h e e f i n a l ] ; then
92 mv t o w h e e f i n a l t o w h e e f i n a l−o l d
93 f i
94 i f [ −f REVCON ] ; then
95 mv REVCON REVCON−o l d
96 f i
97

98 # run towhee

99 towhee t o w h e e i n p u t−run >& out−mc−$a . t x t | | ( echo towhee /
f a i l e d ; rm c o r e ; e x i t 1)

100 echo ” towhee loop $a f i n i s h e d ” ‘ da t e ‘
101

102 # check f o r s u c c e s s f u l towhee run

103 i f [ ! −f CONFIG 1 ] | | [ ‘ s t a t −c%s CONFIG 1 ‘ = 0 ] ; /
then

104 echo Problem f i n d i n g CONFIG 1
105 e x i t 1
106 f i
107 i f [ ! −f FIELD 1 ] | | [ ‘ s t a t −c%s FIELD 1 ‘ = 0 ] ; then
108 echo Problem f i n d i n g FIELD 1
109 e x i t 1
110 f i
111 i f [ ! −f t o w h e e f i n a l ] ; then
112 echo Problem f i n d i n g t o w h e e f i n a l
113 e x i t 1
114 f i
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115

116 # make s u r e we ’ re i n r e s t a r t mode f o r t h e n e x t run

117 sed − i ’ / l i n i t / , / i n i t b o x t y p e / s / T / F / ’ t o w h e e i n p u t−run
118

119 # o u t p u t c u r r e n t vo lumes and number o f m o l e c u l e s f o r /

p o s t e r i t y

120 g rep ’ ˆ Volume ’ out−mc−$a . t x t
121 echo ” Molecu le coun t s , one l i n e p e r box ”
122 f o r name i n FIELD ? ; do
123 f o r nummol i n ‘ g r ep − i ” ˆ nummols ” $name | awk ’{ p r i n t $ 2 /

} ’ ‘ ; do
124 echo −n $nummol ” ”
125 done
126 echo
127 done
128

129 # s e t up n e x t DLPOLY run

130 # c r e a t e new CONFIG f i l e

131 cp CONFIG 1 CONFIG
132

133 # s e t new number o f m o l e c u l e s i n FIELD f i l e

134 f o r molnum i n ‘ g rep − i ” ˆ Name\ of \ Molecu le ” FIELD | awk /
’{ p r i n t $ 4 } ’ ‘

135 do
136 nummol= ‘ g rep −A 1 ” ˆ Name\ of \ Molecu le . ∗ $molnum” /

FIELD 1 | t a i l −1 | awk ’{ p r i n t $ 2 } ’ ‘
137 sed − i ” / ˆ Name\ of \ Molecu le . ∗ $molnum / , /ATOMS/ s / /

NUMMOLS. ∗ /NUMMOLS\ $nummol / ” FIELD
138 done
139

140 # run DLPOLY

141 DLPOLY .X >& out−md . t x t | | ( echo d l p o l y f a i l e d ; rm c o r e ; /
e x i t 1)

142 mv OUTPUT out−md−$a . t x t
143 echo ” d l p o l y loop $a f i n i s h e d ” ‘ da t e ‘
144
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145 # check f o r s u c c e s s f u l run

146 i f [ ! −f REVCON ] | | [ ‘ s t a t −c%s REVCON‘ = 0 ] ; then
147 echo Problem f i n d i n g REVCON
148 e x i t 1
149 f i
150 cp REVCON CONFIG 1
151

152 # o u t p u t u n i t c e l l da ta f o r p o s t e r i t y

153 f o r name i n CONFIG ? ; do
154 echo ” f i n a l u n i t c e l l v e c t o r s f o r ” $name
155 head −5 $name | t a i l −3
156 done
157

158 # s e t up n e x t towhee run

159 # c r e a t e t o w h e e i n i t i a l

160 # f r o n t s t u f f

161 # assume n=1 box and m=3 m o l e c u l e t y p e s

162 # head −3+(n∗m∗3)+1+max ( n , n ( n−1) / 2 ) ∗3

163 # head −16 t o w h e e f i n a l > t o w h e e i n i t i a l

164 head −$ ( ( 3 + nboxes ∗ nmol ty ∗3 + 1 + maxnbox∗3 ) ) /
t o w h e e f i n a l > t o w h e e i n i t i a l

165 # h m a t r i x

166 f o r name i n CONFIG ? ; do
167 head −5 $name | t a i l −3 >> t o w h e e i n i t i a l
168 done
169 # assume n=1 box and m=3 m o l e c u l e t y p e s

170 # head −3+(n∗m∗3)+1+max ( n , n ( n−1) / 2 ) ∗3+n∗3+2

171 # m id d l e s t u f f

172 # head −21 t o w h e e f i n a l | t a i l −2 >> t o w h e e i n i t i a l

173 head −$ ( ( 3 + nboxes ∗ nmol ty ∗3 + 1 + maxnbox∗3 + nboxes ∗3 /
+ 2 ) ) t o w h e e f i n a l | t a i l −2 >> t o w h e e i n i t i a l

174 # c h a i n m o l e c u l e t y p e

175 f o r name i n FIELD ? ; do
176 molnum=0
177 f o r nummol i n ‘ g r ep − i ” ˆ nummols ” $name | awk ’{ p r i n t $ 2 /

} ’ ‘ ; do
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178 ( ( molnum += 1 ) )
179 f o r ( ( c h a i n =1; c h a i n <= nummol ; c h a i n ++) ) ; do # /

Double p a r e n t h e s e s , and ”nummol” w i t h no ”$ ” .

180 echo −n ’ ’ $molnum >> t o w h e e i n i t i a l
181 done
182 done
183 done
184 echo >> t o w h e e i n i t i a l
185 # c h a i n box number

186 boxnum=0
187 f o r name i n FIELD ? ; do
188 ( ( boxnum += 1 ) )
189 f o r nummol i n ‘ g r ep − i ” ˆ nummols ” $name | awk ’{ p r i n t $ 2 /

} ’ ‘ ; do
190 f o r ( ( c h a i n =1; c h a i n <= nummol ; c h a i n ++) ) ; do # /

Double p a r e n t h e s e s , and ”nummol” w i t h no ”$ ” .

191 echo −n ’ ’ $boxnum >> t o w h e e i n i t i a l
192 done
193 done
194 done
195 echo >> t o w h e e i n i t i a l
196 # c o o r d i n a t e s

197 f o r name i n CONFIG ? ; do
198 t a i l +2 $name | g rep −A 1 ˆ [ A−Za−z ] | g rep ˆ [ ˆ A−Za−z−] /

>> t o w h e e i n i t i a l
199 done
200 done
201

202 echo ”$LOOPS l o o p s f i n i s h e d ” ‘ da t e ‘
203

204 # save some space from t h e HISTORY f i l e s

205 g z i p −d c f HISTORY . gz HISTORY | g z i p > HISTORYnew . gz && mv /
HISTORYnew . gz HISTORY . gz && rm HISTORY
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