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ABSTRACT

ON THE RESPONSE OF THE UPPER ATMOSPHERE TO SOLAR FLARES

by

David J. Pawlowski

Chair: Aaron J. Ridley

Over the past several decades, modern civilizations have become increasingly depen-

dent on spacecraft that reside in the near-Earth space environment. For this reason,

scientists and engineers have been interested in understanding the causes of pertur-

bations to the background state of the Earth’s upper atmosphere, and to quantify

the impact of these events. As a result of the states of the thermosphere and iono-

sphere being directly dependent on the incident radiation from the sun, it is expected

that sudden changes in the solar radiative output should cause significant changes in

the upper atmosphere. Such dynamics are investigated in this study, specifically the

manner in which solar flares affect the density, circulation, and temperature of the

Earth’s thermosphere and ionosphere. A global model of this region is used to exam-

ine how the upper atmosphere responds to such transient events. In order to quantify

the response, the model is run during realistic events in order to understand the mag-

nitudes of the resulting perturbations to the global ionosphere-thermosphere system.

In the thermosphere, density perturbations of approximately 15% are found to occur

on the dayside within 1.5 hours after the start of a solar flare. The addition of solar

energy to the dayside launches a traveling atmospheric disturbance which propagates

xiv



towards the night-side at the local sound speed plus the background velocity. As

the disturbance converges on itself near the midnight sector, density enhancements

almost as large as those seen on the day-side can occur. Furthermore, these night-

side neutral perturbations cause both enhancements and depletions in the night-side

electron density.

In addition, theoretical simulations are performed to study the effects that the

major characteristics of solar flares have on the atmosphere. In particular, dynamics

resulting from changes in the total integrated energy, flare magnitude, and relevant

time scales are investigated. The most important characteristic in determining the

thermospheric response is the total integrated energy, since it is linearly correlated

to both the global average and global maximum thermospheric density perturbation.

Also, the peak flare magnitude has a strong influence on the maximum day-side

response, though not the global average perturbation. Finally, as a consequence of

the slow response of thermospheric cooling processes to the additional energy being

absorbed, the flare decay time is the most important factor in determining the time

of the maximum global average density response in the thermosphere.

xv



CHAPTER I

Introduction

In 1901, Gulglielmo Marconi succeeded in transmitting the first trans-Atlantic ra-

dio signals. The idea that the deflection of radio waves around the Earth is caused by

an ionized layer of the Earth’s upper atmosphere which is formed by the absorption

of incident solar extreme ultraviolet radiation was suggested less than a year later.

At that point, in all but name, the ionosphere had been discovered. This discov-

ery marked the beginning of a profound interest in the ionosphere, as well as the

overlapping neutral atmosphere, or thermosphere, that affects it.

Since the beginning of the 20th century, the number of technologies that have

been developed which enable scientists to study the upper atmosphere is staggering.

Measurements made by rockets, satellites, ground based radars and cameras, have

all lead to a thorough knowledge of the large-scale features of the upper atmosphere.

Enough data have been collected to produce empirical models that can crudely es-

timate the state of the thermosphere and ionosphere under almost any combination

of circumstances. The invention of the computer has allowed scientists to examine

the fundamental physics governing this region, and to develop high-resolution global

models to self-consistently predict the dynamics of the system. Also, smaller scale

models have been used to examine local processes in great detail. Yet, since modern

civilizations have become increasingly reliant on Earth orbiting spacecraft for tech-

1



nologies such as communications and navigation in the past several decades, the need

for further understanding of the upper atmosphere continues to grow. Scientists are

now more than ever interested in the effect that transient features have on the system.

An understanding of the manner in which the thermosphere behaves under dynamic

forcing is important, not only because of the influence the neutral atmosphere has

on the ionosphere, but also because changes in the thermosphere can directly affect

the drag experienced by an Earth orbiting satellite, making satellite tracking and

velocity prediction extremely difficult. In addition, perturbations in the state of the

ionosphere can lead to problems such as significant degradation of GPS signals and

an inability to communicate at great distances.

1.1 Earth’s atmosphere

Since the 1960s, studies of the thermosphere have resulted in a fairly complete

knowledge of the climatology of the entire atmosphere. The variations in tempera-

ture with altitude suggest that the atmosphere can be broken up into distinct regions,

the troposphere, stratosphere, mesosphere, thermosphere and ionosphere, each dom-

inated by different processes. Figure 1.1 shows the vertical temperature structure

of Earth’s atmosphere. The troposphere is the lowest part of the atmosphere and

resides from the surface to roughly 10 km. In this region, the solar radiation that

reaches and is absorbed by the surface is re-radiated at infrared wavelengths. This

causes the temperature to be highest at the surface and to steadily decline as altitude

increases. Because of this, the atmosphere is unstable, and therefore, this region of

the atmosphere experiences what is historically referred to as weather. Above the

tropopause exists a layer of ozone molecules that absorb any solar ultraviolet radi-

ation that reaches this far down into the atmosphere. The absorbed energy breaks

up these molecules and in the process, adds heat to this region of the atmosphere,

resulting in an increase in temperature. At about 45 km the temperature maximizes
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at the stratopause, and again begins to decrease throughout the mesosphere due to

the relatively low amount of absorption of solar radiation. The base of the thermo-

sphere occurs at roughly 90 km, where the temperature again begins to increase as a

result of the absorption of photons. Below about 500 km, the Earth’s atmosphere is

still considered to be a collisional medium. This means that for a given particle, the

probability that it will encounter a collision with another particle is greater than 1.

Above this altitude, this probability falls off, and the particles tend to follow ballis-

tic trajectories. This region of the atmosphere is called the exosphere, and plays an

important role in determining atmospheric escape (Jeans , 1925; Tinsley et al., 1986).

The ionosphere is the electrically charged part of the atmosphere that overlaps the

thermosphere. In the ionosphere, free electron-ion pairs exist. Because of different

processes that create and transport the electrons and ions, the ionosphere can be

broken up into several regions based on where local maxima in the electron density

occur. The right side of Figure 1.1 shows a typical altitude profile of the electron

density, which consists of the D, E, F1 and F2 regions.

Within the Earth, motion of the liquid outer core is responsible for the production

of a strong dynamo magnetic field that extends deep into the near-Earth space envi-

ronment. Close to the Earth, the magnetic field can be approximated by a dipole field

located near the center of the Earth, with the north–south axis slightly offset from

the rotational axis of the Earth. This magnetic field acts as a barrier to the sun’s

expanding atmosphere, or the solar wind, and the interaction between the solar wind

and the field results in a tear-drop shaped cavity that surrounds the Earth called the

magnetosphere. Furthermore, this interaction causes the existence of several current

systems and particle populations that in turn may interact with the upper atmo-

sphere. Figure 1.2 shows a sketch of the inner magnetosphere, along with some of the

major current systems.
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Figure 1.1: The different regions of the Earth’s atmosphere along with the temperature
and electron density altitude profiles. The solid bars on the right illustrate the
penetration depths of different regions of the solar spectrum. Courtesy of the
Center for Space Weather Modeling.

1.1.1 General structure of the thermosphere

The thermosphere extends from approximately 90 km up to about 500 km. The

temperature in the lower thermosphere increases up to an altitude of 250 km due

to the absorption of solar radiation in the soft X-ray and extreme ultraviolet (EUV)

wavelengths (.1-200 nm, Figure 1.3). At higher altitudes, the gas is so rarefied that

there is very little absorption of solar radiation. In addition, thermal conduction is

very efficient due to the high temperatures, and as such, the temperature becomes

constant with altitude. This temperature is highly dependent on solar activity level

and can range from around 1000 K to more than 2000 K.

One of the basic assumptions made about the thermosphere is that it generally

is in a state of hydrostatic equilibrium. This implies that the force due to gravity is
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Figure 1.2: Sketch of the inner magnetosphere along with the major current systems (Kivel-

son and Russell , 1995).

balanced by the pressure gradient force in the vertical direction. In other words, the

vertical momentum equation can be written as:

ρg = −∇P, (1.1)

where ρ is the mass density, g is the acceleration due to gravity, and P is the pressure.

The pressure can be written as:

P = nkT, (1.2)

where n is the number density, k = 1.38e−23J/K is Boltzmann’s constant, and T is

the temperature, and therefore the solution to 1.1 is

n(z) = n0exp(
z − z0

H
), (1.3)

where H = KT
mg

is the neutral scale height, z is altitude, n0 is a reference density
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Figure 1.3: The solar extreme ultraviolet spectrum (0 – 200 nm) and the sources of some
of the dominate lines. Courtesy of Laboratory of Solar Physics.

taken at reference altitude z0, and m is the number density weighted mass . The

scale height corresponds to the distance at which the density decreases by a factor of

e1. Equation 1.3 indicates that while the density falls off exponentially with altitude,

the rate at which it does so is determined by the temperature, mass, and gravity.

Compositionally, the major chemical species at the base of the thermosphere are

molecular nitrogen and molecular oxygen, and to a lesser degree, atomic oxygen.

Nitric oxide and atomic nitrogen are also present in smaller quantities, but are im-

portant because of their involvement in chemical reactions with the major species. In

the lower thermosphere, the atmosphere is still considered to be well mixed (Fuller-

Rowell and Rees , 1992) and chemical transport is dominated by eddy diffusion. This

means that while the total mass density decays with altitude, the mixing ratios of

the individual species remains constant. Above the homopause (between 110 and 120

km (Blum and Schuchardt , 1978; Hall et al., 2008)), the eddy diffusive regime gives

way to a molecular diffusive regime, in which each of the species decays vertically
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according to their own scale height:

Hs =
kTs

msg
, (1.4)

where the subscript, s, denotes the individual species. Since the scale height is de-

pendent on the molecular weight of the species, ms, the heavier molecules tend to

decay faster with altitude than the light species. This results in a transition from a

molecular dominated lower thermosphere, where N2 is the main constituent, to an

atomic dominated middle and upper thermosphere, where atomic oxygen is the main

constituent, which generally occurs near the 200 km level.

1.1.2 Thermospheric energy sources and losses

The main source of energy to the upper atmosphere is the sun. Solar radiation

in the EUV wavelengths is absorbed from 90 - 200 km, and as the radiation enters

the Earth’s atmosphere, it is attenuated by the presence of an absorbing medium

depending on the absorption cross section for a given wavelength and species. As

the photons coming down into the thermosphere pass through more gas, there are

progressively fewer photons that can penetrate to lower altitudes. Therefore, at a

given altitude, the total amount of absorbed radiation is dependent on the intensity

at the top of the atmosphere and the integral of the density times the absorption

cross section from the given altitude to the top of the atmosphere (Chapman, 1931).

This integral is known as the optical depth, or τ , and it is important because it gives

an indication as to the altitude where the most amount of energy is being absorbed.

Essentially, this occurs where there is a balance between the number of absorbing

particles and the remaining solar intensity. Typically, a reference value of τ = 1

indicates the altitude at which most of the solar energy is being deposited. The

optical depth is a function of wavelength, thus the total intensity at a given altitude
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is a function of altitude, solar zenith angle, wavelength, and, since the absorbtion

cross sections are dependent on them, the species.

When the radiation is absorbed, it can lead to either the breaking apart of a

neutral molecule (photodissociation), the removal of an electron from a neutral atom

or molecule (ionization), or excitation of the neutral or ion particle (photo-excitation).

In general, the incident photon has more energy than the amount required to perform

the dissociation or ionization. In the case of ionization, the excess energy is taken by

the newly released electron. Depending on the remaining energy, this photoelectron

is now able to further dissociate or ionize the gas, or, through columb interactions,

the energy can be transported to the thermal electrons, and further, to the ions.

Eventually, some of this energy is transferred to the neutrals via ion–neutral collisions.

When the initial photon dissociates a neutral molecule, the excess energy is again

able to take a number of paths. In some cases, this energy simply goes into heating

of the neutral gas. In others, this energy results in one or more of the products of the

dissociation to be in an excited state. These excited species can then spontaneously

emit a photon. This phenomenon is referred to as airglow. On the other hand, the

excited particle can loose its energy via quenching, or a collision with another particle.

In this case, the energy is taken up in the form of heating of the neutral gas.

The manner in which energy from the absorption of solar radiation trickles down

through various channels, ultimately being deposited into neutral heating is quite

complicated. Torr et al. (1980) performed a detailed study of this transport of energy

for different solar conditions. Figure 1.4 shows the major energy loss process for the

solar input. In the lower thermosphere, not only is O2 directly dissociated by the

incoming Schumann-Runge continuum radiation, but in addition, every ionization

leads to a dissociation of an O2 molecule. For this reason, a significant portion of the

total incident EUV energy goes into dissociation of O2. At higher altitudes, much

of the absorbed solar energy is either re-radiated away in the form of airglow, or
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transfered from the photoelectrons to the thermal electrons. As mentioned above,

collisions between the electrons and ions, and subsequently, ions and neutrals provide

a path for some of this energy to contribute to neutral heating. Ultimately, the

Figure 1.4: Altitude profile of the major loss processes for solar EUV radiation incident on
the thermosphere. (Torr et al., 1980).

photodissociation and photoionization processes result in the formation of reactive

species which can then interact with the background gas. The subsequent exothermic

chemical reactions that become possible are one of the most important sources of

heat to the thermosphere. In Figure 1.4, these processes are denoted by the non-

metastable kinetic line, which are reactions that involve only ground state reactants,

and the metastable kinetic line.

The main result of the Torr et al. (1980) study is the use of this analysis to

produce a neutral heating efficiency, or the ratio of the amount of energy that goes

into heating of the neutral gas to the total incident solar energy. Altitude profiles of
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the heating efficiency are shown in Figure 1.5 for solar minimum and solar maximum

conditions. This ratio allows for the prediction of the amount of neutral heating for

realistic events based only on a knowledge of the incident solar spectrum, enabling

scientists to calculate the neutral temperature in the thermosphere.

Figure 1.5: Altitude profile of the heating efficiency calculated for solar minimum condi-
tions (1974) and solar maximum conditions (1979) over Millstone Hill obser-
vatory for a solar zenith angle of 60◦ (Torr et al., 1980).

Solar EUV radiation is almost always the main source of energy to the mid- and

low-latitudes. In the high-latitudes, however, the Earth’s magnetic field is nearly

vertical. This means that charged particles in the magnetosphere, which are confined

to the field lines, can reach the upper atmosphere. This phenomenon is referred to

as particle precipitation, and is the driving mechanism behind the aurora (Vickrey

et al., 1982; Frahm et al., 1997; Onsager and Lockwood , 1997). During geomagnetic
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storms and substorms, the influx of particles into the upper atmosphere from the

magnetosphere is highly dynamic, and can become a very significant source of energy

to the atmosphere (e.g. Roble et al., 1987; Codrescu et al., 1997; Deng and Ridley ,

2006). Another consequence of the nearly vertical field lines is that the magneto-

spheric, or convection, electric field that results from the relative motion of the solar

wind past the Earth can be mapped down to ionospheric heights. At times when the

solar wind or interplanetary magnetic field (IMF) is dynamic, this electric field can

also change quite rapidly. At thermospheric altitudes, the ion velocity reacts almost

instantly to changing electric fields. However, the neutral atmosphere is dense com-

pared to the ionosphere, therefore, the neutral velocity reacts sluggishly to the drag

force imposed by the ions. Since the ion velocity can be constantly changing, there

is always a difference between the ion velocity and the neutral velocity, resulting in

frictional heating that can be a very significant source of heat to the thermosphere.

During large geomagnetic storms, this Joule heating can become the largest source

of energy to the thermosphere (e.g. Foster et al., 1983; Roble et al., 1987; Codrescu

et al., 1995; Deng et al., 2009).

The lower atmosphere can also provide energy to the thermosphere. Gravity

waves and tides launched by topography, convection, and latent heat release in the

troposphere propagate vertically and deposit their energy in the lower thermosphere.

In recent years, the study of the creation of these waves, propagation, and dissipation

has been an active topic or research (e.g. Walterscheid et al., 2001; Forbes , 2007;

Oberheide and Forbes, 2008). Unlike the other energy sources, which are typically

limited to a particular region of the thermosphere or solar zenith angle, gravity waves

can occur in more random and localized regions. While topographical features are

fixed to the Earth, and there are certainly locations on the globe that are more prone

to large scale convective activity, the prediction of gravity wave excitation can still

be quite uncertain (Kim et al., 2003).
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The major thermospheric mechanisms for the removal of energy from the system

are conduction and radiative cooling. Figure 1.6 shows an altitude profile of the global

cooling rates. Above 200 km, molecular thermal conduction plays the dominant role

Figure 1.6: Altitude profile of the thermospheric cooling rates (Roble et al., 1987). Qn

denotes the total neutral heating rate, Km is the molecular thermal conduction,
KE is the eddy thermal conduction, NO is the nitric oxide radiative cooling
from the 5.3 µm emission, O(3P) is cooling due to 63 µm and 147 µm emission
of atomic oxygen, and CO2 is the 15 µm cooling from carbon dioxide.

in cooling the thermosphere. This is because the conduction is proportional to the

temperature gradient and the temperature itself, which maximizes at roughly 250

km, as well as because the radiative cooling mechanisms are all dependent on the

respective densities of the radiators, which are quickly decreasing with altitude. Below

the homopause, the eddy conduction acts to reduce the temperature gradient through

turbulence, mixing the warmer thermospheric air with the cooler air below.

Figure 1.6 shows that between about 110 and 190 km, radiative cooling processes
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provide the dominant cooling rates. Cooling due to the deactivation of the 1st ex-

cited vibrational state of nitric oxide, which gives off a photon at 5.3µm is the most

important cooling agent. The excited NO is a result of the chemical reaction:

NOv=0 + M → NOv=1 + M(k10) (1.5)

where M is another molecule or atom and k10 is a rate coefficient. Atomic oxygen

is the most efficient reactant for producing NOv=1 due to its density and the value

of K10. This means that even though the NO density is relatively small, the NO

cooling rate can still dominate, especially for solar maximum conditions. Still, cooling

due to the 15µm emission of CO2 is quite important in the upper mesosphere and

lower thermosphere, and fine structure cooling due to atomic oxygen is significant

throughout the thermosphere.

1.1.3 Sources of dynamic forcing

The major dynamics observed in the thermosphere are a result of external dynam-

ical forcing. In 1843, by looking at historical data of sunspot numbers (Figure 1.7),

Samuel Schwabe found that solar activity exhibited a periodic cycle of approximately

11 years. As discused in the previous section, the ionosphere-thermosphere system is

driven from the top of the atmosphere through coupling with the magnetosphere, as

well as through direct coupling with the sun, via radiation, and the solar wind via the

magnetospheric cusps. All of these sources of forcing are affected by the solar cycle,

and, in general are more dynamic during solar maximum.

1.1.3.1 Magnetospheric forcing variability

During the active part of the solar cycle, or solar maximum, the solar magnetic

field becomes highly structured and it is common to observe sudden changes in the
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magnitude of the IMF as well as its orientation. Changes in both of these things,

as well as in the solar wind velocity, have an affect on the magnitude of the magne-

tospheric electric field. As mentioned above, variability in the magnetospheric can

result in significant amounts of Joule heating in the thermosphere and ionosphere.

In addition, when the direction of the magnetic field suddenly turns southward,

the configuration of the magnetosphere can significantly change as a result of the

“turning-on” of dayside magnetosphere reconnection (Sauvaud et al., 1987). This

allows an influx of solar wind plasma, and can lead to the development of a substorm

(e.g. Lyon et al., 1981; Uritsky et al., 2001; Zhou and Tsurutani , 2001). During sub-

storms, enhanced reconnection in the magnetospheric tail can accelerate particles to-

wards the Earth, leading to enhanced levels of particle precipitation at high-latitudes,

particularly near the midnight sector.

Sometimes, the solar wind and IMF are disturbed as a result of a coronal mass

ejection (CME) (Munro et al., 1979; Hundhausen, 1993). A CME is generally associ-

ated with a disturbance in the IMF magnitude, orientation, and solar wind speed, and

since CMEs usually propagate through the heliosphere at super sonic speeds, they are

lead by a shock. The interaction of such a feature with the Earth’s magnetosphere

can cause significant changes in the convection electric field, reconnection rates, and

current systems throughout the magnetosphere. The result of these disturbances can

be a geomagnetic storm, which are global in nature, and can significantly perturb the

upper atmosphere system. There are many studies in which data provided by sev-

eral of the upper atmospheric and ground based instruments have been examined in

order to investigate the response of the thermosphere to dynamic conditions such as

geomagnetic storms (e.g. Hernandez et al., 1982; Burnside et al., 1991; Forbes et al.,

1996; Sutton et al., 2005).
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Figure 1.7: Time line of the last 400 years of sunspot observations

1.1.3.2 Solar radiative variability

In addition to dynamic forcing due to magnetospheric variability, the forcing due

to direct coupling with the Sun can be highly variable. The Sun radiates throughout

the entire spectrum, which is shown in Figure 1.8, and is strongest in the visible and

infrared wavelengths. The total amount of energy which is input into the Earth’s

atmosphere over the entire spectrum is equal to 1366.1 W/m2. This number varies

by about 0.37% from solar minimum to solar maximum, which is why the number

is referred to as the Solar Constant: it does not change very much. However, the

solar radiation at EUV (1–100 nm) and soft X-ray (0.1–1 nm) wavelengths does vary

significantly. Since this part of the spectrum is absorbed by the thermosphere, this

variability has an effect on the state of the upper atmosphere.

Forcing due to solar radiation in this part of the spectrum can display variability

which occurs on several different time scales. The longest of these is the 11 year

solar cycle. Historically, since EUV and soft X-ray radiation is absorbed far above

the surface of the Earth, measurements of this part of the spectrum have only been

available for small intervals of time. In order to have knowledge of the EUV spectrum

when measurements were not available, it was found that the solar flux at 10.7 cm,

which could be measured at the surface, correlated well with changes in the EUV
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Figure 1.8: The solar spectrum and some models which are used to represent it.

spectrum (e.g. Donnelly , 1976; Hinteregger et al., 1981; Richards et al., 1994; Woods

and Rottman, 2002). This F10.7 proxy has been used extensively in order to have

knowledge of the EUV flux during time periods of interest. Figure 1.9 shows a plot of

the solar radio flux at 10.7 cm from 1966 until 2009, and indicates that the solar flux

has a distinct periodicity of approximately 11 years. This variability has significant

implications for the thermosphere. Figure 1.10 shows a plot of the thermospheric

density at 390 km using the Mass Spectrometer Incoherent Scatter (MSIS) empirical

model (Hedin, 1991), for solar minimum (F10.7 = 70) and solar maximum (F10.7 =

230) conditions. The maximum thermospheric neutral density during solar minimum,

in this case, is about an order of magnitude smaller than that during solar maximum.

While each solar cycle is different in that there may be a deeper minimum, stronger
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Figure 1.9: The solar flux at 10.7 cm from January 1, 1966 to January 1, 2009.

maximum, or the length of a particular minimum or maximum may be longer or

shorter than history suggests, the periodic nature of the solar cycle makes predic-

tions of the thermospheric density variations throughout the solar cycle easier than

predictions of shorter term variability.

One of these sources of shorter term variability is associated with the 27 day

solar rotation. Since the solar flux at Earth is only dependent on the side of the

Sun that faces Earth, features in the photosphere that have a longevity of more

than a month can cause the EUV flux to have a periodic structure on the order

of a solar rotation. Figure 1.11 shows this periodicity for the year 2000 using F10.7

observations. Thermospheric variability associated with the solar rotation is more

difficult to predict than that associated with the solar cycle because there is very

little information on what is happening on the side of the Sun that faces away from

the Earth. Features that were present on the Earth-facing side may intensify, weaken,

or disappear altogether as the Sun rotates. In addition, completely new features may

appear on the backside of the Sun. Still, historical observations provide some insight

into the manner in which the radiative output will vary on the order of 27 days.

In addition to solar variability due to the solar cycle and rotational period, other

studies have found periodicity on time scales of 7, 9 and 13.5 days, among others

(Emery et al., 2009). These features are due to periodicity in the solar wind velocity

and magnetic field as opposed to solar radiation, and the response of the thermosphere
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Figure 1.10: Log of the neutral density at 390 km above the surface for solar maximum
(top) and solar minimum conditions from the MSIS model.

to these features is a current topic of study within the community.

In addition to sources of variability that have a related periodicity, there are also

features that are spontaneous and transient in nature. CMEs are one such feature

and have important implications for the upper atmosphere because they are a trigger

for geomagnetic storms. Other important transient features that can result in sig-

nificant perturbations to the ionosphere-thermosphere system are solar flares. Solar

flares are sudden, rapid, and intense variations in the radiative emission of the solar

atmosphere. They occur when magnetic energy built up in the solar atmosphere is

suddenly released. The increase in the radiation occurs throughout the electromag-

netic spectrum, however, the largest increases occur at X-ray and EUV wavelengths,
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Figure 1.11: F10.7 for the year 2000 indicating the 27 day periodicity of the solar flux.

and thus significant thermosphere perturbations can result.

1.2 Solar flares

The response of the upper atmosphere to a solar flare is difficult to predict be-

cause no two flares are the same and the state of the atmosphere just before a flare

is always different. Flares are typically classified based on the maximum magnitude

of the solar flux in the .1-.8 nm region of the spectrum throughout the duration of

the flare. Observations of this wavelength range have been made by the Geostation-

ary Operational Environmental Satellites (GOES) since 1985. C-class flares are the

smallest flares, and are considered to occur when a transient radiation event occurs

where the flux goes above 10−6 W/m2. The minimum flux value for a medium-sized,

or M-class, flare is 10−5 W/m2. X-class flares are the largest, and they are considered

to occur when the flux goes above 10−4 W/m2. Within each category, flares are fur-

ther divided up into 9 subdivisions ranging from 1–9. For example, if an X-class flare

occurs that has a 1–8 Å flux of 2x10−4 W/m2, it would be cataloged as a X2 flare.

For a flux of 13x10−4 W/m2, it would be a X13 flare, and so on. Figure 1.12 shows

that solar flares follow the 11 year solar cycle, with the majority occurring during

solar maximum.

Only recently have studies been performed to quantify the upper atmospheric
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Figure 1.12: Number of x-class flares that have occurred each year since 1985.

response to flares using observations (Sutton et al., 2006; Liu et al., 2007). While

this work is invaluable to the community, it is difficult to separate out the effects

due to the different physical drivers when using data or event studies. For example,

when studying the thermosphere during storm-time, both magnetospheric and solar

forcing may contribute to the observed perturbation in the system. This is one rea-

son why global models of the ionosphere-thermosphere system are extremely useful

(Roble et al., 1988; Fuller-Rowell and Rees , 1980). When using a model, it is possible

to investigate the response of the atmosphere due to different forcings individually,

simply by ignoring, or holding constant, other sources of dynamics. Another issue is

that instruments cannot offer measurements at all scales. Ground-based instruments

provide data at high temporal resolution, but at a fixed location, while space-based

instruments can provide data on global scales, but the temporal resolution is re-

stricted by the rate of precession of the satellite. Models, however, have the ability

to simulate the response of the upper atmosphere to a variety of conditions, globally,

and at time increments as small as the user chooses. While models have a global

perspective, the physics within the are constrained and they suffer because of the

inherent numerical schemes that drive them. Therefore, models have limitations also,

but they can be a significant tool to utilize when attempting to understand how the

system responds to drivers. For these reasons, this work makes use of the Global
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Ionosphere–Thermosphere Model (GITM) (Ridley et al., 2006) to examine the effects

of solar flares on the global upper atmosphere.

Sutton et al. (2006) examines one of the strongest solar flares in recorded history,

the Halloween flare that occurred on October 28, 2003. The Halloween flare, which

was classified as X17, began at approximately 11:00 UT and ended roughly 11 hours

later. The magnitude and length of this flare indicates that the total amount of energy

added to the atmosphere as a result of increased solar radiation was quite substantial.

Figure 1.13 shows that the energy input due to the .1–.8nm region of the spectrum

during the Halloween flare was 3.5 J/m2 above the background. The majority of the

X-class flares that have occurred in the past 25 years have supplied significantly less

energy into the thermosphere. Sutton et al. (2006) found that for the Halloween flare,

the dayside thermosphere at low-latitudes was perturbed by as much as 60% during

this flare. The magnitude of this perturbation suggests that only large solar flares

have a significant influence on the thermosphere. The focus of this thesis is on the

types of flares that occur only a handful of times per solar cycle.

While there has been substantial interest in further understanding the effects of

external dynamics on the ionosphere–thermosphere system in the past several years,

aside from the studies mentioned, little has been done to understand the response of

the system, in detail, to solar flares. Specifically, the following questions still need to

be addressed: (1) How does the thermosphere respond to large solar flares on a global

scale? (2) Do the perturbations in the neutral atmosphere that result from these flares

have an effect on the ionosphere? (3) How do the different characteristics of a flare,

such as energy, magnitude, and timing, affect the response? The goal of this work

is to provide answers to these questions using GITM as well as observations of the

thermosphere. Chapters III and IV focus on investigating the atmospheric response

to a real flare event, primarily using GITM. In Chapter V, GITM is further used

to study the effect of individual flare characteristics on the system, using idealized
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simulations. Finally, Chapter VI, a brief analysis of available observations of the

thermosphere under solar flare conditions is presented.
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Figure 1.13: X-class solar flares since 1985. (Top) Histogram of the number of X-class
flares that have a certain energy above background (1–8Å, J/m2). (Bottom)
The energy above background (1–8Å,J/m2) for each flare plotted by year.

1.2.1 Data studies

Before beginning the body of this thesis, a few notes about the motivation for

using a model to study how the atmosphere responds to a solar flare and how data

can affect such a study are in order.

1.2.1.1 Observations of the EUV spectrum

In order to study the response of the thermosphere to solar flares, it is important

to have a detailed knowledge of the soft X-ray and EUV spectrum. As previously
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mentioned, historically, there have been few measurements of this part of the spec-

trum. However, in 2001, continuous measurements of the wavelength region from 0.5

– 194 nm have been available thanks to the the Solar EUV Experiment (SEE) on-

board the Thermosphere Ionosphere Mesosphere Energetics and Dynamics (TIMED)

spacecraft. The SEE instrument (Woods et al., 2005) makes measurements of the

EUV spectrum using the EUV Grating Spectrograph, which covers the wavelength

range from 26 to 194 nm, and the X-Ray Photometer System, which covers 0.5 to 34

nm.

While the SEE observations are immensely valuable to the aeronomy community,

measurements are made only once every 90 minutes due to the 3% duty cycle allotted

to the instrument. During a solar flare, Woods et al. (2004) shows that the soft X-rays

can increase by two orders of magnitude in around 10 minutes. Also, some of the

strongest solar flares can last less than 2 hours, which means that SEE provides only

three or four measurements of the solar irradiance during such flares. For this reason,

Chamberlin et al. (2007) developed the Flare Irradiance Spectral Model (FISM). FISM

is a method used for interpolating the SEE observations based on the higher temporal

resolution GOES X-Ray measurements. The result of FISM is a soft X-Ray and EUV

dataset that spans 0.1 – 190 nm at 1 minute temporal resolution. The availability of

GOES, SEE and FISM data is extremely valuable to the upper atmospheric modeling

community, and in particular, FISM data allow modelers to simulate the response to

flares under the most realistic conditions ever. Still, in order to obtain the FISM

data, assumptions about how the X-ray measurements correspond to the rest of the

EUV spectrum are made. While a great deal of thought has gone into the manner

in which this is done, there is still some uncertainty in the results (Chamberlin et al.,

2007). Table 1.1 summerizes the above mentioned datasets.
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Dataset Spectral Range Temporal Resolution

GOES .1–.8 nm 1 minute
SEE .5–190 nm 90 minute
FISM .1–190 nm 1 minute

Table 1.1: 3 different datasets which specify the soft X-ray and EUV irradiance

1.2.1.2 Observations of thermosphere

One of the main reasons that models of the thermosphere are so useful for investi-

gating and understanding the physics of the upper atmosphere is that observations of

the region are relatively rare. For one, thermospheric altitudes are too high for bal-

loons to reach in order to take in situ measurements. In addition, the density in the

thermosphere is sufficiently high that the longevity of a satellite is restricted because

atmospheric drag on the satellite will cause the orbit to erode quickly. Since the drag

experienced by a satellite is directly proportional to the mass density, the lifetime

of a satellite will exponentially decrease with decreasing altitude. At an altitude of

300 km, a satellite will stay in orbit for approximately 27 days without the use of

additional fuel. Below 150 km, the lifetime is reduced to hours. One of the alterna-

tives to satellites and balloons are rockets, and they have been successfully utilized

to perform detailed studies of upper atmospheric processes. However, the short-term

nature of rocket flights means that they are ill-suited for studying transient events.

Most observations of the upper atmosphere come from remote sensing. The ex-

istence of several airglow layers at thermospheric altitudes allow observations of sev-

eral thermospheric variables, including the neutral winds (Killeen et al., 1999; Russell

et al., 1999), the O/N2 ratio (Christensen et al., 2003), altitude profiles of O2, N2,

and O (Christensen et al., 1994), and nitric oxide densities (Solomon et al., 2001).

Ionospheric measurements are made by a variety of instruments including, among

others, incoherent scatter radars (Evans , 1972; Brekke et al., 1974), which observe

the electron density, electron and ion temperatures and ion velocity throughout the
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ionosphere, ionosondes, which also provide measurements of the electron density up

to the altitude of the peak electron density (HmF2) and all sky cameras, which are

used to perform studies of the aurora, dayglow, and nightglow. One of the most

useful measurements for the current study are in situ measurements of the neutral

mass density. These observations are made by the CHAllenging Mini-satellite Pay-

load (Champ) satellite (Reigber et al., 2000), which is in a polar orbit at an altitude of

roughly 400 km. The density measurements are made by an on-board high-resolution

accelerometer, that obtains density observations by recording the acceleration of the

spacecraft. These accelerations are dependent on the drag experienced by the satel-

lite, which will change if the ambient density changes. Given a thorough knowledge

of the spacecraft’s drag coefficient, it is possible to obtain a density.

Champ observations have been used to study the thermosphere in detail. Aside

from the work by Sutton et al. (2006), studies by Sutton et al. (2005) and Thayer

et al. (2008) have used these observations to study the thermospheric response to

severe geomagnetic storms as well as periodic solar wind forcing. Still, Champ mea-

surements are only available at a single measurement point, and the satellite rate of

precession is such that global coverage is achieved only every 30 days. Therefore, it is

inherently difficult to use Champ to investigate the global thermospheric response to

a transient event, such as a solar flare. Furthermore, as is demonstrated in Chapter

III, the largest perturbations in the thermosphere after a solar flare occur near solar

zenith angles (SZA) of 0◦ and 180◦. This means that ideally, observations should be

available in the noon–midnight sectors or from a satellite in a 12:00 – 24:00 local time

(LT) orbit. While Champ is certainly in such an orbit from time to time, the slow

rate of precession means that often, it is not. These issues make performing an in-

depth statistical study using data of the neutral density response to solar flares quite

difficult. However, data can be used on an event by event basis. In Chapter VI, this

type of study is performed utilizing measurements from Champ, as well as data from
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the Global Ultra-Violet Imager (GUVI) (Christensen et al., 1994) and the Sounding

of the Atmosphere using Broadband Emission Radiometery (SABER) instrument.
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CHAPTER II

Methodology

The main tool used to investigate the manner in which the global upper atmo-

sphere responds to solar flares is GITM. This chapter provides a summary of the

model itself, including the important numerics of the model, assumptions, chemical

processes, and descriptions of the sources of energy into the model. In addition, an

analysis of the parameters used in the model is presented to provide an understand-

ing of the uncertainties involved in using a large-scale 3-dimensional (3-D) model to

investigate a highly-coupled non-linear system.

2.1 The Global Ionosphere-Thermosphere Model

GITM is a 3-D model that solves for the coupled ionosphere-thermosphere system,

from 100 km to about 600 km. The model solves for the neutral and ion tempera-

tures and vector velocities, as well as the densities of the following 8 neutral species:

N2, O2, O(3P)a, N(4S)a, NO, N(2D)b, N(2P)b, and O(1D)b, and the following 7 ion

species: O(4S)+a, O+
2 , N+

2 , N+, NO+, O(2D)+b, and O(2P)+b. The total neutral

and ion densities are then calculated by summing over the species. One of the ba-

sic assumptions about the ionosphere is that it is charge neutral. This means that

aGround state
bExcited state
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the total number of ions is equal to the total number of electrons. In addition to

calculating the total velocity vector for the neutrals, GITM also vertically advects 5

neutrals, N2, O2, O(3P), N(4S), and NO. Therefore, GITM solves the vertical mo-

mentum equation individually for each of these species. The reason for this is that

above the homopause, individual species become hydrostatically balanced based on

their own mass, therefore, it is not adequate to assume each species moves vertically

with the same velocity.

2.1.1 Fundamental equations

In order to obtain the densities, velocities, and temperatures mentioned above,

GITM solves the fluid equations in a 3-D spherical coordinate system. As mentioned

in Section 1.1.1, one of the fundamental simplifying assumptions usually made about

the state of the thermosphere, is that it is in hydrostatic equilibrium (1.1). This is not

the case in GITM. Rather, as mentioned above, the momentum equation is solved in

the vertical direction self-consistently, which, as demonstrated by Deng et al. (2008),

allows significant acceleration and vertical velocities to develop. In addition, GITM

uses an altitude based vertical coordinate as opposed to a pressure based coordinate.

This is done because using a pressure coordinate system requires that the system

be in hydrostatic equilibrium. These two features make GITM unlike other global

circulation models (GCMs) of the ionosphere-thermosphere region.

If sources are temporarily ignored, the total mass density, ρ, is written as:

ρ =
∑

s

Msns, (2.1)

where Ms is the molecular mass of species s, ns is the number density of species s,

and a normalized neutral temperature, T , is introduced:

T = P/ρ, (2.2)
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where P is the total neutral pressure. Then, the continuity equation is written as

∂nS

∂t
+ ns∇ · u + u · ∇ns = 0, (2.3)

where u is the average neutral velocity vector,

u =
1

ρ

∑

s

MsNsus, (2.4)

and t is time. The momentum equation is

∂u

∂t
+ u · ∇u + ∇T +

T
ρ
∇ρ = 0, (2.5)

and the energy equation is

∂T
∂t

+ u · T + (γ − 1)T ∇ · u = 0, (2.6)

where γ is the ratio of specific heats. Solving the above equations in the vertical

direction is difficult because vertical gradients are quite strong. For this reason, the

fluid equation are broken up into the horizontal and vertical directions and solved

for separately. In the vertical, or radial, direction, the natural logarithm of the mass

density and number densities are used as the primitive variables:

R = ln(ρ) (2.7)

Ns = ln(ns). (2.8)

This is done because, while the density varies exponentially with altitude, the loga-

rithm of the density varies nearly linearly, which is easier to solve numerically. The

energy equation is written in terms of the normalized temperature, T , instead of the
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exponentially varying P for this reason.

If the equations are cast in spherical rotating coordinates, then the vertical con-

tinuity equation becomes

∂Ns

∂t
+

∂ur,s

∂r
+

2ur,s

r
+ ur,s

∂Ns

∂r
=

1

Ns

Ls, (2.9)

where the subscript r denotes the radial component, ur,s is the radial neutral velocity

of species s, and Ls are the source and loss terms, which are described in section

2.1.2. The 2ur,s

r
term comes from the radial divergence of the radial component of the

velocity.

The vertical momentum equation becomes

∂ur,s

∂t
+ ur,s

∂ur,s

∂r
+

uθ

r

∂ur,s

∂θ
+

uφ

rcosθ

∂ur,s

∂φ
+

k

Ms

∂T

∂r
+ T

K

Ms

∂Ns

∂r

= g + Fs +
u2

θ + u2
φ

r
+ cos2θΩ2r + 2cosθΩuφ, (2.10)

where θ is the north latitude, φ is the east longitude, uθ is the northward neutral

velocity, uφ is the eastward neutral velocity, Ω is the angular velocity of the Earth, g

is gravity, and Fs are the source and loss terms due to ion-neutral friction and neutral-

neutral friction. The last two terms on the right side are the centrifugal and Coriolis

forces. The
u2

θ
+u2

φ

r
term is due to the spherical geometry and causes the horizontal

winds to “lift off” from the Earth’s curved surface.

In the horizontal direction, the eastward momentum equation becomes

∂uφ

∂t
+ ur

∂uφ

∂r
+

uθ

r

∂uφ

∂θ
+

uφ

rcosθ

∂uφ

∂φ
+

1

rcosθ

∂T
∂φ

+
T

rρcosθ

∂ρ

∂φ

=
Fφ

ρ
+

uφuθtanθ

r
− uruφ

r
+ 2Ωuθsinθ − 2Ωurcosθ, (2.11)
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and the northward momentum equation is

∂uθ

∂t
+ ur

∂uθ

∂r
+

uθ

r

∂uθ

∂θ
+

uφ

rcosθ

∂uθ

∂φ
+

1

r

∂T
∂θ

+
T
rρ

∂ρ

∂θ

=
Fθ

ρ
− u2

φtanθ

r
− uruθ

r
− Ω2rcosθsinθ − 2Ωuφsinθ, (2.12)

where Fφ and Fθ are the eastward and northward momentum source terms. Again,

the terms involving Ω are due to the Coriolis force and those involving Ω2 are due to

the centrifugal force. In addition, the terms including the velocity on the right side

are due to the spherical geometery.

Finally, the neutral energy equation is also broken up into vertical and horizontal

components. In the vertical direction

∂T
∂t

+ ur

∂T
∂r

+ (γ − 1)T (
2ur

r
+

∂ur

∂r
) =

k

cvρmn

L, (2.13)

and in the horizontal direction

∂T
∂t

+
uφ

rcosθ

∂T
∂φ

+
uθ

r

∂T
∂θ

+ (γ − 1)T (
1

r

∂uθ

∂θ
+

1

rcosθ

∂uφ

∂φ
− uθtanθ

r
) = 0. (2.14)

where the specific heat at a constant volume is denoted by cv, and L are the energy

source and loss terms. Again, the 2ur

r
term is due to the spherical geometery.

In the ionosphere, the equations are also separated into the horizontal and vertical

directions. The horizontal continuity equation has the form

∂Nj

∂t
+

vθ

r

∂Nj

∂θ
+

vφ

rcosθ

∂Nj

∂φ
= Lj, (2.15)

and in the vertical direction

∂Nj

∂t
+ vr

∂Nj

∂r
= 0, (2.16)

where Nj is the number density of the jth ion, Nj = ln(Nj), and Lj are the sources
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and losses of ions due to chemical and ionization processes. It possible to advect

multiple ions, but it is typical to do so only for O+ since it is the dominant ion in the

low collision region of the ionosphere (Schunk and Nagy , 2000).

In GITM, the ion momentum equation is simplified by assuming the ions are

in steady state, and that the flow velocity is much slower than the sound speed.

This means the convective derivative terms on the left side of equation 2.5 are zero.

Therefore, the ion momentum equation can be written as

v =
A · b
ρiνin

+
ρiνinA⊥ + eNeA⊥ × B

ρ2
i ν

2
in + e2N2

e B2
, (2.17)

where A are force terms described by

A = ρig + eNeE −∇(Pi + Pe) + ρiνinu, (2.18)

B = ‖B‖ is the magnitude of the magnetic field, b = B/B is the direction of the

magnetic field, A⊥ is the component of A that is perpendicular to the magnetic

field, Ne is the electron density, e is the electron charge, Pi and Pe are the ion and

electron pressures, and νin is the ion-neutral collision frequency. In this manner, the

ion velocity is broken up into a component that is parallel to the magnetic field, and

a component that is perpendicular to the magnetic field.

The ion temperature equation is not solved in GITM. Instead, it is calculated using

an altitude-dependent linear combination of the neutral and electron temperatures.

The electron temperature is solved for using the electron energy equation

∂Te

∂t
= −2

3
Te∇ · ve − ve · ∇Te +

2

3Nek
(−∇ · qe + Qe − Le), (2.19)

where e is the electron drift velocity, Te is the electron temperature, qe is the electron

heat flux, which is approximated by qe = −κe∇Te, where κe is the electron thermal
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conduction coefficient, and Qe and Le are the electron heat sources and losses. There

are two sources of heat to the electrons in GITM, Joule and EUV heating. The

EUV heating which is done in a similar manner as the neutral EUV heating (section

2.1.2.1), using a smaller heating efficiency, is dominant except at high latitudes.

There are many processes that are effective in cooling the electron gas (Schunk and

Nagy , 2000). In GITM, cooling due to rotational excitation of N2 and O2 is included

as a loss of heat, as is vibrational excitation of N2 and O2. In addition, electronic

excitation of O(1D) is included due to its importance at temperatures greater than

1500K.

2.1.2 Thermospheric source and loss terms

Since most of this thesis focuses on the manner in which the thermosphere deals

with the incident energy from a solar flare, the source terms for the neutral fluid

equations are explained in detail in this section.

After the advection is completed, source and loss terms are added to the the solu-

tion. For the neutral continuity equation, the sources and losses included are specified

by eddy diffusion and the results of chemistry. The major chemical processes that oc-

cur in the thermosphere and ionosphere, including photodissociation, photoionization,
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recombination, and charge-exchange lead to the following main chemical reactions:

O2 + hν → O + O (2.20)

O2 + hν → O+
2 + e (2.21)

O + hν → O+ + e (2.22)

N2 + hν → N+
2 + e (2.23)

O+ + N2 → NO+ + N (2.24)

O+ + O2 → O+
2 + O (2.25)

N+
2 + O2 → O+

2 + O (2.26)

N+
2 + O → O+ + N2 (2.27)

N+
2 + O → NO+ + N (2.28)

NO+ + e → N + O (2.29)

O+
2 + e → O + O (2.30)

N+
2 + e → N + N (2.31)

In calculating the chemical sources and losses, GITM accounts for these reactions

as well as all the reactions included in Rees (1989). These reactions and their rates

are listed in table 2.1. To do this, GITM uses a sub-cycling technique, which does

not require any assumptions on chemical equilibrium. The chemical time step is

determined by ensuring that the number density of each species can only be reduced

by a maximum of 25%. The number of chemical time steps taken is equal to the

advective time step divided by the chemical time step, and is calculated at each

grid cell. Above roughly 150 km, the advective time step, which is determined by

satisfying the CFL condition,

CFL = ∆t
vmax

∆x
, (2.32)
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where CFL is a unit-less number less than or equal to unity which ensures stability

when solving the momentum equation, ∆t refers to the advective time step, vmax is

a characteristic speed, in this case, the speed of sound, and ∆x, is the grid spacing,

is less than the chemical time step. Therefore, only 1 chemical time step is required

in this region. Near the lower boundary of the model, where the chemistry is fast,

several hundred chemical time steps are performed.
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Reaction Rate coefficient (m3/s) f Reference

O + O + M → O2 + M 9.59x10−40exp(480/Tn)
O+(2D) + N2 → N2 + O+(4S) 8.0x10−16

O+(2P ) + N2 → N+
2 + O 4.8x10−16

N+
2 + O2 → O+

2 + N2 5.0x10−17 Tr

300

−0.8

N+
2 + O → NO+ + N(2D) 1.4x10−16 Tr

300

−0.44

N+
2 + e → 2N(2D) 1.8x10−13 Te

300

−0.39

N+
2 + O → O+(4S) + N2 1.4x10−16 Tr

300

−0.44

N+
2 + NO → NO+ + N2 3.3x10−16

O+(4S) + O2 → O+
2 + O 2.0x10−17 Tr

300

−0.4

O+(2D) + O2 → O+
2 + O 7.0x10−16

N+ + O2 → O+
2 + N(4S) 1.1x10−16

N+ + O2 → O+
2 + N(2D) 2.0x10−16

O+
2 + e → O(1D) + O(1D) 2.4x10−13 0.31 Schunk and Nagy (2000)

O+
2 + e → O(1D) + O(3P ) 2.4x10−13 0.42 Schunk and Nagy (2000)

O+
2 + e → O(3P ) + O(3P ) 2.4x10−13 0.22 Schunk and Nagy (2000)

O+
2 + N(4S) → NO+ + O 1.8x10−16

O+
2 + NO → NO+ + O2 4.4x10−16

O+
2 + N2 → NO+ + NO 5.0x10−22

O+(2D) + O → O+(4S) + O(3P ) 1.0x10−17 0.5
O+(2D) + O → O+(4S) + O(1D) 1.0x10−17 0.5

O+(2D) + e → O+(4S) + e 7.8x10−14 Te

300

−0.5

O+(2D) + N2 → O+(4S) + N2 8.0x10−16

O+(2P ) + O(3P ) → O(3P ) + O(4S) 5.2x10−17

O+(2P ) + e → O+(4S) + e 4.0x10−14 Te

300

−0.5

O+(2P ) → O+(4S) + hν2470 0.047s−1

N+ + O2 → O+(4S) + NO 3.0x10−17

O+(4S) + N2 → NO+ + N(4S) 4.5x10−20 Tr

300

2
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Table 2.1 Continued

Reaction Rate coefficient (m6/s) f Reference

5x10−19, Tr < 1000K
O+(4S) + NO → NO+ + O(3P ) 8.0x10−19

O+(4S) + N(2D) → N+ + O(3P ) 1.3x10−16

O+(2P ) + e → O+(2D) + e 1.4x10−13 Te

300

−0.5

O+(2P ) → O+(2D) + hν7320 0.171s−1

O+(2D) → O+(4S) + hν3726 7.7x10−5s−1

O+(2P ) + N2 → N+ + NO 1.0x10−16

O+
2 + N(2D) → N+ + O2 2.5x10−16

O+(2P ) + N → N+ + O 1.0x10−16

O+(2D) + N → N+ + O(3P ) 7.5x10−17

N+ + O2 → NO+ + O(1D) 2.6x10−16

N+ + O(3P ) → O+ + N 5.0x10−19

NO+ + e → O(3P ) + N(4S) 4.2x10−13 Te

300

−0.85
0.22

NO+ + e → O(3P ) + N(2D) 4.2x10−13 Te

300

−0.85
0.78

N(2D) + e → N(4S) + e 5.5x10−16 Te

300

0.5

N(2D) + O(3P ) → N(4S) + O(3P ) 2.0x10−18 0.9
N(2D) + O(3P ) → N(4S) + O(1D) 2.0x10−18 0.1
N(2D) → N(4S) + hν5200 1.06x10−5s−1

N(4S) + O2 → NO + O(3P ) 4.4x10−18exp(−3220

Tn

N(4S) + NO → N2 + O(3P ) 1.5x10−18
√

Tn

N(2P ) → N(2D) + hν10400 7.9x10−2s−1

N(2D) + O2 → NO + O(3P ) 6.2x10−18 Tn

300
0.9 Torr et al. (1981)

N(2D) + O2 → NO + O(1D) 6.2x10−18 Tn

300
0.1 Torr et al. (1981)

N(2D) + NO → N2 + O(3P ) 7.0x10−17

O(1D) → O(3P ) + hν6300 0.0071s−1 Torr and Torr (1982)
O(1D) → O(3P ) + hν6364 0.00221s−1 Torr and Torr (1982)
O(1D) + e → O(3P ) + e 2.6x10−17T−0.5

e exp(−22740

Te
) Torr and Torr (1982)
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Table 2.1 Continued

Reaction Rate coefficient (m6/s) f Reference

O(1D) + N2 → O(3P ) + N2 2.3x10−17 Torr et al. (1980)
O(1D) + O2 → O(3P ) + O2 2.9x10−17T 0.6

n Torr et al. (1980)
O(1D) + O(3P ) → O(3P ) + O(3P ) 8.0x10−18 Torr and Torr (1982)

Table 2.1: GITM chemistry. f refers to the branching ratio
where applicable. All references are from Rees (1989) unless
otherwise noted.
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In addition to centrifugal, Coriolis, and geometrical force terms that are introduced

into the momentum equation when using a rotating spherical coordinate system, ion-

drag (Rees , 1989) and neutral–neutral friction (in the vertical direction) are included

as momentum sources. In spherical coordinates, the ion-neutral friction and viscosity

terms in the horizontal direction are given by:

Fθ = ρiνin(vθ − uθ) +
∂

∂r
η
∂uθ

∂r
(2.33)

Fφ = ρiνin(vφ − uφ) +
∂

∂r
η

∂uφ

∂r
, (2.34)

where i refers to the ions and n refers to the neutrals, νin is the ion-neutral collision

frequency, v is the vertical ion velocity, and η is the coefficient of viscosity. The first

term in the above equations is the horizontal ion drag term. The second term is the

viscosity due to the radial shear of horizontal wind. In the vertical direction, the

source term is made up of an ion drag term similar to that in equations 2.33 and

2.34 an a neutral–neutral friction term. Viscous interactions that contribute to the

vertical velocities are assumed to be negligible.

The energy source terms are given by:

L = QEUV +QNO+QO+Qp+
∂

∂r

(

(κc + κeddy)
∂T

∂r

)

+Ne

mimn

mi + mn

νin(v−u)2. (2.35)

QEUV , Qp, QNO, and QO are the EUV heating, particle heating, and NO and O cooling

terms respectively, κc is the thermal conductivity, κeddy is the eddy conductivity, and

the final term is a frictional or Joule heating term.

Above 110 km, the eddy conductivity term is not important on Earth (Roble

et al., 1987). However, as discussed in section 1.1.2, thermal conduction is extremely

important for the redistribution of energy throughout the entire thermosphere. In
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GITM, the thermal conductivity is calculated at each grid cell according to:

κc =
∑

q=O,O2,N2

[Ni]

[Ntotal]
AqT

s
q (2.36)

where the coefficients, Aq, and the exponents, sq, are held constant. As it turns out,

the values of these coefficients are subject to some uncertainty, the effects of which

on the thermosphere are discussed in section 2.2.

Particle, or auroral, heating is important at high latitudes where precipitating

electrons from the magnetosphere deposit energy via collisions with the ions and

neutrals. This source of heat is accounted for using the technique described by Frahm

et al. (1997), where the particle flux at a given energy range is specified based on the

hemispheric power index (HPI) (Fuller-Rowell and Evans , 1987).

The radiative cooling terms, QNO and QO, are specified by (Kockarts, 1980) and

(Kockarts and Peetermans, 1970) respectively. Dickinson (1984) and Roble et al.

(1987) show that the 15µm CO2 emission is an important source of cooling to the

lower thermosphere, and below 120 km, it can be the dominant cooling agent con-

tributing more than 0.5 J (kg s)−1 to the total cooling rage. However, GITM does

not include this source of heat loss because the addition of CO2 significantly increases

the complexity of the chemistry. CO2 cooling will be added to the model in the near

future.

2.1.2.1 EUV heating

As mentioned in section 1.1.2, most of the time, the incident EUV radiation is the

primary source of energy into the thermosphere, especially at mid- and low-latitudes.

In GITM, the EUV heating can be specified in a number of ways. For theoretical or

long term studies, the F10.7 proxy is typically used to specify the solar flux.

There are a number of studies that have developed proxy based models of the EUV
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spectrum using the F10.7 (Tobiska et al., 2000; Woods and Rottman, 2002; Solomon

and Qian, 2005). In addition, the models developed by Hinteregger et al. (1981) and

Tobiska (1991) are currently implemented in GITM. However, most often when using

the F10.7, the EUV flux is calculated by the EUVAC model, described by Richards

et al. (1994). EUVAC primarily uses a reference EUV flux based on F74113 reference

spectrum measured by a rocket flight on April 23, 1974, during low solar activity

(F10.7 = 74, F10.7A = 87, where F10.7A refers to the 80-day average F10.7 value for

surrounding days) and solar variability data obtained from the Atmospheric Explorer

E (AE-E) satellite. This is different than previous models by Hinteregger et al. (1981)

and Tobiska (1991), which are based on the reference spectrum SC#21REF. The

SC#21REF spectrum was taken from even lower solar activity (F10.7 = 68, F10.7A =

70) and was not obtained directly from measurements of the spectrum. Rather, it

was inferred from extrapolation of AE-E measurements between 1977 and 1980. By

doubling the solar flux below 25 nm (Richards and Torr , 1984), the F74113 reference

spectrum produces calculated photoelectron fluxes that are in good agreement with

the photoelectron Spectrometer Experiments (PES) on AE-E. In addition, the fluxes

below 15 nm are multiplied by a factor of 3 to reach agreement with the calculated

photoelectron fluxes from Winningham et al. (1989). The result is an EUV spectrum

based on 37 wavelength bins from 5–105 nm, which were introduced by Torr et al.

(1979). The spectrum is scaled for solar activity using the F10.7 and F10.7A values

for the time period of interest. In GITM, the EUVAC model has been modified to

include 59 wavelength bins ranging from .1 nm to 175 nm.

When performing realistic studies, GITM can also use measurements of the EUV

spectrum provided by SEE, as well as the interpolated dataset provided by FISM.

While the resolution of these datasets is 1nm, the data have been re-binned to the 59

wavelength bins in order to make use of the absorption and ionization cross sections

provided by Richards et al. (1994).
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In either case, the amount of energy that gets deposited into the thermosphere

per wavelength bin is specified by:

QEUV (λ) = ǫI∞(λ)exp[−τ(z, λ, χ)]
∑

s

σabs,s(λ)ns, (2.37)

where ǫ is the heating efficiency, I∞ is the EUV flux at the top of the atmosphere,

λ is the wavelength, τ is the optical depth, χ is the solar zenith angle, and σ is the

absorption cross section. Summing over the entire wavelength range gives the total

amount of heat going into the thermosphere at each grid point. In section 1.1.2, the

heating efficiency was discussed, and calculated values were given. These values take

into account the amount of heat being added to the atmosphere via exothermic chem-

ical reactions. In GITM, this source of heat is calculated self-consistently. Therefore,

using the above heating efficiency profiles would result in a double counting of the

chemical energy. Instead, a constant value of 0.05 is used (Chandra and Sinha, 1973;

Stolarski , 1976; Roble et al., 1987), which is typical of other global climate models

(GCMs) of the thermosphere-ionosphere region that also calculate chemical heating.

2.1.2.2 Chemical heating

As mentioned in Section 1.1.2, exothermic reactions account for most of the energy

that goes into heating of the neutral gas. In using the heating efficiencies calculated

by Torr et al. (1980), it must be assumed that the heating efficiency does not vary

with position, local time, or solar zenith angle. Furthermore, profiles are available

for 2 distinct time periods, and while they are calculated for solar minimum and

maximum conditions, those interested in using the profiles are still left to guess how

the conditions of interest relate to the time periods used by Torr et al. (1980). This is

the reason that, as mentioned above, GITM does not use such a heating efficiency, and

instead, the chemical heating is calculated self-consistently, and a constant heating
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efficiency value of 0.05 is used to account for other heating processes. The chemical

heating calculations are done at the same time as the chemical sources and losses

calculation, using energy values given in Rees (1989). The major chemical energy

sources in GITM are shown in Figure 2.1 and are summarized in Figure 2.2.
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Figure 2.1: The major chemical heating sources in GITM broken up by reactions involving
only ground state reactants (top) and reactions involving species in an excited
state (bottom).
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Figure 2.2: Comparison of the chemical heating due to reactions with reactants in their
ground states (stable) and reactions with a reactant in an excited state
(metastable) along with the total chemical heating rate.

In Figure 2.1, the reactions labeled as stable (top) involve only reactions whose

reactants are in their ground state, while those labeled metastable (bottom) involve

reactants in an excited state. Throughout much of the thermosphere, most of the heat

that goes into the neutrals is due to energy given off during reactions with ground

state reactants. Specifically, the reaction:

O+
2 + e → O + O (2.38)

is the most dominant source of energy throughout the entire thermosphere. However,

the stable reactions:

NO + N → N2 + O (2.39)

N+
2 + O → NO+ + N(2D) (2.40)
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and metastable reactions:

O(1D) + N2 → O + N2 (2.41)

N(2D) + O2 → NO + O (2.42)

are important in the lower thermosphere, while the stable reactions:

O+ + O2 → O+
2 + O (2.43)

N+
2 + e → N + N (2.44)

and metastable reactions:

N(2D) + O → N + O (2.45)

O+(2D) + N2 → N+
2 + O (2.46)

O+(2D) + e → O+(4S) + e (2.47)

become important higher up. By about 360 km, reactions involving species in an

excited state dominate the chemical heating.

2.2 Uncertainty involved with using parameters

When modeling the ionosphere-thermosphere system, it is important to under-

stand the sources of uncertainty within the model. Perhaps the most important

source of uncertainty stems from the fact that the ionosphere-thermosphere system is

highly externally driven. In other words, given adequate time, the initial conditions

of the system should have little to no effect on the end state of the system. This

is primarily a result of the coupling between the Earth’s upper atmosphere and the

magnetosphere as well as the sun (Kamide and Baumjohann, 1993; Lu et al., 1995;
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Khazanov et al., 2003). Dynamics in these two external systems have a profound

effect on the state of the ionosphere and thermosphere. Thus, when attempting to

model the system, it is critical to accurately account for the forcing due to these

sources. For example, it would be impossible to sustain an ionosphere without speci-

fying the solar radiation flux, regardless of the initial ionospheric conditions. There is

a great deal of work throughout the community attempting to accurately specify the

important sources of energy and momentum to the upper atmosphere (Fuller-Rowell

and Evans , 1987; Woods et al., 2005; Solomon and Qian, 2005; Chamberlin et al.,

2007; Ridley , 2005).

In addition to the external drivers, there are other sources of uncertainty. In some

cases, there is underlying physics in the system that is important and needs to be

accounted for, but is not completely understood, e.g. eddy diffusion. In other cases,

the physics may be understood, but it may be too complicated to take into account

given the scale of problem trying to be solved. The heating efficiency is an example

of such physics. In either case, models must approximate the real system through

the use of parameterizations. In today’s GCMs of the Earth’s upper atmosphere,

many parameters are used to specify a variety of rates and coefficients. Parameters

are used to specify sources in the energy equation, such as heating efficiencies and

conductivities, the momentum equation, such as diffusion coefficients, and the mass

continuity equation, such as reaction rates. While many of these parameters have

been studied in detail, whether through laboratory or computational experiments,

the use of any of them is subject to some uncertainty, since it is impossible to test

each parameter in all possible scenarios.

It is unrealistic to expect that models always provide the correct answer to every

problem, and it is in uncovering why the answer is wrong that new physics can be

deduced. In order to better understand the results from a model and to use the

results to provide insight into the physical processes that are not understood, it is
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important to evaluate the uncertainty in the results. This is done here for GITM in

order to show which parameters have the largest effect on the thermosphere, and to

quantify the uncertainty introduced into the results through the use of such parame-

ters. Specifically, the effect of 8 of the most important atmospheric parameters on the

results is studied under solar minimum and solar maximum conditions. In addition,

the time-dependent effects of the parameters are studied during a geomagnetic storm.

2.2.1 Parameters

For this study, the uncertainty involved with the use of eight different thermo-

spheric parameters is investigated. The parameters examined are the thermal con-

ductivity (Schunk and Nagy , 2000) , eddy diffusion coefficient (Blum and Schuchardt ,

1978; Brasseur and Offermann, 1986; Fuller-Rowell and Rees , 1992), turbopause alti-

tude (Blum and Schuchardt , 1978; Hall et al., 2008), NO binary diffusion coefficient,

N2 photodissociation branching ratio (Rees , 1989; Schunk and Nagy , 2000), NO+

recombination branching ratio (Torr et al., 1976; Rees , 1989; Marsh et al., 2004),

O+ recombination rate, and the nitric oxide (NO) dilution factor for NO cooling

(Kockarts, 1980). These represent only a subset of the parameters involved in the

model. One of the reasons that these parameters have been selected is that each of

them has some uncertainty. The goal of this study is to show how this uncertainty

affects the results.

The other reason these parameters are selected is because each of them is sig-

nificant with regard to the calculation of the neutral gas temperature. Each of the

terms in Equation 2.35 contributes to the total uncertainty in the model, since each

term itself contains some uncertainty. The solar, particle, and Joule heating terms

are directly driven by external forcing (i.e., magnetospheric electric fields, particle

precipitation, as well as the solar EUV flux), therefore, most of the uncertainty in

the results due to these terms is not contained within GITM itself, but rather in
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the data or model results used to drive GITM. However, the radiative cooling and

the conductive terms do depend on the internal dynamics of the model, and thus

uncertainty in these terms can be quantified. Each of the parameters addressed in

this study have an effect on one of these three terms, either though a coefficient used

directly in the calculation of the temperature, or because the parameter either di-

rectly or indirectly causes compositional changes, which affects the radiative cooling

rates. In order to quantify the effect that each of these parameters has on the upper

atmosphere, GITM is run several times for each parameter. Each time, the value of

the parameter is changed within the limit of published values. Table 2.2 summarizes

these values.

It is important to point out that in GITM, the eddy diffusion coefficient transitions

from a constant value below some pressure level, P1, to a value of zero above some

pressure level, P2. This is demonstrated in Figure 2.3 due to its consequences for the

turbopause simulations. Changing the pressures at which this transition occurs is not

the same as directly changing the location of the turbopause, since the turbopause is

not directly calculated by GITM. However, the location of the turbopause will change

as a result of the values of the pressures being different. Therefore, comparison of

these simulations, in effect, compares the location of the turbopause, and thus, they

are referred to “turbopause” simulations in the text.

48



# Parameter Formulation Label Value Reference

1 Thermal conductivity
λ =

∑

i=O,O2,N2

[Ni]

[Ntotal]
AiT

s

aA(O2)=A(N2)=3.6x10−4 Schunk and Nagy (2000)
1 A(O) = 5.6x10−4

s = .69
A(O2)=A(N2)=3.6x10−4

2 A(O) = 5.6x10−4

s = .75
A(O2)=A(N2)=5.6x10−4

3 A(O) = 7.6x10−4

s = .75

2 Eddy diffusion 1 100.0 m2/s Blum and Schuchardt (1978),
coefficient 2 50.0 m2/s Brasseur and Solomon (1986),

3 200.0 m2/s Fuller-Rowell and Rees (1992)

3 Turbopause altitude Linear transition between 1 Figure 2.3 solid line Blum and Schuchardt (1978),
pressures P1 and P2 2 Figure 2.3 dotted line Hall et al. (2008)

3 Figure 2.3 dashed line

4 NO binary diffusion 1 910.0 m2

coefficient 2 450.0 m2

5 N2 dissociation N2 → 1 f4s=0.5, f2d=1.5 Rees (1989),
branching ratio f4sN(4S) + f2dN(2D) 2 f4s=1.0, f2d=1.0 Schunk and Nagy (2000)

3 f4s=0, f2d=2.0

6 NO+ recombination NO+ → 1 f4s = 0.2, f2d = 0.8 Rees (1989)
branching ratio f4sN(4S) + f2dN(2D) + O 2 f4s = 0, f2d = 1.0 Marsh et al. (2004)

7 O+
2 recombination O+ →2O 1 brr = 1.9x10−13( Te

300
)−0.5

rate 2 rr = 2.4x10−13( Te

300
)−0.7

3 rr = 1.9x10−13( Te

300
)−0.7

49



Table 2.2 Continued

# Parameter Formulation Label Value Reference

8 NO Cooling ω=k[O]/(k[O] + 13.3) 1 k=3.3x10−18 m3/s Kockarts (1980)
2 k=6.5x10−17m3/s
3 k=3.6x10−17m3/s

Table 2.2: Parameters in GITM that have an effect on the
thermospheric temperature along with the values used for this
study. In cases where the implementation is not standard, the
current formulation used in the model is shown. The label
column is used to reference which parameter set is used in
the text in a simple manner. For example, in the text, the
conduction 1 simulation refers to the first set of parameters
in the table, etc.

aUnits for the coefficient A are J/(m s K).
bUnits for the reaction rates are m3.
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Figure 2.3: Plot of the vertical profile of the eddy diffusion coefficient for each of the
turbopause cases (units m2/s).

2.2.2 Results

2.2.2.1 Steady-state simulations

As a first look at the effect of these different parameter values, GITM is run

under solar minimum and solar maximum conditions to see how the results differ

when the model is in steady-state. In these simulations, GITM is initialized using

MSIS (neutral) and International Reference Ionosphere (IRI) profiles and then run

for 24 hours. In the solar minimum case, GITM is run with a F10.7 of 87.8 W/(m2

Hz) and during the solar maximum case, GITM is run with a F10.7 of 240.6 W/(m2

Hz). The high-latitudes are driven by constant low values that are the same for solar

minimum and solar maximum. The hemispheric power index (HPI) is specified to

be 1.0 and the cross polar cap potential patterns are specified by the Weimer model

(Weimer , 1996) using interplanetary magnetic field values of By = 0.0 nT and Bz

= -2.0 nT and a radial solar wind velocity of 400 km/s. In all cases, all inputs are

identical between the runs except for the particular parameter being investigated.
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Solar minimum

Figure 2.4 shows a comparison between the parameter values of the global averaged

neutral temperature profile for GITM under solar minimum solar conditions. During

solar minimum, the parameters that have the most impact on the results are conduc-

tion, NO cooling, and to a lesser degree, NO diffusion. For the conduction simulations,

at 400 km, the global average temperature varies by 30% between values of 789.8 K

and 1023.7 K. Depending on the conductivity applied, the increased exospheric tem-

perature in the conduction 1 and 2 simulations is expected because lower conduction

values are used, causing less energy to be transported down in the atmosphere. The

other two parameters that significantly affect the temperature, NO cooling and the

NO binary diffusion coefficients, result in a range of exospheric temperatures of 14%

and 3.2% respectively. The eddy diffusion, N2 dissociation, and O+
2 simulations result

in a range of less than 1%.

The NO cooling 1 simulation uses a value for the dilution factor, ω, that is at least

an order of magnitude smaller than the other values. This means that the NO cooling

is essentially shut off in this simulation. While this is unrealistic, the results help shed

light into the overall effect of NO cooling, and provide a means by which to gauge

the performance of the parameterization. When a value of ω of 6.5x10−17(m3/s) is

used, NO cools the atmosphere on a global scale by 14% relative to the NO cooling

1 simulation, and when a value of 3.6x10−17(m3/s) is used, NO cools the atmosphere

by 11%.

Solar Maximum

Figure 2.5 shows a similar plot to Figure 2.4 for solar maximum conditions. The

results in the solar maximum case are similar to the solar minimum case except

that the uncertainty in the results is slightly larger for each of the parameters. The

conduction results for the exospheric temperature show a range of 35.5% with values
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of 1218.7 K and 1651.4 K and the NO cooling simulations show a range of 24.1%

Again, the NO diffusion has a smaller, but significant, effect of 4.8%. As is the case

for solar minimum, the other parameters, result in a difference of 1% or less.

2.2.2.2 Geomagnetic storm simulations

In order to perform a more in-depth analysis of how these parameters affect the

upper atmosphere during a more dynamic time period, the model is run during the

May 15, 2005 storm, which reached a Dst (storm time disturbance index) value of -263

nT. This storm was selected because it is relatively isolated from other geomagnetic

disturbances and because it occurred during moderate solar conditions (f10.7 ∼ 110).

For this case, GITM is driven using the Weimer potential model and Fuller-Rowell

and Evans (1987) particle precipitation patterns, using HPI data as well as observed

solar wind and interplanetary magnetic field data to simulate the upper atmospheric

response to the storm.

Temperature

Figure 2.6 shows thermospheric density results throughout the 2005 storm along with

inferred density observations from the Champ satellite (Reigber et al., 2000) for ref-

erence. The GITM results are extracted at the same position as the Champ satellite

(approximately 400 km) and the orbit averaged values are plotted. Only the results

from the conduction, NO cooling, and NO diffusion simulations are plotted since

these parameters result in the largest pre-storm uncertainty. Figure 2.6 shows that

the different parameters can have an effect during both quiet-time and storm-time.

As is the case in Figures 2.4 and 2.5, the conduction has the largest effect on the

results under steady conditions (pre-storm). This is also the case during the storm.

The base-to-peak difference of the mass density for the 3 simulations is 13.7, 13.0,

and 9.9 kg/m3, respectively. A similar trend takes place during the recovery of the
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storm, when the peak-to-recovered difference values are 13.0, 12.6, and 9.7 kg/m3, re-

spectively, indicating that when a lower conductivity value is used, the thermosphere

recovers faster. This result demonstrates the non–linear nature of the thermosphere.

During the storm’s main phase, the lower conductivity allows the temperature (and

thus density) to increase more than when a large value is used. Since the thermo-

sphere is more dense at all altitudes, there is more NO at all altitudes, and this extra

NO leads to enhanced radiative cooling, allowing the thermosphere to recover faster

after the main phase.

The NO diffusion simulations do not show as much of a change in the thermo-

spheric response during storm time compared to quiet time, rather, there is only a

slight difference between the maximum values that occur during the main phase of

the storm and the pre-storm density between the 2 simulations (10.6 kg/m3 for case

1 and 11.9 kg/m3 for case 2). The NO cooling cases, on the other hand, further

indicate how important NO cooling is to the recovery of the thermosphere. As the

NO cooling is turned down, the system recovers more slowly. This is clearly evident

when comparing case 1 to the other cases. At the end of May 17th, the density in case

1 is still 51% higher than before the storm. This is significantly larger than the 13%

and 16% difference between the density at the end of the storm and before the storm

for cases 2 and 3 respectively. To summarize the effect each parameter has on the

thermosphere during the storm, Table 2.3 shows the base-to-peak density difference

for all of the parameter cases discussed.

The eddy diffusion simulations result in a relatively large difference between the

pre-storm and peak density values for each of the cases. The eddy diffusion coefficient

affects the temperature by helping to determine the NO density, and therefore the

total radiative cooling. Increasing the eddy diffusion results in more NO at higher

altitudes. This is similar to increasing the NO binary diffusion coefficient, and thus

it is reasonable to expect that the results from increasing the two parameters has
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Parameter Case 1 Case 2 Case 3
% Diff % Diff % Diff

Conduction 266.9 13.7 395.0 13.0 557.5 9.9
Eddy 364.7 11.9 348.6 12.1 403.3 11.1
Turbopause 408.0 10.5 421.3 10.9 417.3 10.3
NO Diffusion 406.4 10.6 280.4 11.9 N/A N/A
N2 Dissociation 360.7 11.9 352.5 12.1 384.2 11.5
NO+ Recombine 366.0 11.2 360.2 11.8 N/A N/A
O+

2 Recombine 381.4 11.8 412.5 12.9 412.5 12.9
NO Cooling 203.0 21.4 380.4 11.9 344.6 13.0

Table 2.3: Percent difference and absolute difference (10−12 kg/m3) between the pre-storm
global average mass density and the maximum global average mass density for
each case of each parameter category for the May 2005 event.

a similar affect on the uncertainty. Compared to the other parameter cases, the

turbopause altitude, N2 dissociation, and recombination reactions do little to affect

the temperature.

In order to more quantitatively assess the effect of the parameter values on the

simulation results, Figures 2.7 - 2.9 each show a histogram of temperature values

at 400 km throughout the 2005 storm. Again, only the conduction, NO cooling,

and NO diffusion simulations are shown since they result in the largest difference

between the cases. The y-axis of each histogram plot shows the total number of counts

in a particular bin divided by the total number of temperature measurements as a

percentage. In Figure 2.7, four histograms are shown, one for the global temperature,

day-side temperature, night-side temperature, and high-latitude temperature. Each

of these are made by taking each grid cell in the particular region, at every output time

step (.5 hours), and counting the number of occurrences for each temperature bin.

Since the histograms are formed using the data at every time step, the information

contained in dynamics that result from the storm are included in each plot.

The conduction histograms for temperature reinforce the conclusions derived from

Figures 2.4, 2.5, and 2.6 that uncertainty in the conduction has a significant effect on

the results. Qualitatively, the temperature distribution is similar between each of the
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cases, and changing the conduction simply results in a shift in the temperature. Glob-

ally, the mean temperatures for cases 1, 2, and 3, respectively are 1188.2 K, 1025.7

K, and 888.9 K and the standard deviations are 87.5 K (7.4% of mean temperature),

75.6 K (7.4%), and 67.8 K (7.6%). Since cases 2 and 3 use the same exponent and

only a different compositional constant in the conductivity calculation, they are eas-

iest to compare. Between the two cases, the conductivity changed by approximately

30%. This change leads to a 15% difference in the exospheric temperature. If case 1

is included, the resulting range of exospheric temperatures is more than 33%.

In the other three regions, the mean temperature also has a range of 33% which

indicates that, on average, the conduction affects the thermosphere in the same man-

ner regardless of position. This makes sense because at the most fundamental level,

the conduction determines only the amount of energy transported vertically. On the

day-side and night-side, the distributions are slightly broader than they are globally,

and the conduction values do seem to have a small effect on the distribution itself.

Specifically, on the day-side, cases 1, 2, and 3 have standard deviations of 8.9, 9.6,

and 10.7% of the respective mean temperature. There is a similar trend on the night-

side, where the deviations are 9.6, 10.7, and 12.2% respectively. At high-latitudes,

the standard deviation values are almost identical to the global values.

Some of the effects of the storm can be seen by looking at the secondary peaks that

form at higher temperature that occur in all of the histograms, but most dominantly

in the global, night-side, and high-latitude plots. These peaks occur as a result of

the storm depositing massive amounts of energy into the high-latitude regions, which

launches large scale waves that travel around the atmosphere for many hours after

the storm occurs. It is interesting that a secondary peak occurs on the night-side,

but not on the day-side. This is a result of a traveling disturbanced launched from

high-latitudes converging at low-latitudes on the night-side. The effect of this wave

is diminshed on the day-side because the wave must propagate in a direction anti-
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parallel to the nominal day-to-night winds.

The NO cooling temperature histogram is shown in Figure 2.8, which further

shows the importance of NO cooling to the thermospheric heat budget. Only the

global histogram is shown since the other regions show similar trends. As mentioned

previously, case 1 shows the thermospheric temperature when NO cooling is nearly

turned off. The global mean temperature is more than 350K warmer. In addition,

the spread of the distribution is more than a factor of 2 larger in this case. This

is primarily due to the lack of recovery during the storm. The narrower secondary

peaks that occur at higher temperature in the other cases indicate a faster recovery.

In Figure 2.9, the global temperature histogram for the NO diffusion cases are

shown. The NO diffusion affects the temperature in a similar way as the conduction,

in that a change in the diffusion coefficient results in a shift in the temperature,

but the distribution itself remains similar. However, the magnitude of the shift is

substantially smaller. The difference between the mean temperature in cases 1 and 2

is just 5.7% (compared to 33% for the conduction cases).

The inset in Figure 2.9 shows the difference between the NO altitude profiles

during the storm in order to explain more thoroughly the cause of the temperature

difference between the 2 cases. The diffusion values used in case 2 are half of those

used in case 1. This means that in case 1, the NO molecules are more strongly tied to

the bulk motion of the atmosphere. At the bottom of the model, where the molecular

weight of NO is very close to the mean molecular mass, since the atmosphere is

mostly N2, the NO velocity is similar in both cases. However, as altitude increases,

the mean molecular mass decreases due to the relative importance of atomic oxygen,

and thus the NO velocity tends to be increasingly negative compared to the bulk

flow. At these altitudes, then, the diffusion coefficient will have an overall effect on

the velocity. Above 130 km, the NO downward velocity is more restricted by collisions

with the bulk flow in case 1 compared to case 2, and therefore the [NO] is smaller in
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case 2 at this altitude. Since NO cooling becomes efficient between 140 and 200 km,

due to the presence of atomic oxygen (Kockarts, 1980), the temperature is cooler in

case 1 than in case 2.

NmF2 and composition

The other parameters in this study all have a minimal effect on the temperature. The

resulting temperature range for each of the cases is approximately 1% for each of the

other sets of parameters and the standard deviations for the other parameter sets are

within 2% of the mean temperatures. Still, there are some other interesting results

that occur due to uncertainty in the other parameters. Figure 2.10 shows histograms

of NmF2 during the December 2005 event for the three eddy diffusion cases. While

the peaks that occur between 3.0e11 and 7.0e11 e−/m3 are affected by the different

eddy diffusion values at all locations, it is interesting that the tails of the day-side

and night-side histograms are affected the most by the different coefficients. On the

day-side, when an eddy coefficient of 50 m2/s is used, the maximum NmF2 values

obtained are nearly 40% larger than when an eddy coefficient of 200 m2/s is used.

Similarly, on the night-side, a coefficient of 50 m2/s leads to maximum NmF2 values

that are 20% larger than when 200 m2/s is used.

This amount of uncertainty in the NmF2 results from varying the eddy diffusion

coefficient, which changes the amount of vertical mixing in the thermosphere. For a

higher eddy coefficient, the individual species are not allowed to diffuse according to

their own scale height as easily, and thus at a given altitude above the turbopause,

a higher eddy coefficient will result in a thermosphere that, compositionally, more

closely resembles the turbopause than when a lower coefficient is used (Sinha and

Chandra, 1974). In other words, for a given altitude, (above the nominal turbopause)

the higher the eddy coefficient, the lower the O/N2 ratio. Figure 2.11, which shows a

histogram of the O/N2 ratio for the three eddy diffusion cases, indicates that this is
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the case for these simulations, and suggests that any differences in the NmF2 may be

due to the change in the diffusivity of the lower thermosphere, since the O/N2 ratio

determines, to a large part, the production and loss of electrons (Mayr et al., 1978;

Prölss and Jung , 1978).

Another feature of the eddy coefficient NmF2 histograms is that on both the day-

side and night-side, the difference between each case occurs throughout the duration

of the simulation, not just during the storm. As mentioned above, it is the tail region

of the histograms that are most affected. This corresponds to the region of the day-

side and night-side ionosphere that is the most ionized, or the equatorial region. In

this region, the electrons are trapped on nearly horizontal field lines, and thus it is

difficult for the F2 layer to shift in altitude, and thus it is unlikely that vertical motion

of the ionosphere is contributing to the change in production and loss of electrons,

which would occur mainly during storm time (Jones and Rishbeth, 1971). This is

indeed the case here as the results show that for the three diffusion cases, there is no

difference in the vertical ion velocity during the 2005 event (not plotted).

The effect of increasing the eddy coefficient should be similar to the effect of

increasing the turbopause altitude, and therefore, it is expected that compositional

changes should be observed. While this is the case, the values used for the turbopause

altitude in this study lead only to a slight change in the mean O/N2 ratio (a lower

value of 0.47 compared to a upper value of 0.48). This range is small compared to that

of the eddy coefficient, which has a range of over 20% (a lower value of 0.44 and an

upper value of 0.54). In terms of atmospheric global circulation models, uncertainty

in the eddy diffusion coefficient is much more important than the uncertainty in the

location of the turbopause.
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2.2.3 Discussion on uncertainty in the model

In the previous section, the effect of uncertainty in the parameters used in GITM

was investigated. Specifically, the model was run using different values for eight

parameters that have an effect on the neutral energy equation. It was found that un-

certainty in the thermal conduction has the most drastic impact on the temperature

and density results. In addition, while not as substantial as the thermal conduction,

uncertainty in the NO cooling parameterization and NO binary diffusion coefficients

also have a significant effect on the temperature. By means of differences in the com-

position, increasing the eddy diffusion coefficient by a factor of 2 can result in a 20%

decrease in the electron density in the most charged parts of the upper atmosphere.

While a compositional change occurs when the altitude of the turbopause is varied,

uncertainty in the altitude is small enough that the compositional effects are not large

enough to have a significant effect on the ionosphere. In this study, GITM indicates

that variations in the other parameters, NO+ recombination, O+
2 recombination, and

the N2 dissociation branching ratio do not have a substantial effect on the large scale

atmospheric quantities.

During a storm, GITM indicates that NO plays a crucial role in maintaining the

thermospheric density. When the NO cooling is dramatically reduced, the modeled

thermospheric density increases by much more during the main phase than when a

more realistic NO cooling parameterization is implemented. Also, during recovery,

the density takes much longer to return to a background state when the NO cooling is

reduced. While these effects are most prominent when the NO cooling dilution factor

was varied, the physical process that effects the temperature, and thus the density,

is simply how much energy is radiated away. In this case, any parameter that has

a measurable effect on the radiative cooling will effect the large scale variables in a

similar way.

Global models of the thermosphere use many more parameters than those ad-
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Parameter Typical GITM Value

Thermal conductivity A(O2)=A(N2)=3.6x10−4

A(O) = 5.6x10−4

s = .75
Eddy diffusion coefficient 100 m2/s

Turbopause Altitude Figure 2.3 solid line
NO binary diffusion coefficient 910 m2

N2 dissociation branching ratio f4s=0.5, f2d=1.5
NO+ recombination ratio f4s=0.2,f2d=0.8
O+

2 recombination rate 1.9x10−13( Te

300
)0.5 m3/s

NO Cooling dillusion factor k=6.5x10−17m3/s

Table 2.4: Values used for GITM simulations

dressed here. In the previous section, only a handful of those that directly affect the

thermosphere and ultimately the energy equation were investigated. There are many

more that are more pertinent to the momentum and mass continuity equations, as

well as the ionosphere itself. This study is meant to shed light into the scale of the

uncertainty involved with using such parameters in the modeling community, but is

also specific to GITM. The results allow pertinent science to be performed using the

model with an understanding of the magnitudes of uncertainty involved. Further,

when compared with data, the results indicate the best combination of parameters to

use in other studies, such as those included in this thesis. In the following chapters,

the impact of solar flares on the global thermosphere is examined in detail. All of the

simulations performed use identical values for the parameters mentioned in this sec-

tion, given in Table 2.4. While the goal of the study is to understand the fundamental

processes that dominate the response to flares and not to perfectly match observa-

tions, it is still important to simulate the system in a manner that is as consistent as

possible with reality.
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Figure 2.4: Global average temperature for solar minimum conditions. Each panel shows
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numbers in each panel correspond to each of the 8 parameters in table 2.2
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Figure 2.5: Global average temperature for solar maximum conditions. Each panel shows
a comparison between the different values in each parameter category.
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CHAPTER III

The Global Response to Large Flares

In this chapter, GITM is used to investigate the thermospheric response to two

realistic solar flares, the X17 Halloween flare that occured on October 28, 2003, and

a X0 flare which occured on November 6, 2004. In order to perform a detailed

and accurate analysis of the thermospheric response to real solar flares, the model

must be driven by measurements of the EUV and soft X-ray flux. As mentioned

in section 1.2.1.1, one of the issues with using the SEE data to accomplish this

is the instrument only has a 3% duty cycle on-board TIMED, which equates to

approximately one observation every 90 minutes. Therefore, in order to study the

response to a solar flare, the SEE data needs to be interpolated. For this study,

this is accomplished simply assuming an exponential decay during the recovery of a

solar flare. When GITM reaches the first SEE data point during a flare, the solar

spectrum is then calculated at every time step for the duration of the flare using

an exponential interpolation. This interpolation is calculated by determining the

decay rate between the two closest data points surrounding the current time in the

simulation, and utilizing that rate to calculate the flux at the current time. This

method does not require any knowledge of how the EUV wavelengths correlate to the

X-rays, as is the case when using the GOES X-ray data as a proxy, such as when using

FISM. The only remaining issue is that due to the sparsity of the SEE data, there
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may be significant error in specifying when the flare begins. Since SEE observations

are made every 90 minutes, it is possible that the timing of the flare is off by as much

as 90 minutes. Therefore, it is necessary to use the GOES data to determine the

start time of the flare. The top panels in Figure 3.1 show the solar flux at .5 nm

calculated using the SEE measurements on October 28, 2003 (left) and November 6,

2004 (right). The dashed line shows the flux that would drive the model if only the

raw SEE data are used without any interpolation. If the start time of the flare is

specified in GITM using the GOES data (bottom of Figure 3.1), and an exponential

interpolation is performed between SEE data points, the solid line is obtained. By

specifying the start time, GITM will simulate the October flare about 20 minutes

before it would otherwise, and the November flare, an hour and a half earlier. After

approximately six hours, the SEE data are no longer interpolated.

One possible source of error in using the SEE data is due to the approximate 10%

uncertainty in energy input given by the instrument (Woods et al., 1998). This may

lead to a errors in both the temporal dynamics and strength of the thermospheric

model reaction to the solar flare. In addition, no assumptions are made about the

solar flux prior to the first SEE measurement during the flare. Rather, the study uses

a very conservative approach to interpolating the SEE data. When the simulated

time reaches the start time of the flare, the EUV flux increases to the value obtained

from the first SEE measurement during the flare, even though the actual flux is

almost certainly larger, since the measurement is in the future. This is the case for

both the October 28th event, where the first SEE measurement of the flare is only a

few minutes after the actual start of the event, and the November 6th event, where

the first SEE measurement is nearly an hour and a half after the actual start of the

flare. While simulating both events in this manner will lead to an underestimatation

of the incident energy into the thermosphere, the amount of energy missed during

the November event is likely much larger than the energy missed during the October
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event due to the timing of the SEE measurements. However, the goal of this study is

not to determine the exact thermospheric perturbation during a specific solar flare,

but rather to obtain insight into how the thermosphere responds globally, using a

minimum of assumptions about the solar flux, so this underestimation is acceptable.

A brief comparison of the model results with data from the Champ satellite, which is

described by Reigber et al. (2000), is presented in section 3.1.3, however, the studies

by Sutton et al. (2006) and Liu et al. (2007) attempt to accurately quantify the density

response during the October 2003 flare using in-situ accelerometer data.
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Figure 3.1: (Top) Log10 solar flux at .5 nm on Oct 28, 2003 (left) and Nov 6, 2004 (right).
The dashed line represents the flux obtained using raw SEE data and the solid
line is the flux after performing an exponential interpolation during the flare
and specifying the start time of the flare. (Bottom) Log10 solar flux from GOES
1-8 angstrom channel for the same days.

3.1 The Global Thermospheric Response

For this study, GITM is run at a resolution of 5◦ latitude × 5◦ longitude, and is

initially run for 24 hours prior to the day of the flare to achieve a pseudo steady-state.

The model is then restarted at 0 UT on the day of the flare and run twice for another

24 hours. One simulation is performed allowing only the solar flux to vary according

to the method described above, while holding all other inputs constant, including all

high-latitude forcings (the perturbed simulation). Another run is performed where
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the solar flux is also held constant (the unperturbed simulation) so that the runs can

be compared. The perturbed and unperturbed simulations have exactly the same

inputs for the first 90 minutes of the day. After this, the perturbed simulation’s EUV

flux is allowed to change. These changes are before the flare takes place, so in the

results below, the differences between the simulations are non-zero at the start of the

flare.

In the simulations, the high-latitudes are driven using the Weimer potential model

(Weimer , 1995) and the Fuller-Rowell and Evans (1987) auroral precipitation model.

The inputs are held constant at values that were typical of the day of each of the

flares. This means that while there may be significant amounts of energy deposited

into the thermosphere via the magnetosphere, this input is constant, implying that

any perturbations are a result of the changing solar flux. The high-latitudes may

still have an effect on each individual simulation, however, because ion drag and

Joule heating are taken into account, but the effects should be the same between the

simulations, except for any non-linear coupling between the constant high-latitude

forcing and the effects of the solar flare.

3.1.1 Day and night perturbation

Figures 3.2 and 3.3 show difference plots between the perturbed and unperturbed

simulations on October 28, 2003 and November 6, 2004, respectively. Here, we define

the dayside as being solar zenith angles (SZAs) less than 30◦, while the nightside is

defined as SZAs larger than 150◦. The average dayside and nightside density percent

difference, which is calculated by:

ρ%diff =
ρperturbed − ρunperturbed

ρunperturbed
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along with the maximum percent difference in each region, are plotted at 110 and 400

km (400 km only for November 6, 2004). Also shown are the corresponding average

vertical velocities at 400 km for October 28, 2003.
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Figure 3.2: Difference plots of the thermospheric density on November 6, 2004. The day-
side average (solid lines) and dayside maximum differences (dashed lines) are
plotted at 400 km in the top panel and nightside values at the same altitude
are shown in the bottom panel. The flare begins at approximately 00:20 UT
on the 6th.

The November flare was significantly smaller than the October flare, and therefore

the response was considerably weaker. For the November 6 flare, the maximum

difference on the dayside at 110 km (not plotted) is less than 0.15% and on the

nightside, an order of magnitude weaker. At 400 km, the maximum response is more

substantial, 3.7% on the dayside, and 3.0% on the nightside, but still much smaller

than the reaction during the October event. Since the trends in the results for both
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Figure 3.3: Similar to Figure 3.2 except for the October 28, 2003 flare. Density results are
also shown at 110 km. Also, the vertical velocity differences are shown on the
right, only at 400 km. The flare begins at approximately 11:00 UT on the 28th.

October 28, 2003, and November 4, 2004 are very similar, the focus here will be on

the October simulation.

During the October 28, 2003 event (Figure 3.3), on the dayside, the density re-

sponse at 110 km is again quite small. The largest average density perturbation is less

than 0.2%. The maximum difference reaches 2.9%, but it does so several hours after

the flare occurs. This perturbation is at the forward edge of a traveling disturbance

that propagates towards high-latitudes before diffusing away. The perturbation is

extremely localized, only extending 20◦ in latitude, and it is traveling at an average

speed of 310 m/s (± 50 m/s). There is a sharp neutral wind gradient at the leading

edge of the disturbance which results in a build up of density. Figure 3.3 indicates
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that the density enhancement begins to decrease after 17 UT. This is the case because

the wave is moving out of the SZA < 30◦ region, not because the disturbance itself

is becoming weaker. Rather, it continues propagating towards the northern high-

latitudes and the density enhancement reaches a maximum of 5.2% at a SZA of 62◦,

at 19:15 UT, before slowing due to the presence of oppositely directed winds. As the

disturbance slows, it quickly diffuses away.

At 400 km, the thermosphere begins to react to the flare within 15 minutes, but

the maximum dayside perturbation does not occur until over an hour and a half later.

Before the flare occurs, the density difference is actually negative. This is because

the EUV flux just prior to the flare used in the perturbed simulation was actually

smaller than the constant value used for the unperturbed simulation. At 12:45 UT,

the maximum difference between the perturbed and unperturbed runs is 14.9% and

the average difference is 13.6%. The thermosphere on the dayside starts to recover,

taking approximately 5 hours until the average density at this altitude reaches a local

minimum (18:00 UT) before slightly increasing again. There is then a small secondary

maximum that occurs at about 20:30 UT at 400 km.

The vertical winds at 400 km are also highly perturbed. The wind percent differ-

ence, which is calculated in the same manner as the density percent difference, reaches

a maximum increase of 400% (13 m/s) compared to the unperturbed simulation at

11:15 UT. This wind disturbance is not localized, but rather encompasses the entire

dayside. As the thermosphere absorbs the excess solar energy, the entire atmosphere

expands, and thus the average vertical velocity is highly perturbed. This is a hy-

drostatic expansion of the atmosphere, synonymous with an increase in the height

of pressure levels. By 13:00 UT, the winds have died down, and the perturbation is

slightly negative for most of the remainder of the day.

On the nightside, there is no significant response at 110 km, since the propagation

of the small disturbance stalls in the high-latitudes, however, there is a substantial

75



reaction at 400 km. The density enhancement on the nightside at 400 km is nearly

as large as that on the dayside. The maximum density difference of 12.5% occurs

at 16:15 UT. The maximum average difference reaches 10.4% half an hour earlier.

This indicates that there is a traveling disturbance that reaches the nightside ther-

mosphere, and that the nightward propagation is highly efficient. Similarly to the

density response at 110 km on the dayside, the largest nightside density perturbation

at 400 km does not occur at a SZA > 150◦. At 16:30 UT, SZA = 124◦, there is a

maximum difference of 13.4%. This maximum occurs as a result of the convergence

of wind flows between the equatorial and the high-latitude regions due, in part, to the

high-latitude inputs used in the simulation. This means that the location of the max-

imum is a consequence of this particular time period, and not necessarily indicative

of every solar flare event.

The addition of energy to the thermosphere should have an observable effect on

the temperature as well as the density. Figure 3.4 shows the temperature perturba-

tions in the same manner as Figure 3.3. At 110 km on the dayside, the maximum

temperature perturbation is 3.0%, or 10 K, at 16 UT. This maximum is a result of

the traveling disturbance encountering slow winds, as described above, leading to adi-

abatic heating of the gas, and not due directly to the increase in energy absorption.

At 400 km the temperature increases on most of the dayside, resulting in a maximum

average perturbation of 3.4% (1257 K for the perturbed simulation vs. 1212 K for the

unperturbed simulation). On the nightside, at 400 km, the magnitude of the temper-

ature perturbation is similar to that on the dayside. This is due to adiabatic heating

of the gas as the nightward propagating wave converges on itself. The temperature

perturbation at 110 km is significantly less.
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Figure 3.4: Difference plots from GITM simulations of the thermospheric temperature on
October 28, 2003. The dayside average (solid lines) and dayside maximum
differences (dashed lines) are plotted in the top two panels at 110 km and
400 km respectively. Nightside values at the same altitudes are shown in the
bottom two panels.

3.1.2 Wave propagation

Figure 3.5 shows the percent difference of density averaged over 7.5◦ solar zenith

angle bins for 8 different altitudes. At each altitude, solar zenith angle profiles are

plotted corresponding to nine different times, separated by 15 minutes, beginning at

11:15 UT and ending at 13:15 UT. In the figure, it is possible to see the propagation

of the disturbance from low to high solar zenith angles. Just after the flare occurs

(black line), the density has begun to increase at all altitudes. At 110 km, the
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density difference is a maximum at this time (as mentioned above, the density percent

difference is negative because the unperturbed simulation was run using the first SEE

measurement of the day, which is larger than the measurement just before the flare).

At higher altitudes, the atmosphere has just begun to change. As time progresses

(from purple to red lines), the disturbance extends to higher and higher solar zenith

angle. At 400 km, the wave propagates all the way to SZA = 175◦ by 13:30 UT.

Figure 3.5 indicates that the propagation of the disturbance is very dependent on

altitude. At lower altitudes, the thermosphere responds much more directly to the

change in the solar flux. Figure 3.3 shows that the response at 110 km, while small,

is directly driven by the changing incident energy. This means that the maximum

density perturbation is expected to occur very near the time of the maximum incident

solar flux, as is the case here. Since the sun shines on the entire dayside, and not

only the subsolar location, the flare has a direct effect between 0◦ and 90◦ SZA at all

altitudes. A consequence of this is that the peak density perturbation immediately

after the flare isn’t necessarily confined to near the sub-solar point. This is especially

the case at intermediate altitudes.

Above about 200 km, the density perturbation reaches midnight, while below 200

km it does not. At 400 km, the wave travels from SZA = 100◦ to SZA = 165◦ in

about 2 hours. This means that the day to night propagation speed is approximately

1070 m/s (± 150 m/s due to 15 minute temporal resolution of the results and the

spatial resolution used in the model). At 400 km, the global mean sound speed is

910 m/s. The average day to night neutral wind speed due to dayside heating is,

on average, between 100 and 200 m/s, depending on latitude and solar zenith angle.

This indicates that the wave is most likely moving at a velocity that is approximately

equal to the bulk wind velocity plus the sound speed.

At 15:45 the wave has propagated completely to the midnight sector. Figure 3.6

shows the same type of plot as Figure 5, but for only 401 km altitude and from 15:45
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Figure 3.5: Density percent difference vs. solar zenith angle at 8 altitudes. Profiles are
plotted at 9 different times separated by 15 minutes, beginning at 11:15 UT.

- 18:45 UT. At 15:45 UT, the perturbation is reflected back towards the dayside.

However, the disturbance travels at an average speed of 575 m/s (± 90 m/s), much
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slower than it did when moving from day to night. This speed is slightly slower than

the bulk wind speed plus the sound speed (i.e. 910 - 200 m/s = 710 m/s), but is

relatively close, given the uncertainty, and the fact that the nightside sound speed

may be slightly lower than the global sound speed, due to the temperature being

lower. As a consequence, the perturbation mostly diffuses away before it returns to

the dayside.
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Figure 3.6: Similar to Figure 3.5, beginning at 15:45 UT and ending at 18:45 UT only at
400 km.

3.1.3 Comparison with Champ

The availability of mass density data from the Champ satellite, which is in a polar

orbit at approximately 400 km, provides an opportunity for observational support of

the features described above. Figure 3.7 shows a direct comparison between the

Champ data (top) and GITM results from the perturbed simulation (middle), where

the dayside (left) and nightside densities are plotted as a function of latitude and

universal time. It is important to point out that no attempt to remove the density

fluctuations in the Champ data due to external forcings other than the solar EUV has

been made. This means that while the GITM results show only perturbations due to

the changing solar flux, the Champ densities are significantly effected by high-latitude

dynamics. This issue is demonstrated in the right side of Figure 3.7, where the Champ

observations show an equatorward propagating disturbance that is launched from the

southern high-latitudes around 7 UT. The GITM results on the other hand, show no
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such disturbance. This makes comparison of data and model particularly difficult.

Still, it is possible to make quantitative comparisons of several features.

On the dayside, Champ observations indicate two local maxima after the flare be-

gins. While GITM does not capture the second maxima, the first one does show up in

the simulation results. At 12:54 UT, GITM reaches a maximum value of 16.39x10−12

km/m3 at 2◦S latitude while the Champ observations indicate a local maximum at

12:54 UT and 6◦S latitude of 15.38x10−12 km/m3. This means that while the ob-

served peak occurs one GITM cell southward of the simulated one, the time at which

it occurs in the model is quite precise. The magnitude of the GITM maximum is

larger than that of Champ, however, the increase over the average pre-flare values at

the same latitude of the maximum is 45.7% for Champ compared to only 14.1% for

GITM.

Although the time at which GITM and Champ reach the local maximum values

is the same, the Champ densities begin to increase nearly an hour before the GITM

densities. This is due to the conservative approach used to specify the EUV flux

within GITM. Prior to the flare, GOES indicates an increase in the soft X-ray flux

beginning around 10 UT. A similar increase does not show up in the SEE data because

the last measurement prior to the flare was taken at 9:40 UT. In this case, there is

some ambiguity as to when the flare actually begins. Here, it is specified to begin

when the GOES flux gradient is sharpest, which is after 11 UT, and thus the smaller

flux increase that occurs prior to the flare is not captured by the model.

On the nightside, Champ indicates much more structure in the densities than

does GITM. As mentioned, there are obvious high-latitude disturbances in the data

effecting the mid- and low-latitudes that begin before the flare starts. In addition,

the background winds play a significant role in determining the location, time, and

magnitude of any nightside perturbations caused by traveling disturbances. For these

reasons there is increased uncertainty in making comparisons between observations
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and model on the nightside. Regardless, both model and data do show a slight

sudden increase in the densities beginning around 14 UT which maximizes in GITM

at 16:46 UT. In the Champ data, the density increase is observed as a light blue region

between ± 25◦ latitude starting between 14-15 UT. In the GITM plot, the background

density is much larger, so the response may be harder to see, although there is a

general decrease in the density from about 09 UT until the perturbation arrives on

the nightside, which the GITM plot shows to occur around 14 UT. This is much easier

to see in the bottom plots which show the values at -2◦ latitude. The model indicates

that this increase, averaged over +/-25◦ latitude for 3 hours is 15.3% compared to

20.5% as observed by Champ. This density enhancement in GITM corresponds to the

arrival of the nightward propagating gravity wave in the midnight sector. It is outside

the scope of this study to determine the relative importance of nightward propagating

gravity waves launched by solar inputs vs. traveling disturbances initiated by high-

latitude heating on the enhancement seen by Champ. However, the timing and the

magnitude of the disturbance suggests that this feature is at least in part influenced

by solar effects on the thermosphere.

3.2 Discussion of the global response to flares

GITM shows that the thermosphere can be highly effected by solar flares on both

the dayside and the nightside. While the focus of this study has been on the October

28, 2003 event, the characteristics of the thermospheric response were similar for both

the October 28th event and the November 6, 2003 event. At 110 km, the model indi-

cates that the atmospheric mass density at the sub-solar location is not significantly

perturbed. This is an expected result. During a solar flare, the shorter EUV wave-

lengths are enhanced the most. The solar flux at soft X-ray and EUV wavelengths is

severely perturbed during strong flares. As a consequence of the exponential decrease

of the neutral density with height, the altitude at which most of the photo-absorption
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Figure 3.7: Contour plots of neutral density from the Champ satellite (top) and from
GITM, extracted at the location of the satellite (middle), as well as a scatter
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Champ data plotted on top of the GITM results for comparison. The start
time of the flare is indicated by a vertical dashed line.

occurs is where the optical depth:

τ(λ, χ, z) =
∑

i

σi(λ)niHiCh(χ, z) (3.1)

is equal to unity (Kockarts, 1981). Here, χ is the solar zenith angle, σi(λ) the absorp-

tion cross section at wavelength λ for the species i with density ni, and scale height

Hi at altitude z, and Ch(χ, z) is the Chapman function. Figure 3.8 shows the altitude

at which unit optical depth is reached for wavelengths between 10 and 700 angstroms

on October 28, 2003 at 12 local time at the equator, as calculated by GITM. The

majority of the energy in this region of the spectrum is absorbed from about 120 to

nearly 200 km. The density perturbation at a specific altitude is primarily caused
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Figure 3.8: Altitude of unit optical depth vs. wavelength for October 28, 2003 at 12 local
time at the equator.

by heating below this altitude, so if there is little heating below, the density will

not be significantly effected. This means that during a flare, one would not expect

a significant density response to occur below 120 km. Near 120 km, where most of

the dynamic wavelengths deposit their energy, the thermosphere begins to have a

more substantial response. Above 200 km, the atmosphere is so rarefied that efficient

absorption of the solar radiation is minimal, and thus the temperature is not directly

effected by the flare. However, as energy is absorbed lower in the atmosphere, the

entire thermosphere hydrostatically expands, resulting in enhanced upward directed

vertical winds (Figure 3.3, right) that bring higher density air up from the lower ther-

mosphere. At 400 km, the integral effect also plays a substantial role on the density

perturbation. At higher altitudes, the local density is a function of the density at all

lower altitudes. Therefore, if the density is perturbed below 400 km, the density at

400 km will be effected.

In addition to significant density perturbations at 400 km, the thermospheric

temperature is also disturbed. Figure 3.9 shows the dayside average temperature

difference as a function of altitude at 12 and 13 UT, and indicates that conduction

plays a role in heating the thermosphere at higher altitudes. During the flare, the

lower thermosphere is heated the most, since the extra energy is mostly absorbed

there, as indicated in Figure 3.8. Due to this additional energy, less heat is conducted
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down from higher altitudes. Since the density is so much lower higher up, the extra

heat has a substantial effect on the temperature. Therefore, dayside heating of the

thermosphere above 200 km during a solar flare is primarily due to reduced downward

conduction.
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Figure 3.9: Altitude profile of the average dayside (SZA < 30◦) thermospheric temperature
difference between the perturbed and unperturbed simulations at 12 UT (left)
and 13 UT (right).

One of the most interesting features of the modeled response is the magnitude

of the nightside density perturbation at high altitudes. On the 28th, the maximum

nightside response at 400 km is only slightly smaller than the maximum dayside per-

turbation. This disturbance propagates from the dayside to the nightside at a speed

of approximately 1070 m/s, which is close to the local sound speed at 400 km plus the

bulk neutral wind velocity. On the nightside, the magnitude of the perturbation is not

only a result of upward directed flows. In fact, the vertical flows are enhanced down-

ward until 16 UT, even though the density perturbation is growing during this time.

Rather, the density increase is primarily due to the traveling disturbance converging
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on itself as it passes through the dawn and dusk sectors and over both poles. This

also results in significant adiabatic heating of the gas. Evidence of this is observed

in the temperature plots (Figure 3.4), where there is a significant temperature per-

turbation on the nightside at 400 km that corresponds, very closely, with the density

perturbation.

It may be expected that this nightside maximum would occur very close to the

anti-sunward point (SZA = 180◦), however, as mentioned, the largest perturbation

occurs at a SZA of 124◦. This is primarily due to the global distribution of neutral

winds that act to steer the disturbance. Figure 3.10 shows a time series of the

thermospheric density difference at 400 km beginning at 14:00 UT and ending at

20:15 UT with the neutral wind vectors (non-differenced) over-plotted. The plots are

spaced in time by 45 minutes. As the wave travels towards the nightside, the strong

equatorward directed flows determine the location of the maximum convergence. In

this simulation, steady high-latitude inputs were used that were characteristic of those

on October 28. These inputs drive ion flows that enhance the neutral winds. This

source of momentum along with the Coriolis force serve to make the wave not converge

at exactly 180◦ SZA.

The largest dayside density perturbation at 110 km occurs in the northern high-

latitudes, far from the sub-solar point (not plotted). The density perturbation is a

result of air from the high density sub-solar region being pulled northward by neutral

winds that are significantly enhanced by ion drag. In front of the leading edge of this

disturbance, the winds are significantly weaker and eastward, which is perpendicular

to the northward directed flow that is carrying the disturbance. This strong wind

gradient causes a pile up of neutral gas as the disturbance moves northward. As the

wave moves into the mid- and high-latitudes, the density perturbation continues to

grow. As the wave passes the terminator, however, it encounters mostly oppositely

directed neutral winds. This causes the wave to quickly slow and diffuse away.

86



Another interesting feature of the results is that there is a significant difference

between the day to night propagation speed, and the speed of the disturbance once it is

reflected back towards the dayside. The reason for this is demonstrated in Figure 3.10.

At all times, the global circulation pattern is dominated by pressure gradients that are

set up by solar heating. Prior to 16:30, the time at which the maximum perturbation

occurs on the nightside, the disturbance is spreading around the globe such that the

direction of propagation is in the direction of the neutral winds, anti-sunward. After

16:30, the wave begins traveling back towards the dayside. When the disturbance is

reflected, and starts propagating sunward, the wave encounters oppositely directed

winds, which act to slow the propagation. As the disturbance is slowed, it can easily

diffuse away, and therefore, is unable to completely propagate back to the dayside.

Remnants of the wave show up in the SZA < 30◦ region which causes a small secondary

maximum around 20:30 UT. By 23 UT, the largest perturbation in the thermospheric

density at 400 km is below 5%.

The results suggest that the day to night propagation speed is approximately

equal to the sum of the bulk wind speed and the local sound speed. This is also the

case for the reflected wave, however, the high-latitude winds have a more significant

influence on the reflected wave than the nightward propagating wave, since the effects

of the high-latitude drivers extend deep into the mid-latitude region. This means the

bulk velocity, on average, is larger (in the opposite direction) for the reflected wave.

Also, the high-latitude wind patterns on the nightside are much less isotropic than

the pressure gradient induced winds on the dayside. Therefore, the reflected wave

speed is much more dependent on location.

This work shows that the solar flares can have a significant effect on the entire

global thermosphere, and not just the dayside. Heating and atmospheric expansion on

the dayside can cause disturbances at all altitudes, and can lead to the propagation of

a large scale gravity wave that travels near the local sound speed plus the bulk neutral
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Figure 3.10: Difference contours of thermospheric density at 400 km beginning at 14:00 UT
(a) and ending at 20:15 UT (f). The neutral wind vectors from the perturbed
simulation are over-plotted. The red circle and the blue triangle indicate the
sub-solar point and anti-solar point respectively.

wind velocity and, at higher altitudes, efficiently transports energy to the nightside.

The thermosphere may then experience significant nightside density enhancements

and be subject to adiabatic heating as the wave converges on itself (4 - 5 hours after

the flare). While the trends in the thermospheric response are similar for both events

presented in this study, this does not mean that all flare events have the same effect

on the thermosphere. In chapter V, a more detailed examination is performed to

determine which characteristics of a flare are most important to the response, and

how the magnitudes of these characteristics effect the response.
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CHAPTER IV

Ionospheric Consequences

4.1 Introduction

The thermosphere is of particular interest to the scientific community not only

because of the importance of atmospheric drag, but also because it is highly coupled

to the ionosphere. Since the ion density in the upper atmosphere is always small

compared to the neutrals, the neutral atmosphere can have a significant effect on the

composition and motion of the ionosphere. Changes in the O/N2 ratio at a given

altitude can quickly lead to large changes in the production and loss rates of the

important reactions which control the ionosphere, drastically altering its magnitude

and composition. Also, horizontal neutral flows, which can be as a large as 1000 m/s

or more, can induce significant ion flows in mid- and low-latitude regions. Since the

ions are tied strongly to the field lines, they respond by being pushed higher or lower

in altitude, which can substantially alter the height and peak density of the F2 layer.

It is these changes in the ionosphere that have become the subject of more intense

research in recent years. Advancement of and dependence on space-borne technology

in areas such as navigation, communications, and scientific research are driving a need

for an understanding of how the thermosphere and ionosphere respond to dynamic

inputs to the system. One source of dynamics are sudden changes in the incident

solar extreme ultraviolet (EUV) radiation due to solar flares. Several studies have
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attempted to characterize the ionospheric effects due to flares (e.g. Afraimovich et al.,

2001; Tsurutani et al., 2005; Le et al., 2007). A sudden brightening of the solar flux in

the EUV wavelengths causes an increase in the photoelectron production everywhere

on the dayside. This can have significant effects on, for example, the propagation of

Global Positioning System (GPS) signals, are prone to significant error when there

are frequent changes in the total electron content (TEC) between the transmitting

spacecraft and the receiver.

A substantial ionospheric response is certainly expected on the dayside during a

solar flare, but it is also of interest to investigate how the rest of the ionosphere,

including the nightside, may respond to perturbed thermospheric dynamics. It is

demonstrated in chapter III that the thermosphere can be perturbed by more than

15% in just over an hour after the Halloween flare occurs. Also, anti-sunward propa-

gating gravity waves can lead to night-side density perturbations that are of the same

magnitude as the density enhancements observed on the dayside. In this chapter,

GITM is again used to investigate how the ionosphere is affected by these traveling

neutral atmospheric disturbances that result from the flare on October 28, 2003.

4.2 Simulation results

4.2.1 Conditions

Unlike the simulations in chapter III, for this investigation, FISM data (Section

1.2.1.1) are used to drive the solar EUV flux in GITM. Since it is of interest to try and

capture the exact amount of energy being input into the system, and thus, have the

best possibility of obtaining the correct magnitudes of the resulting perturbations.

Similar to the previous simulations, GITM is run twice, once using the FISM solar

EUV spectrum that included the October 28th flare (the perturbed simulation), and

again using a constant spectrum (the unperturbed simulation), where the values were
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set to the measured flux at the beginning of the day on the 28th. The high-latitude

convection patterns are specified by Weimer (1996) using constant solar wind values

typical of the time period. The solar wind properties were certainly not constant

during the 28th, however, the goal of the study is to evaluate the ionospheric response

due only to solar forcing. Therefore, the only external source of dynamics to the model

in the perturbed simulation is the changing solar flux, and there are no changing

external inputs in the unperturbed simulation.

4.2.2 Ionospheric response

A summary of the ionospheric and neutral response to the flare is shown in the top

panel of Figure 4.1, where the minimum, average, and maximum percent differences

are shown beginning at 0 UT on the 28th until 4 UT on the 29th. In addition, the

details of the ionospheric response are shown in Figure 4.2, where contour plots of

the vertical TEC percent difference along with the horizontal ion velocity difference

vectors (calculated at the HmF2 altitude) are plotted every hour beginning at 13 UT

and ending at 22 UT. In both cases, the differences are calculated by the equation:

TECperturbed − TECunperturbed

TECunperturbed

× 100,

The minimum (maximum) percent difference at any one time is simply the smallest

or most negative (largest) difference between the two runs at one cell location, while

the average difference is a surface area weighted global mean. The vertical grey line

indicates the start time of the flare.

When the flare goes off, there is a clear increase in the globally averaged TEC,

which maximizes at about 20%. This is the result of increased photoelectron produc-

tion on the entire dayside due to the increased EUV flux. Since the average calculation

is global, and therefore takes into account the nightside as well as the dayside, this
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Figure 4.1: (Top) TEC percent difference beginning at 10 UT on October 28, 2003 and
ending at 12 UT on the 29th. The solid, dotted, and dashed lines indicate the
global maximum, minimum, and average difference between the perturbed and
unperturbed runs. The start time of the flare is indicated by the solid grey line
just after 11 UT. (Bottom) The local time at which the maximum (solid line)
and minimum (dotted line) occurs as a function of UT.

percent difference is lower than it would be if only the dayside average was calculated

(∼40%). By 16 UT, this dayside perturbation has subsided (Figure 4.2), and while

the global average difference is still decreasing after 0 UT on the 29th, the difference

is minimal.

In addition to the dayside response, there are significant positive and negative

perturbations that occur long after the start of the flare. The bottom panel of Figure

4.1 shows the local time at which the maximum and minimum perturbations occur.

After the flare starts, at 11 UT, the maximum global perturbation is located close to
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noon. As time elapses, the largest global perturbation propagates towards the night-

side at an increasingly slower rate. Conversely, the minimum perturbation remains

on the nightside throughout the majority of the time period. These maxima and

minima are very localized features that reach their largest magnitudes nearly 6 hours

after the start of the flare. A more detailed description of the development of these

features is shown in Figure 4.2, which further demonstrates that these enhancements

and depletions occur in the nightside ionosphere (i.e., near the blue diamond, which

indicates 180◦ solar zenith angle (SZA)). The largest TEC enhancement develops over

the western coast of Australia beginning at 15 UT. By 17 UT, the perturbed sim-

ulation reaches a value of 5.9 TECU (where a TECU is 1016 electrons m−2) vs. an

unperturbed value of 3.3 TECU (79.0% difference). At the same time, a strong TEC

depletion develops over the western pacific and moves over the east coast of Australia

where the perturbed TEC value reaches .56 TECU vs. an unperturbed value is 5.6

TECU (-80.1% difference).

During this time period, the locations of the perturbations in the TEC are cor-

related to the perturbations in NmF2. Therefore, in order to determine the cause of

these ionospheric disturbances, it is useful to consider the dynamics taking place in

the F region, as that is where much of the TEC is located.

Since the large changes in the electron density occur on the nightside, local pro-

duction of electrons is not likely to be the cause of the positive perturbation, especially

given that the high-latitude drivers used during the perturbed and unperturbed sim-

ulations are identical. Instead, GITM results suggest that these features are a ramifi-

cation of coupling with the neutral atmosphere. Chapter III shows that during large

flares, gravity waves may be launched in the thermosphere that propagate nightward

at the local sound speed plus the background wind velocity. While enhanced neutral

zonal winds do not have a strong effect on the transport of the charged species because

the ions are restricted to motion along the field lines, enhanced neutral meridional
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Figure 4.2: TEC percent difference at 10 different times on October 28, 2003 beginning at
13 UT (a) and ending at 22 UT (j). The vectors show the ion velocity difference
between the perturbed and unperturbed runs. Local noon and midnight are
indicated by the red circle and blue triangle respectively.
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winds can result in a larger meridional ion velocity. In this case, beginning at 13 UT,

perturbed neutral winds lead to enhanced ion flows in the south pole region (Figure

4.2, panels a, b, and c). The ion flows are enhanced enough to cause a larger tongue

of ionization over the south pole in the perturbed simulation, increasing the electron

concentration on the nightside. While the ion velocity is relatively unchanged just

south of Australia, the stronger ionization tongue is supplying the region with more

electrons for the nominal meridional wind, which is setup by the day-to-night pressure

gradient as well as the high-latitude convection pattern, to push equatorward. This

is shown in Figure 4.3, in which the electron density at 15 UT (the time at which the

nightside positive perturbation is beginning to grow) is plotted at 401 km, which cor-

responds to the HmF2 in the region south of Australia during this time period. Both

the perturbed and the unperturbed simulations are shown. Figure 4.3 shows that the

NmF2 south of Australia in the perturbed simulation is approximately 2.4e11 1/m3

whereas the unperturbed NmF2 is 1.7e11 1/m3 a difference of 41%. It is important

to note that while the absolute difference between the perturbed and unperturbed

NmF2 in the low-latitudes is larger than that south of Australia (approximately 3.8e-

11 1/m3), the percent difference is much smaller (14%). After 17 UT, the meridional

wind perturbation over the west coast becomes negative as the thermospheric wave

reflects back towards the dayside. These enhanced southward winds push the iono-

sphere down field lines, where the recombination rates are larger due to higher N2

densities, and the enhancement slowly dies away.

GITM results suggest that the mechanism behind the large negative electron den-

sity perturbation that forms over the east Australian coast is also related to dynamics

in the ion velocity. The depletion develops at the location where there are enhanced

northward ion winds (Figure 4.2). While this occurs in the near-midnight sector,

the location of the perturbation is more than 1 hour behind midnight, and therefore

the tongue of ionization does not effect the electron density in this region. Without
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Figure 4.3: Electron density (m−3) at 15:00 at 401 km for the unperturbed (top) and
perturbed simulations (bottom).

the addition of electrons through the tongue of ionization, the enhanced northward

meridional winds push the ionosphere upwards in altitude, along field lines. Figure 4.4

shows the electron density altitude profile for the perturbed simulation (solid lines)

and the unperturbed simulation (dashed lines) beginning at 14 UT and ending at 17

UT. In both simulations, the altitude of the peak density is around 350 km at 14 UT

(purple lines). By 15 UT (blue lines), the HmF2 has moved upwards, and the density
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at the top of the model is significantly larger than earlier. As time progresses (green

and orange lines), the peak density occurs at the top of the model, and the magni-

tude becomes smaller. This means that there are significant vertical ion flows at all

altitudes pushing the electrons out of the model domain. In both simulations, the

day-to-night pressure gradient in the thermosphere drives northward neutral winds

at this location that result in a nominal upward motion of the ionosphere. However,

Figure 4.4 indicates that the electrons are pushed out of the top boundary faster in

the perturbed simulation than in the unperturbed simulation. This is due to the

larger northward neutral velocity in the perturbed simulation dragging the ions more

quickly up the field lines.

While the upward movement of the ionosphere clearly has an effect on the electron

density at a given altitude, the TEC along a field line is not likely to be largely effected

because the electrons are only moving to a higher altitude along the same field line.

The model indicates a TEC depletion at this time only because the ionosphere has

been pushed above the top of the model. In fact, since the ionosphere is being pushed

up, slower recombination may actually result in an overall larger TEC magnitude.

However, the model results shed light into the importance of neutral coupling on

the ionosphere, especially during dynamic time periods. The results indicate that

the ability of the enhanced horizontal neutral flows, which develop as a result of a

solar flare that began several hours ago on the opposite side of the planet, to lead to

significant vertical motion of the ions is important for determining the altitude of the

F2 peak, as well as the rest of altitude profile of the ionosphere.

4.3 Discussion of ionospheric consequences

It is expected that the ionosphere should respond significantly to a solar flare.

On the dayside, high EUV fluxes result in higher photoelectron production, and ulti-

mately, a widespread increase in vertical TEC measurements. However, GITM indi-
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Figure 4.4: Electron density vs. altitude beginning at 14 UT and ending at 17 UT for the
unperturbed (dashed lines) and perturbed simulations (solid lines) over the
east coast of Australia (152.5 E longitude and 32.5 S latitude).

cates that perturbations in TEC can be more substantial elsewhere in the ionosphere,

and that these perturbations can begin many hours after the onset of the solar flare.

Traveling thermospheric disturbances, which propagate to the nightside and converge

on themselves near midnight, cause substantial compositional and dynamical neutral

perturbations. As a result of the changes in the thermosphere, the electron density,

and therefore TEC, can be both depleted and enhanced in localized regions on the

nightside for more than 15 hours after the flare.

The most significant ionospheric perturbations occur in the southern hemisphere

around midnight. The largest TEC enhancement, which begins around 15 UT, is due

to an enhanced tongue of ionization in the summer hemisphere. It is expected that

a similar feature would develop in the northern summer under similar forcing, since,

after the flare, the neutral winds are more disturbed in the summer pole than in the

winter pole. The location of the depletion that results from the lifting of the of the
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ionosphere depends on several factors which determine that ability of the neutrals to

force the ions, such as where the neutral winds are enhanced as well as the neutral

density, and also, the ability of the ions to move vertically (therefore, the inclination

of the magnetic field at that location). In this case, the enhanced ion velocities occur

where the neutral density and neutral winds are also perturbed, which corresponds

to the region of neutral wind convergence on the nightside. Therefore, there is no

reason to expect that this feature is limited to the southern hemisphere, but rather,

is dependent on the relationship between the location of neutral convergence, the

respective density enhancement in that location, and how close that location is to the

magnetic equator.

As mentioned, GITM does not include self-consistent low-latitude electrodynam-

ics. The addition of such physics to the model will clearly have an effect on the

overall structure of the ionosphere, especially at mid- and low- latitudes. Most likely,

inclusion of low-latitude electrodynamics would have a significant effect on the lo-

cation of the perturbations indicated in the results. This is because the location

of the perturbations is dependent on where the north-ward electron density gradi-

ent becomes positive on the nightside. In this study, the perturbations that result

from the solar dynamics are of interest. The model results indicate that the largest

localized perturbations occur on the night-side near Australia. This is far enough

south of the magnetic equator such that the addition of low-latitude electrodynamics

should have little effect on the magnitude and location of these perturbations. How-

ever, given a situation where the convergence of neutral flows on the nightside occurs

closer to the magnetic equator, low-latitude electrodynamics are expected to play a

more significant role.

These features all have important operational implications due to their localized

nature and severity. The perturbations observed in the model are all highly dependent

on both the neutral wind and ion convection patterns and therefore on the current
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geomagnetic conditions. The ability to predict such features, then, is an extremely

difficult task, since it is important to correctly specify the advection of both the ion

and neutral species as well as correctly specify the external drivers acting on the

system. While global models are well suited for this purpose, more work must be

done to further understand the important physics taking place. It is important to

continue to validate models against in-situ data taken in both the thermosphere and

ionosphere so that further understanding about the global nature of the response of

both the neutral and ionized atmosphere to solar flare events can be developed.
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CHAPTER V

Characteristics of a Flare and Their Effects

5.1 Introduction

The previous chapters focused on examining how the atmosphere responds to real

flare events. While these investigations have helped shed light on the magnitude of the

perturbations associated with an increase of the solar radiation on a global scale, this

chapter is meant to supplement the previous work with more detailed investigation

into quantifying how each of the individual aspects of a flare affect the response. This

is accomplished through the use of idealized simulations, in which synthetic solar flux

data is used to drive GITM. Ultimately, the goal of this particular study is to examine

the way in which the different characteristics of a flare affect the thermospheric density

at 400 km.

5.2 Solar inputs

The flare characteristics examined in this study are the (a) total integrated energy,

the (b) peak flare magnitude, the (c) background flux magnitude, the (d) elapsed

time between the pre-flare background flux and the peak flux (rise time), and the (e)

elapsed time between the peak flux and the post-flare background flux (decay time).

The reason for the use of synthetic data is that it is not possible to drive the model
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using actual solar flux measurements and separate out the effects due to the above

mentioned quantities. Artificial data, on the other hand, can be used to drive the

model under different solar flares that share some of the same characteristics. For

example, since it is of interest to examine the relationship between the total amount

of energy incident on the thermosphere during a flare and the response, it would be

useful to have data during several solar flares, where each have the same background

and peak flux, as well as the same elapsed time between the background flux and the

peak flux, while the total energy incident (and thus decay time) during each flare is

different. It is not possible to do such a study using real flare events, where, for even

two flares, none of the characteristics are likely to be constant, let alone during 4 or

5 flares. But by using synthetic data, such experiments are possible.

The synthetic data used in this study are not completely fabricated. For each

of the flares mentioned in this chapter, the input fluxes are based on data from the

Halloween flare. Specifically, the pre-flare flux, maximum flux, and total integrated

energy are used as starting points from which to create a solar flare spectral profile,

and then, depending on the characteristic of interest, the flare profile is tweaked

accordingly. This is done several times for each characteristic, and GITM is run

using the corresponding solar flux data. All other inputs are held constant between

the runs, therefore, any difference in the results between each simulation is due only

to use of a different solar driver. In each case, GITM has been run for 24 hours

prior to the solar flare in order to achieve a pseudo-steady state. In addition, for

normalized comparison purposes, a baseline simulation has been performed in each

case, in which the solar flux is held constant throughout the duration of the event.
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5.3 Results

5.3.1 Total integrated energy

Intuitively, one of the most important characteristics of a solar flare, with regard

to the thermospheric response, is the total integrated energy incident into the atmo-

sphere above the background energy level. After all, it is this energy that causes the

high thermospheric temperatures, forms the ionosphere, and sets up the global circu-

lation patterns in the first place. The total integrated energy above the background is

the total energy incident into the atmosphere summed over all wavelengths, above the

background, integrated over the duration of the solar flare. In order to examine the

effect the total integrated energy has on the density response, four flare simulations

are performed using GITM. Each of the flares inputs a different amount of energy

into the system. This is accomplished by holding the flare magnitude and peak time

constant, while allowing the decay time to vary. The temporal profile of the solar

flux for .1–.8 nm is shown in the top panel of Figure 5.1. The flares are labeled by

the numbers 0.33, 0.67, 1.0, and 1.33, which are based on the relative amount of

integrated energy each of them inputs into the atmosphere. For example, the 1.33

flare inputs 1.33 times as much energy as the 1.0 flare, the 0.67 flare inputs 0.67 times

as much energy as the 1.0 flare, etc. For reference, the peak time, peak magnitude,

and total integrated energy values for the 1.0 flare are similar to those for the actual

Halloween flare.

The bottom 3 panels of Figure 5.1 show the global average, global maximum, and

global minimum neutral density response respectively for 24 hours following the onset

of the solar flare. The density percent difference for each case is calculated by the

equation

ρ%diff =
ρflare − ρbaseline

ρbaseline

x100.

The minimum (maximum) values are taken at the horizontal grid cell that contains
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Figure 5.1: (Top) Log10 solar flux from .1 - .8 nm for the 4 solar flares used to drive GITM.
Each color represents a flare with a different total integrated energy, normalized
to 1. The background and peak fluxes are constant between all flares, as is the
time duration between the background and peak flux. The filled circles indicate
the time at which the maximum density perturbation occurs. Also shown are
the global averaged (2nd from top), global maximum (2nd from bottom) and
global minimum (bottom) mass density perturbations resulting from each flare.
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the smallest (largest) difference over the entire globe, at 400 km.

Qualitatively, the global average response behaves in an intuitive manner. The

flare with the most incident energy causes the largest density response. In addition,

larger the flare, the longer the duration of atmospheric perturbation. However, it is

difficult to say whether the duration of the response is more dependent on the amount

of energy being input or on the length of the flare itself, since this is not constant

from simulation to simulation. This will be addressed further at a later point in the

chapter.

In terms of the maximum global average for each of the 4 cases, the perturbations

are 3.25%, 6.63%, 9.88%, and 13.08%, respectively. This means that the maximum

global average density perturbation due to the 0.33 flare is 1/3 times the density

perturbation due to the 1.0 flare, the perturbation due to the 0.67 flare is 2/3 times

the perturbation due to the 1.0 flare, and the perturbation due to the 1.33 flare is

1.32 times the density perturbation due to the 1.0 flare, suggesting that the global

average density response is quite linearly related to the additional energy being input

to the system.

The global maximum perturbations behave in a similar manner. The largest

perturbations that occur throughout the day due to the 0.33, 0.67, and 1.33 flares are

0.35, 0.70, and 1.32 times the perturbation due to the 1.0 flare respectively. This also

suggests that the global maximum perturbation is linearly related to the additional

energy being input. In addition to the primary maxima in the global maximum

results, there are secondary maxima that occur 6–7 hours after the start of each flare.

These maxima are a result of a traveling atmospheric disturbance converging on itself

on the night-side. While the night-side density enhancement itself correlates with

the amount of extra energy being input into the system, the ratio of the maximum

night-side perturbation to the maximum dayside perturbation is higher for the weaker

flares (0.95,0.83,0.79, and 0.88 for the 0.33, 0.67, 1.0, and 1.33 flares respectively).
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The minimum percent difference plot gives an indication of the time at which the

traveling atmospheric disturbance has affected every part of the globe. As discussed in

Chapter III, the speed of propagation of this disturbance is roughly equal to the local

sound speed plus the background velocity. Therefore, the total integrated energy is

not expected to have an effect on this time, which is supported by the bottom panel of

Figure 5.1, since the time at which the global minimum perturbation becomes larger

than zero is the same for each of the flares. Beyond that, the global minimum figure

gives an indication of how much the entire globe is affected by the flares in much the

same way that the global average figure does: Larger flares result in a larger density

perturbation, everywhere.

The one remaining piece of information that can be obtained by these plots has

to do with the timing of the global density response. While the rate of increase of

the global average density enhancement is constant for each of the flares, the time at

which the peak enhancement occurs is not. In the top panel of Figure 5.1, each of

the flux profiles has a corresponding filled circle. These circles indicate the time at

which the peak global average density enhancement occurs for each of the flares. In

all of the cases, the peak enhancement occurs very near the time at which the flare

ends. This indicates that the most important factor in determining the time of the

maximum global density response is the decay time of the flare.

5.3.2 Different peak magnitude

High background flux

Next, several GITM simulations are performed in order to quantify the effect of the

peak flare magnitude has on the global response to a flare. In this case, GITM is run

using five different solar flares, each having a different peak EUV flux value, but the

same total energy integrated over the life of the flare. The temporal profiles of each
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of these flares is shown in the top panel of Figure 5.2. The relative magnitudes of

each of the flares are normalized to 1, thus the 0.25 flare has a peak flux magnitude of

0.25 times that of the 1.0 flare, etc. As is the case in section 5.3.1, the 1.0 flare uses

similar background flux, peak flux, and total incident energy values as the Halloween

flare. In each of the 5 cases, the background flux as well as the elapsed time between

the background flux and the peak flux are identical. In addition, the total integrated

energy above the background incident into the thermosphere throughout the flare is

constant.

The top panel of Figure 5.2 further reinforces the above conclusion that the timing

of the peak global perturbation is determined by the decay time of the flare. These 5

flares span a greater amount of time than those in section 5.3.1, yet, as indicated by

the filled circles, the maximum perturbation always occurs near the time when the

flare ends.

The other panels in Figure 5.2 show a more detailed description of the thermo-

spheric response to the 5 different flares. The global average (2nd from top), global

maximum (3rd from top), and global minimum (bottom) are all plotted as a function

of time for the 24 hour period following the beginning of the flare. One of the most

interesting features in the density response to the 5 flares is that while the peak of

the global average perturbation decreases with the relative magnitude of the flare,

the dependence is not very strong. The peak global perturbations are 8.1%, 9.3%,

9.9%, 10.2%, and 10.2% for the 5 flares, from lowest to highest peak flux. This range

of density enhancements is very small compared to the range of enhancements when

calculated on a cell-by-cell basis (global maximum plot), which are 14.0%, 19.7%,

25.1%, 27.7%, 28.1% respectively.

In the maximum difference plot, two maxima occur during the day, one prior

to 5:00 UT for each of the flares and another between 5:00 and 10:00 UT. These

maxima correspond to the night-side response to a traveling atmospheric disturbance
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Figure 5.2: (Top) Log10 solar flux from .1 - .8 nm the 5 solar flares used to drive GITM.
Each color represents a different peak flare magnitude, normalized to 1. Also
shown are the global averaged (2nd from top), global maximum (2nd from
bottom) and global minimum (bottom) mass density perturbations resulting
from each flare. The filled circles in the global average plot indicates the total
integrated energy input to the thermosphere above the background up until
the time of the maximum density response.

launched on the day-side as a result of the flare. As is the case on the day-side, the

night-side response is dependent on the flare magnitude. However, once again the
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ratio between the night-side and day-side response is not constant. Instead, as the

relative magnitude of the flare increases, the ratio decreases. For these 5 flares, the

ratios are 0.76, 0.77, 0.81, 0.96, 1.0 from the largest flare to the weakest respectively.

Low background flux

GITM is run with another set of 5 flares in order to examine the effect that the

background flux has on the thermospheric response. For these 5 flares, (Figure 5.3,

top panel) the pre-flare solar flux, peak solar flux, and total incident integrated energy

above the background have been divided by two. This results in a temporal profile

for each of the flares that is very similar to those in Figure 5.2.

A comparison between the density response plots in Figures 5.2 and 5.3 shows the

effect that reducing the pre-flare flux, peak flux, and total energy has on determining

the magnitude of the thermospheric response. The maximum global perturbation for

these 5 flares is 8.6%, 9.6%, 10.2%, 10.3%, and 10.3% for the weakest to strongest

flares respectively, and the largest global maximum difference is 15.9%, 22.1%, 27.4%,

28.1%, and 28.1%. These percentages are nearly the same as those calculated for the

high background flux cases. This means that thermospheric response to a large flare

when the background is in a relatively excited state is the same as the response to a

small flare when the thermosphere is in a low background state. In other words, for

the exact same flare that is launched when the thermosphere is in an excited state vs.

a low state, the response will be larger, by percentage, for the thermosphere in the

low state. These numbers are a little deceiving though. Table 5.1 shows the absolute

difference between each of the flares and the baseline simulation for the high and

low background flux case. As expected, dividing the total energy by two results in a

significantly lower absolute increases in the density during the flare. In each of the

5 cases, the resulting density increase is approximately 3.2 times as large when more

energy is input into the system.
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Figure 5.3: Same as Figure 5.2 except the pre-flare solar flux, peak solar flux, and total
integrated energy for each flare is divided by two. Also, the global minimum
difference plot is not shown.

5.3.3 Different background to peak flux time

So far, it has been determined that the total incident energy, maximum flare

magnitude, and decay time are all important for determining the magnitude and

timing of the density response in the thermosphere. All of the cases examined so

far have resulted from flares that all have the same background to peak flux time

of 10 minutes. For these next cases, the incident energy and peak magnitudes are

held constant while the background to peak flux timing is changed from flare to flare.
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Global Average Absolute Difference
Flare High Backgrounda Low Backgrounda

0.25 2.90 0.88
0.5 3.60 1.10
1.0 4.06 1.27
1.75 4.26 1.32
2.5 4.29 1.32

Table 5.1: Table of global average absolute differences between each of the 5 flares
and the baseline simulations for both the high and low background cases.
ax10−13 kg/m3

As is the case for the previous sets of flares, the decay time is allowed to adjust

accordingly to allow the incident energy to remain constant. The solar flux profiles

for these simulations are shown in the top panel of Figure 5.4. The bottom two

panels of Figure 5.4 show that both the global average and the global maximum

density perturbation are not strongly affected by the rise time of the flare. There is

less than 1.5% relative global average difference between a flare that reaches its peak

magnitude in 1 minute and a flare that does so in 40 minutes. During the first hour

after the beginning of the flare, the maximum perturbation is as much as 6% larger,

due to the difference in the magnitude of the flux, but after that, the relative global

maximum difference is always less than 2%.

Figure 5.4 also reiterates the importance of the decay time in determining the tim-

ing of the density response. These flares are the only ones that end within 30 minutes

of each other. As a result, the peak density perturbations all occur at approximately

the same time.

5.4 Discussion on the impact of flare characteristics

The use of synthetic solar flux data makes it possible to study the effects of some of

the important characteristics of a solar flare on the thermosphere, independently. In

this study, the effect that the total time integrated incident energy, peak flare EUV
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Figure 5.4: (Top) Log10 solar flux from .1 - .8 nm for the 5 solar flares used to drive GITM.
Each color represents a different peak time. Also shown are the global averaged
(middle) and global maximum (bottom) mass density perturbations resulting
from each flare. The filled circles in the global average plot indicates the total
integrated energy input to the thermosphere above the background up until
the time of the maximum density response.

flux, background flux, background-to-peak flux elapsed time, and flare decay time

have on the thermospheric density at 400 km have been investigated. It is found that

of these, the global average density response and the magnitude of the global minimum

perturbation are linearly dependent on the total integrated energy. The integrated

energy and the peak flare magnitude both contribute to the global maximum response

(while the relationship is somewhat linear for the integrated energy, it is not for the

peak flare magnitude). In addition, while the background-to-peak flux time duration
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has little affect on the response of the system, the decay time is very important in

determining the timing of the peak global average response. This last point helps to

shed light on the fundamental physical processes that are responsible for the overall

response of the system. It seems somewhat logical to expect that the maximum

global response occur at a fixed time after the peak of the flare. The fact that that

the maximum response occurs when the solar flux has nearly returned to a background

level means that, on a global scale, the thermosphere is slow to respond to a change

in solar forcing. During a solar flare, the additional energy being input into the

thermosphere heats the gas in the region that the energy is absorbed (from 100 -

200 km). As a result the gas expands, and at higher altitudes, the density increases

because the denser gas from below is pushed upwards. In order for the atmosphere to

relax back to a nominal state, the additional energy needs to be lost somehow. The

primary loss mechanism for this extra energy is nitric oxide (NO) cooling (Figure

1.6). The loss processes are slow, however, and the system only reaches equilibrium

(global energy in equals global energy out) when the extra solar energy coming into

the system has nearly returned to the background level.

To try and better quantify the balance of energy in the system, Figure 5.5 shows

the temporal profile of the global average NO cooling difference between each of the

flares described in 5.3.2 and the baseline simulation, at 155 km, at a time resolution

of 30 minutes (as opposed to 15 for the density results above). Figure 5.5 shows that

the nitric oxide cooling responds on both short time scales and long time scales. This

is determined by noting how quickly the cooling increases after the start of the 2.5

flare, yet how long the perturbations last, even though the flares all have ended by 7

UT. Since the most important characteristic of the flare when determining the global

average density response is the incident energy, and if it is assumed that NO cooling

is the dominant energy loss process, one can come up with an empirical formula to

predict the behavior of the system during and following a solar flare. Simplistically,
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Figure 5.5: NO cooling global average percent difference for the flares described in section
5.3.2.

such a formula should be of the form:

ρ(t) = ρ(t − 1) + A · E(t) − B · QNO(t) (5.1)

where A and B are weighting coefficients, E is the energy as a function of time, t,

and QNO is the time dependent NO cooling. The second term on the right hand side

of Equation 5.1 is simply due to the incident EUV energy at the time of interest. The

NO cooling term in Equation 5.1 should also be dependent on the EUV energy being

absorbed by the system, since it is this energy that is perturbing the NO density,

leading to the enhanced cooling, however, as suggested by Figure 5.5, this term is

not only due to the instantaneous energy being absorbed, but also the energy that

was absorbed several hours prior to the time of interest. Therefore, one can write a

formula such as:

QNO(t) = a1E(∆t0.25) + a2E(∆t0.5) + a3E(∆t1) + a4E(∆t2) + . . . + anE(∆t24) (5.2)

where an are weighting coefficients that specify the relative importance of each of the

terms, and E(∆tn) refers to the total energy absorbed in the tn hours prior to the

current time.
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Using the above formulation, the equations:

ρ(t) = ρ(t−1)+0.06(1.0E(∆t0.25)+0.1E(∆t0.5)−0.327NO(t)−(0.01
ρ(t − 1)

NO(t) + 0.01
))

(5.3)

NO(t) = 0.2E(∆t0.25) + 0.1E(∆t2) + 0.4E(∆t6) + 1.2E(∆t12) + 1.2E(∆t16) (5.4)

can be obtained that describe the density and NO cooling enhancements at a specified

time, t, based on the density at the previous time and the total integrated energy

above background into the system 0.25, 2, 6, 12, and 16 hours prior to the time of

interest.

Figure 5.6 shows the results of this simple formula for the flares discussed in the

first half of section 5.3.2. The calculated density perturbation is within 1% for all

of the flares, the time of the maxima are always within 15 minutes. By about 20

hours after the beginning of the flare, the NO cooling enhancements have all returned

to zero. Since the flares have long since ended, both the energy in and the energy

loss rates should be zero, and this would mean that the global average density would

have a zero gradient. However, the GITM simulations suggest that the NO cooling is

still slightly perturbed at this time, and this long after the flares, the thermosphere is

expected to have a negative gradient so as to push the system towards its unperturbed

state. For this reason, the last term in Equation 5.3 has been added. This is a small

term that becomes important only when NO cooling becomes small, and acts to

ensure that the system returns to it’s background state. This term is justified since

this simple formula only accounts for nitric oxide cooling as a loss process. In reality,

there are other losses such as oxygen cooling and conduction that play a role in

returning the system to an unperturbed state. At first glance, one would expect this

term to be dependent on energy in, since if the EUV flux never returns to background

levels, then the system should not continue to relax to its previous state. This, in fact

is the case, since the NO term is dependent on the energy in. In such a case, when the
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post-flare EUV flux is larger than the background, or pre-flare, flux, then the post-

flare NO cooling term will be larger than zero, and the final term in Equation 5.3 will

not be important, eventually allowing the positive EUV energy term to balance the

positive NO cooling term, resulting in a constant, positive density enhancement.
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Figure 5.6: NO cooling percent enhancement (top) and density enhancement at 400 km
(bottom) for 24 hours following the solar flares described in section 5.3.2 as
calculated by equations 5.4 and 5.3.

Figure 5.7 shows the density response to the September 7, 2005 X17 flare that

occurred at 19:40 UT using this formula. The maximum global average perturbation

calculated during the response is about 14%, roughly 1.5% lower than what GITM

suggests the maximum enhancement to be. Much of the error is primarily the result

of the choice of the pre-flare solar flux. This is a difficult decision to make since this

value is rarely constant. Equations 5.3 and 5.4 were developed using the synthetic data

described in this chapter, and therefore, the solar EUV temporal profiles consisted

of a constant value prior to, and after, the flare. This certainly is hardly the case in

reality. Rather, in calculating the response, a mean flux value needs to be obtained

based on the flux prior to the flare. The duration of time used to calculate the average
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Figure 5.7: Density enhancement at 400 km for 24 hours following the solar flares that
occurred on September 7, 2005, calculated using equations 5.4 and 5.3.

flux is dependent on how dynamic the flux is prior to the flare. In addition, oxygen

cooling and conduction certainly play a role in removing the extra energy from the

system, and diffusion will assist in the removal of excess density. None of these factors

are meant to be accounted for by such an equation, rather, the goal is to show that it

is possible to come up with a simple formula based on knowledge only of the energy

being added to the system, that does a reasonable job of calculating the perturbation

in NO cooling, and how the resulting increase in radiative cooling balances the excess

energy to determine the thermospheric density enhancement.

The discussion of flare characteristics in this chapter has primarily focused on

one type of flare, since the synthetic data used is based on a single flare. It may be

expected that different flares that are launched from different regions of the sun may

not always behave in the same manner. What is meant is that the temporal profile of

a solar flare over all EUV wavelengths may not always be the same from flare to flare.

An example of this is illustrated in Figure 5.8, where the percent difference between

the peak flux and the pre-flare flux is shown vs. wavelength for the October 28, 2003,
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November 02, 2003, September 7, 2005, and September 9, 2005 solar flares. In order

to make comparison easy, the percentages have been normalized to the November

02, 2003 flare. Figure 5.8 shows that the solar flux increase at every wavelength

between flares is not always the same. It this were the case, each line would be

perfectly horizontal. The difference between the size of the flare would be evident

by the shift of the horizontal line. In reality, different flares have different responses

at different wavelengths. It is interesting that the October 2003 flare line is in fact

nearly horizontal. This is because this flare came from the same sunspot group as

the November 2003 flare. The September 7, 2005 flare shows a much stronger relative

increase in the X-rays than do the other flares, as well as the wavelength region of

the spectrum from 90–105 nm. The consequences of these differences on the Earth’s
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Figure 5.8: Percent difference between peak solar EUV flux and pre-flare EUV flux vs.
wavelength for 4 solar flares, normalized to the 11-02-2003 flare.

upper atmosphere are an interesting topic for future studies.
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CHAPTER VI

Thermospheric Observations During Flares

6.1 Introduction

In this chapter, data from several upper atmospheric instruments are presented

to show that observations of thermospheric variables can capture perturbations that

occur following the onset of a solar flare. Specifically, two time periods are discussed,

during which multiple solar flares occurred within several days of one another. Chap-

ter I outlines some of the issues with performing an analysis of the upper atmospheric

response to solar flares using satellite measurements. Ideally, observations of mass

density, neutral temperature, or the number densities of some of the important neu-

tral species would be used for an in-depth statistical study to further support the

results of the model. However, measurements of such quantities are quite rare for a

number of reasons. For one, there are a limited number of instruments in orbit that

make measurements of thermospheric quantities in general. This is due to the amount

of funding for missions to do aeronomic research. In addition, low-uncertainty mea-

surements of quantities such as temperature and mass density are difficult to obtain

due to the tenuous nature of the thermosphere.

Chapter III demonstrated that the largest density perturbations in the thermo-

sphere occur near solar zenith angles (SZA) of 0◦ and 180◦, or near the sub- and

anti-solar points. Therefore, it would be ideal to have many measurement datasets
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for all of the large solar flares, where the measurements are taken at low SZAs and

at time-scales of less than a few minutes. While there are thermospheric observa-

tions that sample low SZAs, the fact that there are really only a few instruments

collecting data of interest to this study means that it is impossible to simultaneously

have good geographical coverage, at high temporal resolution, for every solar flare

that occurs. The measurements available from Champ, GUVI, and SABER do, how-

ever, allow for event-by-event analysis of a few solar flares, and so it is the goal of

this chapter to show that in addition to the measurements presented in Chapter III,

observations can capture the effects of solar flares on the thermosphere. Ultimately,

this chapter demonstrates two main points: 1) There are observations that show that

the thermosphere can be significantly affected by solar flares; and 2) the response of

the thermosphere to solar flares is different on a case-by-case basis, and while ob-

servations may capture the perturbations that result from one solar flare, they may

not observe any effect in the atmosphere for another. While a detailed data-analysis

of solar flare events is an important study, and something the author would like to

accomplish as part of the future work on this topic, this chapter further illustrates

the extreme difficulty in performing such a study.

6.1.1 Datasets

In addition to the mass density data from the Champ satellite, which has already

been discussed in this thesis, there are a few other instruments that have provided

measurements during X-class solar flares.

The GUVI instrument has been providing altitude profiles of atomic oxygen and

molecular oxygen and nitrogen since 2002. GUVI is an ultraviolet spectrograph that

measures photons emitted by the gas in the thermosphere in a swath that is approxi-

mately 3000 km wide in a typical orbit that covers day, night, and auroral locations.

It accomplishes this by performing cross-track scans of the Earth every 15 seconds. In
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addition to performing a disk scan, the instrument is capable of viewing the Earth’s

limb between angles of 67.2◦ and 80◦ from nadir, which corresponds to tangent point

measurements from 152 km to 592 km above the horizon, obtained from a distance

of 1215 km. The instrument samples all latitudes every 90 minutes as a result of the

orbital period of the TIMED satellite.

Also on-board the TIMED satellite, the SABER instrument has provided O2,

CO2, NO, and other volume emission rates since 2002. SABER takes measurements

of infrared emissions by sounding the atmosphere from the surface up to about 180 km

at both day-side and night-side locations. It performs observations by scanning the

Earth’s limb once every 58 seconds, and collects measurements covering 15 longitude

bands (that are all at the same solar local time) each day due to the TIMED satellite’s

90 minute orbit.

6.2 Observations

The above mentioned instruments all began taking measurements around the be-

ginning of 2002. Since then, there have been many large X-class flares. On two sep-

arate occasions, multiple flares occurred within 2 days of one another. Such events

are ideal for comparison because each of the sets of flares in these instances will have

formed under similar background solar conditions. Therefore, the spectral profiles

should be similar between each of the flares in a set. The first set occurred between

November 2, 2003 and November 5, 2003. During this time period there was an X8

flare on the 2nd at 17:15 UT, an X3 and an X4 flare on the 3rd at 1:20 and 9:50 UT,

and an X18 flare on the 4th at 19:40 UT. The second set occurred in September 2005:

an X17 flare on the 7th at 17:25 UT, an X5 flare on the 8th at 21:00 UT, and an X3

followed by an X6 at 9:55 and 19:35 UT, respectively, on the 9th. A summary of these

flares is presented in Table 6.1, and the GOES data for these events are plotted in

Figures 6.1 and Figures 6.2. Figures 6.3 and 6.4 show the locations of observations
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Flare magnitude Date Time (UT)

X8 11/02/2003 17:15
X3 11/03/2003 01:20
X4 11/03/2003 09:50
X18 11/04/2003 19:40

X17 09/07/2005 17:25
X5 09/08/2005 21:00
X3 09/09/2005 09:55
X6 09/09/2005 19:35

Table 6.1: X-class solar flares during two time periods

up to 90 minutes after the flares, for the X8(left) and X18(right) flares that occurred

in November 2003 and the X17(left) and X6(right) flares that occurred in September

2005.
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Figure 6.1: GOES data from November 2–5, 2003.
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Figure 6.2: GOES data from September 7–11, 2005.
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Figure 6.3: Observation locations for 11/02/2003 (left) and 11/04/2003 (right) flares for
90 minutes following the onset of the flares. The S characters denote the start
of the orbit.

In Figures 6.5, 6.6, and 6.7, O2 number density observations from GUVI, mass

density from the Champ satellite, and O2 volume emission rates from SABER are

shown during the November 2003 events. In addition, GITM simulations have been

performed for this time period for comparison purposes. As is the case for all the

simulations performed in this thesis, high-latitude forcing has been held constant. The

solar EUV flux is the only external driver that is allowed to vary, and it is specified

by FISM. This means that any perturbations in the data due to other forcing, such
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Figure 6.4: Observation locations for 09/07/2005 (left) and 09/09/2005 (right) flares for
90 minutes following the onset of the flares. The S characters denote the start
of the orbit.

as geomagnetic, will not be captured by the model. During each of the simulations,

GITM flies a virtual satellite through the model for Champ, GUVI, and SABER, and

extracts data at the exact measurement locations.

The GUVI measurements shown in Figure 6.5 indicate that there is significant

variability throughout the three day period. In particular, there are relatively short

enhancements that occur at all altitudes just before 18 UT on the 2nd as well as

just prior to 20 UT on the 4th. Both of these features correspond to the two largest
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of the 4 flares that occur during this time period. In addition, there is a broader

enhancement that takes place on the 3rd. By looking at the [O2] at 156 km, one can

see a clear jump in the density around 3 UT, and then another disturbance at about

8 UT. The cause of these features and the reason for the broad enhancement that

lasts throughout much of the day is difficult to explain. It is possible that the density

increase around 3 UT is due to the X-class flare that begins at 1:20, but the increase

at 8 UT occurs prior to the next X-class flare.

In order to examine the possibility that geomagnetic activity is responsible for

the response in the data, the Dst and Kp indices are shown in the bottom panels of

Figure 6.5. Dst gives an indication of the strength of the inner magnetospheric current

systems using observed perturbations of low-latitude ground-based magnetic fields,

i.e., due to the ring current. Large negative values suggest that there is significant

current density in the ring current, and thus it is likely that a geomagnetic storm is

occurring. The Kp index is calculated based on global perturbations to the magnetic

field, and large values indicate significant magnetic activity. There is clear activity

that occurs on the 4th, however, on November 3rd, Dst is relatively small and constant,

and Kp is always around 3. This means that the density perturbations observed in

the GUVI data are not likely to be caused by geomagnetic forcing, and suggests that

the flares are most likely to be partially responsible for the enhancement. Given the

short time in between each of the flares, the observations suggest the possibility that

perturbations launched by one flare are interacting with those launched by another.

This sort of preconditioning is a topic of interest within the thermospheric community,

especially due to the occurrence of geomagnetic storms following flares, sub-storms,

or even other storms. This topic is outside the scope of the current work, but is

anticipated to be the subject of future study.

Figure 6.6 shows orbit averaged mass density results as observed by Champ and

the corresponding GITM results taken at the Champ satellite locations. The mass
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density is enhanced due to the flare one the 2nd by more than 15%. However, any

perturbation that results from the flare on the 4th is difficult to see since the thermo-

sphere is still in a perturbed state as a result of the geomagnetic activity that occurs

on earlier in the day. This geomagnetic activity does not have such large an effect on

the SABER observations. In Figure 6.7, O2 volume emission rate observations from

SABER are shown along with GITM O2 number density results from November 2–5

at 110 km. The SABER data show clear density enhancements following both the

November 2nd flare and the November 4th flare. On the 2nd, the emission rate in-

creases by more than 20% and a perturbation of similar magnitude occurs on the 4th.

Unlike the GUVI observations, SABER does not show any perturbation throughout

the 3rd. This is probably a result of a combination of the SABER observations being

lower in the thermosphere and the relatively low magnitude of the flares that occur

on the 3rd.

GUVI observations and GITM results during the September 2005 events are shown

in Figure 6.8 at 156 and 387 km, along with the SZA of the measurement locations,

and the Dst and Kp indices. Following the two largest flares that occur during this

time period, the X17 on September 7, and the X6 on September 9, both the mea-

surements and the model results indicate that the O2 density is perturbed, at least

at the higher altitude level. After the first flare, GUVI observations show that the

orbit maximum [O2] is enhanced by more than 300%. After the flare on the 9th, the

orbit maximum density increases by more than an order of magnitude.

It should be noted that there is a sudden jump, or a sudden commencement, in the

Dst index around 14 UT on the 9th that is caused by an increase in the magnetopause

current that results from a pressure impulse in the solar wind compressing the day-

side magnetosphere. Following the sudden commencement, the Dst values decrease

moderately. Also, throughout this time, Kp is around a value of 4. These are all signs

that there is slightly enhanced geomagnetic activity occurring, and that the observed
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Figure 6.5: (Top) Altitude profile vs. time for the [O2] measurements from GUVI from
November 2, 2003 though November 6, 2003. (2nd) Altitude profile vs. time
for the corresponding GITM results. (3rd and 4th) GUVI observations (black
circles) and GITM results (blue circles) at 387 and 156 km respectively. The
solar zenith angles of each measurement, the Dst index, and the Kp index are
shown in the bottom 3 panels. The vertical lines indicate the start time of the
two largest flares that occurred during this time period.
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Figure 6.6: (Top) Orbit averaged density measurements from Champ (solid line) and model
results from GITM (dashed line) near an altitude of 400 km from November
2, 2003 through November 6, 2003. (Bottom) Difference between the Champ
measurements and the GITM results. The vertical lines indicate the start time
of the two largest flares that occurred during this time period.

[O2] enhancement may be affected by this activity.

Despite Champ showing a significant perturbation during the November 2, 2003

flare, the mass density observations in Figure 6.9 show no response following the

September 7th flare, even though it is significantly stronger. In addition, Figure 6.9
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Figure 6.7: SABER O2 volume emission rate data (black circles) and GITM [O2] results
(blue circles) at 110 km from November 2 through November 5, 2003. The solar
zenith angle of the SABER measurement locations is also shown (middle) as is
the Kp index (bottom) for reference. The vertical lines indicate the start time
of the two largest flares that occurred during this time period.

further suggests that geomagnetic activity is affecting the thermosphere during the

later half of the day on the 9th. This is demonstrated by the steady increase in

density beginning after noon and the lack of such and increase in the model results,

which are shown as the dashed line in Figure 6.9. However, just after the onset of

the flare on the 9th, the Champ orbit averaged observations by just over 10%. GITM

shows a similar increase in the density at this time. Given that the flare on the 7th

is significantly stronger than the one on the 9th, it is strange that the observations

show no perturbation on the second, but do capture a response on the 9th. This may

be do to the satellite being in the wrong place at the wrong time. Figure, 6.4 shows

that on the 7th, Champ is in an orbit that does not reach very low solar zenith angles,

where the perturbation magnitudes are the largest, and therefore, most likely to be

observed.
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Figure 6.8: Similar to Figure 6.5 for September 7–10, 2005, except the altitude contour
plots are not shown.

6.3 Difficulty with comparing model and data

Ideally, during time periods when one or more of the instruments show the ther-

mosphere being affected by a solar flare, the GITM results would also show a response

at a corresponding location within the model domain. This, however, is not always

so. During the November 2003 events, GUVI (Figure 6.5) and SABER (Figure 6.7)

both indicate that the thermosphere is disturbed during the orbit following the flares,

at a range of altitudes. Conversely, GITM shows very little change in the [O2] at the

measurement locations. This is also the case with the Champ mass density, as shown

in Figure 6.6. The GITM results show a slight increase in the density coinciding

with the two flares on the 2nd and the 4th. However, these enhancements are very

small compared to the perturbations in the Champ observations. Figure 6.11 shows

the global density enhancement as predicted by GITM following the flare on Novem-
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Figure 6.9: Similar to Figure 6.6 for September 7–10, 2005.

ber 2, 2003. The contour is taken at 19:30 UT, corresponding approximately with

the time that the maximum occurs in the Champ observations. GITM indicates the

maximum density perturbation at this time to be only 2.9%. Champ, however, ob-

serves a maximum density enhancement of more than 15%. In Chapter III, GITM

showed that the maximum percent increase in density on the day-side following the

Halloween flare was 15%. This is significantly smaller than the Champ observations
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Figure 6.10: Similar to Figure 6.7 for September 7–10, 2005.

suggest (45%) and GITM again underestimates the magnitude of the response to

these solar flares.

There are several possible reasons that GITM underestimates the response follow-

ing a solar flare. As discussed in Chapter II, GITM uses many different parameters

to account for physics that is too complicated or not well enough understood to be in-

cluded in the model. Also, there is some uncertainty involved with the solar flux data,

both SEE and FISM, being used to drive the model. Perhaps the most important

reason that GITM underestimates the response has to do with how the model itself

captures the incident energy. During a solar flare, it is typically the most energetic

parts of the soft X-ray and EUV spectrum that experience the largest enhancement.

Photons at these wavelengths are absorbed by the thermosphere below the 100 km

level. Since the lower boundary of GITM is at 100 km, the additional energy being

input into the system is not being captured within the model. GITM makes use of

MSIS at the lower boundary, therefore it is theoretically possible that GITM would

still be affected by the energy absorbed below 100 km, because MSIS is dependent

on the solar flux, and perturbations in the temperatures could be capture by MSIS

132



during flare conditions. However, MSIS is driven by the F10.7 proxy, which is only

updated once per day, and does not capture solar flares. This means that GITM’s

lower boundary, set by MSIS, is not affected by the change in solar radiation during a

solar flare. Therefore, any changes in the amount of solar radiation that is absorbed

below 100 km has no effect on the model.

In addition to the possibility of GITM underestimating the response, a close look

at the Champ observations suggest other factors may be influencing the observed

density following the flare. Figure 6.12 shows a contour of the Champ day-side neutral

density throughout November 2nd as a function of Universal time and latitude. In the

northern high-latitudes, the observations show a density enhancement that propagates

southward beginning around 14:00 UT. This indicates that in addition to solar forcing,

other external drivers have an effect on the thermospheric density at this time. Thus,

the density increase measured by Champ is at least in-part due to sources of dynamic

forcing besides the flare, which are not included in the model for this simulation.

Following the September 2005 flares, the model shows a larger response in the
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Figure 6.11: Neutral density perturbation on 11/2/2003 at 19:30 UT from GITM.
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Figure 6.12: Champ neutral density throughout 11/2/2003.

[O2] results than it did for the November 2003 flares. GITM results show an orbit

maximum increase at 387 km of 60% after the flare on the 7th, and a 26% increase

following the flare on the 9th. As already discussed, GUVI also captures significant

perturbations to the oxygen density during these time periods as well, but only at

387 km. Lower in the atmosphere, at 156 km, neither the model or GUVI show

much of a perturbation following the onset of the flare. SABER, however, does show

that there is a significant perturbation in the oxygen volume emission rate for several

orbits following both the flare on the 7th and the 9th at 110 km, which the model does

not capture. Given that SABER and GUVI are part of the same spacecraft, and, as

shown in Figure 6.4, the two instruments sample the thermosphere in very similar

locations, it is somewhat puzzling that one instrument captures the disturbance in

the lower thermosphere while the other does not. This is further complicated by the

fact that the GUVI and SABER instruments are in an orbit that reaches a lower SZA
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in September 2005 than the orbit in November 2003 (Figure 6.3), yet, GUVI and

SABER show disturbances following the 2003 events at all altitudes. The addition

of energy to the thermosphere during a solar flare is greater at lower SZAs than at

higher SZAs, therefore, the thermospheric response should also be greater at lower

SZAs.

A comparison of the Champ observations between the 2003 and 2005 time periods

indicates that the density response to flares is strongly dependent on solar zenith angle

since, as shown in Figures 6.4 and 6.3, Champ samples lower SZAs during 2003. As

discussed above, during the November 2003 events, Champ shows a perturbation,

though it is washed out by the response of the system to a storm on the 4th, following

both of the flares. After the September 2005 events, Champ shows no perturbation

at all (Figure 6.9). This is odd considering that, as just discussed, the GUVI [O2]

measurements show a perturbation at 387 km following the 2005 flares. This may be

due to the fact that while the instruments are sampling similar solar zenith angles

on the dayside, Champ is on the dusk side and GUVI is on the dawn side, so they

are not sampling the same part of the thermosphere. However, things are made more

confusing by GITM (which shows very little response to the 2003 events), showing

a response of larger than 20% during the September 7, 2005 flare at the Champ

location.

6.4 Discussion

This chapter makes use of measurements of mass density and oxygen number den-

sity and volume emission rates along with GITM results to provide an observational

analysis of the thermospheric response to several solar flares. A summary of the

observations and results are presented below.

• Following the November 2003 events,
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– The observed [O2] and O2 volume emission rates are significantly enhanced

at all altitudes during the orbit following the two largest flares.

– The Champ mass density results are perturbed following the flare on the

2nd, but the response to the flare on the 4th is washed out due to the

thermosphere being in a perturbed state due to geomagnetic activity.

– GITM is affected by the flare, but the magnitudes of the perturbations are

much smaller than the observations suggest, and difficult to distinguish

from background fluctuations.

• Following the September 2005 events,

– The observed [O2] is enhanced at higher altitudes following the two largest

flares, and GITM shows enhancements at the same locations and times.

– The SABER O2 volume emission rates are perturbed in the lower thermo-

sphere following the two largest flares, but GITM is not perturbed at the

same location and times.

– Mass density observations show no response to the flare on the 7nd, while

GITM shows an enhancement, however, Champ observations do show a

small enhancement to the flare on the 9th, the magnitude of which is similar

to the magnitude of the modeled perturbation.

The above results do not indicate that the thermosphere responds in a consistent

manner to every solar flare. This behavior is not uncommon when using thermospheric

measurements to study the response to transient events, especially flares. Several

factors contribute to determine whether or not an instrument will detect a response

following a solar flare and how strong the response will be. Another example is

shown in Figures 6.13 and 6.14, where GUVI measurements of [O2] and SABER

measurements of NO volume emission rate are shown during an X7 flare that occurs
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at 6:45 UT on January 20, 2005. The GUVI observations show a clear response to the

solar flare during the orbit following the time at which the flare is launched. However,

even though the SABER measurements are taken at relatively low SZA (38◦–58◦),

there is little evidence to suggest that a flare has occurred in the NO volume emission

rates.

Still, this study shows that observations of thermospheric mass density, oxygen

densities, and oxygen emission rates can be significantly perturbed following a flare.

Disturbances of several hundred percent can be observed in the oxygen densities in

the day-side thermosphere. Unfortunately, when performing data analysis of solar

flares, it is often that one instrument may measure perturbations to the system while

another may not. In some cases, this may be because the instrument is at the wrong

place at the wrong time. In other cases, it may be difficult to separate out the effects

of other sources of dynamic forcing, such as high-latitude dynamics, in order to be able

to quantify the response to the flare only. These issues, combined with the rarity of

large solar flare events, makes statistical studies very difficult. Future “constellation”

type missions will provide more extensive datasets with improved global coverage at

higher time resolution. Such missions will make the data studies of solar flares much

more tangible. In the meantime, better methods for separating out the effects of

different drivers can make the data that is currently available more usable. Models

are well suited for this, since there are many studies in the community that are

focusing on studying how transient features such as storms affect the atmosphere. In

the future, this knowledge can be applied to the datasets to remove the effects of the

features other than those of interest, rendering many more usable observations of the

system and increasing the size of the sample set for statistical studies.
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Figure 6.13: GUVI [O2] observations at 387 (top) and 156 (bottom) on January 20, 2005

Figure 6.14: SABER NO volume emission rate observations on January 20, 2005. The
measurements shown are obtained at SZAs between 38◦ and 58◦.

138



CHAPTER VII

Conclusions

]The focus of this work is on describing the consequences of solar flares on the

Earth’s upper atmosphere, primarily through the use of the self consistent global

circulation model, GITM. Specifically, this work discusses four main contributions to

the aeronomy community.

1. During a solar flare, the thermospheric density can be significantly enhanced

both on the day-side and the night-side, and the magnitude of the perturbation

is dependent on altitude.

• The increase in density is due to the absorption of excess solar radiation

in the lower thermosphere, which causes the temperature to increase and

therefore the atmosphere to expand. While most of the energy is being

deposited below 200 km, enhanced upward velocities push dense air from

below to higher altitudes.

• At an altitude of 400 km, which approximately coincides with the altitude

of the Champ satellite, GITM shows that the density can increase by

almost 15% on the day-side in just over an hour.

• As a result of the density perturbation, a traveling atmospheric disturbance

(TAD) is launched which travels night-ward at the speed of sound plus the
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background velocity. This TAD converges on itself in the midnight sector,

and results in a density enhancement that is of the same magnitude as the

day-side perturbation.

• The location of the night-side perturbation is determined by the back-

ground wind patterns. Specifically, the high-latitude convection patterns

play a significant role on where the convergence will occur.

• Ultimately, localized perturbations of more than 5% can last 14 hours or

more following a flare.

2. As a consequence of the neutral perturbations, the ionosphere can be highly

affected in localized regions long after a flare occurs.

• The neutral composition at F2 altitudes can be perturbed, resulting in

changes in the O+ recombination rate. This can cause significant enhance-

ments of the peak electron density, and thus the TEC.

• Strong vertical flows can develop on the night-side that can push the F2

peak to high altitudes, and in some cases out the top of the model.

3. Using synthesized solar flux measurements under theoretical conditions, the

thermospheric response is characterized depending on the different features of

a solar flare.

• The manner in which the thermosphere responds to the total incident

energy above background, flare magnitude, background-to-peak flux time,

and decay time is quantified. GITM shows that:

– The magnitude of the global response is linearly related on the total

integrated energy above background incident into the atmosphere,

– The magnitude of the global maximum perturbation is linearly depe-

dent on energy, and also dependent on the flare magnitude.
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– The decay time of a flare determines the time at which the maximum

global perturbation will occur.

– The elapsed time between the background and maximum solar flux

has little effect on the overall response of the system.

4. While in-depth statistical data analysis are shown to be extremely difficult,

event based observations show that the neutral density can be perturbed by as

much as 60% following a flare. Also, measurements of volume emission rates

capture the response of the system to flares and can be used to show that the

number density of O2 can be enhanced by an order of magnitude at certain

altitudes.

Ultimately, this work shows that large solar flares can play a significant role in

determining the state of the upper atmosphere. While the perturbations from even

the largest flares seen in the observations and model results are not as large as those

that result from large geomagnetic storms, changes in neutral density of 60% can have

a very significant effect on the velocity of a satellite in low-Earth orbit. In addition,

because solar flares and geomagnetic storms are related and occur the most frequently

during solar maximum, they often interact with the ionosphere-thermosphere system

at similar times. Therefore, understanding how the thermosphere will react during

a solar flare will allow work to be done in the future on the implications of precon-

ditioning in the system. In other words, since multiple transient events may occur

within hours of one another, the reponse of the thermosphere to repetitve events will

be different than the response due to a single event, since the background state of the

thermosphere affects the response. The possible effects of preconditioning were al-

ready very briefly discussed in Chapter VI, specifically in Figure 6.5. Global models,

such as GITM, are well suited to begin to examine the effect of preconditioning on the

system and theoretical studies have already begun to be performed using synthetic

solar EUV data to examine the consequences of multiple solar flares being launched
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on short time scales. Figure 7.1 shows a series of GITM simulations in which repetitve

flares occur. For each simulation, a solar flare is launched on 1 of 6 time scales, from

1 hour to 18 hours. For example, the purple line shows the mass density global av-

erage percent difference at 400 km in response a solar flux that captures a solar flare

occuring every hour beginning at 00 UT on the 21st and ending at 12:00 UT on the

22nd. The orange line shows the response to a solar flux that captures a solar flare

occuring every 18 hours beginning and ending at the same times. Figure 7.1 shows

that for repetitive events, the thermospheric density increases in a decaying manner

as more and more energy is added to the system. Also, the thermosphere after a large

solar flare seems to have a memory of roughly 12 hours, after which, if more energy is

added to the system, the maximum global response will not continue to grow. This

sort of preconditioning study is useful, also, to understand the difference between dy-

namic events that occur at solar maximum, when the background solar flux is high,

vs. solar minimum, when the background flux is low. Ultimately, there must be some

relationship between the background solar flux, background density, and the response

to dynamic events, including solar flares and geomagnetic storms, and also transient

events that are launched from the lower atmosphere. As the resolution of physics-

based models becomes better, and the community’s understanding of the system as a

whole develops further, there will be increasing need for quantitative understanding

of the response of the system to such dynamics at ever increasing scales. This work

is part of that process, but as always, there is much more to do.
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