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ESTIMATION OF NONRESPONSE BIAS

DARNELL F. HAWKINS
University of Michigan

An imputation procedure is used to estimate the effects of nonresponse on
issues of substantive interest in a social survey. Using this method, one can
determine that nonresponse bias may have differential effects on variable

means, depending on the combination of independent variables used in the
ensuing substantive analysis of data from the survey.

ithin recent years many researchers have noted asignificant rise in the nonresponse rate for various

studies utilizing the survey research method.’ In the past, such
nonresponse has not been a topic of extensive sociological
inquiry partly because there has been a tendency to view

nonresponse as a methodological issue of primary concern to
those whose principal interest is in the theory and practice of
sampling. A declining response rate as well as an increased
interest in all forms of measurement error has created, however,
a new concern over problems inherent in survey nonresponse.

Nonresponse in survey research represents a failure to obtain
measurements from some of the units being sampled (Kish,
1965: 532); however, the bulk of the nonresponse lies with
observations which refuse to be interviewed or those observa-
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tions which, even after repeated attempts, cannot be contacted.
During the actual process of interviewing, various techniques are
available to alter the nonresponse rate. Increasing call-backs and
subsampling are the two most common actions, but after such
supplementary precautions have been taken, the final non-

response poses quite a serious problem-a problem which goes
beyond the mere mechanics of response accumulation by
adversely affecting the validity of the interpretations one makes
using the data that have been collected.2 Moreover, it is seldom
the case in survey research that even sampling error is

systematically computed and analyzed for important substan-
tive values in the survey. Nonsampling error, such as non-

response, receives even less serious scrutiny, and often appears
as a footnote only to be forgotten in the ensuing substantive
analysis.

Considering these practices, one must ask how the use of
potentially biased data affects the kind of substantive analysis
engaged in by sociologists. In other words, having analyzed
fallible survey data and hence having made substantive infer-
ences based on that data, we must ascertain to what degree the
problem of nonresponse bias affects those substantive conclu-
sions. The interest of this article is not on the formal properties
(unbiasness, efficiency, consistency, sufficiency) of statistics
derived from the data, but on the sociological inferences made
from these summarizing statistics. To this end, this paper will
use data from the 1973 Detroit Area Study (DAS) conducted
by the University of Michigan to investigate the impact of
nonresponse on the robustness of substantive conclusions based
on fallible survey data.

The analysis consists of two major parts; one part is designed
to measure the impact of supplementary precautions, such as
call-backs, on the extent and nature of nonresponse bias. This
procedure involves the analysis of changes in the demographic
characteristics of respondents during interviewing. An estimate
of substantive bias is made through the comparison of regres-
sion coefficients for three selected variables at various points in
the interviewing process. The second part of the analysis uses an
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imputation procedure whereby some terminal nonrespondents
(refusals) are given imputed values for the three selected

variables; and a comparison is made between these imputed
values for refusals and the actual values for respondents. The
difference between these values is then used as an estimate of
the bias due to nonresponse.

NONRESPONSE: PAST STUDIES

Previous studies of nonresponse have been of two principal
types. One group of studies has focused on attempts to describe
more accurately the nature of the bias caused by nonresponse.
Since it is unlikely that two surveys will have identical patterns
of bias, these studies are case specific. It is hoped that through a
series of such studies future researchers will be able to identify
certain consistent &dquo;causes&dquo; and effects of nonresponse. Some

analysts have sought to identify possible demographic corre-
lates, such as sex, race, or age, to explain the varying patterns of
response in surveys. Other researchers have looked at inter-

viewer effects on nonresponse, the nature of the survey
instrument itself, accessibility of respondents, and a wide range
of other possible correlates.

The second major group of studies has taken a mainly
statistical and mathematical approach to the problem of

nonresponse bias. These studies are generally not case specific;
but rather they are attempts to offer more generalized,
statistical solutions to the problem. Attempts are made to offer
ways of correcting for the bias of nonresponse by quantifying
it, and then making needed adjustments in the survey statistics
in order to cope with its effects. These solutions are offered as

being applicable to diverse survey situations, and not merely to
one case. Among the many investigators who have contributed
to this tradition are Birnbaum and Sirken (1950), Hansen and
Hurwitz (1946) and Hendricks (1949).
From the resulting assorted studies of nonresponse only a

few significant demographic or other correlates of nonresponse
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have been identified, and these are often significant for

explaining nonresponse in some surveys, but not in others. Few
of the studies, however, are concerned with terminal non-

response which is the real cause of bias. In the case of interview

surveys, most studies of nonresponse involve a series of &dquo;wave&dquo;

analyses of the characteristics of respondents and nonrespond-
ents at various points in the interviewing process. All of the
interim nonrespondents, except for strong refusals and those on
the last call-back, eventually become respondents at the end of
the survey. These interim nonrespondents are, for the most

part, not-at-homes or mild refusals who are later found at home
or persuaded to be interviewed. These studies of nonrespond-
ents could more accurately be labeled studies of &dquo;reluctant

respondents&dquo; as indeed some are (see Pomeroy, 1963; Robins,
1963).
Dunkelberg and Day (1973) have provided one of the most

valuable studies of nonresponse in the wave analysis vein. In a
study of the 1967 Survey of Consumer Finances conducted by
the Survey Research Center at the University of Michigan, they
have attempted to quantify the bias due to nonresponse. In
their own words, they sought &dquo;to describe empirically the
relationship between bias in the distribution of selected

respondent characteristics in a personal interview survey and the
number of calls used in the interviewing process&dquo; (1973 160).

The authors found that most of the categories of respondent
characteristics converged on their population values after two or
three call-backs. A few categories, however, were slow to

converge and were characterized by rather large initial distri-

butional errors. For each (demographic) variable of importance
in the study, it was possible to calculate the number of calls
required to reach a desired level of accuracy. As in most past
studies of this kind, however, the level of accuracy used as a
standard by the researchers is the final response group; hence

terminal nonresponse is not analyzed. Another shortcoming of
the wave analysis approach is its emphasis on distributional bias
(i.e., bias in the distribution of demographic traits of respond
ents and nonrespondents) rather than on the impact of

nonresponse on issues of substantive interest.
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In order to deal with the problem of terminal nonresponse,
many attempts have been made to estimate the bias of

nonresponse, and then to incorporate that estimate into the

survey statistics. However, the estimation of nonresponse bias is
no simple matter. Unless expensive remeasurements or sub-
sampling is used researchers generally have little knowledge of
the effects and degree of such bias, especially in surveys of more
restricted and rare populations. Other independent sources of
information about nonresponse are seldom available. As a

result, statistical remedies for nonresponse are often based on
only partial information. Deming (1950), Cochran (1963), and
Kish (1965) describe and analyze many of these various

techniques and remedies. However, there are few tests of the
practical value of such compensatory estimation procedures in
the literature.

Fewer studies can be found in the literature which are

designed to estimate the impact of terminal nonresponse bias on
the substantive issues which almost every survey of sociological
importance contains. For example, what is the effect of
distributional bias in income or age variables on substantive
issues in which these variables are used? How does nonresponse
bias affect the results of such statistical procedures as corre-
lation, regression, chi-square, or other tests of significance used
in sociological research? These questions are especially crucial
since most surveys in sociological research are used as instru-
ments to test hypotheses and theories which require elaborate
statistical manipulations and not merely the enumeration of
gross demographic traits.

Three very important studies of nonresponse bias pose some
of these questions and attempt answers. Suchman (1962)
analyzed the effects of nonresponse bias on hypothesis testing.
He concluded that where variables are independently related to
the bias, then the use of the biased or unbiased data will show
the same interrelationship between these variables. Thus, he
concludes further that while distributional bias may be impor-
tant, this bias does not always lead to significant biasing of
substantive issues such as the direction of relationships between
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variables. He provides a well-documented and cogent argument.
However, he is quick to point out that in using these knowingly
biased samples, one cannot generalize to population cross

sections. The emphasis is on the phenomenon being studied and
not on its distribution in the general population (Suchman,
1962: 110). Yet such generalization to the general population is
precisely the aim of most social scientists using the survey
method.

It is also true that simple hypothesis testing in modem

sociological methodology often takes a back seat to elaborate
estimation procedures, such as multivariate analysis and various
forms of causal modeling, which are more sensitive to non-

response bias. The effects of nonresponse on these estimation

procedures would be an important topic of investigation which
would serve as an adjunct to the Suchman study.

In another study of substantive nonresponse bias, Lagay
(1969-1970) uses two methods to estimate the effects of bias
on survey values. The first method, a &dquo;check data&dquo; method,
used independent sources of demographic information to check
on the accuracy of survey demographic data. Check data on
several variables of importance showed no significant differ-
ences between respondents and nonrespondents on these

variables. The second method, the &dquo;dependent variable&dquo;

method, was designed to measure the impact of bias on a

dependent variable of substantive interest in the survey (a
variable using the St. Paul family functioning scale). Both

chi-square and rank-sum tests applied to the data indicated that
the nonresponse and response groups differed significantly on
this variable.

Schwirian and Blaine (1966-1967) explored the effects of
nonresponse on mail questionnaire returns. Using the respond-
ents to the second (final) mailing as &dquo;nonrespondents,&dquo; the

authors conclude: (1) that there is substantial bias due to

nonresponse, (2) that the direction of bias is predictable, and
(3) that of three selected pairs of variables, the association

between one pair was significantly different for the two groups.
Unfortunately, the three studies discussed above stand almost

alone as studies designed to measure the effects of nonresponse
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bias on substantive survey values and issues in a direct manner.
This aspect of nonresponse deserves much more analysis and
attention.

WAVE ANALYSIS: THE PROBLEM OF

INTERIM NONRESPONSE

The analysis of interim nonresponse alone fails to give a clear
and accurate picture of the nature and extent of nonresponse
bias in any survey, as noted above. However, when analyzed in
conjunction with both interim substantive bias and terminal

bias, it can provide valuable information. In such instances the
analysis of interim distributional bias may help explain certain
findings about the nature of interim substantive bias. This is

especially important for comparison purposes with surveys that
incorporate different call-back policies. Finally, the analysis of
interim bias may reveal that there are trends in patterns of
nonresponse during interviewing which result in the kind of
final nonresponse group we observe.

Therefore, the first step in our analysis is to explore the
changes in respondent characteristics through the process of
interviewing conducted by the Detroit Area Study in 1973. This
survey of adults was based on a multistage probability sample of
housing units for the Detroit SMSA. Within households,
respondent selection was based on the number of adults in the
unit of age 18 or beyond. One adult was randomly selected as
respondent from this listing of eligible adults. The final sample
was composed of 845 households located on 109 blocks in the
metropolitan area of which 576 became successful interviews,
177 were terminal refusals, 50 were not-at-homes, respondent
absent or noninterview for other reasons, and 42 were non-

sample. A total of 17 calls were made to some households in
order to obtain the 576 completed interviews although the
average (mean) number of calls was only 3.

Table I gives the cumulative distributions of respondent
characteristics by the number of calls. For the purposes of this



[468]

analysis, the relatively few cases requiring ten or more calls were
combined into a single 10+ category. The changes observed in
Table I can be taken as a rough quantification of the
distributional bias of respondent characteristics at various

points in the interviewing process.3 Several trends can be noted
by using the cumulative distribution after ten or more calls as
the standard. For example, some distributional bias can be
observed for the sex variable. The final sample contains 59%
females, yet the sample after one call contains over 66%
females, and after two calls, females are still slightly overrepre-
sented. The same can be observed for various other respondent
characteristics over the successive waves of calls. For example,
white-collar workers make up 16% of all respondents after one
call, but by the final series of calls they comprise nearly 32% of
the completed sample.
One simple measure of the differences in the distribution of

the selected respondent characteristics across the waves is

reported in Table 1. This involves the calculation of the

percentage error in the cumulative distributions between the
first and last calls and between the sixth and last calls. These
calculations show that some groups initially are greatly under-
represented, while others are overrepresented. Between the first
and final calls, the white-collar group, the college-educated
group, Jewish respondents, multiple-unit dwellers, the lowest
income group, the aged, and housewives show the greatest
percentage error. Low percentage error can be noted for low
education groups, married persons, Protestants, and the middle-
income groups. By the sixth call, many of these differences have
diminished greatly and one observes an almost complete
convergence on the final sample values. However, even between
the sixth and final calls, blacks, the unemployed and retired, the
over-65 age group, blue-collar respondents, and Jewish respond-
ents still show an appreciable percentage of error. This suggests
that more of these respondents were picked up on later calls
and might have been missed in a similar survey of this

population which used a more limited number of call-backs.
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As to be expected, a sample consisting only of persons who
had responded after one call (or even two calls) would be
markedly different in some respects from the sample of

respondents after ten or more calls. In most cases, at least three
to six calls were required before a sample distribution approxi-
mating the final sample is achieved. Even after six calls, there
are slight discrepancies in distributions which might cause

problems of bias in the interpretation of substantive issues
which are very sensitive to distributional changes in respond-
ent-demographic characteristics.

Estimated regression coefficients are one form of substan-

tively oriented survey values which are useful for the analysis of
interim substantive bias. By observing the changes in these
coefficients with the increasing number of call-backs, one can
see how distributional bias is translated into one form of
substantive bias. For these purposes three opinion-attitude
questions often found in sociological literature were selected.
(See Appendix A for these items as they appear in the survey.)
One question asked the respondents about the strength of their
political party ties (Political Affiliation); one sought to have
respondents designate their social class status (Subjective Class);
the other was designed to tap the respondent’s attitude

regarding the pace of government efforts to eliminate racial

discrimination in employment (Race Discrimination).
The responses were used from these three survey items as

dependent variables (Y~), and sex (X1 ), race (X2 ), age (X3 ), and
family income (X4 ) as independent variables, and a regression
analysis was performed for various interim response waves

which correspond to those used in the analysis of distributional
bias in Table 1. Table 2 shows the changes in the estimated
regression coefficients at various points in the interviewing
process. One notes many changes in these coefficients as the
number of calls made to households increases. Since there is

also considerable flux in the standard error of these estimators,
the extent and importance of these changes are not easily
discernible. What would be ideal, therefore, is a statistical

procedure which would allow one to calculate the number of
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calls required before one obtains &dquo;stable&dquo; coefficients, which
are not greatly affected by additional calls. A procedure
analogous to the one used by Dunkelberg and Day (1973) to
estimate the optimum number of calls needed to minimize

distributional bias is needed for determining how call-backs
affect regression coefficients. However, such a procedure would
be forced, by necessity, to use the final response group as a
standard of comparison. Thus, while it would give us a more
quantitative estimate of the impact of different call-back

policies on the stability of the regression coefficients one
obtains after many calls, it, like wave analysis, tells us nothing
about terminal nonresponse and its possible impact on these
coefficients.

Finally, it is obvious that the calculation of a &dquo;true&dquo; value for
an attitude variable, such as the ones described above, is an

important task. Attitude variables and many other nondemo-

graphic variables have no one value which can be verified, for
example, by the census or other independent sources of
information. At best, past studies may be consulted for some
guidance; but one is never certain after such consultation
whether change in values in later surveys reflects actual change
in the population or is simply the result of measurement error.
It is for these reasons that the present analysis consists of only a
simple enumeration and charting of the changes in coefficients,
while a more rigorous attempt at the quantification of bias is
made only for terminal nonresponse.

Despite the use of less rigorous statistical methods, the

analysis of interim substantive bias in Table 2 provides much
useful information about the impact of call-backs on survey
results, the nature of interim bias, and the effects of bias on a
statistical procedure such as regression. First, one notes that
some of the coefficients are affected more than others by
additional calls. However, in all three regressions the race

coefficient shows considerable change. This is especially impor-
tant since it is a significant explanatory variable for all three

dependent variables. Also, one notes that in all three regressions
the sex coefficient is at times negative and at other times
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TABLE 2

CHANGES IN REGRESSION COEFFICIENTS BY
CUMULATIVE WAVES OF RESPONSE

a. Coefficient or regression significant at .05 level.
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positive at various stages of interviewing. This is to be expected,
however, considering its level of significance.

It is important to note, however, that the stability of

regression coefficients is affected also by nature of the

experimental design chosen by the researcher. For example,
Swindel (1974) and others have observed that if the inde-

pendent variables in a regression are highly correlated, then the
least-squares coefficients will be unstable; and one may even
observe changes in the direction of the relationships for

coefficients, such as that observed for the sex variable.

Therefore, the correlation between the independent variables
used in this analysis would have to be examined before
definitive conclusions can be reached. A check of these

correlations revealed very low intercorrelations among the

independent variables. The highest correlation observed was a
.36 correlation between age and family income after one call.
From Table 2, one also notes that by the sixth call most of

the coefficients have somewhat stabilized and are not greatly
affected by the subsequent round of calls. This state of relative
stability after six calls was also noted for the distribution of

respondent-demographic characteristics in Table 1. Similarly,
one observes that the standard errors have also stabilized and

consequently so have significance levels. Yet, one observes that
between the sixth and final call the race coefficient in the Race
Discrimination analysis changes from .72 to .77 without a
considerable change in the standard error of the estimate. This
change is considerably greater than that observed for any of the
other coefficients, suggesting perhaps that this variable associa-
tion is particularly sensitive to the characteristics of the last
waves of reluctant respondents.

In the absence of knowledge about terminal nonrespondents,
the conclusions that can be drawn from the data in Table 2 are

limited. The real value of this kind of analysis lies in the effort
to translate the rough demographic estimates of nonresponse
bias shown in Table I into a more readily interpretable,
substantive form. However, in general one may conclude from
these data that: (1) there are substantial changes in some
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estimated regression parameters as the number of calls increases,
and (2) the parameters for certain variables are affected more
than those for other variables, i.e., nonresponse has a differen-
tial impact on survey values. A more conclusive and more

complete picture of nonresponse can be reached by considering
terminal as well as interim bias.

Almost every survey is also faced with the problem of
terminal nonresponse (principally refusals and not-at-homes).
The bias which results from this hard core of nonresponse
cannot be calculated in a wave analysis, as can be done for
interim nonresponse. Almost nothing is usually known about
terminal nonrespondents in area probability samples, not even
their exact demographic characteristics. Trends in the patterns
of nonresponse may give some indication of the characteristics
of missing respondents. However, there is no evidence of

consistent, overall trends in the distributions of demographic-
respondent traits in Table I which could be useful in drawing
definite conclusions about the characteristics of the 177 refusals
found in the 1973 Detroit Area Study. The final part of this
analysis investigates the effects of the distributional bias of
terminal nonresponse on the three substantive variables used in
the analysis of interim bias.

ESTIMATION OF TERMINAL NONRESPONSE BIAS

The 1973 Detroit Area Study interview cover sheets included
space for information about persons who refused to be

interviewed. Along with descriptions of the dwelling unit within
which the refusal occurred, the age and sex of the refusing
person were also obtained. The respondent selection procedure
used for this survey necessitated a listing of household adult
members prior to designating a respondent. This information
was often obtained before the designated respondent had an

opportunity to refuse. Most of the age data were obtained from
these listings. Some of the age data were estimated by the
interviewer when it was possible to see and talk to the
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respondent, but when he/she did not wish to divulge his/her
age. The sex data were obtained from direct interviewer
observations or from information given by another person in
the household.
Of 177 terminal refusals, both age and sex data are available

for 140. With this data-the racial composition of the blocks on
which the refusal occurred (from 1970 census data) and income
data from the survey itself-a profile of nonrespondents having
four respondent-demographic characteristics was developed.
These four characteristics are sex, age, race, and family income.
The process used to develop this completed profile involved a
series of imputations which are described below.

For each of the 140 refusals, the racial composition of the
block where they resided was obtained from 1970 block census
data for the Detroit metropolitan area. Of the 80 blocks on
which refusals were located, 58 blocks were listed as having no
nonwhite residents. An additional 7 blocks had nonwhite

populations which ranged from 1 % to 30%. Eleven blocks had
nonwhite populations which ranged from 69% to 100%. The
refusals located on the 58 blocks containing no nonwhites and
those located on the 7 blocks with minimal nonwhite popula-
tions were given the imputed racial characteristic &dquo;white.&dquo; The
refusals living on the eleven blocks with high percentages of
nonwhites (69% to 100%) were labeled &dquo;nonwhite.&dquo; Thus, with
this procedure, 65 of the blocks are considered to contain white
refusals and 11 are considered to contain nonwhites.

Four of the 80 blocks had almost equal percentages of white
and nonwhite populations (49%, 55%, 60% nonwhite). The
probability of selecting a respondent of either racial category,
therefore, was about equal. For these 4 blocks, additional sets
of data from the census were used-the percentage of owner-
and renter-occupied households with blocks as heads, and the
number of each such units on each block. The use of these
measures resulted in refusals living on three of the four

remaining blocks being given the nonwhite label and one the
white label.4 The final result of this procedure was a refusal
sample of 15 nonwhites and 125 whites.
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The income data for each refusal were imputed from the
incomes of respondents on their respective blocks. When 2 or
more respondents could be found on the block on which a
refusal occurred, this refusal was given an imputed income equal
to the mean block income of the respondents. This procedure
was followed for 122 of the 140 refusals. The remaining 18
refusals were white females aged 65 or more. After a routine
check of the mean income of all racial and age groupings, it was
found that the imputed incomes for the refusals and those for
the actual respondents were reasonably comparable for all racial
and age groups except for older, white females. Theirs was

greatly overestimated. Since there is evidence from both the

responding sample and from past sociological studies that older
people especially older women, tend to have relatively low
incomes, an adjustment was made for these 18 aged, women
refusals. They were given the mean income of all white females,
65 years old or more in the responding sample instead of their
mean block incomes.s

Table 3 shows the differences between the 140 refusals and
the 576 respondents on the four characteristics selected-age,
sex, race, and family income, plus an additional variable &dquo;Type
of Housing Unit.&dquo; There is no substantial difference between
the sex distributions in either group, although slightly more
men tend to refuse than do women. However, there are more
middle-aged and older persons and fewer nonwhites among the
refusals than among the respondents. The mean income

imputed for the refusals is also somewhat lower for the refusals
than for the respondents. Considering the trend toward a

decreasing percentage of &dquo;Single Family Unit&dquo; respondents
noted in Table 1, one finds that a surprisingly large number of
refusals are from this category of housing. In an effort to

investigate how this distributional bias in respondent character-
istics may affect areas of substantive interest in the survey itself,
the following test for substantive bias was used.
The same three variables used in the estimation of interim

bias are used in the estimation of terminal bias. The coefficients

of the final response group (10+) on these three attitude
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TABLE 3
COMPARISON OF THE DISTRIBUTION OF THE CHARACTERISTICS

OF RESPONDENTS AND REFUSALS

a. Percentage difference is calculated as %Respondents - %Refusals.

%Respondents
b. Includes all 177 refusals, plus 11 termmal not-at-homes and 3 terminal RAs.
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variables are used to estimate (impute) a value for the refusals
for these same variables in the following manner:

Y - bo + blXS + b2X6 + b3X7 + b4X8

where bo, bl, b2, b3, and b4 are the coefficients estimated
from the final response group (N = 499 or 500), and where X5
is the sex of the refusal, X6 is the race, X7 is the age, and X8 is
the refusal’s family income. Then in order to examine the
extent of terminal bias, one computes the estimated means of
the three variables for both the respondent and refusal samples,
and a difference of means test to test for significant differences
in such means.

Table 4 shows the results of the imputation procedure as
outlined above. Test statistics indicate significant differences in
the variances of the dependent variable values for respondents
and refusals. This is true for all three variables. Considering the
nature of the imputation procedure, one finds this predictable.
In addition, however, the means of the two samples on the Race
Discrimination item is significantly different at the .O1 level. Of
course, a more accurate estimate of the bias of terminal

nonresponse can be made by comparing the respondent sample
means to the means of the respondents plus refusals samples.
These differences reflect the bias which resulted from a

relatively high rate of refusals in the Detroit Area Study.
These findings suggest that, as in the case of interim bias, the

distributional bias of respondent characteristics caused by
terminal nonresponse may have differential effects on the
substantive issues within the survey itself, though in its instance
the differences (bias) are slight. Some areas or topics of interest
may be affected more than others: the effect of refusals on the
Race Discrimination item is somewhat greater than its influence
on the other items. Distributional and concomitant substantive
bias can thus be seen as having varying effects on the accuracy
of probability statements depending on the variables used in
calculating these statements. While there are differences be-

tween the sample means of refusals and respondents for all
three variables considered, only one of these is significantly
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TABLE 4

RESULTS OF IMPUTATION PROCEDURE

a. Not significant at the .01 level.

different-Race Discrimination. One must now look at the
differences in the distributions of respondent-nonrespondent
characteristics from Table 3 to see if they are sufficient to

explain the substantive bias one observes in Table 4.
The linear regression of the Race Discrimination variable for

the 576 (499 valid cases) respondents reveals that of the four
explanatory variables used in the analysis, race and age are the
most significant:

Partial Correlations

Race .29308

Age -.17368

Nonwhite and younger respondents would tend to raise the
mean value of the variable. The sample of refusals is &dquo;older&dquo;
than is the sample of respondents; it is also &dquo;whiter.&dquo; Therefore,
the decline in the mean score is predictable given the character-
istics of the persons in the refusing sample. The older and
whiter sample has a mean score on the variable which indicates
that more people are satisfied with the present rate of speed of
government attempts to eliminate racial discrimination in

employment.6 6
The slight decline in the mean for the subjective class variable

can probably be explained by the lower mean income of the
sample of refusals. A similar decline in the political party
variable is due to the lower income and perhaps also to the
older age of the sample of refusals (see Appendix B).
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SUMMARY AND CONCLUSIONS

For sociologists whose main interest is not sampling theory
but substantive sociological theory, the method of estimating
nonresponse bias outlined in this paper may be of more value
than many of the methods found in the literature on non-

response. The accumulation of facts and figures about the
characteristics of nonrespondents such as their age, sex, race,
and education, while of much value, gives sociologists little
information concerning the impact of such characteristics on
the kind of substantive work done by these researchers.

I have attempted in this paper to reinterpret nonresponse bias
in the kinds of terms understood best by sociologists who are
forever indebted to survey research as a valuable research tool,
but who have neither the desire nor inclination to explore the
intricacies of sampling theory. Yet, sampling theory and its

implications for the accuracy and reliability of sociological
research cannot be ignored by any social scientist. And the

problem of nonresponse deserves more than a casual reference
via a footnote. Much more research should be done on

nonresponse, especially studies which make the concept. of
nonresponse bias more understandable to the social scientists
who frequently use survey research. The procedure outlined in
this paper must be duplicated to see if the findings are merely a
fluke due to a faulty imputation procedure or whether this is a
reliable way of estimating nonresponse bias.
No doubt any researcher who works with the problem of race

discrimination opinions would control for race in any interpre-
tations that were made about the public’s opinion on this issue.
However, the fact that difference in the sample means was also
caused by the age of the nonrespondents suggests that on such
an issue age must also be considered. For political scientists and
pollsters who frequently are concerned with the percentages of
persons having a given opinion on an issue such as race

discrimination, nonresponse bias may greatly affect the validity
and accuracy of their interpretations.
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It must also be noted that the substantial change noted in the
coefficient for race on the Race Discrimination item as seen in
Table 3 cannot be explained by changes in the percentage of
blacks in the sample between the various calls (see Table 1). It
may well be that surveys are systematically missing a more
middle-aged and older segment of the population in general
population samples whose opinions on such issues as race and
other social issues are different from those of younger persons
who are inclined to accept interviews. These nonrespondents
could also be vastly different from the sample of older persons
who do become respondents. Studies by Benson et al. (1951)
and Schuman and Gruenberg (1970) have commented on the
conservative attitudes of white survey nonrespondents. These
questions deserve a great deal of investigation. One practical
step for future researchers would be to increase persuasion
efforts for middle-aged respondents, as well as to consider the
use of such techniques as subsampling and oversampling this
group when possible. All such efforts will help to understand
and control the kind of substantive bias which, though
seemingly slight, is evident in this analysis of nonresponse.

NOTES

1. For example, see the American Statistical Association Conference (1974).
Participants in the conference reported that response rates of 60% to 65% are average
completion rates for current surveys. In the Detroit Area Study from which the data
for the current analysis is taken, response rates have dwindled from 85% or more in
the 1950s to current rates of near 70% or less.

2. In sampling theory the terms precision and accuracy are used to refer to the
effects of bias and variable errors. It can be shown that the total survey error is a

function of variable errors due to sampling and the bias due to measurement errors.

Total Error = &radic;VE2 + Bias2

High rates of nonresponse will affect the latter term, and consequently increase the
total survey error (Kish, 1965: 510). These terms are also roughly synonymous with
the terms reliability and validity used in psychology and referred to by Campbell and
Stanley (1963).
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3. Eight variables chosen for this analysis are standard socioeconomic types (age,
sex, race, occupation, family income, education, marital status, and religion). "City
of residence" was added to investigate possible Detroit-suburban response differ-
ences. "Years in the Detroit Area" was added to check for the effects of geographical
mobility and migration patterns. The "housing type" variable was added to

investigate respondent accessibility effects.
4. The 2 additional census descriptions already referred to were also used to

check on the accuracy of the racial designations for the 76 other blocks.
5. The imputed mean income for these refusals using the mean block income was

approximately $11,000. With mean income for their age group, it was lowered to

$6,000.
6. Because of the fact that there were 37 refusals with missing data that were not

used in the nonresponse analysis, a final check of the racial characteristics of these
refusals was made. Using the race imputation procedure outlined above, one finds
that 30 of these would have been labeled "white" and 7 "black." If these 37 are then
added to the 140 refusals with no missing data, the percentage of blacks in the
sample of refusals would increase from 10.7 to 14.1. This small increase would not
have seriously affected the results obtained in this analysis.
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APPENDIX B
Because of the fact that the incomes for the refusals are the mean block incomes of
the respondents, many are not in the same units as those of the respondents (see
Appendix A). The following is a listing of the exact units in which the incomes of the
refusals appeared.

a. White females 65 years or more.


