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Optimization of laser-driven intramolecular hydrogen transfer
in the presence of dephasing

Eitan Geva
Department of Chemistry and The FOCUS Center, University of Michigan,
Ann Arbor, Michigan 48109-1055

~Received 20 August 2001; accepted 6 November 2001!

The coherent control of laser-driven intramolecular hydrogen transfer is considered in the presence
of pure dephasing. Emphasis is put on performing the optimization in the presence of dephasing.
Simple analytical expressions are obtained for the optimal pulse shape and optimal yield as
functions of the dephasing rate constant. It is found that dephasing is not always uncontrollable and
destructive, and that the optimal pulse shape is dictated by the minimization of the destructive
attributes of the dephasing processes, as much as by steering the coherent component of the
dynamics towards the desired goal. ©2002 American Institute of Physics.
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I. INTRODUCTION

The goal of quantum coherent control is the design
laser pulses for controlling molecular motion and chemi
reactivity.1–4 The main question is formulated in terms
optimal control theory: Given the constraints on the durat
and intensity of the pulse, what temporal changes of the
plitude and phase of the laser field would maximize a des
objective? The objective is usually represented by an exp
tation value at the final state. The optimal pulse is found
solving the optimal control problem, either computationa
via quantum molecular dynamics simulations,5–7 or experi-
mentally, via a closed adaptive learning loop.8–10

Most of the research to date in coherent control has
cused on isolated systems which are not subject to deco
ence~decoherence is defined as any nonunitary contribu
to the dynamics!. Some of the main reasons for this are
follows:

~1! Decoherence is usually conceived as uncontrollable
purely destructive due to its ability to dephase the v
same coherences that make coherent control possib
the first place.

~2! Decoherence is assumed to be too slow to be effective
the ultrafast time scale on which the laser pulse opera

~3! Gas-phase coherent control is typically found to requ
very intense laser fields, which could lead to the destr
tion of a condensed phase sample.

~4! The simulation and theoretical analysis of solution-ph
coherent control is usually more complex and compu
tionally intensive in comparison to gas-phase coher
control.

Nevertheless, an increasing number of recent studies
address various aspects of solution-phase coherent cont
indicative of a growing interest in this fascinatin
problem.11–21Some of the reasons behind this recent inter
are the following:
1620021-9606/2002/116(4)/1629/7/$19.00
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~1! Many chemical and physical processes of fundame
as well as technological importance take place in so
tion.

~2! Finding the optimal pulse in complex systems has
come possible in recent years via the experimental ad
tive learning close loop strategy.8–10 Decoherence
through coupling to intermolecular and intramolecu
degrees of freedom is inevitable in these cases.

~3! It has been realized that optimal strategies can be
vised that are based on lower intensities which will n
destroy a condensed phase sample.22

~4! It is becoming increasingly clear that viewing decohe
ence as uncontrollable and destructive represents
oversimplification. Recent studies, mostly in the conte
of quantum computing, have demonstrated that deco
ence can be controlled by laser fields,23,24 or by confin-
ing the system to decoherence free subspaces.25 Further-
more, it was demonstrated that decoherence is in
indispensable for certain important objectives, such
cooling ~the reduction of entropy! of internal molecular
degrees of freedom.26–29

~5! Significant progress has been made during the last
cade in our ability to simulate quantum molecular d
namics in the condensed phase.30,31

The purpose of this article is to quantitatively explo
the interplay between coherent control and decohere
within the context of a simple model that allows for a tra
table analytical treatment. The model is based on the la
induced intramolecular asymmetrical hydrogen tunneling
action, the control of which has been the subject of seve
recent papers.19–22,32 In these previous studies, the optim
pulse shape was calculatedin the absence of decoherenc,
and its robustness to decoherence was explored. Howeve
attempt was made tooptimize the pulse in the presence
decoherence. The performance of such an optimization is t
main contribution of the present article, and provides a c
crete demonstration of some of the general themes unde
ing the interplay between coherent control and decohere
9 © 2002 American Institute of Physics



is
o

en
ls
s
is
um

ri
d
at
d
m
fi

th
th

p
is

c
ex
o

ib
n

n
n
e

n

ng

g

ar

ell.
le-
h

id
d-

und
n-

of a

al
e
n

-
ly
or-
on-
be-
t to

rpo-
he
ls
ve

ar

1630 J. Chem. Phys., Vol. 116, No. 4, 22 January 2002 Eitan Geva
The plan of this article is as follows. The basic model
outlined in Sec. II, and the optimal pulse in the absence
decoherence is presented. The optimal pulse in the pres
of decoherence is discussed in Sec. III. This section a
includes a general discussion on various possible depha
mechanisms, and the optimization is carried out for two d
tinct types of pure dephasing. The main conclusions are s
marized in Sec. IV.

II. OPTIMIZATION OF HYDROGEN SWITCHING IN THE
ABSENCE OF DECOHERENCE

Following Refs. 19–22 and 32, we consider a gene
intramolecular hydrogen transfer reaction that can be
scribed in terms of a 1D reaction coordinate. The adiab
potential energy along this reaction coordinate is assume
take the form of an asymmetrical double-well, and the asy
metry is assumed large enough such that the ground and
excited wave functions are localized on both sides of
barrier. For concreteness, we will assume that the well to
left of the barrier is deeper than that to the right~cf. Fig. 1!.
The ground and first excited states are denoteduL& and uR&,
respectively~uL& is localized on the left-hand side anduR& on
the right-hand side!. It will be assumed that the energy ga
between the$uR&,uL&% doublet and higher lying states
much larger than the energy gap betweenuL& and uR&, and
that the temperature and laser pulse shape are such that
tributions from these higher states are negligible. An
ample for a system that satisfies these conditions at ro
temperature when driven by a pulse of the shape descr
below is thioacetylacetone~in this case the hydroge
switches between anOH and aSH binding sites!.32

The above discussion leads to a compact descriptio
the reactive system in terms of the 2D Hilbert space span
by uR& and uL&. The field-free Hamiltonian can therefore b
put in a form equivalent to that of a fictitious spin-1

2 system
which is subject to a constant field in thexz plane:33

H052JSx1ASz, ~1!

whereA.0 is the asymmetry,J.0 is the tunneling matrix
element~both in units of angular frequency!,34,35 and

FIG. 1. A schematic view of the asymmetrical double well. Also shown
the localized stationary wave functions,uR& and uL&.
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Sx5
\

2
~ uR&^Lu1uL&^Ru!,

Sy5
\

2i
~ uR&^Lu2uL&^Ru!, ~2!

Sz5
\

2
~ uR&^Ru2uL&^Lu!.

It should be noted thatA is assumed to be much larger tha
J, such that for all practical purposes, the localized statesuL&
and uR& are stationary~i.e., the mixing betweenuL& and uR&
due to tunneling is negligible in the absence of a drivi
field!.

The interaction of the reactive system with the drivin
laser field,E(t), is given by

W~ t !52mE~ t !, ~3!

wherem is the dipole operator, which is assumed to be line
in the reaction coordinate,q. We will assume, for simplicity,
that^RuquR&52^LuquL& and that̂ RuquL&50. This assump-
tion would be exact in the case of a symmetrical double-w
Deviations from it in the case of an asymmetrical doub
well will introduce an additional field-dependent term whic
is linear in Sx . Hence, the above assumption will be val
when this additional term is negligible relative to the fiel
free tunneling matrix element,J.20 This assumption allows us
to set m5m0Sz ~m0 is a proportionality coefficient!, and
therefore rewriteW(t) in the following way:

W~ t !52Sze~ t !, ~4!

wheree(t)5m0E(t) @e(t) has units of angular frequency#.
We will assume that the system is prepared in the gro

state, such that its initial state is given by the following de
sity operator:

r~0!5uL&^Lu. ~5!

In terms of the spin-12 terminology, this means that^Sz&(0)
52\/2. Since, for all practical purposes,uL& is a stationary
state, the system will remain in this state in the absence
driving field. The laser is then turned on att50 in order to
induce hydrogen transfer, i.e., to change the state touR&,
which is localized on the other side of the barrier. Optim
control theory was utilized in Ref. 22 in order to find th
pulse shape,e(t), that maximizes the photo-isomerizatio
yield after the pulse is turned off att5tp , Tr@r(tp)uR&
3^Ru#, wherer(tp) is the density matrix at timet5tp . In
terms of the spin-12 terminology, this is equivalent to maxi
mizing ^Sz&(tp). The actual optimal pulse shape obvious
depends on the constraints imposed. Of particular imp
tance to coherent control in the solution phase is the c
straint imposed on the time-integrated intensity. This is
cause the pulse intensity has to be low enough so as no
destroy the sample. Such a constraint was indeed inco
rated in Ref. 22 by penalizing high-intensity pulses in t
objective functional. The optimal pulse at intensity leve
which are not likely to destroy the sample was found to ha
the particularly simple form of a square pulse:

e
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e~ t !5H 0 if t,0

e if 0 ,t,tp

0 if t.tp.

~6!

When the pulse is on, 0,t,tp , the total Hamiltonian is
given by

H5H01W~ t !52JSx1~A2e!Sz . ~7!

Thus, the field tunes the asymmetry, and can therefore
uL& into a nonstationary state. Starting withr(0)
5uL&^Lu@^Sx&(0)5^Sy&(0)50,̂ Sz&(0)52\/2#, it is
straightforward to find̂ Sz& immediately after the pulse i
turned off:

^Sz&~ tp ,e!5
\

2 H J2

E2 @12cos~Etp!#21J , ~8!

where

E5A~A2e!21J2. ~9!

Maximizing the reaction yield,̂Sz&(tp ,e), with respect
to the pulse length,tp , for a given field amplitude,e, yields
the following optimal pulse length and corresponding op
mal yield:

tp* ~e!5p/E; ^Sz&@ tp* ~e!,e#5
\

2

J22~A2e!2

J21~A2e!2 . ~10!

Next, maximizing^Sz&@ tp* (e),e# with respect to the pulse
amplitude,e, yields the following optimal pulse amplitud
and corresponding optimal yield:

e* 5A, ^Sz&@ tp* ~e* !,e* #5
\

2
. ~11!

Thus, a square pulse with the optimized length and am
tude in Eqs.~10! and ~11!, respectively, which is consisten
with the optimal pulse obtained via optimal control theo
leads to the maximal possible yield, i.e., to complete swit
ing of the hydrogen from one side of the barrier to the oth
Interestingly,tp* (e* ) corresponds to the maximum oftp* (e)
as a function ofe, i.e., the optimal pulse amplitude leads
the longest possible pulse. It should be noted that turning
field off at t5tp* returns the system to its original Hami
tonian,H0 , thereby locking it in the stateuR&.

The interpretation of how the optimal pulse operates
particularly straightforward in this case. To this end, it
instrumental to adopt a representation that diagonalizes
total Hamiltonian in Eq.~7!:

u2&5cos~f!uL&1sin~f!uR&,
~12!u1&52sin~f!uL&1cos~f!uR&,

where

tan~2f!5J/~A2e!. ~13!

The corresponding eigenvalues are6\E/2, such thatHu6&
56(\E/2)u6&, with E as in Eq.~9!. In terms of the spin-
1
2 terminology,H corresponds to a spin-1

2 system which is
subject to a constant magnetic field that lies in thexz plane,
and whose components along thex and z axes are2J and
A2e, respectively. The statesu6& are the eigenstates of th
rn
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spin component along the direction of the field, which can
identified as thez axis of a new Cartesian coordinate syste
The latter is obtained from the original coordinate system
rotating it by an angle 2f around they axis. The spin com-
ponents along the axes of the new coordinate system
related to these along the axes of the original coordin
system via

S̃x[
1
2~ u1&^2u1u2&^1u!5cos~2f!Sx1sin~2f!Sz,

S̃y[
1

2i
~ u1&^2u2u2&^1u!5Sy, ~14!

S̃z[
1
2~ u1&^1u2u2&^2u!52sin~2f!Sx1cos~2f!Sz.

In terms of the new coordinate system, the total Ham
tonian is given by

H5ES̃z. ~15!

The initial state can be described by aspinor, i.e., a 3D
vector whose Cartesian components along the axes of

$x̃ỹz̃% coordinate system arêS̃x&(0)52\J/2E, ^S̃y&(0)
50, and ^S̃z&(0)52\(A2e)/2E, respectively. As is well
known, the dynamics induced byH is equivalent to a norm-
preserving precession of the initial state vector around thz̃
axis, with the angular frequencyE. Thus, the optimal pulse
length,tp* (e) @cf. Eq. ~10!#, corresponds to a half-cycle pre
cession, which obviously leads to the maximal change in
spin component along thez axis. Furthermore, the optima
pulse amplitude corresponds to setting the asymmetry
zero, cf. Eq.~11!. Hence, the initial spinor is perpendicular
the axis of precession, which leads to complete switching
^Sz& from 2\/2 to \/2.

The above simple scheme should be clearly dis
guished from other methods of controlling tunneling in b
stable systems, which are based on monochromatic or p
chromatic CW driving fields.11–18 The main differences are
as follows:~1! The method in the present article is based
a dc field, while the other methods are based on CW fie
~2! The method in the present article is based on manipu
ing the asymmetry, while methods such as coherent dest
tion of tunneling are based on tuning the effective tunnel
matrix element.~3! The method in the present article is pul
based and the system remains in the product well after
pulse is turned off, while most other methods are based o
steady state which requires that the field stays on.

It should also be noted that although the overall effect
the optimal pulse is the same as that of a conventionap
pulse, the mechanism in the two cases is completely dif
ent. In the case of the optimal pulse, the driving field is us
to shift the energy levels, whereas in the case of the conv
tional p pulse, an oscillating field is employed which is
resonance with the transition. In fact, a conventionalp pulse
cannot be realized in our model because it requires that
dipole moment be linear inSx, rather than inSz.
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III. OPTIMIZATION OF HYDROGEN SWITCHING IN
THE PRESENCE OF DECOHERENCE

A. General considerations

The optimization scheme discussed in Sec. II assu
that the dynamics is unitary. In fact, since the initial state
pure, the analysis could have been carried out in term
wave functions instead of density matrices. The discussio
Sec. II also clarifies the crucial role played by coherent
namics in switching the hydrogen from one site to the oth
In this sense, the system described provides one of the
plest examples for coherent control. However, the notion
an isolated reaction coordinate is a highly idealized one
reality, the reaction coordinate will almost always be coup
to an external bath that consists of the other intramolec
and intermolecular degrees of freedom, and the couplin
this bath will have a dramatic effect on the system’s dyna
ics. In particular, it is well known that coupling to a ba
leads to dephasing, i.e., to the destruction of the very s
coherences that make it possible to control the hydrogen
neling in the first place. It is therefore natural to ask how
presence of dephasing affects the optimal pulse shape.

Generally speaking, the interplay between coherent c
trol and dephasing can give rise to a rich variety of syste
specific phenomena. The hydrogen transfer system desc
above provides a relatively simple model for exploring su
phenomena. This is because of the low dimensionality of
system, the simplicity of the optimal pulse in the absence
decoherence, and the fact that it does not explicitly invo
time-dependent driving fields~except for switching the pulse
on and off, which we assume to be instantaneous!.

We will describe the decoherence dynamics in terms o
generic quantum master equation. We will also restrict
optimization to pulses that have the same general form a
Eq. ~6!. These choices obviously limit the range of validi
of our results—it is not always possible to treat the dynam
in terms of a quantum master equation, and it is conceiva
that the optimal pulse may have a different shape in
presence of dephasing. However, these choices also lea
the following major simplifications: ~1! The field-
dependence of the decoherent terms in the master equat
relatively straightforward in the case of a dc driving field, b
becomes far more complicated in cases involving explic
time-dependent driving fields.~2! Instead of solving the op
timal control problem, the optimization is reduced to findi
the optimal values of two parameters: the pulse length
amplitude~in the presence of dephasing!. We believe that the
model remains physically relevant even within this restric
setting.

Before embarking on the optimization of the pulse in t
presence of decoherence, it is important to understand
the decoherence dynamics is modified by the laser field.
start by noting that the system-bath coupling term can
written in terms of field-free operators:

Hbs5Gx^ Sx1Gy^ Sy1Gz^ Sz, ~16!

whereGx , Gy , andGz are bath operators, andSx, Sy, andSz
are as given in Eq.~2!. It should be noted thatGx , Gy , and
Gz may depend on the system parametersA and J. We will
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assume that the system-bath coupling term in the presenc
the driving field is the same as in its absence, such thatGx ,
Gy , andGz in Eq. ~16! are independent of the driving field

Although the system-bath coupling in Eq.~16! is field
independent, it can still be written in terms of field
dependent operators:

Hbs5G̃x^ S̃x1G̃y^ S̃y1G̃z^ S̃z , ~17!

whereS̃x, S̃y, andS̃z are as given in Eqs.~14!, and

G̃x5cos~2f!Gx1sin~2f!Gz ,

G̃y5Gy , ~18!

G̃z52sin~2f!Gx1cos~2f!Gz .

The decoherence dynamics during the period of time w
the pulse is turned on will direct the system towards therm
equilibrium with respect to the field-dressed Hamiltonia
H5ES̃z. Following the standard procedure~for example, see
Ref. 36! leads to the following set of Heisenberg Markovia
quantum master equations forS̃x, S̃y, andS̃z:

SP x52
1

T2
S̃x2ES̃y ,

SP y5ES̃x2
1

T2
S̃y ,

SP z52
1

T1
@S̃z2^S̃z&eq#, ~19!

where

1

T1
5

1

4
~11e2bE!E

2`

`

dt eiEtTr$rb
eq@~G̃x~t!2 i G̃y~t!#

3@~G̃x1 i G̃y#% , ~20!

and

1

T2
5

1

2T1
1

1

T2*
,

1

T2*
5

1

2 E2`

`

dt Tr$rb
eqG̃z~t!G̃z%.

~21!

Here, 1/T1 is the population relaxation rate constant, 1/T2 is
the dephasing rate constant, 1/T2* is the pure dephasing rat
constant, andrb

eq is the free bath equilibrium density matrix
It should be noted that the validity of Eqs.~19!–~21! rests on
the following assumptions~see, for example, Ref. 36!: ~1!
Weak coupling between the system and the bath;~2! separa-
tion of time scales between the rapidly decaying bath fl
tuations and the relatively slow relaxation of the system;~3!
the secular or rotating-wave approximation, which decoup
the dynamics ofSz from that of Sx and Sy; and ~4! the ne-
glect of Lamb shifts.

The dependence ofT1 on the field comes from two
sources:~1! the dependence ofG̃x and G̃y on the field,
through the anglef @cf. Eqs. ~13! and ~18!# and ~2! T1 is
proportional to the Fourier component of the correspond
bath correlation function at the system frequency,E, which is
field dependent@cf. Eqs. ~9! and ~20!#. As a result of the
second effect, the dependence ofT1 on the field reflects the
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specifics of the system-bath interaction. On the other ha
the only field dependence of the pure dephasing rate c
stant, 1/T2* , is due to f ~the second source of field
dependence does not exist in this case because 1/T2* is pro-
portional to the zero frequency component of t
corresponding correlation function!. In order to avoid a
model which is specific to the particular spectral density
the bath, we will assume that 1/T2* @1/T1 and thatT1 pro-
cesses are negligible on the time scale of the experim
(tp). It should also be noted thatT1 processes would rapidly
thermalize the reactant and product populations, ther
making any control of the reaction quite impossible.

Focusing our attention onT2* , it should be reemphasize
that T2* will generally be field dependent. For example, t
frequently encountered choice of a system-bath interac
term which is linear in the reaction coordinate (Sz),

Hbs5Gz^ Sz , ~22!

would lead toG̃z5cos(2f)Gz5Gz3(A2e)/A(A2e)21J2,
such that

1

T2*
→S 1

T2*
D

a

5g3
~A2e!2

~A2e!21J2 ;

~23!

g5
1

2 E2`

`

dt Tr$rb
eqGz~t!Gz%.

While g in Eq. ~23! is field independent, the factor precedin
it is explicitly field dependent. It is important to note that
this case, 1/T2* 50 whene5A. This is because the couplin
to the bath, Gz^ Sz , is off-diagonal within the eigen-
representation of the Hamiltonian,H52JSx, and is there-
fore unable to lead to pure dephasing~it can still lead to
population relaxation, which is assumed negligible!. Thus, it
will be advantageous to minimizeuA2eu not only because it
is the best strategy in the absence of decoherence@cf. Eq.
~11!#, but also because it diminishes the dephasing rate
other words, the optimal laser field can be actively used
eliminate dephasing, as well as steering the coherent dyn
ics towards the desired goal!

However, there will also be cases whereT2* is field in-
dependent. This happens when the interaction term is a
Eq. ~16!, whereGx , Gy , andGz are assumed to be uncorr
lated and to have identical autocorrelation functions:

Tr$rb
eqGi~ t !Gj%5d i , jC~ t !, i , j 5x,y,z. ~24!

In this case,

1

T2*
→S 1

T2*
D

b

5
1

2 E2`

`

dt C~t! ~25!

is field independent and therefore cannot be controlled
pulse shaping.

Equations~23! and~25! represent two out of a very wid
range of possibilities that will emerge when coherent con
is attempted in the solution phase. The above discus
makes it clear that the optimal pulse design would simu
neously optimize the decoherent and coherent componen
the dynamics. In fact, the optimal pulse will often represen
compromise between these two driving forces. It should a
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be noted that the optimal pulse will depend on the spec
decoherence mechanism that is at play, which provides
other mean of control in the sense of looking for a syst
with an optimal decoherence mechanism. In the next t
sections we will demonstrate these points in the contex
the two decoherence mechanisms described above.

B. Optimization with respect to the pulse width

NeglectingT1 relaxation (T1→`) and solving Eqs.~19!
for the initial state in Eq.~5! leads to the following expres
sion for the final yield:

^Sz&~ tp ,e!5
\

2 H J2

E2 @12cos~Etp!e2tp /T2#21J . ~26!

It is straightforward to maximize the yield,^Sz&(tp ,e), with
respect to the pulse length,tp . The optimal pulse length,tp* ,
is found to satisfy the following identity:

tan~Etp* !52
1

ET2
. ~27!

Equation~27! has an infinite number of solutions. Howeve
sinceE, T2 and tp* are all positive, the optimal pulse lengt
corresponds to the smallest positive solution fortp* ~cf. Fig.
2!, namely,

tp* ~e!5
1

E Fp2tan21 S 1

ET2
D G . ~28!

The dependence oftp* (e) on the dephasing rate is show
in Fig. 3. AsET2→`, tp* (e) coincides with its value in the
absence of dephasing, namelytp* (e)→p/E, which corre-
sponds to the maximal possible yield@cf. Eq. ~10!#. A finite
value of ET2 leads to a reduction intp* (e). This reduction
represents a compromise between the opposing tendenci
coherent dynamics, represented by the precession frequ
E, and dephasing, represented by 1/T2 . This is because a
longer pulse width, as favored by coherent dynamics, a
leads to more dephasing. It should be noted that the sys
still contains some coherence between the reactant and p
uct states at timetp (^Sx&(tp),^Sy&(tp)Þ0). However,

FIG. 2. Optimization of the pulse length. The optimal length,tp* (e), corre-
sponds to the smallest positive value oftp where the functions tan(Etp) and
1/ET2 cross~circled!.
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switching off the field will stabilize^Sz& at its value att
5tp , while ^Sx& and ^Sy& will gradually vanish via pure
dephasing.

WhenET2 becomes very small, the optimal pulse leng
approaches the lower bound,tp* (e)5p/2E, i.e., the optimal
pulse becomes a quarter-cycle rather than a half-cycle pu
However, it should be noted that^Sz&(tp ,e) is actually inde-
pendent of tp in this case, and that the optimal yiel
^Sz&(tp* (e),e)52(A2e)2/2E2, is completely dictated by
the dephasing. Nevertheless, this yield still depends on
field amplitude,e, and can be optimized with respect to
Figure 4 provides a schematic view of the above obse
tions for the caseA5e.

FIG. 3. The optimal pulse length,tp* (e), as a function of the dephasing rat
1/T2 .

FIG. 4. A schematic view of the control scheme forA5e. In this case the
precession of the spinor takes place in theyzplane, around thex axis. In the
absence of dephasing, 1/T250, the optimal pulse leads to a precession
half a cycle. In the opposite extreme of strong dephasing,J/T2@1, the
precession is completely damped, and the increase in^Sz& is brought about
solely by the dephasing process. As a result,^Sz&50 is the maximum ob-
tainable yield. In the intermediate case, the optimal pulse is shorter th
would have been in the absence of dephasing, and therefore leads
precession between half a cycle and a quarter of a cycle. The correspo
yield is between 0 and

1
2.
e.

e

a-

C. Optimization with respect to the pulse amplitude

Our next step will be to evaluate the optimal field am
plitude,e* . Substituting Eq.~28! into Eq. ~26!, we find that
^Sz&@ tp* (e),e# can be put in the following form:

^Sz&@ tp* ~e!,e#5 1
2@J2T2

2F~1/ET2!21#, ~29!

where

F~x!5x2$12cos@p2tan21 ~x!#e2x„p2tan21 ~x!…%. ~30!

In the case whereT2 is independent ofe, Eq. ~25!, the de-
pendence of̂ Sz&@ tp* (e),e# on e is contained in the variable
1/ET2 . SinceF(x) is a monotonically increasing function o
x, maximizing^Sz&@ tp* (e),e# with respect toe is equivalent
to maximizing 1/ET2 with respect toe, which implies that

e* 5A. ~31!

Thus, the optimal pulse amplitude is the same as that in
absence of dephasing. Substituting thise* back into Eq.~29!
leads to the following optimal yield:

^Sz&@ tp* ~e* !,e* #52
1

2
cosFp2tan21S 1

uJuT2
D G

3e2~1/uJuT2!@p2tan21~1/uJuT2!#. ~32!

In Fig. 5, the optimal yield,̂Sz&@ tp* (e* ),e* #, is plotted as a
function of the dephasing rate, 1/T2 . The optimal yield is
clearly lower than1

2 in the presence of dephasing, and ha
lower bound of 0, which is the optimal yield in the presen
of very strong dephasing, i.e., when1/uJuT2@1.

It should be noted that whene5e* 5A, the dephasing
and coherent components of the dynamics push the syste
the same direction. We have already seen that the cohe
component of the dynamics favors this amplitude beca
the initial spinor is then perpendicular to the axis of prec
sion, thereby allowing for complete switching. At the sam
time, the dephasing process destroys the components o
initial spinor that are perpendicular to the axis of precessi
Thus, setting the axis of precession along thex axis means
that the dephasing increases^Sz& during the first quarter

it
a

ing

FIG. 5. The optimal yield,̂Sz&@ tp* (e* ),e* #, as a function of the dephasin
rate, 1/T2 .
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cycle, by making it less negative. Because the second s
of the pulse involves a precession by less than a quarter
cycle, the net effect is that dephasing actually helps to
crease the yield!

We now turn to the case whereT2 is explicitly dependent
on e, Eq. ~23!. It is straightforward to verify that here, too
^Sz&(tp* (e),e) is maximized whene* 5A. However, unlike
the case of a field-independentT2 , in this case the optima
yield is given by

^Sz&~ tp* ~e!,e* !5 1
2, ~33!

which is the same as that in the absence of dephasing
other words, we can reach complete switching in a sys
which is subject to dephasing. The origin of this result can
traced back to the fact that by settinge5A, we have also
effectively neutralized the dephasing mechanism@(1/T2)(e
5A)50, cf. Eq.~23!#.

IV. CONCLUSIONS

The goal of this article was to provide a concrete a
simple demonstration of several unique features of cohe
control in the presence of decoherence. The main obse
tions may be summarized as follows:

~1! Achieving coherent control in the solution phase is
much about controlling dephasing as it is about steer
the coherent dynamics. The optimal pulse shape
generally represent the best compromise between t
two driving forces.

~2! The optimal pulse shape in the presence of decohere
will usually be different from the optimal pulse shape
the absence of decoherence.

~3! The optimal pulse and optimal yield can be extrem
sensitive not only to the system’s free Hamiltonian, b
also to the nature of the dephasing mechanism. B
dephasing mechanisms discussed above can be rea
in solution. Mechanisma will be relevant when the bath
couples predominantly to the reaction coordinate, and
a result leads to fluctuations of the asymmetry. Mec
nismb will be relevant when the bath also causes sim
fluctuations in the tunneling matrix element~by modify-
ing the barrier height and well frequencies!. In fact, one
should expect other intermediate cases between t
two extremes. Furthermore, it appears that coherent c
trol experiments can be used to extract quantitative
formation about the particular dephasing mechanis
that are at play in a given system.

It should be noted that the features demonstrated in this
ticle are expected to be general and not limited to the p
ge
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ticular model studied. The study of more elaborate models
coherent control in the presence of decoherence will be
subject of future work.
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