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Rovibrational energy transfer of hydrogen fluoride in collisions with argon was investigated by
using the coupled-states approximation to the quantum scattering problem. Empirically determined
3-D ab initio potential energy surface®ES for the interaction between hydrogen fluoride and
argon are presented. Second-order Mgller-Plesset perturbation {iMf2ywas used to provide an

initial approximate PES for the complex. The MP2 PES was subsequently modified to compensate
for the underestimated dispersion interaction and adjusted until the desired agreement between
calculated and observed spectroscopic quantities was achieved. Calculated rotational cross sections
are in good agreement with experimental results as well as those obtained with a highly accurate
vibrationally averaged empirical PEHS. M. Hutson, J. Chem. Phy86, 6752(1992]. The rate
constants for the collision induced relaxation of the first vibrational state of hydrogen fluoride are
presented as functions of temperature. The rate constants show structure at low temperature
corresponding to cross-section resonances. The calculated rate constants are in good agreement with
available high temperature experimental results. The calculations provide lower temperature rate
constants and a wealth of detailed state-to-state information that are not available from experiment.
© 2001 American Institute of Physic§DOI: 10.1063/1.1388547

I. INTRODUCTION low altitudes, the high collision frequency maintains a Bolt-
The HF—Ar system is an important benchmark for theZmann V|brat.|onal energy distribution .ctlaracterlzed by the
development and understanding of potential energy surfacelsqcal. trans'lfcm.onaly(,kmetlc) temperat'ure. L? cal therquy—
There has been much experimental and theoretical interest [pmic equilibrium®(LTE). At high altitudes, r_10r_1-LTE dis- .
this system due mostly to the use of hydrogen fluoride intrIbUtlonS are prqduced as Fhe resglt of ra@_atlve and <_:he_zm|-
| processes in competition with collisions. Radiative

lasers. Even though there exists a great deal of experimentgﬂ"

and computational data for the system, little is known aboufner9y 1 lost from th? I95cal atmosphere, affecting the effi-
ciency of heat depositioh:® The occurrence of non-LTE can

the details of its vibrational energy transfer. This may be _ ) s o _
attributed to both the experimental and the computationa"lilso compromise the interpretation of atmospheric limb radi-

. 6
difficulties that are inherent to its study. One of the chief@NCes measured from.satelhté!sg., Solqmore_t al. )', The
computational problems is the development of an accurat@resent study was motivated by the desire to investigate non-

potential energy surfad®ES. Here we test several methods LTE in HF(v), which S likely pr(l)duc7ed in atmospheric col-
for calculating the potential energy surface for the collisionalliSions of HF with Q("A) or O("%)." .
vibrational energy transfer of this and similar systems. The ~ 1he vibrational deactivation of HF in HF—Ar mixtures
surfaces generated are tested against known spectroscopes been stt117d|ed in laser fluorescence and shock tube
and rotational activation data. The final surfaces obtained ar@xPeriments;*"but accurate measurement of HF—Ar energy

HF—Ar collisional system. tion compared to the much more efficient HF—HF energy

Vibrational energy transfer invo'ving small molecules is transfer. At 295 K the rate of self-deactivation is reported as

of interest for a variety of reasons. In the atmosphere, highly=2.0x 10~ **cm’/molecule sec, while the upper limit for
vibrationally excited molecule¢e.g., CQ, O; OH, H,0, the deactivation by argon at the same temperature is three
NO) are produced as a result of chemical reactions, quench)l’ders of magnitude smaller. The experimental rate constants
ing of excited electronic states, and absorption of light. Atwere determined from plots of inverse relaxation time versus
HF mole fraction extrapolated to infinite dilution. At higher

dpresent address: Computational Biochemistry, Biophysics, and Biolog temperature, the HF—Ar rate constants are measurable, but at

Group, Environmental Molecular Sciences Laboratory, Pacific NorthwesxlfoW temperatur(_as,_ the intercepts fall C!Ose to zero and experi-
National Laboratory, Richland, WA 99352. mental uncertainties prevent evaluation of the HF—Ar rate
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constant. Thus, the results from the lower temperature exzero for 6 is chosen to be the linear Ar-H-F geometrin
periments were reported as upper bounds. Computationakder to obtain a potential energy surface approaching spec-
prediction of the rate constant is also challenging since théroscopic accuracy directly fromb initio calculations, accu-
dependence of the intermolecular potential on the HF vibrarate electron correlation techniques must be employed with
tional coordinate must be assessed and the number of opéarge basis sets and many different geomeffi@8For most
rovibrational channels may be prohibitive. In contrast to thesystems it is not yet practical to perform calculations with
experiments, the computational procedure is simplified athis level of accuracy or complexity and there is clearly a
lower temperatures because fewer channels are available. need for effective methods for enhancing the more modest
There have been several previous theoretical studies @fb initio methods that are currently accessible.
the collision induced deactivation of HF by At-23Ovchin- Various approaches to potential energy surface enhance-
nikova used a quasiclassical approximation with several simment have been reporté®:3227-53-615ome decompose the
plifying transformations to calculate the vibrational deactiva-potential into physically meaningful terms that can be
tion rate constant from the first excited vibrational state withmodified3!37-°455610thers scale the potential by a constant
four different PES$? Two of them, which were based on factor or scale the coordinate%:®°Recently a technique was
previously determined self-consistent fi¢®CP data®* pro-  developed which scales both simultaneod$lgor an atom-
duced rate constants within the range of values obtained bgliatom collisional system, spectroscopic data for van der
experiments for temperatures between 800 and 4000 K. HaWNaals complexes may be used with nonlinear least squares
results are not in close agreement with the present study, baigorithms to determine the modificatiot?®?In the present
they fall within the wide scatter of experimental values. Be-study we perform bound state calculations for the van der
rend and Thommarson performed a quasiclassical trajectofWaals complex and use the results to augment or morph a
study of HF @ =1)—Ar vibrational deactivation that pro- potential energy surface derived from second-order Mgller-
vided good results for higher temperatures but overestimateBlesset theoryMP2). We then determine the effects of the
the upper limits set by experimental observations at 294 angdotential energy enhancements on the calculation of vibra-
350 K2° Thompson conducted quasiclassical trajectory caltional energy transfer.
culations using an additive pair potential for several vibra-  Once a suitable potential is obtained, it is used to predict
tional states of hydrogen fluorid&!°He provided a detailed the rotational energy transfer cross sections and rate con-
preliminary survey of the state-to-state cross sections, but digtants. These cross sections provide a test of the intermolecu-
not determine the relative translational energy dependence tdr potential that is a prelude to determining the vibrational
the cross sections. This dependence is required in order tate constants. Rotational activation cross sections that have
calculate rate constants and is also helpful in interpreting theeen measurétl at a relative translational energy of 350
qualitative behavior of the collisional system. When this pa-<cm™ ! may be compared to highly accurate close-coupled the-
per was nearing completion, Kreres al?® released a quan- oretical calculations and are a useful test of the intermolecu-
tum mechanical study of the vibrational relaxation of thelar potential energy surface anisotropy at the base of the
HF—Ar system. Their intermolecular potential is based onrepulsive wall. The CS calculations are used to predict rota-
the diatomics-in-molecule approath;?’ which is much dif-  tional cross sections over the range of energies studied. Less
ferent than the augmented potentials used here. Their resulsknown experimentally about how the individual cross sec-
are in good agreement with existing data. tions vary with the relative translational energy and therefore
The predicted rate constant for the vibrational deactivathese dependencies cannot be compared directly to experi-
tion of hydrogen fluoride by argon may be greatly improvedmental data. However, the calculated energy dependence
by using better computational techniques and new spectrgrovides valuable insight into the qualitative behavior of the
scopic data for the van der Waals complex. Recent advancesllisional system and is shown for selected cross sections.
in computer hardware have made it possible to use highlyVe also examine the relationship between the rotational
accurate quantum scattering methods such as the couplecross sections corresponding to HF in different vibrational
states(CS) approximatior® to calculate state-to-state cross states and the suitability of the empirical power-gap law for
sections. These same advances have made it possible to cadgta modeling and reduction. Representative rotational en-
out more accurate and computationally demandibgnitio  ergy transfer rate constants are presented and discussed.
calculations of the PES. Much is known now about the in-  The vibrational energy transfer rate constants are calcu-
termolecular potentials of van der Waals complexes and howated from the individual rovibrational state-to-state rate con-
to useab initio quantum mechanics to assess them reli#bly. stants and are shown to be in good agreement with the lim-
There has been great interest in the development of inted experimental measurements. The original MP2 surface
termolecular potential energy surfaces for prototype systemdoes well at calculating the vibrational deactivation rate con-
consisting of an atom and a diatomic molectfté®>’Poten-  stants. The surface enhancing techniques discussed here have
tial surfaces for the intermolecular interaction of hydrogenlittle effect on the resulting vibrational energy transfer, how-
fluoride and argon have been reported numerougver they doimprove the predicted rotational activation cross
times18-2224-2644-51n jacobi coordinates, the relative posi- sections and bound state energies. Analysis of the state-to-
tions of the particles are represented by a vectarhich  state rate constants shows a strong tendency toward pure V-R
points from the fluorine atom to the hydrogen atom, by atransitions. Qualitative structural features are evident for
vector R which points from the diatomic center of mass to low-temperature rate constants, due to low energy cross-
the argon atom, and by the angldetween the vectorgdhe  section resonance structures. All of the results are consistent
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with the available experimental observations and the knownimated limit of a complete basis. For the HF-Ar complex,
gualitative behavior of energy transfer cross sections and ratdP2 with the aug-cc-pVTZ basis recovers only approxi-

constants. mately 80% of the binding energy .D The deficiency is
expected, since an accurate calculation of the attractive dis-
Il. POTENTIAL ENERGY SURFACES persion interaction requires highly correlated technifdés.

The empirical potentials developed here begin with aAII of the MP2 calculations presented here were conducted

3-D potentialV(R, 6,r) based on a grid of points determined using NV_\/Cherﬁs software. . . . .

. . o e . The intermolecular potentiaV/(R, 6,r) is obtained via
via MP2 calculations. The 3-D potential is modified either bythe supermolecular appro28Re and is expressed as
scaling the MP2 potential or by adding terms that enhance P P P
the dispersion interaction, which is known to.be undergstl— V(R,0,r)=Epr_alR, 0,1) — Epe(0,1) — Epl()
mated by the MP2 level of electron correlation. This is a
computationally simple step and could be replaced by one of +AE(R,0,r)—AEs(r), (1)
the other methods of surface augmentation or morphing.

Finding the best parameters is greatly accelerated by the eyhere Eye_a(R,6.r) is the potential energy of the whole

istence of previously determined vibrationally averaged po§ystem,EHF(w,r) IS the isolated diatom poter)t|al energy,
tentials(averaged over), which may be used to make small Ea() is .the isolated 'A,‘r atom _potenual energy,
improvements to the 3-D potential. By themselves these 2-[5&ECP(R’6_’r,) Is the counterpoise correctlpn for_the ba5|§ set
potentials have been used for rotational energy trafidfaut superposition errofBSSH, and AEs{r) is a size consis-

they do not provide the necessary information to predict vitency correction. . L
brational state changes. The counterpoise correction is expressed as

The 3-D poten_tlal can be V|brat|0nally averaged b.y inte- AER,0,1)=Ep(e,1) — Epe(R, 0,1)
grating over the diatomic wave functions as shown in Sec.
[ C. The resulting 2-D potential is used to calculate the bind- +Ep (@) —Ea(R,6,r), (2
ing energy and spectroscopic properties of the van der Waals o ) . .
complex for comparison to experimental quantifié®8The ~ and substituting this result back into H@) gives
MP2 PES is adjusted until satisfactory agreement is reached
with the experirjnental spectroscopic groserties. This method V(R & 1) =EueadR, 0,1) —Epe (R, 0,1) —Ead(R, 9,f()3,)
produces an improved 3-D potential energy surface for the
van der Waals complex without a significant increase in thavhereE, (R, 6,r) andE.(R, 6,r) are fragment energies re-
computational effort. By applying augmentation or morphingquiring separate calculations. The size consistent term is
techniques to the 3-D surface and comparing the vibraequal to zero for the MP2 methd8l.The dependence of
tionally averaged surface to experimental data, this techniquE,«(R,6,r) on R and # as well as the dependence of
preserves the dependence of the MP2 potential on the inteE, (R, 6,r) onR, §, andr is due to the inclusion of the full
nal coordinate of the molecule. set of basis functions that were used for the complex.

Potential energy surfaces generated in the aforemen- In order to obtain an accurate analytical representation of
tioned manner are augmented based on the properties of theite potentialV(R, 6,r), ab initio calculations were carried
van der Waals potential wells. However, the collisional en-out for many values oR, 6, andr. The range ofR fell
ergy transfer cross sections and rate constants are mostyetween 1.5 and 20 A and included 23 unequally spaced
dependent on the repulsive part of the potential. The majopoints. This range was chosen to include values smaller than
deficiency of the MP2 surfaces is the underestimation of thehe lower integration limits of the subsequent scattering cal-
attractive dispersion interacti&t® which is most important  culations(Sec. 11l A). The values of used were 0.7, 0.9648,
near the van der Waals minimum. However, when the dis1.1, 1.3, and 1.5 A. The value of 0.9648 A is the expectation
persion interaction is augmented, the repulsive wall of thevalue ofr for v=1 in isolated HF. The range ofwas de-
potential is also modified. In order to determine the sensitivtermined from the HF vibrational wave-function amplitudes.
ity of the energy transfer results to the form of the augmenThe angle# varied between 0° and 180° with 11 equally
tation, three different augmented potentials are generateshbaced values and thus covered the range of symmetry
from an MP2 surface and used in scattering calculations. unique angles.

A. ab initio calculations

The quantum chemistry method chosen for this study . . . )
was second-order Mgller-Plesset perturbation thébti2) B, Anqutlcal representation of the interaction
with the aug-cc-pVTZ basi€®~"2This method has the advan- potential
tage of being size consistent, which simplifies the determi-  Theab initio calculations provide a discrete set of points
nation of the intermolecular potential. Mourik and Dunning by which a functional representation must be determined.
have recently performeab initio calculations for the HF-Ar  There are numerous ways of accomplishing this step, each
system using this and other computational technidfies. with its own strength$>~8° Here the potential function is
Their results show that the MP2 method is capable of reprorepresented by a Legendre polynomial expansion with coef-
ducing important features of the potential energy surface, buficients determined using a matrix inversion technitftf&.
the HF-Ar binding energy is underestimated even in the esThe potential may be expressed as
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FIG. 1. Two coordinate systems for the expansion of the isotropic potential. I
The origin Q corresponds to the center of the isotropic potential and the
origin O, corresponds to an off center expansion.

V(R,e,r)=§k‘, > VE(R)P, (cosh) (r—rg)¥
A
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where FIG. 2. The HF-Ar intermolecular potential classical turning points. The

d,=P,(cos#) and sk:(r—re)k (5) VgVO(R,e) matrix element is shown with the k43,2 potential for the
. ground vibrational state of HF. Each ellipse corresponds to a constant en-
andP, (cos#) are Legendre polynomials of order The ma-  ergy. From the outside ellipse inward, the energies are 1000, 2000, 4000,

trix V(R) is given by and 8000 cm’. The HF-Ar center-of-mass is taken as the origin of the
V(R)=D"'B(R)S ™}, (6) e

where
Dym=P,(C0S6y,) and Se=(ry—ro)*. () R;>a®~2aR, cosd], (D

wherea is the magnitude of the displacemeritis the angle
between the position vector and the displacement vector as
shown in Fig. 1, and/R,<1. Fora=0, only theP, term
remains and the form of the original potential is obtained.
For a>0, higher order Legendre polynomials are required.
The expansion coefficients are proportional &R,)* and it
follows that for larger values o& (greater displacement of
the coordinate origin from the isotropic potential cepter
more terms are required for the expansion to converge. The
> , , same considerations apply to anisotropic potentials, however,
2 ngz:])R—zl ' 8 the algebra is much more cumbersome

i=3 '

, , The repulsive wall of the HF—Ar potential closely re-
where the coefficients,,,, b{}), and cz) were determined sembles an ellipséwith nearly equal major and minor ayes
using least squares. The hyperbolic tangent function in th@s show in Fig. 2. The convergence of the angular part of Eq.
last term was used as a damping function for the dispersio(y) is expected to be best for a coordinate system with the
interaction. Various damping functions have been revieweayrigin located at the center of the ellipse. With the correct
in the literature’®® choice of origin for the HF—Ar potential, we also expect that

The potential expansion convergence, with respect to théhe isotropic term should be the largest term for valueR of
number of angular functions, is affected by the location ofthat correspond to the potential wall. Since Legendre poly-
the coordinate origin. For example, an isotropic exponentiahomial expansions of the HF—Ar intermolecular potential
repulsive potential may be expressed as, V(R,6,r) are done with the origin located at the center-of-

V(Ry) =Aexp — BRy), 9) mass, we expect the convergence.of thg angular expansion to

be best when the center of the ellipse is located close to the
whereR; is a distance from the first origi®; (see Fig. 1 center-of-mass. Fortunately, this is the case for the MP2 po-

The ab initio calculations are performed for the angles
and the diatomic bond lengthg, constrained by the condi-
tions \=m andk=n. These conditions are required by the
matrix inversion step in Eq6). The termsB,,(R) are rep-
resented by functions of the form

3
Bmn(R)=exd —am(R—Rmp)] 20 bgﬁ)nRi

—tanhR)

Transforming to a second origi@, gives, tential.
x \]—1 An ellipse with the center located B=0.06 A closely
V( R2,0)=Aexr{ —BRy| >, Px(cosa)<—) J matches the classical turning points on U‘@?O(R,H) poten-
A=0 R tial at a relative translational energy of 1000 ¢mThe con-

(10 vergence of the expansion may be qualitatively seen by the
with the constraint relative magnitudes of the expansion coefficie\n(cR)i . For
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le+09 ——————————————————————

5
BL.(R)=Bm(R)—tank R)EB dZVR~2 (12)

5
B2(R)=B(R)—tanhR) 23 dZR™2, (13)

1e+06 (R enocos

where the augmentation (B,lnn(R) depends only on the
angle 6, and the augmentation dB,ZTm(R) depends on both

7 ther and 6. The coefficientsd,,,, were assumed to vary lin-
early with r,,. Three-dimensional potentials are generated
from Eq.(12) and Eq.(13) via Eq. (6).

The two augmented potentials were constructed in simi-
lar ways. TheV?! potential was augmented by adding an an-
gular dependent dispersion interaction. Mfepotential was
made to reproduce the geometry and depth of the minima
based on the highly accuradb initio calculations of Mourik
FIG. 3. The magnitude of the angular expansion coefficients for the Thompand Dunnind® while reproducing the experimental spectro-
son (Refs. 18,19 potential. The radius is held constaj=2.11A forn  goqnic hound state energies for the first five HF vibrational

different polar coordinate origins. Numbers on the graph represent the dis- 68,83,8 >
placement of the origin along the bond from the center-of-mass with a>tates of the van der Waals compféx. “The V2 poten-

positive displacement toward the hydrogen. The coefficients for an origin atial was augmented by adding a dispersion interaction that is
the center-of-mass have been emphasized. The plot for 0.4 A shows strugr function of the angle® and of the HF bond length. The
ture (smaller odd termsthat is due to the presence of symmetry. H6(4 3,2 potentiaf5 was used to determine the angular

dependence of the coefficient,, from Eg. (13). The

HF—Ar the isotropic ternV(R)J is large and the Ar atom can V11(R. 6) element of the augmented potential was compared

only access regions in the scattering calculations wherf® the corresponding HE(=1) surface of the H@, 3, 2
higher-order k>4) Legendre polynomial expansions are potential. A least squares algorithm was used to minimize the
small. ForR=2.12 A theV(R)g term is 8.4 times larger difference between the potentials over all eleven angles and

than theV/(R)? term. Espostet al® discuss this effect for TOM _RZS'O'B.‘ to ,R:Ef"o'&' In this way information from

similar systems, as well as provide several graphs of thé1 high quality vibrationally averaged potential 463, 2

expansion coefficients. was included during the construction of the 3-D potentials.
The same matrix technique was applied to Thompson'd "€ angular dependence was determined from thetH&

potential. Figure 3 shows the angular expansion coefficientd) Potential first, followed by the bond length dependence.
for five different origin locations. From the graph it is evi- 1n€ bond length dependence was assumed to be linear and

dent that the best choice of origin is close to a 0.4 A dis-determined by fitting the van der Waals complex bound state

placement from the center of mass toward the hydrogen. gnergies for the first three HF vibrational states. The station-
displacement of between 0.3 and 0.4 A is necessary to fit th@"y Points of the potential energy surfaces are given in
repulsive wall to an ellipse at a classical turning point of rable 1.

1000 cm L. The saw tooth shape of the coefficiefgsaller

OFid terms indicates that for this choice of origin, the coor- 5 ptential scaling

dinates more correctly represent the symmetry of the poten- _ _ _ _ _
tial. For a perfect ellipse, only even terms appear in the ex-  Athird potential was obtain by scaling the MP2 potential
pansion. The variation in convergence between these sets By @ constant factor

parameters is significant. For the matrix inversion technique, \/3—1 2og/MP2 vais ). (14)

\ can be interpreted as the number of angles in Eqg. 7. For an o )
ab initio surface, optimizing the choice of origin could de- 'N€ coefficient was chosen to bring the van der Waals com-

crease the number of angles necessary to describe the potdex Well depths into agreement with Mourik and Dunnffig.
tial. Spectroscopic binding energies for the van der Waals com-
plex were then fitted by adding an angle-dependent disper-
sion interactionvV¥sR( ¢) using Eq.(12). The angular depen-
dence of this interaction was designed to broaden the wells.
Once an analytical representation was obtained, two newhe stationary points of the potential energy surface are
potential surfaces were generated by adjusting the expansigiven in Table I.
coefficients of Eq(8). This allows the augmentation process
to retain the same level of flexibility as the original fitting
functions. In the present work the coefficiert§!) were
modified until the potential reproduced observed binding In order to calculate the spectroscopic properties from
energie& % for the van der Waals complex to within the the potentials and to perform quantum scattering calcula-
desired tolerance. The resulting surfaces differ in the form ofions, a potential coupling matrix is required. The matrix was
Eq. (8) as shown by obtained from expectation values

le-03F

le-06F

60

C. Surface augmentation

E. Bound state calculations
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TABLE I. The potential energy surface stationary points for the total poten-ing vibrational coupling, since the off-diagonal elements of
tial V'=VEE+ V(R 0,r). Theab initio data were obtained from Mourik  he vibrational matrix do not greatly affect the eigenvaltfes.
and Dunning: The spectroscopic properties calculated for all of the po-

Minima tentials are shown in Table Il along with their experimental
counterparts. The unmodified MP2 surface recovered 66% of
the binding energyD,, which is even less than the 80%
Ve 00 3481 0091761 -171.95  recovery if measured from the bottom of the wil.*® All

180.0 3464 091701  —7449  of the gugmented potentials reproduce the spectroscopic data

Intermolecular potential 6 (deg R (A) r (R) V (cm™Y)

1
v 18%.% 33'.136; %‘31177%% _285:2;1 reported in Table Il significantly better than did the original
V2 00 3442 0091764 -18409  MP2 surface.
180.0 338 0.91712 -103.11
S 0.0 3481 091779 —211.58
180.0 3.464 091705 —91.63
CCSOT)/aug-cc-pV52 0.0 3436  0.91811 —206.38

CCsOT)/aug-cc-pvVQ2 180.0 3415 091801 —92.89
Ill. ROVIBRATIONAL ENERGY TRANSFER

Transition states

yMP2 9372 3638 091691 —51.73 The HF-Ar collisional energy transfer may be repre-
v 101.56  3.484 091692 -87.71 sented by the following second-order reaction
V2 124.99 3453 091705 —86.95
V3 93.92 3572 0.91693 —80.40 R
-cc- — Ui Jinvg o Jis
CCSOT)/aug-cc-pVQ2 98.96 3550 0.91793 74.86 HF(v; ;) + Ar HF(v;,J0) + AT, (16)

aSee Ref. 48.
wherev is the vibrational quantum numbel,is the rota-
tional quantum numbek(v; ,J; ,v,J;;T) is the temperature
V, ,(R,0)=(v,3=0|V(R,6,r)|v’,J=0), (15  dependent rate constant|abels initial values, and labels

) o ) ] final values. The rate constant is expressed in units
where|v,J=0) are the diatomic vibrational wavefunctions. .n3moleculesec and is related to the reaction rate by

The vibrational wave-functions needed in Ef5) were de-
termined from Numerov integratiBh® of RKR
potential§’~89VRER using both software developed in house d[HF(v¢,dp)] _  d[HF(v;,J)]
and the software progragliEg\z/EL.90 dt dt

The programsOoUND™™"* was used to perf_orm close- —Kk(v;,3; 00,30 THFw; . 3) AT,
coupling calculations of the bound state energies and to de-
termine the binding energieB,, the energy differences (17
E;—-1—Ej—o, and the approximate centrifugal distortion
constant D;=[ —E;_,+3E;-1,—2E;_(]/24. Calculations where square brackets denote number density in units of
were performed in the manner described by Chanhgl, molecule/cm. The energy transfer rate constants are related
who performed bound state calculations on thg4 @, 2  to the state-to-state cross sectiorn@; ,J; ,vs,Js;Ey) using
potential®® Spectroscopic properties were calculated ignorthe Maxwell-Boltzmann distribution

TABLE Il. Spectroscopic properties of the potential energy surfaces. The binding enBrgiestate energy
differencesE;_,—E;_y, and a centrifugal distortion constabt, are presented.

Do(cm ™) Ej—1—Ej—o(cm™)
Ground statgv000) v=0 v=1 v=2 v=0 v=1 v=2
Expt? 101.7 111.354 122.612 0.2045 0.205 24 0.205 97
Vi 103.3335 111.2107 121.1713 0.203 493 0.204 372 0.205 646
V2 101.7928 111.3201 122.6124 0.205 927 0.207 195 0.208 654
Ve 99.709 3 109.645 8 122.2411 0.196 246 0.197 723 0.199 589
yMP2 67.1510 74.3351 83.440 4 0.191 739 0.193 586 0.195814

Dy(X10 6cm™Y

v=0 v=1 v=2
ExptP? 2.36 2.12 1.95
Vi 2.50 2.25 2.17
V? 2.50 2.25 2.0
& 2.25 2.04 1.88
yMP2 3.19 2.86 2.55

% or a description of the quantum numbers characterizing the states of the complex see(Rafsd§).
PSee Refs. 64—68.
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k(vi,Ji,vs,d¢;T) TABLE Ill. Relative cross sections for rotational activation of HF by Ar
P T with a relative translational energy of 350 chn Experimental values are

given by Chapmaret al? The results reported as64,3,2) were deter-

12 ro
=1KkT T) j Evo(vi,Ji,vs,Jd¢;Ep) mined from the H4,3,2 potential by Chapmaet al. by using a*+15%
T 0 distribution of energies about the relative translational energy.
Xexp —E/kT)dE,, (18 Transition
. e . . . I 1 2 3 MP2
whereE, is the initial relative translational energy apdis Ji—Ji Expt. H6(432) H&432 Vi Ve VoV
the HF—Ar reduced mass. Rate constants for vibrational re- Percent of total cross section
laxation are obtained by averaging the state-to-state rate cort — 0  778)  76.9 77.18 81.20 77.70 89.49 94.51
stants over the initial rotational states and summing over all>2 — 0 183 183 18.36  13.62 1836 7.60 3.58
final rotational states 3 0 448 444 445 518 394 291 191
. : . . 4 — 0 044  0.280

The experimental measurements cited herein have all
been carried out on mixtures of HF and Ar in which the HF Total cross sectiofA?)
molecules undergo multiple collisions before being vibra- 285 213 2110 16.89 2024 1553 17.53

tionally deactivated. Since the cross sections for rotationadsee ref. 63.
energy transfer are much larger than those for vibrational
deactivation, the rotational states are well-represented by a . . .
Boltzmann distribution. Therefore, the energy dependent Fg comparison with egpenmental result_s of Chapm_an
cross section for vibrational energy transfer is given by et al,”’ rotational cross sections were determlr_led by solving
the close-coupled quantum scattering equations for 350.0
g cm ! relative translation energy. THEOVO(R,H) element of
o(vi v Bl = a; (23i+1) the potential coupling matrix was used from H@5). The
' matrix element represents a vibrationally averaged potential
xXexp(—Ej /kT)o(vi,Ji,vs;Ew), (19  that is appropriate for rotational energy transfer at low rela-
tive velocity.
The energy dependent rovibrational energy transfer cross
sections, necessary for calculating the vibrational rate con-
a= ; (2Ji+)exp(— By, /kT), (200 stants, were determined using the CS approximafiof-102
' Using this approximation, the state-to-state cross sections are

where

Es, is the energy of thd; state, and
open o, v 3 B0 =2 0w di v driEd, (29
o(vi Ji v E) =2 o(vi.di v, dp B (21 o
J where() denotes the projection of the total angular momen-

is the cross section summed over all open final states. Th&m on the body-fixed quantization axis and the sum is over

thermal rate constant for vibrational energy transfer is giverfll values of the projection quantum number such {if3
by =min(J;,J;). The CS approximation has been shown to be

highly accurate for rovibrational energy transfer of atom-
diatomic molecule collisions, except at very low relative ve-

[

1 1/2
k(vi,ve;T)= ﬁ(W) f Evo(vi,vi By

0 locities. For neutral systems, if the relative translational en-
ergy of both the initial and final states is greater than the well
X exp(—E/KT)dE. (220 depth then the CS approximation is expected to be ¥&fid.
Comparison between the CS approximation and close-
A. Quantum scattering calculations coupling results shows no distinguishable differences for the

. . hrati ati : 105,106 i
All quantum scattering calculations were performed us-vibrational deactivation cross section of Hel,, asys

ing the HIBRIDON"-% software package developed by M. tem Igsg anisotropic than HF.—Ar._Kouri. prgvides a detailed
H. Alexander and co-workers. For details, see the HIBRJ-description of the CS approximation with its strengths and
DON distribution literature. Convergence of the calculatedveaknesse¥* Rovibrational energy transfer cross sections
cross sections was verified with respect to all relevant paramY€re calc_ullated over a range of total energies from 6117 to
eters and was better than 2%. A hybrid log-derivative/Airy 16912 cm ™ relative to the bottom of the hydrogen fluoride
propagator was uséd.Log-derivative integration was car- ntermolecular potential well.

ried out from 4.0gto 30.0g with an interval of 0.05@
Airy integration was used from 30.@ado 100.0 3 with a
variable interval. A step size of 5 was used for the orbital  The close-coupled rotational activation calculations are
angular momentum in the CS calculations. The reduced masummarized in Table Il for a relative translational energy of
of the *H'°F and“°Ar system is 13.331917 a.u. The vibra- 350 cmi L. The experimental and theoretical results of Chap-
tional coupling matrices were approximated as shown in Egman et al.®® corresponded to a narrow distribution of rela-
(15). This approximation is expected to be least accurate fotive translational energies centered at 350 &min their
rate constants below room temperature; discussion of its vawork, the width of the distribution opens tldg=4 channel,
lidity may be found elsewher&:%8:%° which lies slightly above 350 cnt. Their experimental re-

B. Rotational energy transfer
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FIG. 4. The rotational rate constankfv;=1J;,0;=1J¢;T) for vibra-

tionally elastic collisions of HR{=1) and Ar as a function of temperature Eyp(vy, J;) — Enyr(vy, J; = 10)

and the change in internal energy,-(vi=1J;) —Enxe(vi=1J;) in wave

numbers. The change in internal energy depends on the initial and findfIG. 5. The rotational rate constark&;=1,J;=10p;=1J;;T) for vibra-

rotational angular momentum quantum numb&randJ; . Temperature is  tionally elastic collisions of HR{=1) and Ar as a function of temperature

varied from 100 to 1500 K in increments of 100 K. For each temperatureand the change in internal ener@g(vi=1,J;) —Ene(vi=1J;=10) in

lines are plotted representing the rate constants for all open channels witltave numbers. Numbers located above data points represent the final rota-

Ji#J; . tional angular momentum quantum number for the series of temperatures.
Data for the rotationally elastic transitiah=J;= 10 have been excluded.

sults and their theoretical calculations based on Huston
H6(4,3,2 potentia‘fs_are summarized in Table Il by columns
labeled Expt. and B(4,3,2 respectively. All of the other
data presented in Table Il were calculated in the prese
study. A direct comparison with the experimental measure-

ments may be made without taking into account the effect of ~ (vi,J; ,vs,J¢;E)=a(23i+ 1) (EYE)YIAE 7,
the energy distribution, which is very narrow. (29)

It is evident from the table that all of the pOtentials give wherea and v are f|tt|ng parameters arﬂL is the kinetic
qualitatively similar results. The results obtained with e energy of the final state. It follows from this equation that for
potential agree with the experiments to within reported errorgpne  set of parameterda,y} a plot of I{o(v;.J
The V2 potential is most accurate for the calculation of rota- =0, 3, ;E,) (E, /EL) Y2/(2J; + 1)] versus IAE| should
tional cross sections and therefore it was used for all of thgje|d a straight line. An example of such a plot is presented
calculations presented for rotational energy transfer crosg Fig. 6, where two sets of parameters were determined by
sections and rate constants. State-to-state rotational energ¥parate linear regressions over the regions to the left and

transfer rate constants were obtained using the CS approxight of the vertical line. The plot is for pure-rotational tran-
mation. An example of these rate constants as a function of

temperature is shown in Fig. 4. The rate constants are for
vibrationally elastic collisions of Ar with HR(=1) where =
rotationally elastic terms have been omitted in order to show ;L 10 " . - T - T

N

the relatively smaller inelastic terms more clearly. The figure <

shows a rapid decrease in the rate constant as a function ¢z
|AEnd =|Epe(vs,31) —Epe(vi ,Ji)|. The exponential char- < of 1
acter of this decrease is evident for both upward and down-% | S

ward transitions shown in Fig. 5. o

There has been much effort to create empirical models R .
and fitting functions for rotational rate constatfts.*?*Lang <

)

Where |AE, is the energy gap between initial and final
rotational levels andAE,g* is the intersection of the re-
ressions(indicated by the vertical line in Fig.)6 The

I'gower-gap law for the cross sections can be written,

et al, observed rotational relaxation of HF in HF-Ar mix- <
tures and fitted their data to a simple exponential mé&tfel.
Their observations are consistent with ours: At a given tem-
perature, higher J levels have lower probability of rotational -
deactivation, downward transitions are favored over upward% % ' x ' 3 ' 3 ' 10
ones for comparablR\E,,f, and the rate constants decrease *
as|AE increases.

The power-gap law has been used to model the matrix ofIG. 6. IMo%v;=1,3;=0p;=1J;;E) (E(/EN Y% (23;+1)] vs INAE
J,— J; integral cross sectiorilé} but it is not accurate for the for a relative translational energy of 12878 ﬂﬂwith rgspect to the
completeJ-distibuton2 It has been shown that at least HHe: 13-0) St eney Gl epresent i rotatons) vy e
two sets of parameters are needed to fit the tét@ne set cally allowed and classically forbidden transitions. It is estimated from the
for |[AEqe<|AEe* and one set folAEg>|AEH*, intersection of the two power-gap law data fits.

20k -

2 Ji

i

o

III‘AEHp‘l
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sitions withJ;=0 andv=1. It is clear that a single set of
parameters could not fit the data well over the entire range.
It should be emphasized that not all energetically open =
channels are classically allowd¥l. Some transitions are ii 4T
classically inaccessible due to momentum conservation con 5
straints and from limitations placed by the topology of the =
surface on angular momentum change. Classically there is T
maximum allowable value for the torque-ar@ffective im- £
pact parameterin the impulsive limit. At sufficiently high
relative velocities, angular momentum conservation is more
restrictive than energy conservation, hence a channel can b
“open” as far as energy is concerned, and yet be classically.,
forbiddent®®12L S
The angle dependent classical turning point at a relative= .5 |
translation energy of 12878 crh for the HF—Ar intermo- &
lecular potential was fitted to an ellipse, as described above?
The center of the ellipse was found to be displaced 0.06 ALL
from the center-of-mass toward the hydrogen and the semi~
major and semiminor axes were 1.092 and 1.034 A, respec[ 5
tively. For the ellipsoid model, the maximum classical limit = |
of the angular momentum transfer§, °

(Ad)max= V2 (VE+E')(A-B) (25)

whereE andE’ are the initial and final translational kinetic FIG. 7. State-to-state vibrational deactivation cross sections of HE(
energiesA andB are the semimajor and semiminor axes, andPy Ar. The cross sections(v;=1J; ,u;=0J;;E,) are functions of the

is the reduced mass Using the eIIipsoid model for HF_ArreIative translational energi, and depend parametrically on the initial
K ’ . rotational angular momentum quantum numbeand on the final quantum

at this energy, the m_aXImum CIaSS|Ca_||y allowed Change Ir'humber-]f. The top graph is for a relative translational energy of 2651.52
angular momentum isXJ) ma=16, which corresponds t0 ¢mt and the bottom is for 6469.70 ¢rh A line in thex—y plane of both
J;=16 in Fig. 6. graphs is the locus of V-R state changes that occur ¢ =0.

Agrawal et al, have shown that the intersection of the
regressions in Fig. 6 provides an estimate of the boundary

between the classically allowed and classically forbidderbrgy of nearly identical magnitude, but of opposite sign;
regions''® The parameters for the power-gap law taken from o : ' . '
there is virtually no change in translational energy. The

these regions arg=1.311, Ina=6.065, andy=33.79, Ina :

o . o . . graphs show that V-R energy transfer is strongly favored for
_29402'6’ regpectllvely. TT.'S .ylefIdGSggn I;}Iersl;ect|or;1(&t?62, this system, in agreement with previous findings® For ac-
—5.429 and a classical limit o 5 cm above the inter- tivation, for deactivation, and for transitions where the vibra-

nﬁ.l eng(;gy OgtTe).:l’ ‘J.it:? state.d'!'hls_aglgr6e?s ‘t’)\'elir‘]’v'trl' tr;e tional state changes by more than one quantum number V-R
el IPSOl ”molle s(ljncet |t_aS(|)|pre||<_:rtﬁ— : 0 ﬁ feb'?jsd energy transfer was found to be favored.
classically allowed rotational level. The classically forbidden 4 ghain viprational energy transfer rate constants,

region extends 6492 cm past the classical limit and in- cross sections from an initial rotational stdtevere summed

cludes 8.channels that are open with respect to energy, bwiler the set of all open final stategq. (21)]. Calculations
closed with respect to angular momentum. The cross sections

d idlv with i MAE. in the classicall ere performed for a range of relative translational energies
ecrease rapily wi increasirid\Eye| in the classically Ey resulting in a cross section that depends on the energy and
forbidden region.

the initial rotational state. An example of these cross sections
is shown in Fig. 8 forJ;=0. For lower energies the cross
section exhibits structure that has been associated with
resonance$?’ "33 These resonances invert the slope of the
In order to determine vibrational energy transfer ratecross section as a function of kinetic energy and some indi-
constants, collisional cross sections were calculated betweandual resonances are evident as spikes on plots of this func-
the first five vibrational states of hydrogen fluoride using thetion. Qualitatively these resonances are due to quasi-bound
V2 potential. Cross sections(v; ,J; ,vs,Js ;Ey) Were calcu-  states as the Ar orbits the HF in the region of the attractive
lated for all of the open rotational states of each vibrationalvell. However, a full characterization requires analf<isf
level. Examples of these cross sections for two relative tranghe S matrix, which has not been attempted here.
lational energies are shown in Fig. 7, where a line indicates The cross sections(v;,J;,vs;Ey) for Ar+HF (v=2
the locus of V-R state changes that occur without an assocand 4;J,=4, 6, 8, and 1pwere calculated by Thompsbh
ated change in internal energy or relative translational energfor a relative translational energy of 5251 ¢h From his
(|JAEwe =|AE,|=0). Transitions close to this line exhibit data, Thompson concluded that a relatively small increase in
primarily V-R energy transfer where the change in vibra-rotation causes a dramatic increase in the cross section for
tional energy is accompanied by a change in rotational enboth upward and downward transitions. In a later publication

.
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C. Vibrational energy transfer
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FIG. 8. The cross section®=%(v;=1,J,=10p;=0;E,) as a function of the ~ FIG. 10. A comparison of the vibrational deactivation rate constants for all
relative translational energy for the vibrational deactivation of##() by ~ four potentials.

Ar. Cross sections are summed over all fidalstates. The graphical inset

shows the low-temperature region of the plot expanded.

predicted vibrational deactivation rate constant for tF(
=1) as a function of temperature is shown in Fig. 11, where

Thompson showed that the trend was not well-behaved, buhe theoretical rate constant obtained with YHepotential is
observed that the cross sectian@, ,J; ,vs ;Ey) are strongly  presented along with the available experimental data.
dependent on the initial rotational statds'® The present As discussed previously, experimental measurement of
results are in qualitative agreement with Thompson. TheédF(v) deactivation by Ar is very difficult at low tempera-
magnitudes of the cross sections are significantly differenture. Quantitative experimental values only extend down to
for varying J; at constant relative translational energy, as800 K and there are large differences in reports from differ-
shown in Fig. 9 for energies in the neighborhood of thatent groups. The reported experiments at 294 and 350 K were
investigated by Thompson. The ordering of the cross sectiongnly able to provide upper limits. In the present work, it was
often changes as a function of relative translational energy.possible to evaluate theoretical rate constants from below

The predicted vibrational deactivation rate constants fol00 K to as high as 1500 K. Our calculated results are in
HF(v=1) as a function of temperature are shown in Fig. 10good agreement with the available experiments, given the
for all four potentials. From the figure it is apparent that allspread of the measurements.
of the rate constants are very similar. This is in spite of the At low temperature, the cross-section resonances cause
different modifications made to the repulsive walls of thethe rate constant to pass through a maximum located around
potentials and indicates that the calculated results are not
very sensitive to the kind of PES enhancing techniques em-
ployed here. The original unmodified MR initio surface
performs well and predicts the lowest cross sections. Theg
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FIG. 11. The vibrational deactivation rate constant for b#F() collisions
with Ar as a function of temperature. Theoretical data is represented by

oo 3000 2000 * 50'00 * 2000 —, the _experimental data qf Bladt 1e71I_. (Ref. 15 is represented by — ,
the experimental data of Vasil'eat al.’ is represented by - —-—-—, and
Eifem™ the experimental data of Bott and Coh@ef. 10 is represented by - - -

The experimental rate constant upper limits of Hancock and GfRefs.
FIG. 9. The cross sections®=%(v; ,J; ,v;Ey) as a function of relative 11,16, Hinchen(Ref. 14, Airey et al. (Ref. 9, and Friedet al. (Ref. 13 at
translational energy for the vibrational deactivation of HF(l) by Ar. lower temperature are represented®yHinchen reported the same value
Cross sections are summed over all fidalstates. Cross sections fdr for the upper limit at 295 K as did Hancock and Green, and, therefore, there
>10 and odd cross sections have been excluded to enhance graphical cl&-only one circle for both. The graphical inset expands the low-temperature
ity. region.
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9.4 K, as shown in an expanded sc@ee the graphical inset range studied. The constraints have the effect of lowering the
in Fig. 11). The calculated rate constants are less accurate atoss sections and therefore the rate constants. They also
temperatures below 100 K due to limitations of the coupled-complicate the use of empirical fitting functions like the
states approximation and the influence of the resonancepower-gap law.

However, the description of the=1 to v =0 transition in The vibrational energy transfer rate constants showed
the 0 to 100 K temperature regime is in good qualitativelittle sensitivity to the specific augmented potentials, all three
agreement with close-coupled calculations that we peref which give rate constants within a factor of two of those

formed. for the MP2 surface. The calculations reaffirm that energy
transfer for the HF—Ar system is primarily V-R with little
IV. CONCLUSIONS change in internal energh)AE,f|. This is the case for up-

I){vard or downward vibrational transitions, transitions where

accurate description of the intermolecular potential energﬁhe vibrational state changes by more than one guantum

dependence on the diatomic bond length. The inversion OtFumber, and for purely rotational transitions as well. For

experimental data is often technically challenging and re downward vibrational transitions this would result in a non-

?oltzmann increase in the population of the higher rotational

Theoretical vibrational energy transfer studies require a

quires spectroscopic data or collisional energy transfer dat . s
that may not exist or may only describe part of the necessar vels and the opposite trend for the upward transitions. The

potential surface. The production of theoretiahlinitio sur- |br_at|onal rate constants for_ HF are in agreement W'th ex-
faces is technically and computationally demanding becaus@e”mental values a_nd predictions h?"‘* been made in the
highly correlated quantum chemistry methods must be emI_ow-tem|_oerature regime where experimental measurements
ployed with large basis sets for many nuclear configurations"?lre lacking.

Spectroscopically accurate surfaces still only exist for a few

systems. The approach taken here was to combine a COMpPNCKNOWLEDGMENTS
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