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ABSTRACT 

 

The goal of this research is to investigate an approach to find the optimal geometry of 

electric motors for the enhancement of force/torque performance. To predict the magnetic 

force/torque of electric motors having complex structure, the finite element method for 

magnetostatic analysis is extensively investigated. The finite element formulations for 

two/three dimensional problems using nodal/edge elements and for non-linear problems 

with Newton-Raphson iteration, are described in detail. Numerical examples show that 

the finite element method yields reasonable magnetic field solutions in all situations. 

From the obtained magnetic field, the magnetic force/torque can be calculated using 

various methods: Maxwell stress tensor method, virtual work method, equivalent source 

method, body force calculation method using the virtual air-gap scheme. Their 

formulations are briefly derived for both linear and non-linear problems. The observation 

of force calculation results confirms that total magnetic force is consistent regardless of 

calculation methods, but local force distribution depends on calculation methods.  

The structural topology optimization approach is applied to find optimal geometries in 

magnetic field problems. As a basic study, two optimization examples are presented. The 

first example aims to examine the properties of a magnetic circuit with respect to the 



 

xiv 

 

force/torque performance. The design results show that non-linear permeability makes 

the optimal structure simple and concentrated. In addition, the effect of mass on the total 

force/torque is also discussed. In the second example, the structural topology 

optimization is employed in a coupled magneto-structural problem. The mechanical 

compliance caused by the distributed local magnetic force is minimized when 

maximizing the global magnetic force. The design results reveal that different force 

distributions, depending on calculation method, result in the completely different optimal 

geometry in the magneto-structural problem.  

As a practical application, switched reluctance motors are designed using structural 

topology optimization. The design goal is to minimize torque ripple under the constrained 

current. To represent motor performance in a steady-state operation explicitly, the 

mathematical analysis model is newly developed. Magnetic characteristics are modeled 

using the finite element method and interpolation functions. Then, the current curve is 

calculated by solving the circuit equation, and the torque profile is obtained from the 

global virtual work method. Using the sequential linear programming method, the 

rotor/stator shape and voltage on-off angles are designed to improve torque performance. 

Two/three dimensional designs in the linear B-H relation and the design considering the 

nonlinearity due to magnetic saturation are presented.  
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CHAPTER 1 
1. INTRODUCTION 

 

 

 

1.1. Motivation and goal 

Electric motors are a fundamental component in almost all industries. It is known that 

electric motors consume about 60% of the electrical energy produced in industrialize 

nations [1]. Recently, electric motors have attracted more attention as automakers prepare 

for the mass production of electric vehicles. Despite a long history of research on electric 

motors, there still remains room to enhance the motor performance. As noted by 

Mitsuhiko Yamashita, Executive Vice President of Nissan Motor Co., Ltd [2] , “Motor 

technology is very old. There has been no big progress recently because people didn’t 

pay much attention to motor technology”. 

This research presents an approach to find the optimal geometry for improving 

performance of electric motors. The performance of electric motors can be improved by 

two ways: a) by changing their geometry, and/or b) by modifying their control scheme. 

Contrary to a vigorous research effort on control optimization, more research to find the 

optimal geometry remains. In this research, we aim to fully investigate a structural 

topology optimization approach to magnetic fields, which can identify ways to change 
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the geometry of high performance electric motors. Among various motor performances, 

we mainly focus on the force/torque density which can be enhanced by maximizing the 

force/torque with the minimum amount of mass. The magnetic force/toque is calculated 

numerically using the finite element method with various calculation methods. To 

investigate the characteristics of magnetic force/torque with respect to its geometry or 

material property, the magnetic actuator is optimized as a basic study. By examining 

optimization results, the properties of magnetic circuit parameters such as nonlinear 

permeability, geometry, and mass are investigated. From this basic study, we seek a 

guideline to design the magnetic circuit of electric motors that improve the force/torque 

performance. 

Switched reluctance mot ors are chosen as a practical application of the structural 

topology optimization. These motors are gaining much interest due to a number of their 

advantages. Their structure is simple, robust, and reliable even at very high speeds. In 

addition, they have high torque/weight ratio and high efficiency. Thus, switched 

reluctance motors are suitable for a variety of industrial applications including electric 

vehicles. For electric vehicle propulsion systems, three types of electric motors are 

considered as potential candidates [3]: permanent magnet brushless DC motors, induction 

motors, and switched reluctance motors. Figure 1.1.1 shows the two dimensional 

schematic view of three motors. Among these motors, we choose switched reluctance 

motors for the structural topology optimization due to the following reasons. Permanent 

magnet brushless DC motors are less attractive than other motors due to the high price of 

permanent magnets. Next, induction motors have only a small possibility of changing 

their geometry, and consequently their research has been focused on optimal control. In 
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contrast, the geometry of switched reluctance motors highly affects the motor 

performance. Therefore, considerable performance improvement of switched reluctance 

motors can be expected using structural topology optimization. 

In this research, switched reluctance motors are designed using the structural topology 

optimization method. The main optimization goal is minimizing torque ripple without 

losing average torque, which is one of the biggest issues in these motors. As an additional 

goal, the mass of the motor is minimized for improving torque density. In addition, the 

root-mean-square value of the phase current is constrained to restrain the copper loss, 

which affects not only thermal stress, but also drive efficiency. To achieve these goals 

with the constraint, we optimize motor geometries using the mathematical programming 

approach, which requires sensitivity analysis of motor performance such as current curve 

and torque profile. For the sensitivity analysis, we newly propose the mathematical 

approximation model to represent the motor performance explicitly. Both two and three 

dimensional designs are presented with the assumption of linear permeability. In addition, 

the design considering nonlinearity due to magnetic saturation is presented and the effect 

of the nonlinearity is discussed. Through this research, we seek to find the best shape of 

switched reluctance motors to enhance their torque performance.  

In the introduction, the literature on structural topology optimization in the magnetic 

field problem is summarized. Then, the literature on the analysis and design optimization 

of switched reluctance motors is described and the outline of the dissertation is presented. 
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 (a) 

 
   (b) 

 
     (c) 

 

Figure 1.1.1 Electric motors for electric vehicles 

 (a) Permanent magnetic brushless DC motor, (b) induction motor,  

(c) switched reluctance motor 
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1.2. Structural topology optimization in magnetic field 

Since structural topology optimization was firstly introduced by Bendsøe and Kikuchi 

[4], it has been successfully applied to various application areas including magnetic field 

problems. This section reviews the structural topology optimization approaches for 

magnetic fields. The research  before year 2000 is well documented in [5, 6], and 

therefore the only literatures within the last 10 years are presented here.  

Many recent works on structural topology optimization dealing with magnetic fields 

have been conducted by Yoo and his colleagues. In his PhD work [5], the 

homogenization design method was first extended to the magnetic field problem. Using 

this method, the magnetic circuit was designed to maximize magnetic energy [7] and to 

minimize the frequency response caused by magnetic force [8]. In [9], the modified 

density approach based on the homogenization method was proposed for interpolating 

permeability. However, it was found that permeability interpolation causes the poor 

convergence history in the optimization result. To overcome this difficulty, reluctivity 

interpolation scheme was proposed in [10]. Then, it was shown that reluctivity 

interpolation gives improved performance and better robust iteration history compared to 

permeability interpolation. In addition, effort has been made to find a clear boundary 

shape which does not have intermediate densities. The clear design was obtained using 

parameter optimization with the response surface method, after the initial design was 

obtained from topology optimization [11]. The level-set method, which can represent the 

precise boundary shape of a structure, was first applied to the magnetic field problem 

[12]. The genetic algorithm, which uses only void and solid materials, was introduced to 
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design magnetic actuators [13]. As a practical application, perpendicular magnetic 

recording heads have been designed using the structural topology optimization [14, 15]. 

The design goals were preventing the leakage flux effect and increasing the recording 

flux density. Not only the yoke but also the coil shape was successfully designed for the 

given design goals.  

Wang and his colleagues also have written many papers in this area. In [16], they first 

performed structural topology optimization in non-linear problems, where magnetic 

saturation effect was considered. They also firstly performed the optimization dealing the 

coupled field problems. The mechanical deformation caused by magnetic force was 

reduced in magneto-mechanical systems [17], and the temperature derived from eddy 

currents as the main heat source was minimized in magneto-thermal systems [18]. Level-

set based topology optimization for the magnetic field problem was presented in [19]. In 

addition, they made much effort to apply structural topology optimization to practical 

applications. A single-phase induction motor was designed to reduce the oil circulation of 

a rotary compressor, and the design result is validated by experimental test [20]. A three-

phase induction motor was also designed to alleviate heat load in a high-pressure scroll 

compressor [21].  

Besides the above works, Kim and Okamoto have published on the structural 

optimization of magnetic fields. The characteristics of magnetic circuit design using the 

density method was investigated in [22], and the stacked-element connectivity 

parameterization approach was introduced to obtain converged material distribution in 

the non-linear problem [23]. Many practical applications were also designed using the 

structural topology optimization approach. An optical pickup actuator was designed using 

the coil design approach [24]. The design goal was to maximize the Lorentz force, and 
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coil conductivities were chosen as design variables. The optimal design of 

magnetostrictive sensor was presented to maximize the sensor output in both linear and 

non-linear problems [25], and a permanent magnetic of micro-speaker was optimized to 

maximize magnetic force on coils [26]. Structural topology optimization has been also 

applied to the design of perpendicular magnetic recording systems to decrease leakage 

flux [27], and to the design of three dimensional single-pole type recording heads to 

reduce leakage flux [28].  

Many structural topology optimization approaches and their applications to practical 

devices have been reported. However, most of these studies have dealt with magnetic 

energy maximization in the linear problem. In this work, structural topology optimization 

to maximize magnetic force/torque is deeply investigated. In addition, optimization in the 

non-linear problem is presented, and the effect of nonlinearity in the magnetic field 

problem is investigated. A coupled magneto-structural problem is revisited using 

different force calculation method. As a practical application of this approach, the 

optimal design of switched reluctance motors are presented. 

 

1.3. Analysis and design of switched reluctance motors  

The analysis and design of a switched reluctance motor (SRM) has been extensively 

investigated by several researchers since SRM first became widely known in the early 

1980’s. The interest has been primarily due to the emerging markets for variable speed 

drives such as home appliances, hand tools, automotive and railway accessory drives. 

The electromagnetic principle of SRM is quite simple, but it is intended to operate in 
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deep magnetic saturation to increase the torque density. Therefore, the characteristics 

become highly nonlinear functions, and the nonlinearity makes it difficult to accurately 

predict SRM performance and to perform SRM design optimization.  

 

Performance analysis 

Many papers have been published on the static and dynamic performance analysis of 

SRM to predict the nonlinear inductance, electric current waveform, torque profile, and 

angular velocity. The basic understanding of operation and analysis of a SRM is first 

described in [29]. The finite element method was introduced to find nonlinear magnetic 

characteristics [30, 31], and the magnetic characteristics using the finite element analysis 

were compared with experimental test results [32]. An accurate model to describe the 

magnetic characteristics is extremely important in performance analysis and design 

optimization of SRM. A mathematical model for nonlinear magnetic characteristics has 

been developed via various kinds of  interpolation functions: bi-cubic spline [33] , cubic-

spline [34, 35], sinusoidal and arctangent functions [36], sinusoidal and polynomial 

functions [37-39], sinusoidal and geometry-based function [40], and only sinusoidal 

functions [41, 42]. However, none of these models can provide the explicit representation 

of SRM performance. In this work, a new mathematical model of magnetic 

characteristics using sinusoidal and piecewise quadratic polynomial functions is 

developed to obtain analytical representation of performance in a steady-state operation. 

In [43, 44], the steady-state operation of SRM was simulated by combining the finite 

element method with circuit analysis and experimentally verified. In this work, this 

simulation procedure is applied to the design optimization to reduce the torque ripple in a 
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steady-state operation. To predict the dynamic operation of SRM we need to solve a 

coupled set of equations: the circuit equation for torque profile and the mechanical 

equation for angular velocity (see reference [45, 46]). In this work, dynamic operation of 

SRM is not presented. 

 

Vibration and heat analysis  

The vibration and temperature rise in SRM significantly deteriorate motor 

performance. Therefore, vibration and thermal analysis using the finite element method 

has been performed. Vibration analysis in the frequency domain was first presented in 

[47], and the time domain analysis was first shown in [48]. Vibration analysis in the time 

domain was combined with the transient dynamic analysis [49]. Modal analysis was 

performed considering all motor components [50] and to determine the optimal radiating 

rib structure [51]. In this work, modal analysis of the designed stator is carried out using 

NASTRAN.  

In the thermal analysis of electric motors, heat sources arise from motor losses which 

can be divided into iron loss and copper loss. The various loss models of SRM have been 

developed by several researchers. In contrast to the straightforward copper loss 

calculation using Ohm’s law, iron loss calculation is not simple, and consequently there 

exist various iron loss models. The model using Fourier series analysis of flux waveforms 

was presented in [52, 53]. Three different models were compared with the experimentally 

measured data [54]. The iron loss model was separated into eddy-current and hysteresis 

losses and verified with experiments [55]. The six iron loss models were reviewed and a 

comprehensive model was developed in [56].  Based on the loss model, thermal analysis 
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has been performed using the finite element method. Transient temperature rise due to the 

core and copper loss of SRM was calculated and the effects of forced heat convection 

were examined in [57] . A transient and steady-state heat analysis of the three 

dimensional SRM model was introduced in [50] where a heat convection coefficient is 

calculated using a computational fluid dynamic analysis. Transient heat analysis with the 

calculated convention coefficients was presented and the effect of geometric parameters 

was investigated in [58]. In this work, only copper loss is considered as a heat source, and 

the steady-state thermal analysis of the deigned stator is performed using NASTRAN.  

 

Design optimization 

Design schemes to find optimal geometries of SRM have been reported in many 

papers. In [59-62], design results considering torque, heat, or vibration characteristics are 

presented for hybrid electric vehicle or electric vehicle applications. To improve SRM 

performance, the size and shape of the rotor and stator have been designed in many ways. 

In [63], it was found that a widened stator pole arc increases the average torque under the 

assumption of linear reluctivity. The optimal size of rotor and stator pole arc was 

obtained by examining the sensitivity of average torque with respect to arc/pole pitch 

ratio [64], and by checking the average torque and torque ripple curves with respect to the 

rotor and stator pole arc length [65]. Various optimization algorithms have been applied 

to find the optimal size of the rotor and stator. The first-order method of ANSYS was 

applied to minimize the material cost of SRM [66], and the progressive quadratic 

response surface method was used to minimize torque ripple and maximize the average 

torque [67]. The augmented Lagrangian method was used to minimize torque ripple [68], 
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and four optimization algorithms are applied to maximize the average torque and 

minimize the current supplied to SRM [69]. In addition to size optimization, the shape of 

the rotor and stator also has been optimized to minimize torque ripple. The degree of non-

uniform airgap and the size of the pole shoe was optimized using the response surface 

method [70], and three rotor geometric parameters were optimized using the Pareto 

archived evolution strategy [71]. A notched rotor pole shape was proposed to minimize 

torque ripple after modified inductance curve was studied [72]. In addition, novel 

arrangement and shape of SRM have been proposed. A irregularly structured SRM 

operating in a short flux path was proposed in [73], and rotor-pole slits were proposed to 

enhance the output power of SRM [74]. A novel segmented SRM was proposed to 

improve the torque per weight ratio [75].  

In this work, structural topology optimization is applied to the design of SRM for 

torque ripple minimization.  Contrary to size or shape optimization and design depending 

on the designer’s intuition, topology optimization does not require a fixed initial 

structural configuration. If the initial shape is fixed, performance improvement might be 

restricted depending on the chosen initial shape. The wrong decision about shape may not 

improve design performance at all.  In contrast, structural topology optimization can 

represent any shape as a design result, and consequently considerable performance 

improvement can be expected. Structural topology optimization of SRMs have been 

reported in [76] and [77]. In [76], the magnetic energy profile was chosen as the objective 

function for the rotor design. In [77], the design objective was to minimize the mean 

compliance at a fixed rotor angle. These previous works, however, have not considered 
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the torque requirement, which is an essential goal of the motor design. In this work, 

structural topology optimization of SRM is presented to improve torque performance.  

 

1.4. Outline of dissertation 

The remainder of this dissertation is organized as follows: 

Chapter 2 presents the finite element method for magnetostatic analysis. Two and 

three dimensional problems are explained, and the Newton-Raphson method to solve the 

non-linear problem is also described. In chapter 3, various kinds of magnetic force 

calculation methods are revisited and the numerical investigations are summarized. 

Chapter 4 presents the structural topology optimization in magnetic fields to investigate 

the effect of nonlinear permeability, volume, and magnetic force calculation methods. 

The optimization for the coupled magneto-structural problem is also presented. Chapter 5 

shows the structural topology optimization of switched reluctance motors with the 

assumption of linear B-H relation. Chapter 6 presents the structural topology 

optimization of switched reluctance motors considering nonlinearity due to the magnetic 

saturation, and the effect of nonlinearity is discussed. Chapter 7 concludes the 

dissertation with remarks and future works.   



 

13 

 

 

CHAPTER 2 
2. FINITE ELEMENT METHOD FOR MAGNETOSTATIC ANALYSIS 

 

 

 

2.1. Introduction 

The purpose of this chapter is to investigate the finite element method for the 

electromagnetic field analysis of electrical machinery. Figure 2.1.1 shows the division of 

electromagnetic analysis by its physical situation [78, 79]. Depending on the operating 

field frequency range of devices, the electromagnetic analysis can be divided into high 

and low frequency problems. Typical high frequency operating devices are waveguides, 

resonant cavities, and radiating devices such as antennae. Low frequency operating 

devices are electron devices, magnetic recording heads, and electrical machinery like 

electric motors. In low frequency problems, there are two static time-invariant field 

situations: electrostatics and magnetostatics. In electrostatics, a source charge is 

stationary, and an electric field around it is calculated. In magnetostatics, a moving 

charge, that is, electric current, generates a magnetic field. Magnetostatic analysis is 

suitable for electrical machinery that is activated by a current source. Because the goal of 

this dissertation is the design of electrical machinery such as actuators and electric 

motors, this chapter is mainly focused on magnetostatic analysis in the low frequency 
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electromagnetic problem. The magnetodynamic analysis that deals with the current 

induced by time-varying magnetic fields, also called as “eddy currents”, is not treated 

here.  

 
 

 

 

Figure 2.1.1 Electromagnetic division for physical applications [78] 

 

The macroscopic electromagnetic field phenomenon is described by Maxwell’s 

equations and constitutive relations. For the magnetostatic analysis that we are focusing 

on, Maxwell’s equations are modified with constitutive relations. Section 2.2 explains the 

original Maxwell’s equation with constitutive relations and a modified equation for 

magnetostatic analysis [80-84]. The modified equation can be solved using the potential 

method with the finite element method. The finite element method is one of the most 

popular and reliable methods to solve magnetostatic problems in complex geometry. 
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Section 2.3 shows two kinds of potential methods for magnetostatic analysis, that is, 

scalar potential [85-92] and vector potential [78, 83, 85, 93]. Section 2.4 describes a 

gauge condition [80, 83]  and uniqueness problem of the vector potential method. The 

finite element formulation is presented for the 2D linear problem in section 2.5 [78, 83, 

94, 95], 3D linear problem in section 2.6 [83-85, 96, 97], and the problem for non-linear 

B-H relations in section 2.7 [78, 84, 93, 98, 99]. Section 2.8 presents numerical examples 

to verify the developed finite element program. 

 

2.2. Maxwell’s equation and its modification for magnetostatic analysis  

A field is a spatial distribution of scalar or vector quantity, which may or may not be a 

function of time. There are four fundamental vector field quantities in electromagnetics: 

(a) Electric Field Intensity E (V/m), (b) Electric Flux Density D (C/m2), (c) Magnetic 

Field Intensity H (A/m), and (d) Magnetic Flux Density B (T). Time-varying electric and 

magnetic vector fields are coupled, resulting in electromagnetic fields. 

Interactions among electromagnetic fields can be described by Maxwell’s equations. 

The differential form of Maxwell’s equations is written as  

 

Faraday 's law ∂
∇× = − −

∂t
BE                           (2.2.1)

Ampere's circuital law∂
∇× = + −

∂t
DH J                        (2.2.2)               

Gauss's lawρ∇ ⋅ = −vD                                        (2.2.3) 

 0  No name∇⋅ = −B                                            (2.2.4) 
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where ρv is volume charge density, and J is current density.  

Maxwell’s equations are in indefinite form because the number of equations is less 

than the number of unknowns. Maxwell’s equations become definite when constitutive 

relations between the field quantities are specified. The constitutive relations describe the 

macroscopic properties of the medium and can be written as  

 

ε=D E                                  (2.2.5) 

μ=B H                                               (2.2.6) 

σ=J E                                               (2.2.7) 

 

where ε, μ, and σ are material properties of a medium. ε is the permittivity, μ is the 

permeability, and σ is the conductivity of a medium. If the properties are functions of 

position, the medium is inhomogeneous, otherwise it is homogeneous. If properties vary 

with different directions, the medium is anisotropic, otherwise it is isotropic. In this 

dissertation, all material properties are assumed to be homogeneous and isotropic. 

Maxwell’s equations (2.2.1)-(2.2.4)  with constitutive relations (2.2.5)-(2.2.7) can be 

modified for magnetostatic analysis. In a static case, all electromagnetic fields do not 

vary with the time. Time derivative terms in Eq. (2.2.1) and (2.2.2) are vanished, and 

therefore the interaction between electric and magnetic fields is broken. Therefore, Eq. 

(2.2.1) and (2.2.3) describe electrostatics, and Eq.(2.2.2) and (2.2.4) describe 

magnetostatics separately. Finally, equations for magnetostatic analysis can be written as 
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∇× =H J                                                         (2.2.8)          

0∇⋅ =B                                                             (2.2.9)                       

 

To solve the above two first-order differential equations, the equations are converted 

into one second-order differential equation using the potential method.  

 

2.3. Potential method for magnetostatic analysis 

In magnetostatic analysis, two potential methods are available: (a) scalar potential Ω, 

and (b) vector potential A.  

In the scalar potential method, magnetic field intensity H is written as 

 

= +∇ΩH T                                                        (2.3.1)    

 

The curl of the gradient is always zero 

 

( ) 0∇× ∇Ω =                                                        (2.3.2) 

 

Therefore, Eq. (2.2.8) with Eq. (2.3.1) can be written as 

 

∇× =T J                                                           (2.3.3) 
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T can be any magnetic field satisfying the above equation. The magnetic field due to 

current in free space is chosen for T because this field can be calculated analytically 

using Biot-Savart’s law [80]. After obtaining magnetic field T, the next step is to 

calculate the scalar potential Ω. Eq. (2.2.9) is modified into Poisson’s equation with 

relation (2.2.6) and (2.3.1)  

 

( ) ( )μ μ∇⋅ ∇Ω = −∇⋅ T                                             (2.3.4) 

 

By solving the above equation, scalar potential Ω is calculated, and finally the magnetic 

field intensity H can be obtained from Eq. (2.3.1). 

In the vector potential method, the magnetic flux density B is represented as 

 

=∇×B A                                                      (2.3.5) 

 

The above relation automatically satisfies Eq. (2.2.9) because the gradient of curl is 

always zero 

 

( ) 0∇⋅ ∇× =A                                                   (2.3.6) 

 

Eq. (2.2.8) with the relation (2.2.6) and (2.3.5) is modified into the following equation  
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1⎛ ⎞
∇× ∇× =⎜ ⎟

⎝ ⎠μ
A J                                                  (2.3.7) 

 

By solving the above equation, the vector potential A is calculated, and finally the 

magnetic flux density B can be obtained from Eq. (2.3.5). 

The advantages and shortcomings of each potential method are as follows. The vector 

potential method requires higher computation cost because it has three degree-of-freedom 

at a node while the scalar potential method has only one at a node. In addition, the vector 

potential method in three dimensional cases suffers from the uniqueness problem whereas 

the scalar potential method does not. The above is the shortcomings of the vector 

potential method. The shortcoming of the scalar potential method is as follows. The 

scalar potential method needs extra calculation to obtain magnetic field T, and the 

cancellation error can cause a severe problem in low magnetic field regions like iron 

objects. To avoid cancellation error, various methods [85-92] such as total, difference, 

general scalar potential methods are proposed depending on the source current 

configuration. However, extra calculation and complicated works are inevitable in the 

scalar potential method.  

The choice of the potential method depends on the field dimensionality and domain 

size. In two dimensional problems, the vector potential method is preferred because 

degree of freedom is not a decisive factor, and there is no uniqueness problem in two 

dimensional problems. In three dimensional problems, both vector and scalar potential 

methods can be considered depending on the degree of freedom and uniqueness problem. 

We use the vector potential method, that is, Eq. (2.3.7), for both two dimensional and 
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three dimensional problems. For deriving the analytical sensitivity that is required for 

structural optimization, the vector potential method is preferred because of the simple 

calculation procedure. 

 

2.4. Gauge condition and uniqueness problem  

Eq. (2.3.7) does not determine vector potential A uniquely. Any vector potential 

function that can be written as '= +∇fA A  is a solution of Eq. (2.3.7) regardless of 

function f because the curl of the gradient is always zero. In order to fix the function f and 

obtain the unique vector potential A, we can impose a condition on the divergence of 

vector potential A. The simplest choice is zero divergence conditions. This is called a 

gauge condition and can be written as  

 

0∇ ⋅ =A                                                            (2.4.1) 

 

The function f satisfying a gauge condition is a solution of the following Poisson’s 

equation.  

2 '∇ = −∇ ⋅f A                                                      (2.4.2) 

 

The solution of Poisson’s equation might be found uniquely. This can be the reason why 

a gauge condition gives a unique vector potential A.  

A gauge condition is automatically satisfied in two dimensional problems. The 

detailed explanation is described in section 2.5. In three dimensional problems, it is 
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known that it is not necessary to impose the gauge condition if calculating B is the 

objective. Although vector potential A is not found uniquely without a gauge condition, 

the magnetic flux density B can be found uniquely.  

  

2.5. 2D Finite element formulation for linear magnetostatic equation  

Eq. (2.3.7) can be simplified in two dimensional problems. The current density J has 

only z-direction value, that is, $ $0 0= ⋅ + ⋅ + $
zx y J zJ . Therefore, vector potential A also 

has only z-direction value, that is, $ $0 0= ⋅ + ⋅ + $
zx y A zA . Then, Eq. (2.3.7) in Cartesian 

coordinate becomes 

 

   
1 1
μ μ
∂ ∂⎛ ⎞⎛ ⎞∂ ∂

− − =⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
z z

z
A A

J
x x y y

                                   (2.5.1) 

 

In this section, permeability μ is assumed to be constant, that is, it is not a function of 

magnetic flux density B. Then the above equation becomes linear with respect to vector 

potential A. In addition, permeability μ is assumed to be homogenous. Finally, the 2D 

linear magnetostatic equation is obtained as 

 

 
2 2

2 2 μ
∂ ∂

+ = −
∂ ∂

z z
z

A A
J

x y
                                            (2.5.2) 
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We may say that the solution of Eq. (2.5.2) can be found uniquely although the 

solution of Eq. (2.3.7) cannot. The reasons are as follows. First, Eq. (2.5.2) is Poisson’s 

equation having zero Dirichlet boundary conditions. The equation for heat conduction 

problem is exactly the same as Eq. (2.5.2), and the unique solution can be found 

physically in these problems. Second, vector potential A is restricted so that it has only 

z-direction value. Therefore, it is not true that any function written as '= +∇fA A can 

be a solution of Eq. (2.5.2). Finally, if we apply a gauge condition to Eq. (2.3.7), we 

can also obtain Eq. (2.5.2). Therefore, the solution of Eq. (2.5.2) automatically satisfies 

a gauge condition. In conclusion, the vector potential method in two-dimensions does 

not have a uniqueness problem.  

The numerical solution of Eq. (2.5.2) can be obtained using the finite element method.  

From the variational principle, it can be proved that the minimization of the following 

energy functional gives the solution of Eq. (2.5.2) 

 

( )
221 2

2
μ

⎡ ⎤⎛ ⎞∂ ∂⎛ ⎞= + +⎢ ⎥⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠⎢ ⎥⎝ ⎠⎣ ⎦
∫ ∫ z z

z z zy x

A AA J A dxdy
x y

F                        (2.5.3) 

 

The vector potential Az in a element is approximated using shape functions N. 

 

( ),=e e e
z zi iA A N x y                                                 (2.5.4) 

 

From Eq. (2.5.4), Eq. (2.5.3) in a element becomes 
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e ( ) 1 2
2

μ
⎡ ⎤⎛ ⎞∂ ∂∂ ∂

= + +⎢ ⎥⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎢ ⎥⎝ ⎠⎣ ⎦
∫ ∫

e ee e
j je e e e e e ei i

z zi zj z zi iy x

N NN NA A A J A N dxdy
x x y y

F        (2.5.5) 

 

Minimizing Eq. (2.5.5) with respect to Azk
e  gives 

 

( )
0μ

⎡ ⎤∂ ⎛ ⎞∂ ∂∂ ∂
= + + =⎢ ⎥⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂⎢ ⎥⎝ ⎠⎣ ⎦
∫ ∫

e e e ee e
z j je e ei i

zj z je y x
zk

A N NN NA J N dx dy
A x x y y

F
         (2.5.6) 

μ
⎛ ⎞∂ ∂∂ ∂

+ ⋅ = −⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
∫ ∫ ∫ ∫

e ee e
j j e e ei i

zj z iy x y x

N NN N dxdy A J N dxdy
x x y y

             (2.5.7) 

⋅ =e e e
ij zj iK A f                                                   (2.5.8) 

 

Then, the element stiffness matrix and element force vector can be obtained as 

 

⎛ ⎞∂ ∂∂ ∂
= +⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
∫ ∫

e ee e
j je i i

ij y x

N NN NK dxdy
x x y y

                               (2.5.9) 

( )μ= −∫ ∫ e e
i z jy x

f J N dxdy                                               (2.5.10) 

 

The global matrix equation is obtained by summing the element stiffness matrix and 

element force vector. By solving the global matrix equation, the magnetic vector potential 

A at nodes can be obtained.  
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The magnetic flux density B can be determined from the calculated magnetic vector 

potential A. In two dimensional problems, Eq. (2.3.5) with Eq. (2.5.4) gives the x and y 

directional magnetic flux density in a element as 

 

( ),∂
=

∂

e
ie e

x zi

N x y
B A

y
                                                 (2.5.11) 

( ),∂
= −

∂

e
ie e

y zi

N x y
B A

x
                                               (2.5.12) 

 

2.6. 3D Finite element formulation for linear magnetostatic analysis  

In three dimensional problems, Eq. (2.3.7) should be solved without any 

simplification. Any function written as '= +∇fA A  is the solution of Eq. (2.3.7).  

Therefore, a gauge condition should be considered for the uniqueness problem. There 

are three different variational formulations concerning a gauge condition: (a) without a 

gauge condition, (b) weak imposition of a gauge condition, (c) explicit imposition of a 

gauge condition. The first functional ignores a gauge condition and can be written as  

 

( ) ( )2
1

1 1 2
2 μ

⎡ ⎤
= ∇× − ⋅⎢ ⎥

⎣ ⎦
∫V dVF A A J A                                 (2.6.1) 

 

The second functional adds the divergence term as a penalty term and can be written as 
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( ) ( ) ( )2 2
2

1 1 2
2

λ
μ
⎡ ⎤

= ∇× − ⋅ + ∇ ⋅⎢ ⎥
⎣ ⎦

∫V dVF A A J A A                      (2.6.2) 

 

The third functional imposes a gauge condition explicitly. From the vector calculus 

identity ( ) ( ) ( )∇× ∇× =∇ ∇⋅ −∇⋅ ∇A A A , Eq.  (2.3.7) can be modified as 

 

( )1
μ

− ∇ ⋅ ∇ =A J                                                    (2.6.3) 

 

Then, the functional becomes 

 

( ) ( )2
3

1 1 2
2 μ

⎡ ⎤
= ∇ ⋅ − ⋅⎢ ⎥

⎣ ⎦
∫V dVF A A J A                                  (2.6.4) 

 

We choose the first functional F1 because magnetic flux density B is always unique 

although the vector potential A is not unique. The solution of the second functional F2 

and third functional F3 do not exactly satisfy a gauge condition [83, 96], and 

consequently, fails to satisfy Eq. (2.3.7). The minimization of functional F2 and F3 

satisfies Eq. (2.3.7) only when a gauge condition is exactly satisfied. To apply a gauge 

condition to the function F1, the tree-cotree gauge method was proposed [100]. 

However, it is shown that there is no computational advantage in this gauge method 

[97]. In conclusion, it is unnecessary to impose a gauge condition if the magnetic flux 
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density B is the quantity of primary interest [83, 97], and therefore we use the first 

functional F1, which  ignores the gauge condition.  

 

Two boundary conditions and nodal/edge element 

It is well known that the magnetic flux density B in the normal direction and 

magnetic field intensity H in the tangential direction should be continuous at the 

material interface [80, 101]. These continuity requirements of the magnetic field are 

expressed as 

 

1 2=n m n mB B                                                     (2.6.5) 

1 2=t m t mH H                                                    (2.6.6) 

 

where index m1 and m2 represent the different material. From Eq. (2.3.5), the above 

two requirements can be represented using magnetic vector potential A respectively as 

 

2 2 2 21 1 2 2

1 1 1 11 1 2 2
∂ ∂ ∂ ∂

− = −
∂ ∂ ∂ ∂

t m t m t m t mA A A A
t m t m t m t m

                                    (2.6.7) 

2 21 21 2

1 2 2 2

1 1
1 1 2 2μ μ

∂ ∂∂ ∂⎛ ⎞ ⎛ ⎞
− = −⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠

t m t mn m n m

m m

A AA A
t m nm t m nm

                         (2.6.8) 

 

where t1 and t2 are two orthogonal tangential directions at the material interface. 

Although the conventional nodal element gives a reasonable overall magnetic field 

solution, it fails to obtain the accurate field solution at the material interfaces [102]. In 
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the nodal element it is assumed that not only the tangential but also the normal 

component of the vector potential A is continuous along any element interface. Then, 

the derivative of every component of vector potential A along the tangential direction 

is always continuous. Therefore, the first requirement Eq. (2.6.7) is automatically 

satisfied with the nodal vector potential method. In the second requirement two 

derivative terms 
2

∂
∂

nA
t

 and 2
∂

∂
tA
n

 need to represent the jump due to the large difference 

of permeability μ between materials. However, the first derivative term 
2

∂
∂

nA
t

 is 

continuous in the nodal element because it is the tangential direction derivative. Only 

the second derivative term   2
∂

∂
tA
n

 should represent the necessary jump. In some cases, 

the first continuous derivative term is much larger than the second discontinuous 

derivative term. In conclusion, the nodal vector potential method fails to satisfy the 

second continuity requirement Eq. (2.6.8). 

To overcome this difficulty, the edge element is proposed. In this element, the 

degree-of-freedom is assigned to the edges rather than to the nodes. The shape function 

of edge element is in a vector form, and represents the direction of the vector potential 

A. The different type of approximation using the edge element allows discontinuity of 

the derivative term 
2

∂
∂

nA
t

, and therefore, the second continuity requirement is well 

satisfied with the edge element.  

Now we move our focus back to how to solve Eq. (2.6.1) using the finite element 

method in both nodal and edge elements. 
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Finite element formulation using nodal element 

In a 3D 8-node hexahedral isoparametric nodal element, the magnetic vector 

potential A is approximated as  

 

8

1=

=∑ i i
i

NA A                                                   (2.6.9) 

 

It should be noted that three degree-of-freedom Axi, Ayi and Azi exist at a node, and the 

shape function Ni at a node is a scalar function. From the approximated vector 

potential Eq. (2.6.9), Eq. (2.6.1) in a element becomes 

 

( )
2 2 2

1

2 2 2

1
2

2

2

μ

μ

⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂
= + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠

⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂
+ + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎛ ⎞∂ ∂ ∂∂ ∂ ∂

− + +⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠

−

∫
e e e

e e e e ei i i
xi xi yiV

e e e
e e ei i i

yi zi zi

e e ee e e
j j je e e e e ei i i

xi yj xi zj yi zj

e e
i xi

N N NA A A
y z x

N N NA A A
z x y

N N NN N NA A A A A A
x y x z y z

N A

F A

( )+ +e e e e
x i yi y i zi zJ N A J N A J dV

(2.6.10) 

 

The minimization of Eq. (2.6.10) with respect to nodal vector potential Axk, Ayk, and Azk 

in a element gives 
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( )

8
1

1

1 1

1 0

μ μ

μ

=

⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞∂ ∂ ∂∂ ∂ ∂ ∂
= + −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠

⎛ ⎞⎛ ⎞∂∂
− − =⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠⎝ ⎠

∑ ∫ ∫

∫ ∫

e e ee e e e
j j je ei i i

xj yjV V
jxk

ee
j e ei

zj i xV V

N N NN N NdV A dV A
A y y z z x y

NN dV A N J dV
x z

F

 

(2.6.11) 

  

( )

8
1

1

1 1

1 0

μ μ

μ

=

⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞∂ ∂ ∂∂ ∂ ∂ ∂
= − + +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠

⎛ ⎞⎛ ⎞∂∂
− − =⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠⎝ ⎠

∑ ∫ ∫

∫ ∫

e e ee e e e
j j je ei i i

xj yjV V
jyk

ee
j e ei

zj i yV V

N N NN N NdV A dV A
A y x x x z z

NN dV A N J dV
y z

F

 

(2.6.12) 

( )

8
1

1

1 1

1 0

μ μ

μ

=

⎛ ⎞⎛ ⎞ ⎛ ⎞∂ ⎛ ⎞∂ ∂ ∂ ∂
= − −⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠⎝ ⎠⎝ ⎠

⎛ ⎞⎛ ⎞∂ ∂∂ ∂
+ + − =⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠

∑ ∫ ∫

∫ ∫

ee e e e
j e ei i h

xj yjV V
jzk

e ee e
j j e ei i

zj i zV V

NN N NdV A dV A
A z x z y

N NN N dV A N J dV
x x y y

F

  (2.6.13) 

 

The above equations (2.6.11)-(2.6.13) can be written as matrix form as 

 

⎡ ⎤⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟⎢ ⎥ =⎜ ⎟ ⎜ ⎟⎢ ⎥
⎜ ⎟ ⎜ ⎟⎢ ⎥⎣ ⎦⎝ ⎠ ⎝ ⎠

e e e e e
xx xy xz x x

e e e e e
yx yy yz y y

e e e e e
zx zy zz z z

K K K A f
K K K A f
K K K A f

                               (2.6.14) 

1
μ
⎛ ⎞∂ ∂∂ ∂

= +⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
∫

e ee e
j je i i

xx V

N NN NK dV
y y z z

                         (2.6.15) 

1
μ
⎛ ⎞∂ ∂∂ ∂

= +⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
∫

e ee e
j je i i

yy V

N NN NK dV
x x z z

                         (2.6.16) 
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1
μ
⎛ ⎞∂ ∂∂ ∂

= +⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
∫

e ee e
j je i i

zz V

N NN NK dV
x x y y

                        (2.6.17) 

1 , , , ;
μ
⎛ ⎞∂∂

= − = ≠⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
∫

ee
je i

pq V

NNK dV p q x y z p q
p q

            (2.6.18) 

( ) , ,= =∫e e
p i pV

f N J dV p x y z                                (2.6.19) 

 

From Eq. (2.6.14)-(2.6.19), the element stiffness matrix and element force vector can be 

found. By summing the element stiffness matrix and force vector, the global matrix 

equation is derived. By solving this equation, the magnetic vector potential A at nodes 

can be obtained.  

The magnetic flux density B in a Cartesian coordinate can be determined from the 

calculated magnetic vector potential A, and can be written as 

 

∂ ∂
= −

∂ ∂

e e
e e ei i

x zi yi
N NB A A
y z

                                         (2.6.20) 

∂ ∂
= −

∂ ∂

e e
e e ei i

y xi zi
N NB A A
z x

                                          (2.6.21) 

∂ ∂
= −

∂ ∂

e e
e e ei i

z yi xi
N NB A A
x y

                                          (2.6.22) 

 

Finite element formulation using edge element 

In a 3D hexahedral isoparametric edge element, the magnetic vector potential A is 

approximated as  
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12

1=

=∑ i i
i

AA N                                                 (2.6.23) 

 

where Ai is the scalar degree of freedom at each 12 edge, and Ni is the vector shape 

function that has non-zero tangential components only along edges on its degree-of-

freedom.  The vector shape function in an isoparametric element can be represented as 

 

( ) 1,3,5,7 2,4,6,8 9,10,11,12, , , ,= ∇ = = =i i iN r s t e e r e r e tN              (2.6.24) 

 

 

Figure 2.6.1. Vector shape functions of edge element 
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Figure 2.6.1 shows the location of each vector shape function. The scalar component 

Ni in vector shape functions is defined so as to satisfy the following properties 

 

( )
th edge

, , 1Γ =∫ i ii
N r s t d                                         (2.6.25) 

( )
other edge

, , 0Γ =∫ i iN r s t d                                        (2.6.26) 

 

, which means that the line integral on its edge is one and on other edge is zero.  

From Eq. (2.6.23) and (2.6.24), the curl of vector potential A in Eq. (2.6.1) can be 

represented as  

 

( )
12

1=

∇× = ∇× ∇∑ i i i
i

A N eA
        

                                (2.6.27)
         

                            
From vector calculus identity ( )ϕ ϕ ϕ∇× =∇ × + ∇×a a a  and ( )ϕ∇× ∇ ,  Eq. (2.6.27) 

becomes 

 

( )
12

1=

∇× = ∇ ×∇⎡ ⎤⎣ ⎦∑ i i i
i

A eA N
        

                            (2.6.28)
   

 

 

Then, the functional Eq. (2.6.1) in a element can be written as 
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( ) ( ) ( )( ) ( ) ( )( )1
1 1 A A 2 A J
2 μ

⎡ ⎤= ∇ ×∇ ⋅ ∇ ×∇ − ∇ ⋅ ∇⎣ ⎦∫e e e e e e e e e
i j i i j j i j i i j jV

N e N e N e N e dVF A

(2.6.29) 
 

The minimization of Eq. (2.6.29) with respect to edge vector potential Ae in a element 

gives  

 

( ) ( ) ( ) ( )
12

1

j=1

1 J
A μ

⎡ ⎤∂
= ∇ ×∇ ⋅ ∇ ×∇ − ∇ ⋅ ∇⎢ ⎥∂ ⎣ ⎦
∑ ∫

e

j i i j j j i i j je V
k

A N e N e N e N e dVF
      (2.6.30) 

( ) ( ) ( ) ( )1 J
μ

∇ ×∇ ⋅ ∇ ×∇ ⋅ = ∇ ⋅ ∇∫ ∫e
i i j j j j i i j jV V

N e N e dV A N e N e dV              (2.6.31) 

⋅ =e e e
ij zj iK A f                                                   (2.6.32) 

 

Then, the element stiffness matrix and element force vector can be obtained as 

 

( ) ( )1
μ

= ∇ ×∇ ⋅ ∇ ×∇∫e
ij i i j jV

K N e N e dV                                (2.6.33) 

( ) ( )J= − ∇ ⋅ ∇∫i j i i j jV
f N e N e dV                                       (2.6.34) 

 

The gradient of Ni and ei can be calculated using the coordinate transformation matrix in 

an isoparametric element. The global matrix equation is obtained by summing the 

element stiffness matrix and element force vector. By solving the global matrix equation, 

the magnetic vector potential A can be obtained.  
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The magnetic flux density B in a Cartesian coordinate can be determined from the 

calculated magnetic vector potential A, and can be written as 

 

⎛ ⎞∂ ∂
= −⎜ ⎟∂ ∂⎝ ⎠

e e
e e i i

x iB A
y z

N N
                                            (2.6.35) 

⎛ ⎞∂ ∂
= −⎜ ⎟∂ ∂⎝ ⎠

e e
e e i i

y iB A
z x

N N                                             (2.6.36) 

⎛ ⎞∂ ∂
= −⎜ ⎟∂ ∂⎝ ⎠

e e
e e i i

z iB A
x y

N N                                             (2.6.37) 

 

2.7. Finite element formulation for non-linear B-H relation  

The permeability μ of common materials depends on the magnetic field. Figure 2.7.1  

shows B-H curve of three types of steel [103]. In a low magnetic field, magnetic flux 

density B is proportional to magnetic field intensity H. Then, the permeability μ is 

constant.  However, in a high magnetic field, magnetic saturation occurs, and therefore, 

magnetic flux density B increase less as magnetic field intensity H increases. In this case, 

the permeability μ is a function of magnetic flux density B. In [103], the permeability μ 

model using an exponential function is proposed and can be written as 

 

( )
2

2
1 32

1
μ

= +k Bk e k
B

                                                 (2.7.1) 
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The non-linear B-H relation also makes the magnetostatic problem non-linear. Because 

most electro-mechanical devices operate in the non-linear B-H region, analysis of the 

non-linear magnetostatic problem is necessary. This chapter shows how to solve the non-

linear magnetostatic problem using the Newton-Raphson method, which is the most 

common method for solving non-linear problems.   

 

Figure 2.7.1. B-H curve of steel  

 

The energy functional of 2D non-linear magnetostatic problems can be defined as 

 

( )−
⎡ ⎤= −⎣ ⎦∫ ∫non linear z z zV

A H dB J A dVF                                  (2.7.2)                     

 

From  (a) the approximation of A – Eq. (2.5.4), (b) constitutive relation – Eq. (2.2.6), (c) 

permeability model – Eq. (2.7.1), Eq. (2.7.2) in a element is modified as  



 

36 

 

 

2
2

1 3

1( )−

⎡ ⎤
= −⎢ ⎥

+⎢ ⎥⎣ ⎦
∫ ∫non linear z z p zpk BV

A B dB J N A dV
k e k

F
       

              (2.7.3) 

 

The minimization of function (2.7.3) with respect to the vector potential Azi gives 

 

2
2

1 3

1

0−

⎡ ⎤⎛ ⎞
∂⎢ ⎥⎜ ⎟⎜ ⎟+∂ ⎢ ⎥⎝ ⎠= − =⎢ ⎥∂ ∂⎣ ⎦

∫
∫

k B
non linear

z iV
zi zi

B dB
k e k

J N dV
A A

F

          
         (2.7.4) 

 

The first term can be modified as 

 

( )

( ) ( )( ) ( )( )

( ) ( )( )

2 2
2 2

2
2

2
2

2

0 0
1 3 1 3 2

2 2

2
1 3

2 2 2
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1 1
1 2
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2

01 1 1
2 2

⎛ ⎞ ⎛ ⎞
∂ ∂⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠= =

∂ ∂

⎛ ⎞∂ − ∂
⎜ ⎟= =⎜ ⎟∂ ∂ +⎝ ⎠

∂ − ∂ ∂
= =

∂ ∂ ∂+

∫ ∫
Q

Q

B B

k b k b

zi zi

k b
zi

k b
zi zi

b db db
k e k k e k

db bdb
A A

M B M M b

A b k e k

M B M B B
B A Ak e k

  (2.7.5) 

 

Because the square of the magnetic flux density B2 can be written as 
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2 ˆ ˆ ˆ ˆ⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂
= ⋅ = − ⋅ −⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠

⎛ ⎞∂ ∂ ∂ ∂
= +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

m m n n
zm zm zn zn

m n m n
zm zn

N N N NB A x A y A x A y
y x y x

N N N NA A
x x y y

B B
            (2.7.6) 

 

Then the term 
2∂

∂ zi

B
A

 becomes  

 

2

2
∂ ∂⎛ ⎞∂ ∂ ∂

= +⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠
j ji i

z j
zi

N NB N N A
A x x y y

                                     (2.7.7) 

 

From Eq. (2.7.5) and (2.7.7), Eq. (2.7.4) becomes 

 

2
2

1 3

1 0
⎡ ∂ ∂ ⎤⎛ ⎞∂ ∂

+ ⋅ − =⎢ ⎥⎜ ⎟∂ ∂ ∂ ∂+⎢ ⎥⎝ ⎠⎣ ⎦
∫ ∫j ji i

z j z ik BV V

N NN N dV A J N dV
x x y yk e k  

             (2.7.8) 

( ) 0− = ⋅ − =non linear ij z zj iF K A A f                                        (2.7.9) 

 

To solve the above non-linear equation, we apply the Newton-Raphson iteration method. 

This method is the best known method to find the root of a non-linear equation. In this 

method, better approximation of the root is assumed using the derivative of the equation. 

Using this method, the better approximation of the solution of Eq. (2.7.9) can be written 

as  
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                     ( ) ( ) ( )( ) ( )( )1 1+ −
−= −n n n n

zj zj zj non linear zjA A A F AJ                              (2.7.10) 

 

The Jacobian matrix J is composed of the derivative of the equation with respect to 

unknowns and can be written as  

 

1 1 1

1 2

2 2 2

1 2

1 2

( )

− − −

− − −

− − −

∂ ∂ ∂⎡ ⎤
⎢ ⎥∂ ∂ ∂⎢ ⎥
⎢ ⎥∂ ∂ ∂
⎢ ⎥

= ∂ ∂ ∂⎢ ⎥
⎢ ⎥
⎢ ⎥
∂ ∂ ∂⎢ ⎥
⎢ ⎥∂ ∂ ∂⎣ ⎦

L

L

M M M

L

non linar non linar non linar

z z zm

non linar non linar non linar

z z zm

non linar m non linar m non linar m

z z zm

F F F
A A A

F F F
A A A

F F F
A A A

J x                          (2.7.11) 

 

The component of the Jacobian matrix J can be written as 

 

( )−∂ ∂ − ∂
= = = +

∂ ∂ ∂
non linar i ik zk i ik

ij ij zk
z j z j z j

F K A f KJ K A
A A A                           (2.7.12) 

 

From Eq. (2.7.7), the derivative of Kik with respect to Azj can be derived as  
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⎛ ⎞⎛ ⎞⎛ ⎞∂ ∂ ∂ ∂
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∂ ∂

⎛ ⎞⎛ ⎞⎛ ⎞∂ ∂ ∂ ∂
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B x x y y x

⎛ ⎞
⎜ ⎟

∂⎛ ⎞∂⎜ ⎟
+ Ω⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠⎝ ⎠

∫ j n
zn

N N A d
x y y

(2.7.13)       

     

 

From Eq. (2.7.10)-(2.7.13), the solution of Eq. (2.7.9) can be obtained, and finally the 

magnetic field with non-linear permeability can be found. 

In the Newton-Raphson method, it should be noted that the appropriate initial solution 

is very important. If the initial solution is too far from the final solution, the method may 

fail to find the final solution. Therefore the initial solution needs to be close to the final 

solution although we cannot predict the final solution. In Eq. (2.7.9), the final solution of 

Azj is zero if the right-hand-side term fi is zero. For making the initial solution close to the 

final solution, we set the initial solution as zero, and then gradually increase the right-

hand-side term fi for each iteration.  

 

2.8. Numerical examples 

In this chapter, numerical examples are presented to verify the developed finite 

element program for magnetostatic analysis. The developed finite element program is 
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applied to analyze the magnetic actuator model modified from [10]. Both two and three 

dimensional models are analyzed with both a linear and non-linear problems. Geometries 

and meshes of each component of magnetic actuator are presented in Figure 2.8.1. In the 

two dimensional models shown in Figure 2.8.1 (a), the winded coil is modeled as two 

separated rectangles, and current density is applied as opposite directions. Figure 2.8.1 (b) 

shows three dimensional models without the mesh of air elements. Because the air 

elements surround all other components, we need to remove the air elements to see the 

components’ configuration. In three dimensional models, the divergence of the current 

density should be zero to obtain the converged solution [97].  The continuity condition is 

not sensitive when we use the nodal element, but it can cause a serious error in the edge 

element [104]. Therefore, the current density in three dimensional problems is chosen to 

strictly satisfy the continuity condition.  

The quantity of the current density is set as 0.428571×109 A/m2 considering the area of 

the coil part and the number of windings. At the outer boundary, the vector potential A is 

set as zero. This means that magnetic field is insulated at the boundary, and therefore, the 

magnetic flux does not flow outside the boundary.  

  The magnetic vector potential A and magnetic flux density B are calculated using the 

developed program. To verify the developed program, the results are compared with 

those calculated from commercial programs ANSYS and COMSOL. The analysis results 

are presented as the following order: 2D linear model in section 2.8.1, 2D non-linear 

model in section 2.8.2, 3D linear model in section 2.8.3, 3D non-linear model 

section 2.8.4. 
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(a) 

 

 

(b) 

 

Figure 2.8.1. Magnetic actuator model  

(a) 2D model, (b) 3D model 
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2.8.1. 2D Linear model 

Two dimensional analysis of the magnetic actuator is performed when the B-H 

relation is linear. The permeability of yoke and armature is assumed to be constant at 

1.9209×10-3 H/m. Figure 2.8.2 shows the equipotential lines of vector potential A 

calculated from each FEA program. The lines are almost identical, and therefore, the 

developed program is verified for two dimensional linear magnetostatic analysis.  

In two dimensional cases, the equipotential lines physically mean the direction of 

magnetic flux density. The reason can be explained as follows. The gradient of vector 

potential Az can be written as 

  

                     

0

z

z
z

A
x
AA
y

∂⎛ ⎞
⎜ ⎟∂⎜ ⎟
∂⎜ ⎟∇ = ⎜ ⎟∂

⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

                                                      (2.8.1) 

 

The direction of the gradient of a scalar is normal to the lines which have constant scalar 

value. Therefore, the gradient of vector potential Az is normal to equipotential lines. In 

two dimensional cases, the magnetic flux B is normal to ∇Az as can be seen in Eq. (2.5.11)

-(2.5.12). Therefore, the direction of magnetic flux B is tangential to the equipotential 

lines. Finally, we may say that the magnetic flux flows along the equipotential lines in 

two dimensional cases.   
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(a) 

                     
(b) 

         
(c) 

Figure 2.8.2. Equipotential lines of vector potential A in 2D linear case 

(a) Developed Program, (b) ANSYS, (c) COMSOL 
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The magnetic energy Wf  over the whole domain in linear problems, can be 

represented as 

 

          1
2f V

W HB dV⎛ ⎞= ⎜ ⎟
⎝ ⎠∫                                             (2.8.2) 

 

As can be seen in Table 2.8.1, the energy results calculated from each finite element 

program are exactly identical.  

 

Table 2.8.2 compares the vector potential A at some nodes. This table shows that the 

vector potential A calculated from each program is exactly identical. Table 2.8.3 shows 

the calculated magnetic flux density B. All four nodes in this table are in one element, 

whose number is 13443. Because magnetic flux density B is not continuous at the 

interface of elements, one node has four different values calculated from four elements. 

Each program has its own method to determine the magnetic flux density B at nodes from 

different values. Therefore, the flux density B is slightly different in each result, although 

vector potential A is identical.  These three tables confirm that the developed program is 

reliable for two dimensional linear magnetostatic analysis. The location of nodes used in 

the above comparison is shown in Figure 2.8.3. 

 

Table 2.8.1. Comparison of magnetic energy Wf (J) – 2D linear case 

 Developed 
Program ANSYS COMSOL 
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Magnetic energy Wf 14.832 14.832 14.832 

 

 

Table 2.8.2. Comparison of vector potential A (Wb/m) – 2D linear case 

Node Number 814 1256 4360 

Developed 
Program 0.18089E-02 0.11468E-03 0.68706E-02 

ANSYS 0.18089E-02 0.11468E-03 0.68706E-02 

COMSOL 0.18089E-02 0.11468E-03 0.68706E-02 

 

 

Table 2.8.3. Comparison of magnetic flux density B (Wb/m2) – 2D linear case 

Node Number 
in element 13343 1274 6041 14090 6236 

Developed 
Program 

Bx -0.957677 -1.024102 -1.024102 -0.957677 

By 0.782605 0.782605 0.716181 0.716181 

ANSYS 

Bx -0.95768 -1.0241 -1.0241 -0.95768E-01 

By 0.78260 0.78260 0.71618E-01 0.71618E-01 
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COMSOL 

Bx -0.957664 -1.024086 -1.024086 -0.957664 

By 0.782595 0.782595 0.716172 0.716172 

 

 

 

Figure 2.8.3. Location of nodes and element for comparison of A and B 

 

 

 

2.8.2. 2D Non-linear model 

Two dimensional analysis of the magnetic actuator model is performed when the B-H 

relation is non-linear. The geometries and boundary conditions are the same as those used 
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in the previous section for the linear model. The only difference is the permeability μ of 

the yoke and armature. Cast iron is used for the non-linear permeability. Therefore, the 

coefficients in Eq. (2.7.1) are set as k1=49.4 k2=1.46, k3=520.6 as can be seen in Figure 

2.7.1.  

The analysis results obtained from three finite element programs are compared. The 

equipotential lines of vector potential A are shown in Figure 2.8.4. The lines obtained 

from each finite element program seem to be exactly identical.   

In the figure of equipotential lines, we can see the effect of non-linear permeability. In 

the non-linear case, the permeability μ decreases as magnetic flux density B increases. 

The decreased permeability interrupts the increase of the magnetic flux density B. 

Therefore, the concentration of magnetic flux density at the narrow flux path is avoided, 

and the magnetic flux density is willing to be distributed more evenly. This non-linear 

effect can be seen in equipotential lines. In two dimensional equipotential lines, the dense 

and curved line means strong magnetic flux density. If comparing equipotential lines of 

the non-linear case (Figure 2.8.4) with the linear case (Figure 2.8.2), we can notice that 

the lines are modified to avoid dense and curved lines in the non-linear case. This means 

that non-linear permeability makes the concentrated magnetic flux spread out over the 

domain. 
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(a) 

                               
(b) 

           
(c) 

Figure 2.8.4. Equipotential lines of vector potential A in 2D non-linear case 

(b) Developed Program, (b) ANSYS, (c) COMSOL 
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Table 2.8.4 shows the magnetic energy Wf  obtained from each finite element program. 

In the non-linear problem, the magnetic energy Wf  can be written as 

 

( )0

B

f V
W H dB dV= ∫ ∫                                              (2.8.3) 

 

The energy from the developed program and ANSYS is exactly the same, but the result 

of COMSOL is different from other results. This might be because COMSOL mistakenly 

calculates the magnetic energy of non-linear problem using Eq. (2.8.2), that is, the energy 

of linear problem. When we use Eq. (2.8.2) in the developed program, we obtained the 

energy as 14.533, which is exactly the same quantity as the result of COMSOL.  

 Table 2.8.5 and Table 2.8.6 compares the magnetic vector potential A and the 

magnetic flux density B at specific nodes and elements, respectively. The results from all 

finite element programs are almost identical, and therefore, the developed program is 

verified for two dimensional non-linear magnetostatic analysis. 

 

 

 

Table 2.8.4. Comparison of magnetic energy Wf (J) – 2D non-linear case 

 Developed 
Program ANSYS COMSOL 

Magnetic energy Wf 14.325 14.325 14.533 
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Table 2.8.5. Comparison of vector potential A (Wb/m) – 2D non-linear case 

Node Number 814 1256 4360 

Developed 
Program 0.177337E-02 0.217659E-03 0.778278E-02 

ANSYS 0.17734E-02 0.21763e-03 0.77827E-02 

COMSOL 0.177336E-02 0.217659E-3 0.778284E-02 

 

 

Table 2.8.6. Comparison of magnetic flux density B (Wb/m2) ) – 2D non-linear case 

Node Number 1274 6041 14090 6236 

Developed 
Program 

Bx -0.936867 -0.968096 -0.968096 -0.936867 

By 0.765458 0.765458 0.7342295 0. 7342295 

ANSYS 

Bx -0.93688 -0.96811 -0.96811 -0.93688 

By 0.76547 0.76547 0.73424 0.73424 

COMSOL 

Bx -0.936854 -0.968083 -0.968083 -0.936854 

By 0.765449 0.765449 0.734219 0.734219 
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2.8.3. 3D Linear model  

Three dimensional analysis of the magnetic actuator is performed when the B-H 

relation is linear. Both nodal and edge elements are used for the three dimensional 

analysis. The magnetic flux density B at the center plane in the z-direction and the 

magnetic energy Wf over the whole domain are compared to verify the developed 

program. The location of the center plane is shown in Figure 2.8.5 as black elements.  

Figure 2.8.6 and Figure 2.8.7 show the magnetic flux density B distribution at the 

center plane when the nodal and edge element is used for the analysis, respectively. The 

COMSOL nodal element result is not shown because it uses only the edge element for 

three dimensional magnetostatic analysis. The result of the ANSYS nodal element shown 

in Figure 2.8.6(b) is totally different from other results and looks physically unreasonable. 

The ANSYS low-frequency electromagnetic nodal element (SOLID97 element) always 

applies the gauge condition. This condition might be the reason for the error in the result. 

As already explained in chapter 2.6, modification of the functional for the gauge 

condition in the nodal element can cause serious error. The other results, except that 

using ANSYS nodal element, are reasonably similar to each other. The comparison of the 

nodal values is not shown because of the difficulty of picking an element or node inside 

three dimensional models. 
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Figure 2.8.5. Location of plane for magnetic flux density B contour 

 

 
(a) 

           
(b) 

 
Figure 2.8.6. Magnetic flux density B – 3D linear case using nodal element 

(a) Developed Program, (b) ANSYS 



 

53 

 

 
(a) 

          
(b) 

          
(c) 

Figure 2.8.7. Magnetic flux density B – 3D linear case using edge element 

(a) Developed Program, (b) ANSYS, (c) COMSOL 
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Table 2.8.7 compares the magnetic energy Wf calculated from various programs. The 

energy from the ANSYS nodal element is totally different from other results. This error is 

expected as can be seen in the error of the magnetic flux density B distribution. In the 

edge element case, the energy of the developed program is almost the same as that of 

COMSOL and slightly different (less than 0.6%) with that of ANSYS. ANSYS edge 

element (SOLID117 element) always applies the tree-cotree gauging. This might be the 

reason for the slight difference in the energy result. Nodal and edge elements give a 

similar magnetic energy; they are different less than 3%.  

To check the boundary conditions, some nodes at the interface of steel and air are 

picked, and the normal magnetic flux density Bn and two tangential field intensities Ht1 

and Ht2 at the node are compared in Table 2.8.8. As already explained in section 2.6, 

these fields should be continuous even at the different material interface. Because the 

magnetic vector potential method is used, the Bn continuity condition is automatically 

satisfied in both nodal and edge elements. The edge element satisfies Ht1 and Ht2 

continuity conditions to some extent, but the nodal element does not satisfy the 

conditions as expected. This comparison confirms that the nodal element gives an error 

on the magnetic field at different material interfaces, while the edge element can give 

more accurate magnetic field solutions.  

In conclusion, we might say that the ANSYS nodal element is not recommended for 

three dimensional linear magnetostatic problems and the developed program gives 

reasonable results in both nodal and edge elements. If our interest is the magnetic energy 

over the whole domain, both nodal and edge elements can be used, but the nodal element 

is not recommended if we need accurate field solutions at different material interfaces.  
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Table 2.8.7. Comparison of magnetic energy Wf (J) – 3D linear case 

 Developed 
Program ANSYS COMSOL 

Magnetic energy Wf  
(Nodal Element) 1.5339×10-2 0.5303×10-2  

Magnetic energy Wf 
(Edge Element) 1.4924×10-2 1.4835×10-2 1.4925×10-2 

 

 

Table 2.8.8. Boundary conditions at the interface of steel and air 

 
Nodal Element Edge Element 

Steel Air Steel Air 

Bn -0.20199 -0.20199 -0.19167 -0.19167 

Ht1 -568.950 - 7368.444 -506.553 -928.098 

Ht2 6.34963×10-9  1.27312×10-6 -2.0679×10-3  3.72333×10-3

 

 

2.8.4. 3D Non-linear model 

Three dimensional analysis of magnetic actuator is performed when the B-H relation 

is non-linear. Both nodal and edge elements are used for the analysis. The magnetic flux 

density B at the center plane and the magnetic energy Wf over the whole domain are 

compared to verify the developed program. 
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Figure 2.8.8 and Figure 2.8.9 show the magnetic flux density B distribution at the 

center plane when the nodal or edge element is used for the analysis, respectively. All 

results except the ANSYS nodal element are similar. A huge error in the ANSYS nodal 

element might be due to the gauge condition, which is already shown in the linear result. 

 

 

 

 
(a) 

            
(b) 

Figure 2.8.8. Magnetic flux density B – 3D non-linear case using nodal element 

(a) Developed Program, (b) ANSYS 
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(a) 

       
(b) 

            
(c) 

Figure 2.8.9. Magnetic flux density B – 3D non-linear case using edge element 

(a) Developed Program, (b) ANSYS, (c) COMSOL 



 

58 

 

Table 2.8.9 compares the magnetic energy Wf calculated from various programs. The 

energy from the ANSYS nodal element is totally different from other results as expected. 

In the edge element result, the energy from COMSOL is different from that of the 

developed program. The reason for this difference might be the same as that with two 

dimensional problems. COMSOL mistakenly calculates the magnetic energy of non-

linear problem using Eq. (2.8.2), that is, the energy of linear problem. When we use Eq. 

(2.8.2) in the developed program, we obtained the energy as 1.4798×10-2, which is almost 

the same quantity as the result of COMSOL. The difference between ANSYS and the 

developed program in the edge element result is less than 0.6% and it might be due to the 

tree-cotree gauging.  

In conclusion, we might say that the ANSYS nodal element is not recommended for 

three dimensional non-linear problems as well, and the developed program gives 

reasonable results for this problem. 

 

 

Table 2.8.9. Comparison of magnetic energy Wf (J) – 3D non-linear case  

 Developed 
Program ANSYS COMSOL 

Magnetic energy Wf  
(Nodal Element) 1.4475×10-2 0.5260×10-2  

Magnetic energy Wf 
(Edge Element) 1.4733×10-2 1.4644×10-2 1.4801×10-2 
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2.9. Conclusions 

The finite element method for magnetostatic analysis is presented in this chapter. The 

Maxwell’s equations describing the behavior of electromagnetic fields are modified to 

the equations for the magnetostatic case, where the current generates a magnetic field and 

all fields do not vary with the time. To solve the derived magnetostatic equation, we 

present two potential methods: scalar potential and vector potential methods. The strength 

and weakness of each potential method are described, and the guideline to choose a 

potential method is presented. Then, we explain a gauge condition to solve the 

uniqueness problem, which has been one of the important issues in magnetostatic 

analysis using the potential method. Next, the finite element formulation is described for 

the 2D linear problem, the 3D linear problem and the problem for the non-linear B-H 

relation. The 3D problem can be solved using either the nodal or edge finite element 

considering two continuous boundary conditions. The non-linear magnetostatic problem 

is solved using the Newton-Raphson iteration method. From the explained finite element 

formulation, a program is developed for the magnetostatic analysis, and the developed 

program is applied to analyze the 2D/3D linear/non-linear magnetic actuator. The 

developed program is verified by comparing the analysis result with that using COMSOL 

and ANSYS. 
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CHAPTER 3 
3. MAGNETIC FORCE CALCULATION 

 

 

 

3.1. Introduction 

This chapter shows how to calculate magnetic force on a ferromagnetic material. 

Force calculation is an essential procedure in the analysis of electric machines because 

they are designed to move or rotate an object such as an actuator armature or machine 

stator/rotor. There are two different types of forces in the aspect of electric machine 

analysis: global (total) force, and local (distributed) force [78, 81, 93, 99]. Global force is 

single net force acting on an object, whereas local force is a distribution of forces acting 

at specific places on an object. In general, calculating a global force is simpler than 

calculating a local force. If the interest is placed only on the operational total force on the 

rigid moving object, a global force calculation may be enough. However, the calculation 

of a local force distribution is necessary for the noise and vibration analysis of electric 

machines. This chapter describes the various methods to calculate both global and local 

forces.  

A lot of research has been conducted to find a accurate and reliable force calculation 

methods for electric machines [105-119]. Popular methods for the force calculation based 
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on finite element field solutions are as follows: (a) Maxwell stress tensor method, (b) 

virtual work method, (c) equivalent source method. All of these methods can calculate 

both global and local force. It is shown that all methods provide almost the same global 

force. However, each method gives a different local force distribution. These different 

results raise questions about which method provides true force distribution. 

Recently, a new local force calculation method is developed using a virtual air-gap 

scheme [120-122] derived from the generalized equivalent source method [123, 124]. 

The developed method determines successfully the magnetic force of electric machines 

[125]. This method calculates body force as a local force distribution while the 

conventional method provides the surface force. It asserts that the body force is not zero 

when the magnetic field inside the body is not uniform. In addition, it tries to show the 

similarity between the magnetic force and the gravitational force, applied to the body. It 

is shown that this new method provides the unique local force distribution regardless of 

the force calculation methods. We are not sure whether one of the surface force results is 

true or the body force distribution is true. However, we can be sure that the analysis and 

design result for the structural and vibration problems will be totally different due to the 

difference in surface and body force as a local force distribution.  

This chapter investigates both the conventional method and the new method using the 

virtual air-gap concept. The outline of this chapter is as follows. Section 3.2-3.4 explains 

three conventional methods: Maxwell stress tensor method, virtual work method, and the 

equivalent source method. The body force calculation method using the virtual air-gap 

scheme is presented in section 3.5. In section 3.6, all the force calculation methods are 

investigated using numerical examples. Finally, section 3.7 summarizes this chapter. 
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3.2. Maxwell stress tensor method 

The Maxwell stress tensor method is one of the most efficient and popular methods. 

Calculation of both the global and local force is available. This method enables us to 

calculate the magnetic force simply from a single finite element field solution. This might 

be the reason why this method become so popular.  

The Maxwell stress tensor method can be derived from the fact that the ferromagnetic 

material may be replaced by air with a distribution of surface currents Js and volume 

currents Jv. After the replacement, the magnetic field is represented by the modified 

Ampere’s circuital law: 

 

0

1
s vμ

⎛ ⎞
∇× = + +⎜ ⎟

⎝ ⎠
B J J J                                              (3.2.1) 

 

where μ0 is the permeability of the air. 

Then, the magnetic force can be calculated using Lorentz volume force density, which 

can be written as 

 

                     ( )v s v= + + ×f J J J B                                               (3.2.2) 

 

From Eq. (3.2.1) and (3.2.2), the magnetic force fv  can be expressed as the divergence of 

a tensor. 
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v = ∇ ⋅f τ                                                         (3.2.3) 

 

The tensor τ is called as the Maxwell stress tensor. In two dimensional problems with the 

linear B-H relation, the stress tensor τ is derived as 
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⎢ ⎥= −⎢ ⎥
⎢ ⎥
⎢ ⎥−
⎢ ⎥⎣ ⎦

τ                            (3.2.4) 

 

The derivation of τ is straightforward, and therefore it is not shown here. In a tensor 

notation, the stress tensor τij can be written as 

 

( )
0 0

1 1 , , 1,2
2ij i j ij k kB B B B i j kτ δ

μ μ
⎛ ⎞

= − =⎜ ⎟
⎝ ⎠

                           (3.2.5) 

 

The stress tensor for the non-linear B-H relation is derived in [105] and written as 

 

( )
0

1 1 , 1,2
B

ij i j ijB B BdB i jτ δ
μ μ

⎛ ⎞
= − =⎜ ⎟

⎝ ⎠
∫ % %                              (3.2.6) 
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The integration in the second term of Eq. (3.2.6) describes the nonlinearity due to 

magnetic saturation.  

Finally, the global force is calculated by integrating the volume force density fv. From 

the divergence theorem, the volume integration is transformed to surface integration. 

Therefore, the global force can be written as 

 

total V A
dV d= ∇ ⋅ = ⋅∫ ∫F τ τ A�                           (3.2.7) 

 

where the A is any close surface surrounding the object, which is called the integration 

path. 

The local force distribution can be obtained by adjusting the integration path of the 

Maxwell stress tensor method. The global force expressed in Eq. (3.2.7) contains the 

surface integration of some function. This function can be thought of as the local force 

distribution along the surface. In a strict mathematical sense, this function cannot be a 

local force distribution because the surface integration is mathematically derived using 

the divergence theorem. It only means that the global force using the volume integration 

is identical with that using the surface integration. It does not mean that the distribution is 

also identical. However, this local force distribution is frequently used for practical 

applications because it gives a reasonable force distribution.   

In the Maxwell stress tensor method, the force formulation of the non-linear problem 

becomes identical with that of linear problem if the integration path is not on the non-

linearly magnetized object. This is because the integration is taken only at the air region, 
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which has a constant permeability μ0. If permeability μ in Eq. (3.2.6) is constant as air 

permeability μ0, Eq. (3.2.6) becomes identical with Eq. (3.2.5), that is, the stress tensor in 

a linear B-H relation. Therefore, the same force formulation using Eq. (3.2.5) at the air 

integration path is available for both linear and non-linear problems. For the non-linear 

problem, we only need to consider that the final converged quantity of the magnetic flux 

density B should be used. 

In practical applications, forces in the normal and tangential directions are more 

preferred than those expressed in the Cartesian coordinate. In two dimensional cases, the 

relation between unit vectors in Cartesian coordinates and normal/tangential coordinate 

can be represented as 

 

sin cosθ θ= − +n i j                                                   (3.2.8) 

cos sinθ θ= +t i j                                                     (3.2.9) 

 

where i and j are x and y directional unit vectors in Cartesian coordinates, n and t are 

normal and tangential unit vectors, and θ is the angle between the surface line and x 

direction. From the above relation, the global force Eq. (3.2.7) can be derived for the 

normal and tangential direction, which can be written as 

 

2 2

0 0

1 1( )
2total n t n tA A

B B dA B B dA
μ μ

⎡ ⎤ ⎡ ⎤
= − +⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦
∫ ∫F t n� �                         (3.2.10) 
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In the Maxwell stress tensor method, the selection of the integration path is critical for 

the accuracy problem. Although the integration path is theoretically arbitrary, the path 

strongly influences the result. This is because the result is calculated only with the 

magnetic flux density B on the integration path, and this value is correct only at the 

Gaussian integration point and has large error particularly at finite element nodes. 

Therefore, the flux density B calculated at Gaussian integration points can be used for 

magnetic force calculation at the integration path. It is known that the difficulty in the 

integration path makes trouble in implementing the Maxwell stress tensor method for 

three dimensional problems.  

 

3.3. Virtual work method 

The virtual work method is based on the principle of conservation of energy or co-

energy and the principle of virtual displacement.  The magnetic energy Wf  and the co-

energy Wco is defined as 

 

 ( )0

B

f V
W H dB dV= ∫ ∫                                                (3.3.1) 

( )0

H

co V
W BdH dV= ∫ ∫                                               (3.3.2) 

 

This method calculates the magnetic force as the derivative of the energy Wf with respect 

to position at constant flux linkage Ф or the co-energy Wco with respect to the position at 

constant current i. Therefore the global force for α direction can be written as 
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=constant
f

tot

W
F

α Φ

∂
= −

∂
                                (3.3.3) 

=constant
co

tot i
WF
α

∂
=

∂
                               (3.3.4) 

 

It is known that the virtual work method is well suited to finite element analysis because 

the finite element solution is formulated using minimized stored magnetic energy Wf 

[115]. In addition, this method is less sensitivity to the errors of magnetic flux density 

because it uses the global quantity obtained from the volume integral. The virtual work 

method is classified into: (a) global (classical) virtual work method, and (b) local 

(Coulomb) virtual work method.  

 

Global (Classical) virtual work method 

The global virtual work method calculates Eq. (3.3.4)  using the total magnetic co-

energy Wco of the system when its moving part is physically displaced in the direction of 

the required component of force. In this method, not Eq. (3.3.3), but Eq. (3.3.4) is chosen 

because the constant current condition is more efficient for developing finite element 

codes than the flux linkage constant condition. In this method, the partial derivative of the 

equation can be evaluated using a finite difference approximation. For the finite 

difference calculation of the derivative, at least two finite element solutions are required 

when the component on which we want to compute the force is slightly moved with the 

constant current.  
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Instead of the finite difference approximation, a curve fitting can be used to 

approximate the total co-energy Wco function with respect to the location of the object in 

the α direction. The co-energy function Wco using a curve fitting can be easily 

differentiated, and then, the magnetic force can be obtained using Eq. (3.3.4). The curve 

fitting method is particularly convenient in the problem where the object moves in only 

one direction like a rotating electric machine.  

The biggest disadvantage of the global virtual work method is that it requires more 

than two finite element solutions with different meshes, which increase the computation 

cost. In addition, the result using finite difference approximation may suffer from 

cancellation error. The co-energy quantities of two closed positions are usually very close. 

The subtraction of two close large quantities and the division of two small quantities can 

cause significant error in the result. Another disadvantage is that calculating the local 

force distribution is not available practically, as can be seen in the name of the “global” 

virtual work method. The slight movement of one element may give the local force acting 

on that element. However, the movement of every element in the finite element model is 

very inefficient and impossible practically.  

 

Local (Coulomb) virtual work method 

The local virtual work method is based on the same concept as the global virtual work 

method; that is, it also calculates the force using Eq. (3.3.3) or (3.3.4). However, in the 

local virtual work method, the derivative is evaluated by direct, closed form 

differentiation of the magnetic energy Wf or co-energy Wco. The advantage of this method 
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is that it requires only one finite element solution like the Maxwell stress tensor method. 

In addition, the local force distribution can be obtained using this method. 

This method first calculates the local force associated with a node. As can be seen 

in Figure 3.3.1, a single node j moves in the direction of the required force component, 

while the other nodes remain fixed. Then, the local force is calculated by the direct 

differentiation of the magnetic energy or co-energy. The element directly connected with 

node j only contributes to the local force for that node. The calculated force is assumed to 

be applied in the half line between node i and k, which has the length as (length of ij + 

length of jk) / 2. After calculating the local force distribution, the global force can be 

calculated by summing the local force. It should be noted that the local force is not zero 

only at the nodes located at the interface of air and steel.  

 

 

Figure 3.3.1. Movement of a node in the local virtual work method 

 

To apply the local virtual work method, Eq. (3.3.3) is more convenient if the vector 

potential A method is used because the fixed constant linkage Ф means fixed magnetic 

flux density B, and therefore, fixed vector potential A. If the scalar potential Ω is used, 
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Eq. (3.3.4) is more convenient because fixed current i means fixed magnetic field 

intensity H, and therefore, fixed scalar potential Ω. The fixed unknowns in each case 

make it simple to derive the direct analytical differentiation in Eq. (3.3.3) or  (3.3.4).  

In two dimensional linear problems using vector potential A method, the local force at 

a node i in α direction can be derived from the analytical differentiation of Eq. (3.3.3), 

and can be derived as 

 

1
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                   (3.3.6) 

 

where Np and Nq are the shape functions of finite element formulation, and J is the 

Jacobian matrix for the coordinate change using an isoparametric element. The derivative 

of Jacobian matrix J and its determinant |J| is written as 
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                   (3.3.8) 

 

where Xp and Yp are the node locations in x and y coordinates.  

In two dimensional problems with non-linear B-H relation, the local force can be 

derived as 
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(3.3.9) 

The integration ( )20

1B
bdb

bμ

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎝ ⎠
∫  in the first term describes the non-linearity. If we 

change the permeability μ(b2) to a constant one, the above formulation for non-linear 

problems becomes identical with Eq. (3.3.5) and Eq. (3.3.6), which apply to linear 

problem. The detailed derivation of the above equations is described in [118, 126]. It 

should be noted that the local virtual work method requires integration at the magnetic 

material, which adds considerable complexity to the force calculation of the non-linear 
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problem. The formulation for three dimensional problems is almost identical with those 

for two dimensional problems and not described here. 

 

3.4. Equivalent source method 

This method is based on replacing ferromagnetic material by a non-magnetic one with 

a superficial distribution of equivalent field sources: (a) equivalent currents, (b) 

equivalent charges.  

To derive the equivalent source method, we need the relation between the 

magnetization M and the magnetic field. When the magnetic field is applied on the 

magnetic material, a net alignment of magnetic dipoles occurs and the medium becomes 

magnetically polarized. The amount of magnetic polarization can be described as the 

magnetization M, which is a magnetic dipole moment per unit volume. The relation 

between the magnetization M and the magnetic field B or H at the interface of magnetic 

material m1 with permeability μ0μr and non-magnetic material m2 with permeability μ0 

can be written as 

 

1 2 1n m n m n mM H H= −                                                (3.4.1) 

( )1 1 2
0

1
t m t m t mM B B

μ
= −                                          (3.4.2) 

 

The equations (3.4.1)-(3.4.2) are identical conditions with the continuous normal 

magnetic flux density B, and tangential field intensity H, which is the well known 
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interface conditions shown in Eq. (2.6.5)-(2.6.6). These two equations will be used to 

derive the magnetic force using the equivalent source method. 

 

Equivalent currents 

The surface current Js, due to the magnetization M of material 1 can be written as  

 

1s = ×J M n                                                      (3.4.3) 

 

From Eq. (3.4.1)-(3.4.2), the surface current Js can be written as  

 

( )( )2 1
0

1
s t tB B

μ
= − ×J t b                                           (3.4.4) 

 

The local force of the non-magnetic material with the surface current Js can be calculated 

using Lorentz law: 

 

s s s= ×F J B                                                    (3.4.5) 

 

From Eq. (3.4.4)- (3.4.5), the normal and tangential component of local force at the 

surface of magnetic material can be written as 
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( ) ( )2 20 1 1
2s r t r n tH B Hμ μ μ⎡ ⎤= − + −⎡ ⎤⎣ ⎦⎢ ⎥⎣ ⎦

F n t                        (3.4.6) 

 

The above local force is expressed using the continuous component Bn and Ht at the 

interface of magnetic material and non-magnetic material. The global force can be 

obtained by summing the calculated local force. 

 

Equivalent charges 

The surface charge ρs due to the magnetization M of material 1 can be written as 

 

0 1sρ μ= ⋅n M                                                     (3.4.7) 

 

From Eq. (3.4.1)-(3.4.2), the surface current ρs can be written as  

 

2 1
1

s n n
r

B Bρ
μ

= −                                                (3.4.8) 

 

The local force distribution by the surface charge can be written from Coulomb’s law as 

 

s s sρ=F H                                                   (3.4.9) 
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From Eq. (3.4.8)- (3.4.9), the normal and tangential component of local force distribution 

at the surface of magnetic material can be derived as  

 

( )2 2

0

1 11 1
2s r n n t

r

B B Hμ
μ μ

⎡ ⎤⎡ ⎤ ⎛ ⎞
= − + −⎢ ⎥⎜ ⎟⎢ ⎥

⎝ ⎠⎣ ⎦ ⎣ ⎦
F n t                   (3.4.10) 

 

The above local force is expressed using the continuous component Bn and Ht at the 

interface of magnetic material and non-magnetic material. The global force can be 

obtained by summing the calculated local force. 

 

The equivalent source method can be also used for the problem with the non-linear B-

H relation. Nonlinear reluctivity μ does not affect the derivation of the equivalent source 

method. We only need to consider that the final converged magnetic field and the relative 

permeability μr should be used for the calculation.  

 

3.5. Body force calculation method 

This section describes a rather new method for calculating both local and global 

magnetic forces. This method gives the local force distribution as the body force, which 

is different from the surface force given by the conventional methods described in 

section 3.2-3.4. The global force is simply obtained by summing the local force 

distribution. In this method, the object is split into a number of small bodies. Then, the 

magnetic force applied to the small bodies is calculated using the conventional methods 
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described in chapter 3.2-3.4. The conventional methods are defined only in the object 

surrounded by the air. Therefore, a virtual air gap is inserted between the small bodies 

contacting each other. At the virtual air gap, the magnetic flux density B and magnetic 

field intensity H is derived using the equivalent source method. Then the conventional 

methods can be used to calculate the magnetic force of the small bodies contacting each 

other. Finally, the body force is obtained by dividing the magnetic force applied to the 

small bodies by their volume. The finite elements are chosen as the small bodies because 

the finite element method is used for the magnetic field calculation.  

The magnetic flux density B and the magnetic field intensity H at the virtual air gap 

are derived using the generalized equivalent current method [123] and generalized 

equivalent charge method [124] respectively. It is shown that the magnetic field B and H 

at the virtual air gap between material 1 and 2 is same as the field satisfying the boundary 

condition between material 1 and the airgap and also between material 2 and the airgap. 

The detailed formulation of generalized equivalent methods and the derivation of the 

magnetic field at the virtual air gap are shown in [120, 121]. 

The boundary conditions at the virtual air gap are written as  

 

1 2na n nB B B= =                                                   (3.5.1) 

1 2ta t tH H H= =                                                  (3.5.2) 

 

From these conditions, the magnetic flux density Ba and field intensity Ha at the air gap 

can be written as  
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1 2
1 2

1 2

t t
a n n

r r

B BB B
μ μ

= + = +B n t n t                                   (3.5.3) 

1 1 1 2 2 2a r n t r n tH H H Hμ μ= + = +H n t n t                              (3.5.4) 

 

where μ1 and μ2 are the relative permeability of material 1 and 2 respectively. Because 

these two magnetic fields at the virtual air gap satisfy the boundary condition as if it is a 

real air gap, these fields also satisfy the constitutive relation in the air material. 

 

0a aμ=B H                                                    (3.5.5) 

 

After obtaining the magnetic field at the virtual air gap, the magnetic force at a finite 

element surrounded by the virtual air gap can be calculated using the conventional force 

calculation method. Then, the body force acting on a finite element is calculated by 

dividing the magnetic force by the finite element volume.  

This method can be easily applied to calculate the magnetic force in the nonlinear B-H 

relation as well. The final converged magnetic field and the permeability should be 

considered for each finite element. The other process for the body force calculation is not 

different in linear and non-linear problems.  
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3.6. Numerical examples 

In this section, numerical examples are presented to investigate the various magnetic 

force calculation methods. In every method except the virtual work method, an accurate 

magnetic field at the interface of air and ferromagnetic material is critical for accurate 

force calculation. As already explained, the finite element method gives inaccurate 

magnetic fields at the interface. To alleviate the inaccuracy, several correction methods 

are proposed in section 3.6.1. 

The developed force calculation program is added to the finite element program as 

post-processing. The magnetic actuator model, which is same as that used in the 

section 2.8, is revisited with the same boundary conditions. In this model, the total force 

and local force distribution acting on the armature is calculated for both linear and non-

linear problems. The permeability model for the non-linear analysis is also identical with 

that used in section 2.8. The global force calculation results are investigated in 

Section 3.6.2, and the local force distribution results are compared in section 3.6.3.  

 

3.6.1. Correction of magnetic field at the interface 

The magnetic field obtained from the first-order nodal finite element method with the 

potential method has considerable error at the material interface [109]. The reason for this 

error is already described in section 2.6. This error is ignorable in the virtual work 

method because it treats the magnetic energy over an element. However, this error can 

cause a severe inaccuracy when the magnetic field at the interface is necessary for the 
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magnetic force calculation. To reduce this inaccuracy, the magnetic field at the interface 

needs to be corrected.  

Correction of the magnetic field is performed in a way that satisfies two boundary 

conditions at the interface. As already shown in Eq (2.6.5) and (2.6.6), the magnetic flux 

density B in the normal direction and the magnetic field intensity H in the tangential 

direction should be continuous at the interface of different materials. When the magnetic 

vector potential A method is applied, the normal flux density Bn continuity condition is 

automatically satisfied. However, the tangential field intensity Ht continuity condition is 

not met. 

In the calculation of the tangential field intensity Ht at the interface, four different 

methods can be considered. The first two methods use either field intensity at the air 

element or at the ferromagnetic element without correcting the magnetic field. Next, 

Wignall et. al. [111] shows that the result using the ferromagnetic side is more accurate 

than that using the air side. Then, they proposed the weighted average method using the 

permeability of the air and the ferromagnetic material. In this method, the continuous 

tangential field intensity Ht can be corrected as 

 

_ 0 _
_

0

t air t ferr f
t Wignall

f

H H
H

μ μ
μ μ
+

=
+

                                  (3.6.1) 

 

where μf is the permeability of the ferromagnetic material, Ht_air and Ht_ferr is the 

tangential magnetic field intensity at the interface calculated in the air side and 

ferromagnetic side respectively. Because the vector potential A method provides the 
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magnetic flux density B, the correction of B is more straightforward. From the 

constitutive relation between B and H, Eq. (3.6.1) can give two discontinuous tangential 

magnetic flux densities at the air side Bt_air_Wignall and ferromagnetic side Bt_ferr_Wignall  : 

 

( )0
_ _ _ _

0
t air Wignall t air t ferr

f

B B Bμ
μ μ

= +
+

                      (3.6.2) 

( )_ _ _ _
0

f
t ferr Wignall t air t ferr

fl

B B B
μ

μ μ
= +

+
                            (3.6.3) 

 

The last method for the correction of the tangential field intensity at the interface is 

averaging using the arithmetic mean. In this method, the continuous tangential field 

intensity Ht is corrected as 

 

_ _
_ 2

t air t ferr
t average

H H
H

+
=                                          (3.6.4) 

 

Then, the discontinuous tangential magnetic flux densities can be written as  

 

0
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_ _ 2

t air t ferr
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B B
B
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μ
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Figure 3.6.1 shows how each method considers the continuity condition of the tangential 

field intensity Ht. The Wignall and average methods connect two disconnected values (1) 

Ht_air and (2) Ht_ferr at the interface. For this connection, many methods might be 

proposed such as geometric mean and harmonic mean. However, it is not clear which 

connection method gives the most accurate force calculation result in every physical 

situation. The most straightforward method is averaging using the arithmetic mean 

although Wignall et. al shows that their method gives accurate results in some problems.  

 

 

Figure 3.6.1. Various methods for correction of Ht at interface.  
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3.6.2. Global force comparison 

The global force acting on the armature is calculated using various methods such as 

the Maxwell stress tensor method, the local virtual work method, the equivalent current 

and charge method, and the body force calculation method using the virtual air gap 

scheme. In the Maxwell stress tensor method, three different integration paths are 

considered to see how the integration path influences the force calculation result. Three 

integration paths are shown in Figure 3.6.2. Path 1 is on the interface of the armature and 

the air. Therefore, the Wignall or averaging method needs to be applied for correcting the 

magnetic field at the interface. For path 2 and 3, the magnetic field using the 

extrapolation at Gaussian integration points is used for accurate calculation [109]. The 

magnetic field at the interface of the air and ferromagnetic material is also required as 

well for the following force calculation methods: the equivalent source method and the 

body force calculating method using the Maxwell stress tensor and equivalent source 

methods. For these methods, correcting the magnetic field with the Wignall or averaging 

methods is used as well. Table 3.6.1 shows the x and y directional global forces acting on 

the armature when the B-H relation is linear, and the forces for the non-linear B-H 

relation are shown in Table 3.6.2. 

. 
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Figure 3.6.2. Three different integration paths of the Maxwell stress tensor method.  
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As shown in Table 3.6.1, most of methods give reasonable global forces when the B-H 

relation is linear, but the equivalent current method with the averaging method fails to 

calculate an accurate global force. The global force from the body force calculation 

method is exactly the same as that from corresponding conventional methods. This result 

confirms the fact that the body force calculation method does not change the global force 

although it gives completely different local force distributions, which are presented in 

[120, 121]. The global force of the local virtual work method, which is known as the 

most accurate method, is almost the same as those of the Maxwell stress tensor method 

using integration path 2, 3, and 1 with the averaging method, and the equivalent charge 

method with the averaging method. The difference in the above results is less than 1%. It 

confirms that the global force is almost the same regardless of the force calculation 

methods. It is noted that the result of the equivalent current method with the averaging 

method has a huge error although the equivalent current method with the Wignall method 

gives a reasonable result. When we compare the results using different correction 

methods, we can find that the averaging method gives more accurate results while the 

Wignall method gives more reliable result in this example. 
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Table 3.6.1. Global force on armature in linear B-H relation  

 
Wignall Averaging 

Fx_global Fy_global Fx_global Fy_global 

Conventional 

method 

Maxwell 
Stress tensor 

(Path1) 
-1498.29 -265.26 -1570.16 -302.77 

Equivalent 

current 
-1491.08 -273.72 -1.4735×107 -8.3880×106

Equivalent 

charge 
-1498.29 -265.26 -1576.46 -306.36 

 Fx_global Fy_global 

Local virtual 

work 
-1579.97 -307.12 

Maxwell 
Stress tensor 

(Path2) 
-1573.57 -304.33 

Maxwell 
Stress tensor 

(Path3) 
-1573.44 -304.67 

Body force 

calculation 

method 

using virtual 

air gap 

 
Wignall Averaging 

Fx_global Fy_global Fx_global Fy_global 

Maxwell 

Stress tensor 
-1498.29 -265.26 -1570.16 -302.77 

Equivalent 

current 
-1491.08 -273.72 -1.4735×107 -8.3880×106

Equivalent 

charge 
-1498.29 -265.26 -1576.46 -306.36 
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Table 3.6.2 shows the global forces in the non-linear B-H relation. The global force of 

the non-linear case is about 5% less than that of the linear case. The reason for the 

decreased force might be the reduced magnetic field caused by the magnetic saturation 

effect. The equivalent current method with any of the Wignall and averaging methods 

fails to provide the reasonable global force again in non-linear problems. The other 

characteristics of each method in the non-linear case are almost same as that of the linear 

case. Each result with conventional methods is identical with the result of the 

corresponding body force calculation method. The fact that the body force calculation 

method does not change the global force is confirmed again for the non-linear B-H 

relation. The global force of the local virtual work method is almost the same as those of 

the Maxwell stress tensor method using integration path 2, 3, and 1 with the averaging 

method, and the equivalent charge method with the averaging method. The difference in 

the above results is less than 1%. It is confirmed that every global force except the 

equivalent current method gives similar unique global force results in the non-linear B-H 

relation.   
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Table 3.6.2. Global force on armature in non-linear B-H relation  

 
Wignall Averaging 

Fx_global Fy_global Fx_global Fy_global 

Conventional 

method 

Maxwell 
Stress tensor 

(Path1) 
-1437.46 -258.52 -1502.93 -291.27 

Equivalent 

current 
-122908 -146685 -1.4871×107 -8.9711×107

Equivalent 

charge 
-1437.51 -258.58 -1509.30 -295.11 

 Fx_global Fy_global 

Local virtual 

work 
-1511.92 -295.14 

Maxwell 
Stress tensor 

(Path2) 
-1506.05 -292.70 

Maxwell 
Stress tensor 

(Path3) 
-1505.93 -293.03 

Body force 

calculation 

method 

using virtual 

air gap 

 
Wignall Averaging 

Fx_global Fy_global Fx_global Fy_global 

Maxwell 

Stress tensor 
-1437.46 -258.52 -1502.93 -291.27 

Equivalent 

current 
-122908 -146685 -1.4871×107 -8.9711×107

Equivalent 

charge 
-1437.51 -258.58 -1509.30 -295.11 
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3.6.3. Local force distribution comparison 

The local force distribution acting on the armature is calculated using the various 

methods for both linear and non-linear cases.  The distribution of the linear case is shown 

in Figure 3.6.3 and Figure 3.6.4, and the distribution of the non-linear case is presented 

in Figure 3.6.5 and Figure 3.6.6.  

Figure 3.6.3 shows the surface force distribution using the conventional method in the 

linear problem. The force distribution of the equivalent charge method shown in Figure 

3.6.3(a) is almost identical to that of the Maxwell stress tenor method shown in Figure 

3.6.3(c). The distribution of the local virtual work method shown in Figure 3.6.3(d) is 

different from that of Figure 3.6.3(a) and (c) at the corner. This might be because the 

corner is a numerically singular location. Except for this singular location, three methods 

give almost the same local force. However, the equivalent current method gives a totally 

different local force than that of other methods as shown in Figure 3.6.3(b).  This result 

confirms that the conventional force calculation methods provide different force 

distribution although they give the unique global force.  

Figure 3.6.4 shows the body force distribution using the virtual air-gap scheme. 

Despite the exact same global force obtained from the body force calculation method and 

the corresponding conventional method, the force distribution shown in Figure 3.6.4 is 

completely different from that of Figure 3.6.3. As expected, it is shown that an almost 

unique body force distribution is obtained regardless of force calculation methods. 

Although the distribution at the corner is slightly different in each method, it is not a 

major portion and the overall distribution is almost the same in every method.  
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           (a)                                                             (b) 

 

                        
                              (c)                                                                    (d) 

Figure 3.6.3. Local force distribution of linear problem – Conventional method:  

(a) Equivalent charge with averaging, (b) Equivalent current with Wignall, 

(c) Maxwell stress tensor with averaging, (d) local virtual work method 
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           (a)                                                                (b) 

 

 
(c) 

Figure 3.6.4. Local force distribution of linear problem – body force calculating using 

virtual air-gap scheme 

 (a) Equivalent charge with averaging, (b) Equivalent current with Wignall, (c) Maxwell 

stress tensor with averaging,  
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The force distribution in non-linear problems is shown in Figure 3.6.5 and Figure 

3.6.6. The characteristics of each method in the non-linear case are almost the same as 

that of the linear case. Figure 3.6.5(a) is almost identical with that of the Maxwell stress 

tensor method shown in Figure 3.6.5(c). The distribution of the local virtual work method 

shown in Figure 3.6.5(d) is different from that of Figure 3.6.5(a) and (c) at the singular 

corner. The distribution using the equivalent current method shown in Figure 3.6.5 (b) 

has a huge error at the left bottom corner because that is a numerically singular location. 

This error might be the reason for the unreasonable global force of this method. The 

equivalent current method gives a totally different local force from that of other methods. 

This result confirms that the conventional force calculation methods provide different 

force distribution in non-linear problems. 

Figure 3.6.6 shows the body force distribution in non-linear problem. The result of the 

equivalent current method shown in Figure 3.6.6(b) gives a huge error at the corner again. 

It is shown that every method including the equivalent current method gives similar body 

force distribution except at the corner. We might conclude that the body force distribution 

is unique regardless of calculation methods in both linear and non-linear problems if the 

method calculates the unique global force.  
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           (a)                                                             (b) 

 

                        
                              (c)                                                                    (d) 

Figure 3.6.5. Local force distribution of non-linear problem – Conventional method 

(a) Equivalent charge with averaging, (b) Equivalent current with Wignall, 

(c) Maxwell stress tensor with averaging, (d) local virtual work method 
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           (a)                                                                (b) 

 

 
(c) 

Figure 3.6.6. Local force distribution of non-linear problem – body force calculating 

method using virtual air-gap scheme 

 (a) Equivalent charge with averaging, (b) Equivalent current with Wignall, (c) Maxwell 

stress tensor with averaging,  
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3.7. Conclusions 

We describe the various magnetic force calculation methods: (1) the Maxwell stress 

tensor method, (2) the virtual work method, (3) the Equivalent source method, (4) the 

body force calculation method. The virtual work method is classified into (a) global 

(classical) virtual work method and (b) local (Coulomb) virtual work method. The 

equivalent source method is classified into (a) equivalent current method (b) equivalent 

charge method. The derivation of each method is briefly described for both linear and 

non-linear problems, and the characteristics of each method are explained. As a 

numerical example, the magnetic force acting on the armature of the magnetic actuator is 

calculated using the explained methods. The Maxwell stress tensor method, virtual work 

method, and equivalent source method give the surface force distribution. In contrast, the 

body force distribution method provides the force distribution on a whole body. Although 

the local force distribution of the body force calculation method and conventional method 

is completely different, the global force of the body force calculation method is identical 

with that using the corresponding conventional method. The unique global force is 

obtained from all conventional calculation methods except the equivalent current method. 

However, each conventional method gives different local force distribution while the 

body force calculation method provides unique local force distribution.  
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CHAPTER 4 
4. TOPOLOGY OPTIMIZATION TO MAXIMIZE MAGNETIC FORCE 

 

 

 

4.1. Overview 

This chapter presents a topology optimization approach to design electrical machinery. 

The optimization is performed based on the magnetostatic analysis and magnetic force 

calculation, which are demonstrated in chapter 2 and 3. Considering the different types of 

magnetic force, two optimization examples are presented. The first optimization example 

is mainly focused on the global (total) magnetic force. In contrast, the second example 

deals with both global (total) force and local (distributed) force in order to minimize the 

mechanical deformation by the local force distribution. 

 

4.2. Optimization example I:  Magnetic actuator design to maximize total magnetic 

force and effect of non-linear permeability 

In the first example, we present the structural topology optimization of a magnetic 

actuator in both linear and non-linear magnetostatic systems. By comparing optimization 

results, the effect of nonlinearity on the actuator design is investigated. The design goal is 
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to maximize the total magnetic force acting on the armature. The magnetic force is 

calculated using the two most popular methods: the Maxwell stress tensor (MST) and 

local virtual work (LVW) method. Design sensitivity analysis for both linear and non-

linear problems is performed using the adjoint method, and the formulated optimization 

problem is solved using the method of moving asymptotes (MMA). The optimization 

results with three different permeability models are presented, and the effect of non-linear 

permeability is discussed. In addition, the effect of the volume and the force calculation 

methods is discussed as well. 

 

4.2.1. Introduction 

The magnetic characteristics of electromagnetic devices are highly influenced by the 

system geometry. Therefore, the device geometry has been designed using structural 

optimization methods. One of the methods, structural topology optimization, has been 

successfully performed to improve the performance of various magnetic devices [12, 14, 

127]. A perpendicular magnetic recording head has been designed for the high magnetic 

field of the recording region [14]. An electromagnetic shield has been optimized to 

reduce the average flux density in a target region [127]. The design optimization of a 

magnetic actuator has been performed for maximizing the force using the level-set based 

optimization method [12]. These studies are limited to a linear problem, where the 

permeability of magnetic material is constant. A few works address the structural 

optimization of the non-linear problem [16, 23]. However, none of these works presented 

the effect of nonlinearity on the design result.  
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We present the structural topology optimization of a magnetic actuator in both linear 

and non-linear problems. By comparing optimization results, the effect of the non-linear 

B-H relation is investigated. In addition, the effect of the design domain volume is also 

examined. The optimization goal is to maximize the magnetic force acting on the 

armature. The magnetic force is calculated using two major methods: the Maxwell stress 

tensor (MST) and local virtual work (LVW) method. It should be noted that the LVW 

method has not yet been used for the structural optimization problem with a non-linear B-

H relation. The optimization results of two force calculation methods are compared, and 

the influence of the force calculation methods is investigated.  

 

4.2.2.Formulation of the optimization problem 

A two dimensional model of the magnetic actuator is designed using the structural 

topology optimization method. This method aims to find the density distribution of the 

design domain to achieve a design goal. In order to perform the sensitivity analysis for 

the mathematical programming methods, the density is relaxed as a continuous function. 

When the density is zero, the material becomes the air, and when the density is one, it 

becomes the steel. The material properties of intermediate densities are interpolated using 

the density method proposed in [10]. Then, the permeability μ can be written as 

 

( ) ( )2
2

1 32

1 1 1
( )

s B p p

air

s e s
B

ρ ρ
μ μ

= ⋅ + + −                               (4.2.1) 
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The design goal is to maximize the magnetic force Fi acting on the armature. The 

magnetic force is predicted using both the MST and LVW methods. The model of the 

magnetic actuator and the integration path used for the MST method is shown in Figure 

4.2.1. The armature in the model is set as the design domain of the structural topology 

optimization problem. In order to find the density distribution maximizing the magnetic 

force with the volume constraint, the optimization problem is defined as 

 

                                         
kFind    ρ  

                                      ( )( )Maximize  ,iF A ρ ρ          

                                      ( )min maxsubject to 0< 1,..,k k NDρ ρ ρ≤ ≤ =  

( )
* 1

V
V

=
ρ

                                                   (4.2.2) 

  

where A is the vector potential obtained as the finite element solution, ρk is the density of 

element k, ND is the number of design variables, V(ρ) is the volume of the design domain, 

and V* is the specified volume fraction. The objective function (i.e. the magnetic force Fi) 

is a function of magnetic vector potential A and density ρ. The above optimization 

problem is solved using the method of moving asymptotes (MMA). 
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Figure 4.2.1. Magnetic actuator model 

 

4.2.3. Sensitivity analysis and verification 

The sensitivity of the objective function with respect to the design variable (i.e. 

density ρ) is analytically derived using the adjoint variable method.  

 

Linear problem 

In the linear problem, the finite element equation is written as 

 

( ) =K ρ A Q                                                        (4.2.3) 

 

where K and Q represent the magnetic stiffness matrix and the load vector. From the 

adjoint variable method, the sensitivity of the force Fi is derived as 
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∂
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                          (4.2.4) 

 

Because K is symmetric, the adjoint equation becomes: 

 

T iF∂
= −

∂
K λ

A
                                                      (4.2.5) 

 

The calculation of Eq. (4.2.4) and (4.2.5) requires iF∂
∂ρ

 and iF∂
∂A

, which can be derived 

from the force formulation Fi in each method.  

When the MST method is used, the above two terms are obtained as follows. The first 

term iF∂
∂ρ

 is zero if the integration line is not on the surface of an object. The density ρ 

does not influence the total force Fi explicitly. Next, the derivative of total force iF∂
∂A

 can 

be derived from Eq. (3.2.10) as 

 

0 0
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From Eq.(3.2.8) and (3.2.9) , the derivatives of normal and tangential magnetic flux 

density Bn and Bt are written as 

 

( ) ( )sin cos yn x BB Bθ θ
∂∂ ∂

= − +
∂ ∂ ∂A A A

                                    (4.2.7) 

( ) ( )cos sin yt x BB Bθ θ
∂∂ ∂

= +
∂ ∂ ∂A A A

                                       (4.2.8) 

 

where θ is the angle between the surface line and x direction.  From the relation between 

the magnetic flux density B and the vector potential A in the 2D finite element 

formulation, the derivative of Bx and By can be written as 
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                   (4.2.9) 

 

where N1-N4 is the shape functions of the finite element method, and δij is the Kronecker 

delta function.  

When the LVW method is applied, the two terms iF∂
∂ρ

 and iF∂
∂A

 are derived from the 

force formulation Eq. (3.3.5) Because S of Eq. (3.3.5) is not a function of either ρ and A, 

the first term iF∂
∂ρ

 is simply written as 
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( )1/ 2iF μ
α

∂∂ ∂
=

∂ ∂ ∂
T SA A

ρ ρ
                                       (4.2.10) 

 

The second term iF∂
∂A

 is derived as 

 

1 1
2 2

T
TiF

μ α μ α
∂ ∂ ∂ ∂ ∂⎛ ⎞= +⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠

A S S AA A
A A A

                             (4.2.11) 

 

Finally the sensitivity of magnetic force in the linear problem is calculated from Eq. 

(4.2.4)-(4.2.11). 

 

Non-linear problem 

In the non-linear problem, the finite element equation is represented as 

 

( )( ), =K A ρ ρ A Q                                                (4.2.12)  

 

Here, the stiffness matrix K is the function of the magnetic vector potential A. To solve 

Eq. (4.2.12) using the Newton-Raphson method, we need to solve the equation: 

 

( )nik
ij k i j ij j

j

KK A v Q K A
A

⎛ ⎞∂
+ = −⎜ ⎟⎜ ⎟∂⎝ ⎠

                                   (4.2.13) 
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From the adjoint variable method, the sensitivity of the total magnetic force is derived as 

 

( )ij j iq q q j
i

p p j p p

q ij qik
i j i ij k

p p j j

K A fdF F F A
d A

F K FKA K A
A A

λ
ρ ρ ρ ρ

λ λ
ρ ρ

∂ −∂ ∂ ∂
= + +
∂ ∂ ∂ ∂

⎛ ⎞⎛ ⎞∂ ∂ ∂∂
= + + + +⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠

( ) adjoint equation

j

p

q ij
i j

p p

A

F K
A

ρ

λ
ρ ρ

∂

∂

∂ ∂
= +
∂ ∂

Q

                (4.2.14) 

 

The adjoint equation is given as 

 

qik
ij k i

j j

FKK A
A A

λ
⎛ ⎞ ∂∂

+ = −⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
                                          (4.2.15) 

 

The stiffness matrix of Eq. (4.2.15) is identical with the Jacobian matrix of the 

Newton-Raphson method, which is shown in (4.2.13). It is noted that K and A should be 

the final converged quantities. Therefore, the sensitivity analysis of the non-linear 

problem is carried out after the Newton-Raphson iteration is finished. The calculation of 

Eq. (4.2.14) and (4.2.15) requires q

p

F
ρ
∂

∂
 and q

j

F
A
∂

∂
, which can be derived from the force 

formulation of each method.  
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When the MST method is applied, the force formulation is not different from that of 

the linear problem, and consequently, two terms are also identical with that of linear 

problem. Thus, q

p

F
ρ
∂

∂
 is zero and q

j

F
A
∂

∂
is derived from Eq. (4.2.6)-(4.2.9).  

When the LVW method is used, the force formulation Eq. (3.3.9) is different from that 

of linear problem Eq. (3.3.5). The first term q

p

F
ρ
∂

∂
 is derived as 

 

( )( )

( )

2
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2
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JJ J J J

J

(4.2.16) 

where 

( ) ( )2
2

2
1 1

1 3

1 / ( ) 1s B p p

air

B
p s e s p

μ
ρ ρ

ρ μ
− −

∂
= ⋅ + −

∂
                    (4.2.17) 
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− −
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The second term q

j

F
A
∂

∂
 is derived as 
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where 

 

�
1 1

T

mn TS r r

s s
α α

− − −

∂ ∂⎛ ⎞ ⎛ ⎞
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∂ ∂ ∂ ∂⎛ ⎞∂ ∂ ∂
= = ⋅ +⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠

    (4.2.21) 

 

The sensitivity of magnetic force in the non-linear problem can be obtained from Eq. 

(4.2.14)-(4.2.21). 
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The derived analytical sensitivity is compared to the finite difference sensitivity for 

verification. The sensitivity of the linear problem is compared in Figure 4.2.2.(a), and that 

of the non-linear problem is compared in Figure 4.2.2.(b). The sensitivity from both the 

MST and LVW methods are shown here. As shown in Figure 4.2.2., the analytical 

sensitivity is in good agreement with the finite difference sensitivity.           

 

 
(a) 

 

 
(b) 

 
Figure 4.2.2.Comparison of the analytical and finite difference sensitivity 

(a) Linear problem,  (b) Non-linear problem 
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4.2.4.  Design result and physical explanation 

In order to investigate the effect of the non-linear B-H relation on the actuator design, 

three different cases of the permeability are applied to the yoke and armature. The 

permeability model  proposed in [103], is written as 

 

( )
2

2
1 32

1 k Bk e k
Bμ

= +                                             (4.2.22) 

 

In the first case, the permeability is constant (k1=k2=0, k3=520.6), and the B-H relation is 

linear. In the second case, the B-H relation is non-linear (k1=30, k2=0.8, k3=520.6). In the 

third case, it is highly non-linear (k1=49.4, k2=1.46, k3=520.6). The B-H relations of three 

cases are shown in Figure 4.2.3 

 

 

Figure 4.2.3. B-H relation of three cases 
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The armature of the magnetic actuator is designed for maximizing x or y directional 

force acting on it with different volume constraints. The design result is shown in Figure 

4.2.4(a) and (b). The results from the MST and LVW methods are almost identical, and 

therefore only the results from the LVW methods are presented in Figure 4.2.4. It is well 

known that the different force calculation methods give identical total magnetic force 

results. Here, it is shown that the optimization result for the total magnetic force is also 

not dependent on the force calculation methods.  

The effect of the non-linear B-H relation can be seen in Figure 4.2.4. The design 

results show that the nonlinearity makes the structure simple and concentrated. The result 

of the linear problem contains several thin structures, whereas that of the non-linear 

problem is composed of one or two thick structures. This might be because the magnetic 

field is easily saturated in a thin structure. In the linear problem, the magnetic saturation 

is ignored, and therefore thin structures can maximize the magnetic field. In the non-

linear problem, however, the magnetic saturation of a thin structure decreases the 

magnetic field, and therefore the result tends to have a thick concentrated structure. 

Although the magnetic field is not linearly related to the magnetic force, it can be thought 

that the low magnetic field may decrease the magnetic force.       
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Figure 4.2.4. Armature design result 

(a) Fx maximization, (b) Fy maximization 
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The effect of the volume constraint can be investigated in Figure 4.2.5(a) and (b). 

They show the calculated force of the optimized results with respect to the volume 

constraint. In the linear problem, the force is slightly decreased in a small volume. The 

force is decreased by only 10% when the volume is decreased from 100% to 20%. In the 

non-linear problem, however, the force is considerably decreased in a small volume. This 

may be because the magnetic saturation becomes severe in a small volume. In a linear 

problem, the magnetic field can increase freely even in a small volume. However, the 

magnetic saturation of a non-linear problem interrupts the increase of the magnetic field 

in a small volume, and consequently the force is severely decreased.  

 

 

       
            (a)                                                                    (b) 

Figure 4.2.5. Magnetic force with respect to volume constraint 

(a) Fx maximization, (b) Fy maximization 
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4.2.5. Conclusion 

The structural topology optimization of a magnetic actuator is carried out to maximize 

the magnetic force. The magnetic force is calculated from the MST and LVW methods, 

and the design sensitivity is analytically derived and verified. The armature of the 

actuator is optimized with three different permeability models. From the optimization 

results, the nonlinear effect on the actuator design is discussed, and the effect of volume 

constraint and force calculation methods is also presented. 
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4.3. Optimization example II:  Structural optimization to maximize stiffness with 

body force distribution  

In the second example, we present structural topology optimization applied to the 

coupled magneto-structural problem. The design goals are to minimize mechanical 

compliance and to maximize total magnetic force. To calculate the compliance and 

magnetic force, coupled magneto-structural analysis is performed using the finite element 

method. From the solution of magnetostatic analysis, distribution of the magnetic body 

force is obtained using the virtual air gap scheme. The structural analysis from the 

calculated force distribution then provides the mechanical compliance. The design 

sensitivity analysis for the optimization is performed using the adjoint method, and the 

derived sensitivity is verified by comparing it with the finite difference sensitivity. The 

optimization problem is formulated and solved using the sequential linear programming 

(SLP) method. To show the validity of the proposed analysis and optimization approach, 

design of the solenoid actuator is presented. 

 

4.3.1. Introduction 

Electrical machinery such as electric motors and solenoid actuators are aimed at 

producing a strong movement of an object with minimum vibration. Therefore, high 

magnetic force and low vibration level have been two main goals in designing electrical 

machinery. These design goals have been successfully achieved using the structural 

topology optimization approach [8, 12, 77, 128]. Magnetic force of the actuator was 

maximized using the level-set based optimization method [12]. The optimal shape of the 
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electromagnetic coupler was designed to maximize the actuating force in a prescribed 

direction [128]. Vibration reduction also has been accomplished. The frequency response 

excited by the magnetic harmonic force was minimized using the homogenization design 

method [8]. A switched reluctance motor was designed to minimize the vibration level 

[77]. None of these studies, however, shows design optimization of electrical machinery 

than can satisfy both magnetic and mechanical design goals.  

This paper presents a structural topology optimization approach to maximize the total 

magnetic force and minimize the mechanical deformation caused by the distributed 

magnetic force. The magnetic force is calculated as the distributed body force using the 

virtual air-gap scheme [120, 121]. A similar approach using the Coulomb virtual work 

(CVW) method was already presented in [17]. The CVW method gives the force 

distribution on the surface of magnetic materials. Figure 4.3.1 (a) and (b) compare the 

surface force distribution using the CVW method and the body force distribution using 

the virtual air-gap scheme. It is well known that the total force is identical regardless of 

the force calculation methods, but the force distribution is totally different, as shown 

in Figure 4.3.1. A debate about the true force distribution is still in progress. However, 

the application of the CVW method for structural topology optimization has considerable 

problems even if it describes true force distribution.  
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  (a)                                                  (b) 

Figure 4.3.1. Magnetic force distribution 

(a) Surface force from CVW method, (b) Body force from virtual air-gap scheme 

 

The CVW method identifies the large numerical errors in the force distribution 

calculation when different materials are in contact [121]. This method can be used only 

when an object surrounded by air is composed of a single material. In the structural 

topology optimization procedure, each finite element may have different material 

properties. This structure can be thought of as a composition containing different 

materials in contact with others. Therefore, the force distribution during the structural 

topology optimization cannot be accurately calculated using the CVW method. Even if 

the CVW method gives a true force distribution, it may not be proper for the structural 

topology optimization. In contrast, the virtual air-gap scheme gives accurate force 

distribution of different materials in contact. Thus, the body force distribution using the 

virtual air-gap scheme may be more appropriate for the structural topology optimization 

problem. 
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Structural optimization considering the body force distribution of electric machines 

has not been carried out yet. The optimization result is expected to be totally different 

from that using the CVW method. As already shown in Figure 4.3.1, the force 

distribution with the two methods is completely different. Thus the structural analysis 

result may be different as well, and consequently, a different optimization result may be 

obtained. In spite of the inconclusive debate about the true force distribution, 

optimization using the body force distribution deserves to be investigated. 

 

4.3.2. Magneto-structural analysis 

Coupled magneto-structural analysis is performed using the finite element method. 

First, the magnetostatic analysis is carried out using the vector potential A method. From 

the analysis solution, we can calculate the body force b distribution using the virtual air-

gap scheme. Next, the body force distribution yields the structural nodal force vector fS. 

Finally the structural analysis gives the mechanical displacement u.   

The finite element equation for the magnetostatic analysis can be written as 

 

M =K A Q                                                          (4.3.1) 

 

where KM is the magnetic stiffness matrix, A is the vector potential, and Q is the 

magnetic load vector. After solving (4.3.1),  the magnetic flux density B is calculated as 

 

=∇×B A                                                        (4.3.2) 



 

117 

 

 

 

From the magnetic field B, the distribution of the body force b can be calculated using 

the virtual air-gap scheme, which is presented in section 3.5. For the accurate force 

calculation, the magnetic field is corrected using the averaging method, which is 

explained in section 3.6.1.  

The distributed body force b gives the structural nodal force vector fS. In the finite 

element formulation, the nodal force at the jth node fS
j is represented as 

 

j
S jN d= Ω∫f b                                                      (4.3.3) 

 

where Nj is the shape function of the jth node. Then, the finite element equation for the 

structural analysis can be written as 

 

S S=K u f                                                        (4.3.4) 

 

where KS is the structural stiffness matrix, and u is the mechanical displacement vector. 

The structural force vector fs is the function of the magnetic vector potential A. Therefore, 

the structural analysis is coupled with the magnetostatic analysis. 

By solving Eq. (4.3.4), u is obtained, and the mechanical compliance l is calculated as 

 

T
Sl = f u                                                       (4.3.5) 
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When the compliance is minimized, the displacement u is reduced, and consequently, the 

stiffness of the structure is globally maximized.  

 

4.3.3. Optimization problem formulation 

Electrical machinery design can be performed using the structural topology 

optimization method. As with the conventional structural topology optimization problem, 

the densities of the design domain are set as the design variable, and the material property 

is interpolated using the density method proposed in [10]. 

The optimization goals are to minimize the mechanical compliance and to maximize 

the total magnetic force. The total force Ftot is the magnitude of the total force vector 

which can be obtained as the sum of the distributed body force. To achieve the above 

design goals, the optimization problem is formulated as  

 

                                 
( )kFind    1,..,k NDρ =

     
 

                                
( )( ) ( ) ( )( )Minimize  , ,

T
S totFϕ α β⎡ ⎤ ⎡ ⎤= + −⎣ ⎦⎣ ⎦

f A ρ ρ u ρ A ρ ρ
    

                                 min maxsubject to 0< kρ ρ ρ≤ ≤  

                                                    
( )

* 1
V

V
=

ρ
                                                      (4.3.6) 

  

where ρk is the density of element k, and ND is the number of design variables. The 

objective function ϕ is defined as the scaled sum of the mechanical compliance and total 
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magnetic force. The scaling factors α and β are controlled using the adaptive scaling 

strategy proposed in [129]. The volume V(ρ) of the design domain is constrained to the 

specified volume fraction V*.  The optimization problem Eq. (4.3.6) is solved by SLP, 

which requires design sensitivity analysis.  

 

 

4.3.4. Design sensitivity analysis 

The sensitivity of the objective function ϕ is analytically derived using the adjoint 

variable method. The derivative of the function ϕ  with respect to the density ρ is written 

as 

 

( )( ) ( )( ) ( )( )( ), ,
T

S totFϕ α β
⎡ ⎤∂ ⎡ ⎤∂ −∂ ⎢ ⎥ ⎢ ⎥= +⎢ ⎥∂ ∂ ∂⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦

f A ρ ρ u ρ A ρ ρ

ρ ρ ρ
                   (4.3.7) 

 

From the adjoint variable method using the finite element equations (Eq. (4.3.1) and 

(4.3.4)) , the first term of  (4.3.7) is derived as 
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       (4.3.8) 

 

The adjoint variables λ1 and λ2 are obtained by solving the following adjoint equations: 

 

1 2
T

S
M

∂
= −

∂
fK λ u
A

                                                (4.3.9)  

2S S=K λ f                                                       (4.3.10) 

 

By comparing Eq. (4.3.4) and (4.3.10), we can see that the second adjoint variable λ2  is 

identical with the mechanical displacement u.  

The second term of (4.3.7) is already derived in section 4.2.3 when the Maxwell stress 

tensor or the local virtual work method is used. The derivation for the body force 

distribution case is basically identical, and therefore it is not shown here.  
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4.3.5. Design results and physical explanation 

To validate the above analysis and optimization approach, design of the solenoid 

actuator is performed. The actuator model and the fixed boundary condition for the 

structural analysis are shown in Figure 4.3.2. The design domain is defined at the 

armature, and displacement of the right boundary is fixed as zero. The volume fraction V* 

is set as 0.6 and the move limit of SLP is set as 0.004. Before performing the 

optimization, the analytical sensitivity is verified by comparing it with the finite 

difference sensitivity. Figure 4.3.3(a) shows the sensitivity of the compliance, which is 

the first term of Eq. (4.3.7). The second term of Eq. (4.3.7), that is, the sensitivity of total 

magnetic force, is shown in Figure 4.3.3(b). This comparison confirms that the analytical 

sensitivity is in good agreement with the finite difference sensitivity.            

 

 

Figure 4.3.2. Magnetic actuator model and boundary condition 

 



 

122 

 

 

 
(a)                                                  (b) 

Figure 4.3.3. Magnetic Comparison of the analytical and finite difference sensitivity 

(a) Compliance l,  (b) Total magnetic force Ftot 

 

 

The design result and its magnetic and structural analysis result are presented in Figure 

4.3.4(a)-(e). As shown in Figure 4.3.4(a), the structure maximizing both the stiffness and 

the total magnetic force is obtained using the proposed method. For the comparison, the 

same design optimization is performed when the magnetic force is calculated using the 

CVW method proposed in [17]. The design result and its surface force distribution are 

presented in Figure 4.3.5(a) and (b).  
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     (a)                                                     (b)         

    

                           
                                         (c)                                                         (d) 

 

Figure 4.3.4. Armature design result (virtual air-gap scheme) 

(a) Optimal shape, (b) distributed body force, (c) Deformed shape,  

(d) Equipotential lines (tangential direction of magnetic flux density B) 
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(a)                                                    (b)            

Figure 4.3.5. Armature design result for comparison (CVW method) 

(a) Optimal shape, (b) distributed surface force 

 

Both optimal shapes have a similar general configuration, which is consist of main 

structure around left upper and bottom boundaries, and the additional structure around 

right upper. The main structures take a role to maximize the flow of magnetic field, 

which might also maximize the global magnetic force. For this role, the structures 

connect the left upper and bottom boundaries. In addition, a structure around the right 

upper takes a role to minimize the mechanical deformation by connecting the main 

structure and the right side fixed boundaries 

In spite of a similar general configuration, two results show the difference due to the 

completely different local force distribution. The body force shown in Figure 4.3.4(b) 

spreads out over the whole structure, whereas the surface force shown in Figure 4.3.5(b) 

is mainly distributed at the left upper and bottom boundaries. Thus the optimal layout of 
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the structure shown in Figure 4.3.4(a) is rather complex, while that of Figure 4.3.5(a) 

tends to be simply concentrated around the left upper and bottom boundaries. 

Table 4.3.1 compares the x and y directional total forces and mechanical compliance 

of two design results (Figure 4.3.4(a) and Figure 4.3.5(a)). The total forces of the two 

results are almost identical. Both results seem to maximize the total magnetic force 

successfully. However, the compliance of two results is entirely different due to the 

different force distribution. As already explained, the CVW method gives an inaccurate 

force distribution during the optimization. Therefore, the result using the CVW method 

might not guarantee stiffness maximization. In contrast, the design using the virtual air-

gap scheme can maximize the stiffness caused by the body force distribution, which is 

accurately calculated during the optimization.  

 

Table 4.3.1. Comparison of Magnetic Force and Mechanical Compliance 

 Virtual air-gap CVW 

Ftot_x -2680.22 -2685.01 

Ftot_y -2048.92 -2051.56 

Compliance 0.6237×10-3 0.2515×10-3 
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4.3.6. Conclusion 

A design method for electrical machinery is proposed to maximize both the stiffness 

and magnetic force. The magnetic force is calculated as the distributed body force using 

the virtual air-gap scheme. For accurate force calculation, the magnetic field at the 

material interface is corrected using the averaging scheme. To achieve the design goals, 

the objective function is determined as the scaled sum of the mechanical compliance and 

the total magnetic force. The sensitivity of the objective function is analytically derived 

and verified. Then, the SLP method is used to solve the optimization problem. As a 

design example, the armature of the solenoid actuator is optimized using the proposed 

optimization approach. 
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CHAPTER 5 
5. TOPOLOGY OPTIMIZATION OF SWITCHED RELUCTANCE MOTORS 

IN LINEAR B-H RELATION 

 

 

 

5.1. Introduction 

Switched reluctance motors (SRMs) have gained in popularity over recent years due to 

a number of advantages they offer. First, their rugged structure is simple and robust, and 

the manufacturing cost is low. Second, they have a high torque/mass ratio and high 

efficiency. Third, their operation is reliable even at very high speeds. Therefore, SRMs 

have been considered as a potential candidate for electric vehicles (EVs) and hybrid 

electric vehicles (HEVs). 

Over the past several years, there have been vigorous research activities in 

electromagnetic design optimization for the high performance of SRMs [59, 70-72, 130]. 

The design goal of those works is to meet the torque requirements such as maximizing 

average torque and minimizing torque ripples. The operational performance of SRMs is 

highly dependent on the geometries of the stator and the rotor. Therefore, size and shape 

optimizations have been utilized to design the geometric parameters such as air-gap 

length, rotor pole arc length, and stator pole arc length. However, size and shape 
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optimizations offer less design flexibility than topology optimization, because the 

topological configurations are fixed in the size and shape design. In this chapter, we 

consider a topological design approach to obtain the optimal geometry for high-

performance SRMs with the minimum amount of material. 

Topology optimization is aimed at finding the optimal layout of a structure by 

distributing material. The technique was first introduced by Bendsøe and Kikuchi [4], and 

it has been successfully applied to various engineering fields [131]. This success has led 

to the application of topology optimization to magnetic devices: perpendicular magnetic 

recording heads [132], dielectric waveguide filters [133], electromagnetic couplers [134] 

and magnetostrictive patches [135]. Topology optimization of SRMs have been reported 

in [76] and [77]. In [76], the magnetic energy profile was chosen as the objective function 

for the rotor design in SRMs. In [77], the design objective was to minimize the mean 

compliance at a fixed rotor angle for optimizing the geometry of the stator. However, 

those previous works have not considered the torque requirement which is an essential 

goal of motor design. In addition, they have optimized only the geometric design domain: 

the rotor in [76] and the stator in [77]. 

In this chapter, we take the needs of the target torque profile and the minimum mass of 

SRMs as the objectives of the topology optimization problem. The target torque profile 

may be taken as varying with respect to the rotor angle, but we set a uniform target to 

minimize torque ripples. We note again that the torque profile of SRMs has not yet been 

considered as the design objective of the topology optimization problem. Furthermore, 

we attempt to optimize both the geometric and the electric domain of SRMs by adding 

voltage on-off angles to design variables. Also, we consider both the rotor and the stator 
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as the geometric design domains for the topology optimization problem. The phase 

current of SRMs results in copper loss which affects not only thermal stress but also the 

drive efficiency of SRMs. Thus, we restrain copper loss by introducing constraint on the 

root-mean-square (RMS) value of the phase current. Using the target torque profile and 

constraint on the phase current, the optimization problem is formulated to find the 

optimal distribution of material in rotor/stator and the optimal voltage on-off angles in 

single-pulse voltage waveform.  

The sequential linear programming (SLP) method [136] is used to solve the 

optimization problem. SLP is the gradient-based optimization method which requires 

knowledge of the sensitivity of the objective and constraint with respect to design 

variables. The sensitivity analysis is analytically derived using the explicit 

approximations of the inductance, the phase current and the torque profile. To explicitly 

express the inductance profile, Andrade and Krishnan [137] proposed a strategy based on 

Fourier series expansion. We utilize this method to explicitly determine the torque profile 

in a steady operation. To calculate the torque of the finite element model of SRMs, the 

global virtual work method [138] is used. 

As a design example, the two/three dimensional model of 6/4 SRMs (6 stator poles 

and 4 rotor poles) is chosen. It is assumed that magnetic permeability is independent of 

magnetic flux density (i.e., a linear SRM model is assumed). It should be noted that the 

proposed design method can be extended to the design optimization of a non-linear 

model of SRMs. 

The outline of this chapter is as follows. Section 5.2 describes the performance 

analysis to predict the torque profile, and section 5.3 presents the optimization problem 
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and sensitivity analysis. Next, section 5.4 gives the design optimization results and the 

mechanical analysis of the optimized SRM model. Section 5.5 summarizes the chapter. 

 

5.2. Performance analysis of SRMs 

The performance analysis of SRMs [45, 139, 140] can be summarized as follows. 

First, the magnetostatic problem is solved using the finite element method at several 

given rotor angles. Then, the inductances at rotor angles are calculated and approximated 

by a Fourier series to attain the explicit expression of the inductance curve. Next, we 

solve the voltage equation to obtain the phase current. Consequently, the torque profile is 

explicitly determined using the global virtual work method, and it is analytically 

differentiable.  

 

5.2.1. Inductance curve 

Magnetostatic analysis 

Maxwell’s equation describing the magnetostatic field is 

 

∇× =H J                                                        (5.2.1) 

0∇ ⋅ =B                                                          (5.2.2)  

ν=H B                                                           (5.2.3) 
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where H is the magnetic field intensity, J is the source current density, B is the magnetic 

flux density, and ν is the magnetic reluctivity. The divergence-free field B introduces a 

magnetic vector potential A 

 

=∇×B A                                                       (5.2.4) 

 

Then, Eq. (5.2.1) becomes  

 

( )ν∇× ∇× =A J                                                (5.2.5) 

 

In two dimensional analysis, we can assume that the current density J has only a z-

direction component [141]. Likewise, the magnetic vector potential A has only a z-

direction component. Then, we obtain the following Poisson equation 

 

z z
z

A A J
x x y y
ν ν

⎛ ⎞∂ ∂ ∂ ∂⎛ ⎞− − =⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
                                   (5.2.6) 

 

Eq. (5.2.6) is solved using the finite element method. Figure 5.2.1 (a) shows the two 

dimensional finite element mesh of 6/4 SRMs and Figure 5.2.1 (b) illustrates the 

equipotential line, which is calculated from the finite element analysis. In Figure 5.2.1 (a), 

the voltage of the coil at the stator pole ‘S1’ is turned on, and the angle of the rotor pole 

‘R1’ is 15˚. In this work, the rotor angle is measured from the unaligned position. 

In Figure 5.2.1, the rotor pole ‘R1’ is rotated clockwise by 15˚ from its unaligned position. 
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The rotor pole ‘R1’ becomes unaligned with the stator pole ‘S1’ when the stator pole ‘S1’ 

is at an exact midpoint between the rotor poles ‘R1’ and ‘R2’. 

 

 
(a) 

 

 
(b) 

Figure 5.2.1. Two dimensional finite element analysis (rotor angle=15˚) 

(a) finite element mesh, (b) analysis result (equipotential line) 
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Inductance calculation 

The inductance curve of SRMs can be fitted using a small number of the inductance 

values at the rotor angles where the inductance largely changes. However, considering 

the design variation during optimization, the inductance values are needed at many 

different rotor angles. Therefore, finite element analysis is carried out at several rotor 

angles which are rather closely spaced from the unaligned position to the aligned position. 

The magnetostatic energy Wm in a linear material is defined as 

 

21
2m jW l i=                                                       (5.2.7) 

 

where lj is the inductance at the rotor angle θj, and i is the current on the coil. From the 

finite element analysis, the magnetic flux density is calculated by Eq. (5.2.4) and then the 

magnetostatic energy Wm of the finite element model is obtained by 

 

2

all space

1
2mW B dAν= ∫                                               (5.2.8) 

 

By equating Eq. (5.2.7) and Eq. (5.2.8), the inductance lj at the rotor angle θj  is 

expressed as 

 

2
2 all space

1
jl B dA

i
ν= ∫                                               (5.2.9) 
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Fourier series approximation 

The inductance curve can be explicitly represented by the method proposed in [137]. 

The piecewise line segments bridging discrete inductance values are approximated by a 

Fourier series. As a result, the attained inductance curve has C1 continuity, which is 

necessary to use the global virtual work method of calculating the torque profile.  

The equation of the piecewise line segment connecting the inductances at θj+1 and θj is 

 

( ) ( ) 1 1

1 1

j j j j
j j jline

j j j j

l l l l
L lθ θ θ

θ θ θ θ
+ +

+ +

⎛ ⎞ ⎛ ⎞− −
= + −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠

                           (5.2.10) 

 

Because the inductance curve is an even function, the cosine Fourier series of the 

inductance is given by 

 

( ) ( )0
1

cos
NF

n r
n

L L L nPθ θ
=

= +∑                                         (5.2.11) 

 

where NF is the number of Fourier series terms and Pr is the number of rotor poles. From 

Eq. (5.2.10), we obtain Fourier series coefficients L0 and Ln 

 

( )( )( )0 1 1
1

1=
2 /

m

j j j j
jr

L l l
P

θ θ
π + +

=

+ −∑                                 (5.2.12) 
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where m is the number of piecewise line segments. Figure 5.2.2 shows the attained 

inductance curve corresponding to the 6/4 SRM model as described in Figure 5.2.1. The 

filled circular marks represent the calculated inductance values at the given rotor angles. 

As shown in Figure 5.2.2, the inductance curve is smoothly approximated by Fourier 

series expansion.  

 

 

Figure 5.2.2. Example of the inductance curve 
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5.2.2. Phase current curve 

The next step in the performance analysis is to calculate the phase current. The voltage 

equation of SRMs is given by 

 

( , )d iV Ri
dt
θΦ

= +                                                 (5.2.14)          

 

where V is the source voltage, R is the coil resistance and Ф is the flux linkage. Figure 

5.2.3 shows the single-pulse voltage waveform used in this work. The voltage V is 

positive (V0) between the voltage-on angle θon and the mid-angle θmid, while negative (-V0) 

between the mid-angle θmid and the voltage-off angle θoff. The mid-angle θmid is an exact 

midpoint of the voltage-on θon and the voltage-off angle θoff in order to make the phase 

current zero at the voltage-off angle θoff. 

The flux linkage in a linear material can be written as 

 

( )( , ) ( )i L iθ θ θΦ = ⋅                                              (5.2.15) 

 

In order to analytically solve Eq. (5.2.14), we neglect the voltage drop due to the coil 

resistance. Thus, the voltage equation (5.2.14) together with Eq. (5.2.15) then yields 

 

( )( ) ( )d L i
V

dt
θ θ⋅

=                                               (5.2.16)      
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We assume steady-state rotation and the zero current at the voltage-on angle. Then, 

integrating Eq. (5.2.16) with the single-pulse voltage pulse waveform as shown in Figure 

5.2.3, we obtain the following explicit expression of the phase current 

 

( )

( )

( )
( )

( )
( )

( )

( )

0

0
1

0

0
1

cos

cos

0 ,

on
on midNF

n r
n

off
mid offNF

n r
n

on off

V

L L nP

i V

L L nP

θ θ
θ θ θ

ω θ

θ θ θ
θ θ θ

ω θ

θ θ θ θ

=

=

−⎧ ⎫
≤ <⎪ ⎪⎛ ⎞⎪ ⎪+⎜ ⎟⎪ ⎪⎝ ⎠

⎪ ⎪⎪ ⎪= −⎨ ⎬
≤ <⎪ ⎪

⎛ ⎞⎪ ⎪+⎜ ⎟⎪ ⎪⎝ ⎠
⎪ ⎪

< ≥⎪ ⎪⎩ ⎭

∑

∑

                        (5.2.17) 

 

 

 

Figure 5.2.3. Single-pulse voltage waveform 
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5.2.3. Single-phase torque profile 

The torque profile of SRMs is calculated using the global virtual work method [138]. 

The global virtual work method is based on the principle of conservation of energy and 

virtual displacement. This method uses the coenergy at a set of closely spaced positions 

of the rotor part. The coenergy Wco is defined as   

 

1

co 0 constant

i
W di

θ =
= Φ∫                                      (5.2.18)  

 

By taking the derivative of the total coenergy with respect to the rotor angle θ, the torque 

is obtained 

 

( ) co

constant

,
i

WT i θ
θ =

∂
=

∂
                                   (5.2.19) 

 

In a linear material, Eq. (5.2.19) can be simplified to 

 

( ) ( )21,
2

dL
T i i

d
θ

θ
θ

=                                         (5.2.20) 

 

Substituting Eq. (5.2.11) and Eq. (5.2.17) into Eq. (5.2.20), the explicit expression of the 

torque profile is given by 
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           (5.2.21) 

 

5.2.4. Total torque profile 

In the above, we obtained the single-phase torque profile of SRMs (i.e., the torque 

profile when the voltage of a single pair of the stator poles is switched on and off). Since 

one phase is overlapped with the previous or the next phase in SRMs, the two 

consecutive single-phase torque profiles are summed in the overlapped range. After 

summing the torque profiles in all phases, the total torque profile is determined.  

The overlapped range depends on the number of rotor poles Pr and stator poles Ps. The 

rotor pole repeats its position after the rotor period of 2π/Pr. During this period, the rotor 

pole passes Ps/2 stator poles. Therefore, the single-pulse torque profile is overlapped 

every Ptorque 

 

2 / 4
/ 2

r
torque

s r s

PP
P P P
π π

= =                                               (5.2.22) 
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In a steady rotation, the torque profiles of all phases are identical. Therefore, the total 

torque is given by 

 

( ) ( )( )
r2 /P

1

1tot torque
m

T T m P
π

θ θ
=

= + −∑                                     (5.2.23) 

 

Figure 5.2.4 shows three consecutive single-phase torque profiles and the total torque 

profile of the SRM model shown in Figure 5.2.1. In this example, the voltage on-off 

angles are set to -2˚ and 48˚ respectively. The single-phase torque exists between these 

two angles, and repeats every 30˚. (i.e., Ptorque is 30˚). As illustrated in Figure 5.2.4, 

SRMs have inherently large torque ripples.  

 

 

 

Figure 5.2.4. Single-phase torques (gray) and total torque (black) 
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5.3. Design optimization of SRMs 

5.3.1. Design strategy 

As with the conventional topology optimization method, the density design variables 

are relaxed to use a continuous mathematical programming method such as SLP. The 

material becomes air when the material density is zero (i.e., void) and steel when the 

material density is one (i.e., solid). To specify the material property of intermediate 

material densities, we utilize the interpolation of reluctivity ν(ρ) proposed in [142]. The 

interpolation of permeability μ, previously used in [143], causes distortion of the design 

sensitivity and results in unstable optimization. This instability can be avoided by using 

the interpolation of reluctivity ν  

 

( )( ) 1p p
k k steel k air kν ρ ν ρ ν ρ= + −                                      (5.3.1) 

 

where νair is the reluctivity of air, νsteel is the reluctivity of steel, ρk is the element density 

of kth element and p is the penalization power.  

The geometric design domain is shown in Figure 5.3.1. Since 6/4 SRMs is chosen, the 

1/8 part of the rotor and the 1/12 part of the stator is considered as the geometric design 

domain. Then, the material densities in geometric design domain are reflected and copied 

to the corresponding symmetric and periodic part of the rotor and stator. Using this 

approach, the symmetries in the rotor and the stator of SRMs are assured. 

The design optimization with minimizing mass could yield a geometric design with a 

very thin member, which results in high current densities. High current can damage 
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electronics, cause high energy loss and consequently increase thermal stress. Furthermore, 

to maximize the drive efficiency of SRMs, we need to minimize the copper loss in coils. 

Therefore, we constrain the RMS value of the phase current. Without the current 

constraint, the optimized SRMs could result in high copper loss which leads to low 

efficiency and high temperature rise.  

The design problem consists of two different disciplinary fields (i.e., the design of 

multidisciplinary systems): (1) optimizing the rotor and the stator as the geometric design 

domain in which the magnetostatic analysis is performed, and (2) optimizing the voltage 

on-off angles as the electric design domain, in which the voltage equation is solved. In 

this work, we formulate a single design optimization problem for treating those two 

disciplines, that is, a simultaneous optimization. In the context of multidisciplinary design 

optimization (MDO), there could be various strategies to formulate the design problem of 

SRMs in order to treat more physical disciplines, such as vibration quality and thermal 

characteristic of SRMs; they are left for further research. 
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Figure 5.3.1. Geometric design domain in rotor and stator 

 

 

5.3.2. Formulation of the optimization problem 

The design objectives are to match the total torque profile with the target average 

torque and to minimize the mass of the rotor. To achieve those objectives under the 

current constraint, the optimal design problem can be formulated as 
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  ( )min maxsubject to 0< 1,..,k k NDρ ρ ρ≤ ≤ =                                   (5.3.3) 

       *rms rmsi i≤                                                                    (5.3.4) 

 

( ) ( )
1

1ND
k k

c
k

f
ND

ρ ρ

=

−
=∑ρ                                                         (5.3.5) 

 
k k

( )= /k k kV a aρ∑ ∑ρ                                                         (5.3.6) 

 

where Ttot,j is the total torque value at jth rotor angle jθ  ( 1, ,j n= L ), n is the number of 

discrete rotor angles, T* is the target average torque, ka is the area of kth element, α and β 

are the weighting values for the density convergence function fc(ρ) and the normalized 

rotor mass function V(ρ) respectively, and ND is the number of design variables.  

With this formulation, we manipulate the torque values at given rotor angles and 

consequently reduce the torque ripple. The additional objectives are introduced to 

penalize the density convergence and to minimize the mass of the rotor. In [144], the 

penalty function was used to enforce the convergence of intermediate densities. In [145], 

the same function was used to measure the discreteness of the optimized density 

distribution. We use the same penalty function normalized by the number of design 

variables. Unlike the conventional topology optimization, we add the normalized mass 

function to the objective in order to minimize the mass of the rotor. 
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As suggested in [146], we need to gradually increase the non-convex term in the 

optimization process. Since the density convergence function fc(ρ) is non-convex, we 

adaptively increase its weighting value based on the satisfaction of the desired torque 

profile. Thus, the weightings α and β are controlled by the reciprocal value of the 

difference between the total torque and the target average torque. 

 

( ) ( )
0 0

2 2
n n

=1 =1

,

1.0 1.0
* *

tot totj j

j j

T T
T T

α βα β= =
⎛ ⎞ ⎛ ⎞

− −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

∑ ∑
                           (5.3.7) 

 

where α0 and β0 are prescribed constants and determined empirically. We assume that the 

difference between the total torque profile and the target average torque is large at the 

beginning of the optimization process and it decreases as the iteration goes on. Thus, the 

weighting values are magnified as much as the torque objective is satisfied. Furthermore, 

by using this adaptive strategy, the optimization is focused more on the density 

penalization and the mass minimization as the design evolves. We note that these 

weightings are ignored in the design sensitivity analysis of the objective function.  

In Eq. (5.3.4), the RMS value of the phase current is given by  
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where Te is the period of each phase, ij is the phase current at jth discrete rotor angle θj 

(j=1,…,n), and Pr is the number of rotor poles. Using the constraint on the RMS value of 

the phase current, we can confine the copper loss which is one of main heat sources and 

is written as 

 

2
copper rmsW R i= ⋅                                                (5.3.9) 

 

where R is the resistance of one phase of the motor.   

 

5.3.3. Sensitivity analysis and verification 

In section 5.2, we obtained the explicit representation of the torque and the phase 

current using Fourier series expansion. Now, we calculate the analytical sensitivity of the 

objective (5.3.2) and constraint (5.3.4) using the direct differentiation and the chain rule. 

The derivative of  (5.3.2) with respect to density design variables can be written as  

 

( ) ( )n
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1 22 1.0
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T Tdf a
d T ND

ρα β
ρ ρ

∂⎛ ⎞ −
= − + + ⋅⎜ ⎟⎜ ⎟ ∂⎝ ⎠
∑                   (5.3.10) 

 

This result requires the evaluation of ∂(Ttot)j / ∂ρk. From Eq. (5.2.23), the derivative of the 

total torque ∂(Ttot)j / ∂ρk is written as 
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Next, we calculate the derivative of the torque ∂T / ∂ρk from Eq. (5.2.21). Since the rotor 

angle θ in Eq. (5.2.21) is not a function of ρk, the derivative of the torque can be easily 

obtained by applying the direct differentiation and the chain rule. The derivations are 

easy, but lengthy. For brevity, we describe ∂T / ∂ρk when θon ≤ θ < θmid and m=1: 
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            (5.3.12) 

          

All terms in Eq. (5.3.12) are explicitly calculated except ∂Ln / ∂ρk and ∂L0 / ∂ρk. From Eq. 

(5.2.12) and Eq. (5.2.13), ∂L0 / ∂ρk and ∂Ln / ∂ρk can be written as 
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where lj is the inductance at rotor angle θj obtained in Eq. (5.2.9). The derivative of the 

inductance ∂lj / ∂ρk  requires the derivative of the magnetostatic energy ∂Wm / ∂ρk. Using 

the adjoint method [9], the derivative of the magnetostatic energy can be written as 

 

2

all space
m

k k
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ρ ρ
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=

∂ ∂∫                                          (5.3.15) 

 

From Eq. (5.3.1) and Eq. (5.3.15), the derivative of the inductance ∂lj / ∂ρk is 
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In summary, the analytical sensitivity of the objective function can be calculated by 

using Eq. (5.3.10)-(5.3.16).  

Next, the analytical sensitivity of the current constraint (5.3.4) is described. In a 

similar way, we directly differentiate the constraint function (5.3.8) using the chain rule. 

Then, we obtain 
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From Eq. (5.2.17), ∂ij / ∂ρk can be written as 
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                         (5.3.18) 

 

The analytical sensitivity of the objective and the current constraint is compared to the 

finite-difference sensitivity [147], and verified. The finite-difference sensitivity of F(ρ) 

can be written as  
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In order to calculate the finite-difference sensitivity, we need to carry out the 

performance analysis twice per every design variable. Due to a large number of design 

variables in topology optimization, the cost of calculating the finite- difference sensitivity 

is too expensive to employ. In this work, the finite-difference sensitivity is used only to 

verify the analytical sensitivity. Figure 5.3.2 shows the analytical and finite-difference 

sensitivity of the torque objective (a) and the current constraint (b). As shown in Figure 

5.3.2, the analytical sensitivity is in good agreement with the finite-difference sensitivity.  
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(i) Rotor design domain 

 
(ii) Stator design domain 

(a) 

 

 
(i) Rotor design domain 

 
(ii) Stator design domain 

(b) 

Figure 5.3.2. Comparison of the analytical sensitivity and finite different sensitivity 

(a) objective (total torque Ttot), (b) constraint (phase current i) 
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5.4. Design examples 

The proposed design optimization method is applied to two/three dimensional 6/4 

SRMs. Table 5.4.1 shows the basic specification of the SRM model used here. The target 

average torque *T  is the same as the average torque of the initial design. The RMS value 

of the phase current is constrained by the RMS value of the initial design. The angular 

velocity ω is set to 104.72 rad/s (i.e., 1000 rpm). As shown in Eq. (5.2.21), the overall 

torque profile is inversely proportional to the squared angular velocity ω2. Thus, the 

optimized designs are also effective in minimizing ripples in case of different angular 

velocity in a steady rotation, although we perform the design optimization under a 

specific angular velocity (i.e., 1000 rpm). 

The initial densities in the geometric design domain (i.e., rotor and stator) are 

uniformly given as 0.65. The voltage on-off angles are initially set to 5˚ and 50˚. The 

move limits of the SLP method are set to 0.004 for density design variables and 0.0004 

for angle design variables. 

 

Table 5.4.1. Basic Specification of SRM 

  Stator poles/rotor poles 6/4   Thickness (mm) 50 

  Stator outer diameter (mm) 150   The number of phase 3 

  Stator inner diameter (mm) 123.9   Airgap (mm) 0.5 

  Rotor outer diameter (mm) 74.2   The number of windings 15 

  Rotor inner diameter (mm) 27.1   DC Voltage (V) 300 
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5.4.1. Two dimensional SRM design result 

The initial shape and the optimized shape are shown in Figure 5.4.1 (a) and (b). As 

shown in Figure 5.4.1 (b), the density design variables are clearly converged to zero (void) 

or one (steel) by Eq. (5.3.5). The optimized rotor has holes which hinder the flowing of 

magnetic flux through the rotor and consequently decrease the inductance profile as the 

rotor approaches to its aligned position. Additionally, the created holes contribute to 

reducing the mass of rotor from 71.3% (initial model) to 46.4% (optimized model). Note 

that topology optimization of the rotor for the desired magnetic energy profile has 

developed the smoothly rounded shape in [76]. Unlike the result in [76], the notched pole 

near the airgap is designed to satisfy the torque requirements. This notched shape is in 

good agreement with the shape design result of torque ripple minimization (see [70, 148]). 

Thin members could cause vibration noise and fail with external loadings. To avoid these 

structural weaknesses, minimum compliance design or minimum member-size control 

could be employed in further research. 

Table 5.4.2 shows the design parameters (i.e., arc lengths of poles and voltage on-off 

angles) of the initial and optimized SRM model, and also compares the average torques 

and the RMS values of the phase current. As shown in Table 5.4.2, the optimized shape 

has the increased arc lengths of both the rotor and the stator poles in order to minimize 

torque ripples. As reported in [139], increasing the arc lengths of poles in SRMs is the 

solution to minimizing torque ripples. This feature is well observed in the optimized 

design. As electric design variables, the voltage-on angle falls while the voltage-off angle 
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rises; the range of the voltage on-off angles is widened and thus the overlapped period of 

each phase is increased in the optimized model.  

In Figure 5.4.1 (c)-(e), the inductance, the phase current and the total torque profile of 

the initial design (dashed lines) are compared to those of the optimized design (solid 

lines). As shown in Figure 5.4.1 (c), the inductance curve of the optimized model slowly 

elevates and ends with a slightly decreased value, compared to the initial model. 

In Figure 5.4.1 (d), the operating range of the phase current increases in accordance with 

the widened voltage waveform. By satisfying the current constraint, the narrow current 

profile in the initial model gets spread and disappears in the optimized model. The 

maximum value of the phase current is notably decreased after optimization. As shown 

in Figure 5.4.1 (e), the total torque profile of the optimized design is nearly matched with 

the target torque, and the torque ripple is remarkably attenuated.  

From the author’s experiences, the design optimization with the current constraint 

hardly satisfies the higher average torque than that of the initial design. It seems that the 

design space is quite reduced by constraining the RMS value of the phase current. 

Possibly, the input power is also confined in a relaxed way because it is estimated by the 

integration of the phase current multiplied by the voltage profile, which is a fixed single-

pulse waveform in this work. 
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(a) 

 

 

(b) 
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(c) 

 
(d) 

 
(e) 

Figure 5.4.1. Rotor design result 

 (a) initial shape, (b) optimized shape, 

(b) inductance curve, (d) phase current curve (e) total torque curve 
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Table 5.4.2. Design parameters and performance analysis result 

Initial model Optimized model 

Stator pole arc (degree) 27 Stator pole arc(degree) 39 

Rotor pole arc (degree) 42 Rotor pole arc(degree) 45 

Voltage-on angle θon (degree) 0 Voltage-on angle θon (degree) -2.8 

Voltage-off angle θoff (degree) 50 Voltage-off angle θoff (degree) 61.7 

Average torque (Nm) 138.5 Average torque (Nm) 128.5

RMS value of  phase current (A) 48.1 RMS value of  phase current (A) 48.1 

 

 

5.4.2. Mechanical analysis of two dimensional SRM design result 

In order to investigate the mechanical characteristics of the optimized SRM, modal 

analysis [50, 149, 150] and thermal analysis [50, 151, 152] by MSC/NASTRAN are 

presented.  

The vibration of a stator in SRMs is known as the main source of the acoustic noise 

[150]. Using the normal mode analysis (i.e., SOL 103 in MSC/NASTRAN), two 

dimensional modal analysis of the initial and optimized stator is performed with the 

following material properties: Young’s modulus E=2.07×1011 N/m2, Poisson’s ratio 
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ν=0.31, and density ρ=7650 kg/m3. As for boundary conditions, three bolting points are 

fixed as described in [150] and all nodes are constrained in the z-direction.  

Table 5.4.3 shows the first 6 eigenvalues of the initial and optimized design. The mode 

shapes of optimized design are shown in Figure 5.4.2. The mode shapes of the initial 

SRM are the same as that of the optimized SRM. The eigenvalues of the optimized model 

are nearly the same as those of the initial model; new modes or mode changes do not 

occur in the optimized design. 

In accordance with [50], steady-state thermal analysis (i.e., SOL 153 in 

MSC/NASTRAN) is carried out for the stator and the coil of SRMs. Thermal 

conductivity of the stator is set to 445W/mK and that of the coil is set to 489W/mK. The 

resistivity of the coil is set to 1.72×10–8 Ωm. As for heat boundary conditions, the free 

convection is applied to the outside boundaries of the stator, and the forced convection is 

applied to all boundaries inside the SRMs. For simplicity, we adopt the following 

assumptions. The copper loss in the coil is considered the heat source and core loss is 

neglected. The convection coefficient hout at the outside boundaries of the stator is 

uniformly given by 8.5W/m2K, and the temperature of outside air is assumed to be 15 ºC. 

The convection coefficient hin at all inside boundaries is given by 50W/m2 K, and the 

temperature of inside air is assumed to be 35ºC. Using these assumptions and the 

symmetric condition, the 1/12 part of the stator is analyzed.  

The heat analysis result is shown in Figure 5.4.3. Since the RMS value of the phase 

current is unchanged as shown in Table 2, the copper loss in the optimized model (i.e., 

heat source) is the same as that in the initial model. Although the mass of the optimized 

stator is slightly increased, the inside surface area is increased by the notched shape at the 
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pole tips of the optimized stator. Consequently, the overall temperature values are slightly 

dropped in the optimized model.  

 

 

Table 5.4.3. Eigenvalues of optimized stator 

Initial model Optimized model 

Number Eigenvalues (Hz) Number Eigenvalues (Hz) 

1 112.5 1 111.8 

2 169.7 2 168.8 

3 169.9 3 168.9 

4 312.6 4 311.3 

5 312.9 5 311.5 

6 489.8 6 489.1 
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(a)              (b) 

 

           
(c)                     (d) 

 

           
(e)                 (f) 

 
Figure 5.4.2. Mode shapes of optimized stator, 

(a) 1st, (b) 2nd, (c) 3rd, (d) 4th, (e) 5th, (f) 6th 
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                                                    (a)                          (b) 

Figure 5.4.3. Min/max temperature and isotherms of stator,  

(a) initial model, (b) optimized model 

 

 

5.4.3. Three dimensional SRM design result 

The proposed approaches are applied to three dimensional design as well. All the 

analysis and optimization procedure except the finite element analysis, are identical in the 

two and three dimensional SRM models. In the three dimensional model, not Eq. (5.2.6) 

but Eq. (5.2.5) is solved using three dimensional nodal or edge finite element 

method. Figure 5.4.4 shows the design domain in the rotor. The analytical and finite 

different sensitivities at the one slice of rotor design domain are compared in Figure 5.4.5. 

As shown in Figure 5.4.5, the analytical sensitivity is in good agreement with the finite-

difference sensitivity.  
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Figure 5.4.4. Design domain of three dimensional SRM 

 

              
(a) 

 

              
(b) 

Figure 5.4.5. Comparison of the analytical sensitivity and finite different sensitivity 

(a) objective (total torque Ttot), (b) constraint (phase current i) 
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The initial shape and the optimized shape using the nodal or edge element are shown 

in Figure 5.4.6(a), (b) and (c). The optimized rotor has the holes as well in three 

dimensional cases. The notched rotor pole shape near the airgap appears in both 

optimization results using the nodal and edge element.  

In Figure 5.4.7(a)-(c) and Figure 5.4.8(a)-(c), the inductance, the phase current and the 

total torque profile of the initial design (dashed lines) are compared to those of the 

optimized design using the nodal element or edge element (solid lines). The total torque 

profile in both results is almost matched with the target torque profile, and the torque 

ripple is successfully eliminated. The characteristics of the inductance and current curve 

are not different in two and three dimensional models. It is confirmed that the proposed 

design approaches can be applied to both two and three dimensional SRM models.  

Although it is known that the nodal element has a large error in the magnetic field at 

the interface of different materials, the performance analysis and optimization result 

using the nodal element does not show any considerable error. This might be because the 

performance analysis in SRM starts from the magnetic energy, which is calculated at the 

Gaussian point over the element. The magnetic field at the Gaussian point might be 

accurate even when using the nodal element. Therefore, both nodal and edge elements 

can be used for three dimensional SRM design using the proposed approach. 
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                                                               (a) 

 

       
                           (b)                                                                   (c)  

 

Figure 5.4.6. Rotor design result 

(a) initial shape, (b) optimized shape using nodal element, (c) optimized shape using 

edge element 
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(a) 

 
(c) 

 
(e)                          

 

Figure 5.4.7. Performance analysis result (nodal element) 

 (a) inductance curve, (b) phase current curve, (c) total torque curve
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(a) 

 

 
(b) 

 

 
(c) 

 

Figure 5.4.8. Performance analysis result (edge element) 

 (a) inductance curve, (b) phase current curve, (c) total torque curve 

0 5 10 15 20 25 30 35 40 45
0

1

2

3

4

5

6

7

8

x 10
-3

Rotor angle (degree)

In
du

ct
an

ce
 (H

)

 

 

Initial model
Optimized model

0 10 20 30 40 50 60
0

100

200

300

400

500

600

700

800

Rotor angle (degree)

C
ur

re
nt

 (A
)

 

 

Initial model
Optimized model

-10 0 10 20 30 40 50 60 70
0

200

400

600

800

1000

1200

1400

1600

1800

2000

Rotor angle (degree)

To
ta

l T
or

qu
e(

N
m

)

 

 

Target
Initial model
Optimized model



 

167 

 

 

5.5. Conclusion 

The design optimization of SRMs is carried out in both the geometric and electric 

domain: the rotor/stator of SRMs and the voltage on-off angles respectively. The 

performance analysis of SRMs is given in great detail. Using Fourier series, the analytical 

sensitivity analysis is derived and verified using the finite-difference sensitivity. As 

design objectives, the target torque profile is well satisfied and thus torque ripples are 

minimized with low rotor mass. Copper loss is controlled by constraining the RMS value 

of the phase current. The geometry of the rotor and the stator are clearly shaped by 

topology optimization. The proposed multiobjective design problem is successfully 

solved by the SLP algorithm and the adaptive control of weightings. In addition, the 

mechanical characteristics of the optimized SRM are discussed using the vibration and 

thermal analysis by MSC/NASTRAN. 
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CHAPTER 6 
6. TOPOLOGY OPTIMIZATION OF SWITCHED RELUCTANCE MOTORS 

IN NON-LINEAR B-H RELATION 

 

 

 

6.1. Introduction 

Switched reluctance motors (SRMs) are attractive machines for a variety of industrial 

applications. Their structure is simple and robust, and the motors operate at high 

efficiency. Moreover, their operation is reliable even at very high speeds. Despite these 

advantages, however, they also have limitations. They suffer from inherent high torque 

ripples, which induce noise and vibration problems. Moreover, the highly nonlinear 

nature of SRMs causes difficulties in their analysis and design.  

The main goal in the design of SRMs, therefore, has been to minimize torque ripples. 

It is well known that torque performance is largely influenced by the geometry of the 

stator and rotor poles. Therefore, both the size and shape of the poles have been designed 

to improve torque performance [68, 70, 72]. The effect of rotor and stator pole sizes on 

torque ripples has been investigated, and optimal sizes have been obtained using the 

augmented Lagrangian method [68]. The shape of the poles has been designed as well by 
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optimizing the geometric parameters of initial shapes such as non-uniform stator poles 

and a rotor pole with a shoe [70], or a rotor pole with a notched tooth [72]. These 

approaches, however, have the following limitations. First, deciding on the proper 

parameters requires knowledge of an initial shape, which must be determined by the 

intuition or experience of a researcher. The wrong decision may not improve the 

performance of the design result. The second limitation is that the improvement might be 

restricted because the initial shape is fixed and thus only parameters can vary. If, however, 

the design method does not require an initial shape, and any shape can be represented as 

the design result, considerable improvement in SRM performance can be expected. These 

features are the main advantages of structural topology optimization 

To apply structural topology optimization to the design of SRMs, the sensitivity of the 

SRM performance, such as torque profile and phase current, should be derived 

analytically. The sensitivity analysis requires the explicit expression of objectives and 

constraints, which are chosen as functions of the SRM performance. In chapter 5, the 

explicit expression of SRM performance has been analytically derived using Fourier 

series expansion of the inductance curve. However, this study ignored the magnetic 

saturation effect by assuming the linear material property. The magnetic saturation causes 

the nonlinear characteristic in the magnetization with respect to the current input. 

Therefore, the inductance curve is not sufficient to describe the magnetization because it 

does not include the effect of the current input. Instead of the inductance curve, the flux 

linkage surface, including the effect of the current input, should be obtained to predict 

SRM performance under magnetic saturation. In order to model the flux linkage surfaces, 

various performance analysis methods have been proposed using different kinds of 
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approximation methods [34, 36, 41]. None of these studies, however, derive the explicit 

expression of SRM performance that is required to apply structural topology optimization. 

This chapter proposes a new performance analysis model, which can provide the 

explicit expressions of torque profile and phase current taking the magnetic saturation 

effect into account. This model uses Fourier series expansion and piecewise quadratic 

polynomials to approximate the flux linkage surface. Quadratic polynomials allow us to 

derive the explicit expression of phase current, which was not available in the previous 

analysis models [34, 36, 41]. Then, sensitivity analysis of the torque profile and phase 

current becomes available, and topology optimization can be applied to the design of 

SRMs. 

Based on the proposed performance analysis model, structural topology optimization 

of SRMs is carried out to find the optimal shape of the rotor and stator minimizing torque 

ripple. For this design goal, the voltage on-off angles in single-pulse voltage waveform 

are also optimized. The constraint is applied to the root-mean square (RMS) value of 

phase current to confine the copper loss. This constraint might ensure the high efficiency 

of SRMs. As a design example, the two dimensional model of 6/4 SRMs (6 stator poles 

and 4 rotor poles) is chosen and optimized using the Sequential Linear Programming 

(SLP) method. In addition, the effects of magnetic saturation on the design result of 

SRMs are investigated by comparing results with and without magnetic saturation.  

The outline of the paper is as follows. Section 6.2 describes the proposed analysis 

model of SRMs to represent the operating performance of SRMs, and Section 6.3 

presents the optimization problem and sensitivity analysis. Next, Section 6.4 gives the 

optimization results, and Section 6.5 summarizes the paper. 
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6.2. Non-linear analysis model of SRMs 

The motor performance is explicitly represented using the mathematical 

approximation method. First, the flux linkage λ is approximated based on Fourier series 

expansions and piecewise quadratic polynomials. Next, the current curve is obtained by 

solving the voltage equation, and the torque profile is determined using the global virtual 

work method.  

 

6.2.1. Flux linkage model 

The flux linkage model represents the relation between the flux linkage λ, the current 

of the stator coil i, and the rotor position θ. First, the magnetic energy Wmag at discrete 

currents and rotor positions are calculated by solving the magnetostatic equation using 

the finite element method with Newton-Raphson iteration. The nonlinear magnetostatic 

equation can be simply written as  

 

   ( ) =K A A Q                                                        (6.2.1) 

 

where A is the magnetic vector potential, K is the magnetic stiffness matrix, and Q is the 

load vector. The magnetic reluctivity model proposed in [142], is used to represent the 

magnetic saturation effect and can be written as  

 

( ) 2
22

1 3
k BB k e kν = +                                                 (6.2.2)  
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where B is the magnitude of magnetic flux density. After solving Eq. (6.2.1) by using the 

finite element method with Newton-Raphson iteration, the magnetic energy Wmag can be 

obtained as 

 

( ) ( )( )2

all space 0 all space 0

B B

magW d dv B B dB dvν= ⋅ =∫ ∫ ∫ ∫H B                   (6.2.3)  

 

where H is magnetic field intensity and B is magnetic flux density. This process is 

performed at many different phase current values and rotor positions, and magnetic 

energy (Wmag)jk at discrete the jth phase currents and the kth rotor position is calculated.  

The next step is to find the flux linkage curves with respect to the phase current i axis 

at fixed rotor position θ. From the approximation using piecewise quadratic polynomials, 

the flux linkage λkm at fixed kth rotor position and mth piecewise interval is written as  

 

( ) 2
1 2 3km km km kmi C i C i Cλ = + +                                  (6.2.4) 

 

where i is the phase current of the stator coil. The reason why the piecewise quadratic 

polynomials are chosen is as follows. First, any piecewise function may represent both 

the line and curve well. The second order polynomial gives the analytical solution of the 

voltage equation. Finally, the derivative of the flux linkage λ is not required for the 

performance analysis. Therefore, the C1 continuity that can be considered in the cubic 

polynomials does not need to be satisfied. Figure 6.2.1 shows the flux linkage curve with 

respect to the phase current at a fixed rotor angle. To find the three coefficients C1km, 
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C2km, and C3km, three conditions are required at every mth interval. Two conditions are 

obtained from the relation between the magnetic energy (Wmag)jk and flux linkage λkm, 

which can be represented as  

 

( ) ( ) ( )
0

ji

mag j km j kmjk
W i i i diλ λ= ⋅ − ∫                     (6.2.5) 

 

In the above equation, the discrete current position j is set as 2m-1, and 2m. The last 

condition is the continuous condition at the current position j=2m+1. From these three 

conditions, the system of equations to find the coefficients is derived as 
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Figure 6.2.1. Flux linkage curve with respect to the phase current 

 

Next, the Fourier series expansion is applied to Eq. (6.2.4) for the approximation with 

respect to the rotor position θ axis. Then the model representing flux linkage λ with 

respect to phase current i and rotor angle θ is represented as  

 

 ( ) ( )2 2
1 ,0 2 ,0 3 ,0 1 , 2 , 3 , r

1
( , ) cos( P )

NF

m m m m m n m n m n
n

i F i F i F F i F i F nθ θ
=

Φ = + + + + +∑       

(6.2.7) 

 

where NF is the number of Fourier series expansions, Pr is the number of rotor poles, and 

Fqm,n are the coefficients of Fourier series expansions, which can be written as 
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Figure 6.2.2  shows the attained flux linkage model. The filled circular marks represent 

the flux linkage at discrete current and rotor angle positions where the finite element 

analysis is carried out. As shown in Figure 6.2.2, the flux linkage is smoothly 

approximated using the proposed method for the analytical representation. 

 

 

Figure 6.2.2. Flux linkage model 
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6.2.2. Phase current curve 

After calculating the flux linkage, the current curve is obtained by solving the voltage 

equation. The voltage equation of SRMs is given by 

 

( )( ),d i
V Ri

dt
θΦ

= +                  (6.2.10) 

 

where V is the source voltage, and R is the stator coil resistance. In order to solve the 

voltage equation analytically, the voltage drop due to the stator coil resistance is 

neglected. Thus, Eq. (6.2.10) yields 

 

( )( ),d i
V

dt
θΦ

=                            (6.2.11) 

 

We assume steady-state rotation and zero phase current at the voltage-on angle. The 

voltage waveform used in this work is shown in Figure 6.2.3. By solving Eq. (6.2.11) 

with the assumptions, the explicit expression of phase current curve is obtained as 
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, θ0 is the voltage-on angle, Φ0 is the flux linkage at θ0, and ω is the constant angular 

velocity. Figure 6.2.4 shows the phase current profiles of typical 6/4 SRMs with 

nonlinearly saturated material and linear material assumption. In this example, typical 

rotor and stator shapes are used, and the voltage on-off angles are set to 0° and 50° 

respectively. As shown in Figure 2, phase current with saturated material (solid line) is 

higher than that with the linear material assumption (dashed line). 

 

 
Figure 6.2.3. Single pulse voltage waveform 

 
Figure 6.2.4. Current curve in both linear and non-linear B-H relation 
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6.2.3. Torque Curve 

The torque profile of SRMs is calculated using the global virtual work method [138]. 

The global virtual work method is based on the principle of conservation of energy and 

virtual displacement. This method uses the coenergy at a set of closely spaced rotor 

positions. The coenergy Wco is defined as   

 

co 0 constant

i
W di

θ
λ

=
= ∫ %                                            (6.2.14) 

 

By taking the derivative of the total coenergy with respect to the rotor angle θ, the torque 

profile is obtained as 

( ) co
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,
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∂
=

∂
                                       (6.2.15) 

 

Substituting Eq. (6.2.7) and Eq. (6.2.14) into Eq. (6.2.15), the torque profile is explicitly 

given by 
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  (6.2.16) 

 

It is noted that the function of the current i is obtained from Eq. (6.2.12). Figure 6.2.5 

shows the torque profile of the typical SRM model. As expected, the torque with the 
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saturated material property (solid line) is much higher than that with the linear material 

assumption (dashed line). This higher torque reveals the reason why SRMs usually 

operate under the saturated condition. 

 

 

Figure 6.2.5. Torque profile in both linear and non-linear B-H relation 
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The structural topology optimization method finds the optimal arrangement of a 

structure by setting material densities as design variables. The material densities are 

relaxed as a continuous variable to use a mathematical programming method such as SLP. 
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6.3.1. Optimization problem formulation 

The design strategy and design domains are identical to those of the previous study 

with the linear material assumption. The geometric design domains are both the rotor and 

stator. The electric design domain, such as voltage turn-on and off angles, is added to the 

optimization. The optimization problem, which is also identical to that of the previous 

study, is formulated as  

 

( ) ( )
2n

=1

Minimize  1.0
*
k

c
j

Tf f V
T

α β
⎡ ⎤⎛ ⎞= − + ⋅ + ⋅⎢ ⎥⎜ ⎟

⎝ ⎠⎢ ⎥⎣ ⎦
∑ ρ ρ            (6.3.1)          

( )min maxsubject to 0< 1,..,u k NDρ ρ ρ≤ ≤ =                               (6.3.2)         

*rms rmsi i≤                                                                    (6.3.3) 

                        

                            ( ) ( )
1

1ND
u u

c
u

f
ND

ρ ρ

=

−
=∑ρ                                                     (6.3.4)           

u u
( )= /u u uV a aρ∑ ∑ρ                                                     (6.3.5) 

 

where Tk is the torque value at kth rotor angle θk (j=1,…,n), n is the number of discrete 

rotor angles, T* is the target average torque, irms is the RMS value of phase current, au is 

the area of uth element, α and β are the weighting values for the density convergence 

function fc(ρ) and the normalized rotor mass function V(ρ) respectively, and ND is the 

number of design variables.  
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To minimize the torque ripple, the torque values Tk at given rotor angles θk is handled 

to become the constant target average torque T*. The density convergence function fc(ρ) 

is added to the objective function for enforcing the convergence of intermediate densities, 

and the normalized rotor mass function V(ρ) is also added to minimize the mass of the 

rotor.  

The constraint is applied to the RMS value of phase current irms, which is given by 

 

2 2

0
1

1 1e
nT

rms k
ke

i i dt i
T n =

= ≈ ∑∫                                           (6.3.6) 

 

This constraint confines the copper loss, which is one of main heat sources and can be 

written as 

 

2
copper rmsW R i= ⋅                                                        (6.3.7) 

 

The formulated optimization problem is solved using the SLP method, which is one of 

the mathematical programming methods that require the sensitivity of objective and 

constraint functions. The proposed performance analysis model gives the analytical 

representation of the current curve and torque profile. Therefore, the analytical sensitivity 

of objective and constraint functions is available. 
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6.3.2. Sensitivity analysis 

     The analytical sensitivity of objective (i.e., Eq.(6.3.1)) and constraint (i.e., Eq. 

(6.3.3)) functions is derived using the direct differentiation and chain rule. The derivative 

of objective function with respect to density design variables ρu is given as 
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From Eq. (6.2.16), the derivative of torque ∂Tk  /∂ρu can be obtained as 
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All terms in (6.3.9) are explicitly calculated except ∂Fqm,n /∂ρu and ∂i /∂ρu.  From Eq. 

(6.2.12), the derivative of the current ∂i /∂ρu is derived as 
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From Eq. (6.2.8) and (6.2.9), the derivative of Fourier series expansion coefficients ∂Fqm,n 

/∂ρu can be written as 

 

( ) ( ) ( )1,0
1

1r

1 
2 / P

m
q j m q j mqm

j j
j

C CF
θ θ

ρ π ρ ρ
+

+
=

⎛ ∂ ∂ ⎞⎛ ⎞∂
= + −⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠⎝ ⎠

∑          (6.3.12)

( ) ( ) ( ) ( )
( )

( ) ( ) ( ) ( )
( )

r 1 r1,
r 1

1 r 1

r 1 r
r

r 1

cos P cos P2 sin P
P

cos P cos P
sin P

P

m
j jq j mqm n

j
j j j

j jq j m
j

j j

C n nF
n

n n

C n n
n

n

θ θ
θ

ρ π ρ θ θ

θ θ
θ

ρ θ θ

++
+

= +

+

+

⎡ ⎛ ⎞∂ −⎛ ⎞∂
⎢ ⎜ ⎟= ⋅ +⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ −⎢⎝ ⎠ ⎝ ⎠⎣

⎤⎛ ⎞∂ −⎛ ⎞
⎥⎜ ⎟− ⋅ +⎜ ⎟⎜ ⎟ ⎜ ⎟∂ − ⎥⎝ ⎠ ⎝ ⎠⎦

∑
    (6.3.13) 

 

The above derivative requires the derivative of the piecewise quadratic polynomial 

coefficients Crjm. From Eq. (6.2.6), the derivative ∂Crjm/∂ρu is given by 
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The derivative of magnetic energy ∂(Wmag)/∂ρu can be obtained using the adjoint method. 

From Eq. (6.2.1)-(6.2.3), it can be written as 
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The adjoint variable λ is the solution of the adjoint equation: 

 

( ) ( )∂⎛ ⎞
+ =⎜ ⎟∂⎝ ⎠

K A
K A A λ Q

A
                                    (6.3.17)         



 

185 

 

 

It is noted that K and A should be the final converged quantities. Therefore, the 

sensitivity analysis is carried out after the Newton-Raphson iteration is finished. Finally, 

the analytical sensitivity of the objective function can be calculated using Eq. (6.3.8)-

(6.3.17). 

Next, the derivative of the constraint function (i.e. the RMS value of phase current) is 

derived as 
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1 1

1 1/
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i ii i
n nρ ρ= =

⎛ ⎞∂ ∂
≅ ⋅⎜ ⎟∂ ∂⎝ ⎠

∑ ∑                                 (6.3.18) 

 

The above derivative requires the derivative of the current ∂i /∂ρu , which is already 

derived in Eq. (6.3.10).  

The derived analytical sensitivity of the objective and constraints functions is verified 

by comparing with the finite-difference sensitivity. Figure 6.3.1 shows the analytical and 

finite-difference sensitivity of the rotor design domain for (a) the derivative of torque 

objective and (b) the derivative of current. As shown in Figure 6.3.1, the analytical 

sensitivity is in good agreement with the finite-difference sensitivity.  
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    Analytical sensitivity                          Finite-difference sensitivity 

                        

(i) Rotor design domain 

                           
(ii) Stator design domain 

(a) 

 

                        

(i) Rotor design domain 

                           

(ii) Stator design domain 

(b) 

Figure 6.3.1. Comparison of the analytical and finite-difference sensitivity 

(a) Derivative of torque ∂Tk  /∂ρu, (b) derivative of current ∂i /∂ρu 
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6.4. Design result and discussion 

Two dimensional 6/4 SRM (6 stator poles and 4 rotor poles) is designed using the 

proposed method. The basic specification of SRM is the same as that of previous chapter 

for the linear problem. The target average torque T* is set as the average torque of the 

typical design, which is shown in Figure 6.4.2(a). The constraint value irms* on the RMS 

value of phase current is also set as the RMS current of typical designs. The initial 

densities are uniformly given as 0.65. The voltage on-off angles are set as 5° and 50° 

respectively. The move limits of the SLP method are 0.005 for density design variables 

and 0.0005 for angle design variables. 

The gray-scale structures of SRM during the optimization iterations are presented 

in Figure 6.4.1. The black color in the design domain represents steel, and the white color 

represents air. This figure shows that the structural topology optimization method gives 

the optimal shape of the structure without any pre-fixed structural layout. 

 

            
(a)                                                         (b) 

              
 (c)                                                         (d) 

Figure 6.4.1. Shape of SRM during the optimization iteration  

(a) 0 iterations, (b) 50 iterations, (c) 120 iterations, (d) 300 iterations 
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The optimized shape with linear material assumption is shown in Figure 6.4.2(b). In 

this result, holes are created inside the rotor to reduce the mass of rotor. Figure 6.4.2(c) 

shows the optimized shape when the magnetic saturation effect is considered. Here, holes 

are not created although mass minimization is added in the objective functions. The 

reason for this difference might be the different characteristics of magnetic flux when the 

flowing path becomes narrow (i.e., when holes are created). In linear material, the 

magnetic flux density increase inverses proportionally to the area of the flowing path, and 

consequently an identical amount of magnetic flux can flow even in the narrowed path. In 

saturated material, the flow of magnetic flux is interrupted when the area of the flowing 

path is narrowed. Higher phase current input is required to produce the same amount of 

flux density as that flowing in a wide path. This characteristic in saturated material 

prevents the creation of holes in the designed shape. The results for both linear and non-

linear problems are designed to have a notched rotor pole shape near the airgap. The 

notched shape has been already used as the fixed shape of the linear SRM optimization 

problem to minimize torque ripple [70, 72].  Without the linear material assumption and 

pre-fixed shape, the notched rotor pole shape is obtained as the optimization result. This 

confirms that the notched rotor pole is the optimal shape to minimize torque ripple for 

both linear and non-linear problems.  

Table 6.4.1 shows the design parameters of the typical and optimized SRM, and also 

compares the average torques and the RMS values of phase current. As shown in Table 

6.4.1, the arc lengths of both the rotor and the stator poles are increased in order to 

minimize torque ripples. As electronic design variables, the voltage-on angle falls while 

the voltage-off angle rises; the range of the voltage on-off angles is widened. Average 
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torque of the designed motor successfully satisfies the target average torque (6% lower 

than target average torque). The RMS value of phase current in the designed motor is 

well constrained. 

In Figure 6.4.3, phase current and the torque profile of the optimized design (solid 

lines) are compared to those of the typical design (dashed lines). As shown in Figure 

6.4.3(a), the operating ranges of phase current increase with the widened voltage 

waveform. The narrow current profile in the typical model gets spread in the optimized 

model while satisfying the current constraint. The maximum value of phase current is 

notably decreased after optimization. As shown in Figure 6.4.3(b), the total torque profile 

of the optimized design is nearly matched with the target torque, and the torque ripple is 

remarkably reduced.  

 

Table 6.4.1. Design parameters and performance analysis result 

 

Typical design Optimized design 

Stator pole arc(degree) 27 Stator pole arc(degree) 39 

Rotor pole arc(degree) 42 Rotor pole arc(degree) 45 

Voltage-on angle θon (degree) 0 Voltage-on angle θon (degree) -4.43 

Voltage-off angle θoff (degree) 50 Voltage-off angle θoff (degree) 63.50 

Average torque (Nm) 184.7 Average torque (Nm) 172.9 

RMS value of  current (A) 57.2 RMS value of current (A) 56.4 

 



 

190 

 

 
(a) 

 
(b) 

 
(c) 

Figure 6.4.2. SRM Design Result  

(a) typical shape, (b) optimized shape with linear material assumption, (c) optimized 

shape with saturated material 
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(a)                                                            

 

 
       (b) 

 

Figure 6.4.3. SRM performance of optimized and typical design 

(a) Current curve, (b) Torque profile 
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6.5. Conclusion 

Structural topology optimization of SRMs is presented in this paper. To perform the 

sensitivity analysis, the SRM performance analysis model using Fourier series 

expansions and piecewise quadratic polynomials is proposed. Based on this model, 

structural topology optimization of SRMs is carried out to minimize torque ripples with 

the constraints on the RMS value of the phase current. The optimized SRMs successfully 

satisfy the optimization objectives and constraints. The geometries of optimized 

nonlinear SRMs are compared with those of linear SRMs. In the future, an effort will be 

made to optimize three dimensional SRMs, and three dimensional effects in the analysis 

and design of SRMs also will be investigated. 
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CHAPTER 7 
7. CONCLUSIONS AND FUTURE WORKS 

 

 

 

7.1. Concluding remarks 

In this dissertation, structural topology optimization in magnetic field is extensively 

investigated to improve the force/torque performance of magnetic devices.  First, the 

finite element method for the magnetostatic analysis is presented to calculate magnetic 

field in a structure including complex geometries. From the obtained magnetic field, the 

magnetic force/torque can be calculated using various kinds of magnetic force calculation 

methods. Based on the analysis to obtain the magnetic field and magnetic force, the 

structural topology optimization is applied for the design of magnetic devices. First, the 

magnetic actuator is designed to investigate the characteristics of magnetic circuit 

parameters. Then the structural topology optimization in the coupled magneto-structural 

problem is presented. Finally, switched reluctance motors are designed to improve the 

torque performance in a steady-state operation.  
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Finite element method for magnetostatic analysis 

The magnetostatic equation is derived from the Maxwell’s equation and solved using 

the finite element method with vector potential. A gauge condition to solve the 

uniqueness problem is investigated, and it is concluded that a gauge condition is 

automatically satisfied in two dimensional problems and it is unnecessary to impose a 

gauge condition in three dimensional problems if the magnetic flux density B is the 

quantity of primary interest. The characteristics of nodal and edge elements in three 

dimensional problems are explained in the aspect of two boundary conditions at the 

interface of different materials. The Newton-Raphson iteration method to solve the non-

linear problem considering the magnetic saturation is described in detail. A finite element 

program is developed to solve the 2D/3D linear/non-linear magnetostatic problems. The 

developed program is verified by comparing the analysis results with those using 

COMSOL and ANSYS. The results confirm that the finite element method gives 

reasonable magnetic fields over the whole domain, but the nodal element may fail to 

calculate accurate magnetic fields at the interface of different materials.  

 

Magnetic force calculation 

Various magnetic force calculation methods are comprehensively investigated. The 

methods can be classified into convectional method and body force calculation methods. 

Conventional methods such as the Maxwell stress tensor method, virtual work method, 

and equivalent source method, give the surface force distribution. In contrast, a rather 

new method, that is, the body force calculation method, provides the force distribution on 

the whole body. The derivation of each method is briefly described for both linear and 
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non-linear problems, and all methods are applied to the magnetic force calculation acting 

on the armature of the magnetic actuator. The calculation results show that global 

magnetic force is unique regardless of the force calculation methods although the 

equivalent current method fails to give a unique global force. The body force calculation 

methods provide exactly identical global forces as those using corresponding 

conventional methods. The conventional methods fail to provide the unique force 

distribution, while the body force calculation methods give a unique force distribution. 

These results definitely shows the validity of body force calculation methods, although 

we cannot conclude the debate about true magnetic force distribution.  

 

Design of magnetic actuator and effect of magnetic circuit parameters 

The structural topology optimization of a magnetic actuator is carried out for both 

linear and non-linear problems. The design goal is to maximize the magnetic force 

applied on the armature, and the magnetic force is calculated using the Maxwell stress 

tensor method and the local virtual work method. Optimization results with three 

different permeability models and different volumes are presented, and then the effect of 

permeability and design domain volume is investigated. In the results, the nonlinearity 

makes the optimized structure concentrated and simple because this structure can weaken 

the magnetic saturation effect which deteriorates the magnetic force. The effect of 

volume appears differently in linear and non-linear cases. In the linear case, the decreased 

volume slightly affects the magnetic force. In contrast, decreased volume in the non-

linear case largely deteriorates the magnetic force because the magnetic saturation 

becomes strong in a small volume.  
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Structural topology optimization in coupled magneto-structural problem 

The structural topology optimization is applied to the coupled magneto-structural 

problem. The design goals are to maximize total magnetic force and to minimize the 

mechanical deformation caused by the distributed magnetic force. The magnetic force is 

calculated as the distributed body force using the virtual air-gap scheme. As a design 

example, the armature of the solenoid actuator is optimized using the proposed approach. 

For the comparison, the same optimization is carried out using the Coulomb virtual work 

method for the calculation of magnetic force distribution. The optimization result using 

the proposed approach contains rather complex structures, while that using the Coulomb 

virtual work method is composed of simple and concentrated structures. The total forces 

of the two results are almost identical, and both results seem to maximize the total force 

successfully. However, the compliances of the two results are entirely different due to 

different force distributions. The proposed approach is more appropriate than that using 

the Coulomb virtual work method for structural topology optimization. It is known that 

the Coulomb virtual work method gives an inaccurate force distribution where the 

different materials are in contact. The design domain during optimization can be 

considered as a composition of different materials. Therefore, the compliance 

minimization using the Coulomb virtual work method might use an inaccurate force 

distribution. In contrast, the body force calculation method is proposed to calculate the 

accurate magnetic force calculation at the interface of different materials, and 

consequently, the compliance minimization can be performed using accurate force 

distribution. 
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Design of switched reluctance motors 

Switched reluctance motors are designed using the structural topology optimization. 

The design goal is to minimize torque ripple, which is one of main issues with this motor. 

The copper loss is controlled as well by constraining the RMS value of the phase current. 

The design domains are chosen as both the geometric and electric domain: the rotor/stator 

of the motor and the voltage on-off angles respectively. To perform optimization using 

the mathematical programming method, the explicit representation of torque and current 

curve is obtained by the mathematical model of magnetic characteristics. In the linear 

problem, the inductance curve is approximated using Fourier series. In the non-linear 

problem, the flux linkage surface is approximated using Fourier series expansions and 

piecewise quadratic polynomials. Then, the current curve is calculated by solving the 

circuit equation, and the torque profile is obtained from the global virtual work method. 

Finally, analytical sensitivity analysis of the torque and current curve is performed, and 

the sequential linear programming method is used to solve the optimization problem. In 

the optimization result of the linear problem, holes are created to minimize the mass, 

while holes are not created in the result of the non-linear problem. Holes in the non-linear 

problem deteriorate the torque performance because magnetic saturation interrupts the 

flow of magnetic field around a narrowed path due to holes. The optimization results 

show that a notched rotor pole near airgap is the optimal shape to minimize torque ripple 

in both linear and non-linear problems.  
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7.2. Future works 

This dissertation first reviewed the magnetostatic finite element analysis and magnetic 

calculation methods for accurate calculation of magnetic fields and magnetic forces. Then, 

the solenoid actuator and switched reluctance motors were designed using structural 

topology optimization to improve their force/torque performance. In addition to the above 

works, the author would like to suggest the following future works 

 

Finite element analysis for eddy current and hysteresis  

The dissertation did not treat the effects of eddy current and hysteresis. These effects 

can influence motor performance, particularly in induction motors. Therefore, study on 

these two effects might be critical for analyzing electric motors.  

In order to take the eddy current effect into consideration, the Maxwell’s equations 

with the vector potential method becomes 

 

1⎛ ⎞ ∂
∇× ∇× = −⎜ ⎟ ∂⎝ ⎠ t

σ
μ

AA J                                           (7.2.1) 

 

If current density J represents time harmonic excitation with frequency ω, Eq. (7.2.1) can 

be modified into the frequency domain equation: 

 

                                   � % �1⎛ ⎞
∇× ∇× = −⎜ ⎟

⎝ ⎠
jωσ

μ
A J A                                         (7.2.2) 



 

199 

 

The finite element method can be applied to solve Eq. (7.2.1) or (7.2.2), and then we can 

obtain the magnetic field taking the eddy current effect into consideration. 

The hysteresis effect appears in most magnetic materials. This effect is a kind of 

‘memory’ effect; some magnetic field remains even after external input is 

removed. Figure 7.2.1 shows the B-H relation when hysteresis is considered. The B-H 

relation should show the irreversible behavior and frequency dependency. Many B-H 

relation models such as Preisach model and Jiles-Atherton model, have been developed 

to represent the hysteresis effect. Studying the characteristics of each model with finite 

element analysis will be a valuable contribution to electric motor analysis. 

 

 

 

Figure 7.2.1. Hysteresis loop [153] 
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Topology optimization for experiment to validate body force calculation method 

This dissertation investigates both surface and body local force calculation methods. 

Two methods give completely different local force distributions, but only one of them 

can be a true force distribution. The debate about which is true might be concluded by 

experimental validation. In [115], an experiment was performed to compare the 

deformation of four different force formulations using only the surface force method. 

This experiment can be extended to compare the deformation of surface and body force 

methods. Because the global force of two methods is exactly the same, the deformation of 

two methods can be nearly the same. To maximize the difference in the deformation of 

the two methods, we can use a shape designed using topology optimization. The 

optimization problem is briefly described in Figure 7.2.2. From this proposed experiment 

using the optimal shape, we might clearly resolve the debate about a true local force. 

 

 

 

Figure 7.2.2. Topology optimization to design a experiment to find a true local force 

distribution between surface and body force method 
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Topology optimization to minimize the core loss of electric motors 

In electric motors, losses create not only thermal problems but also inefficiencies. Two 

main losses in electric motors are core and copper loss. Copper loss is treated in this 

dissertation; core loss is not considered here. Topology optimization to minimize core 

loss can be a meaningful future work. Core loss is composed of eddy current loss and 

hysteresis loss. When the flux density B is sinusoidal, core loss is commonly expressed as 

 

 2 2 a bB
core e i i h i i

i

W k f B k f B += +∑    (7.2.3) 

 

where f is the frequency of the flux density. ke, kh a, and b are the material constants 

[154]. The first term of Eq. (7.2.3) represents the hysteresis loss, and the second term 

represents the eddy current loss. To minimize core loss, optimization might seek to find a 

shape that minimizes the frequency f of magnetic flux density variation. The flux density 

itself might not be decreased for the force/torque performance.  
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